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Abstract：　Under　a　restriction　of　the　quasi－Markov　property　on　the　circle　S　i，　we　give
detailed　descriptions　of　stationary　Gaussian　processes　X（t），　t　E　S　i，　and　of　Gaussian
processes　Y（t）　with　stationary　increments　to　observe　the　mutual　dependence　of　two　in－
novation　processes　arising　from　the　forward　and　backward　canonicql　representations．
’gl．　lntroduction
　　With　the　theory　of　multiple　Markov　Gaussian　processes　in　mind（［5］，［12］），we　will
discuss　some　Gaussian　processes　Z（のindexed　by　t∈S1（the　unit　circle），　for　which　the
quαsi－Mαrhoびproperty（［8］，［9］）holds：For　each　open　arc　I⊂S1．，we　have　the　interpola－
tion　formula
　　（1）　E［Z（s）iz（の；亡さく1］＝E［Z（s）lZ（の；‘∈δ1］
for　every　8∈五　（Note　that　the　boundaryδ　1　consists　of　two　end　points　of五）This　signifi－
cant　extension　of　the　usual　Markov　property　is　also　called　reeiprocα1（［1］，［2］and［17］）
or．伽。－sided　Mαrkov（［7］）．　In　fact，　we　will　solve　innovation　problems　ari．sing　from　the
／orωαrd　and　bαchwαrd　canonicα1　representations，　for　stationary　quasi－Markov　processes
X（t）in§2and　for　quasi－Markov　processes　y（‘）with　stationary　increments　in§3．
　　We　will　start．with　studying　a　typical　class　of　stationary　Gaussian　processes　X（のwhich
p6ssess，　in　addition　to　the　quasi－Markov　property，　the　reflection－positivity　on　the　circle．
Parametrizing　the　point亡∈S正by一π≦亡≦π（modulo　2π），the　latter　property（also
called　IL　or　OS－positive（［5］，〔6］，［7］and　［13］）can　be　stated　as　follows：For　any
O≦ti＜t2＜…＜t、≦πand　anyαi∈R，　i＝＝1，2，…，n，　we　have　the　inequality
　　　　　　　　　　の　　　　　　　　　　　　　　　　　　　　　　　ハ　　　　　　　　　　　　　　　　　　　　　　　　し　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＝ΣΣαiαノ」R（d←t、，亡ノ））≧0，（2）E［ΣαiX（一の）（ΣαjX（の）］
　　　　　　　　　i＝1　　　　　　　　　　　　　　　ノ＝1　　　　　　　　　　　　　　　i＝1ノ＝1
where　R（t）denotes　the　covariance　function　of　X（‘），i．e．，
　　（3）　R（d（ちs））＝E［X（t）X（s）］，
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d（t，s）：＝　I　t－s　l’A（2n　一　l　t－sl）being　the　distance　function　on　the　circle．　Such　a　co－
variance　function　R（t）verifying（2）adn｝its　the　following　integral　representation（［7コ）：
（4）　R（　t）　＝　f，co　cosh　rn（　n　nt　t）　dpt　（m），　O　S　t　＄　n　．
In　particular，　R（t）　＝＝cosh　rn（　rr　一t）　coming　from　the　Dirac　measure　＃　＝　6｛．E　for　some
m＞O，　is　nothing　but　the　one　that’翌?@will　deal　with　in　g　2　and　for　which　the　quasi－
Markov　property　（1）　is　valid．
　　g3　is　devoted　to　a　study　of　a　wider　class　of　Gaussian　processes　Y（t）　with　stationary
increments，　which　are　expressible　as
　　（5）　Y（の＝（X（の一X（0））／～／一牙，t∈S1，
in　terms　of　stationary　quasi－Markov　processes　X（t）　with　covariance　functions　R（d（t，s）　）　．
For　such　processes　Y（t），　Molchan　（［9］）　determined　all　possible　forms　of　structure　func－
tions
　　（6）　V（d（ちs））二＝E［（Y（の一Y（s））1］＝R（0）一R（d（ちs））；
In　addition　to　the　above－mentioned　family　a）　cosh　rn（n’t）　（O〈m〈oo），　we　should
take　two　other　families　of　R（t）：　b）　sinh　m　l　T－t　1　（O〈m〈　oo）　and　c）　sin　m　l　n－t　1
（O〈rnSl／2）．　For　these　st．ructqre　functions　V（t）　we　will　show　the　double　Markov　strucT
ture　of　Y（t），　which　means　that　this　paper　can　be　thought　of　as　a　continuation　of　the
author’s　previous　papers　［11］　and．［12］　（see　also　Remark　1　in　this－cgnnection）．
　　The　purpose　of　the　present　paper　is　to　investigate　both　the　forward　and　backward
canonical　representations　and　then　observe　the　mutual　dePendence　of　their　innovation
processes．　Namely，　define
　　（7）　X．（t）　＝：X（　±t）　一E　［X（　±t）　1　X（O）］，　O　S　t　；＄　n　，
which　are　simple　Markov，　and　hence　their　canonical　representations　easily　follow：
（8）　X±（t）＝fj　fi（t）gi（u）（ts±（u），
fi（t）　and　gi（u）　being　gi・ven　ekplicitly．　For　any　process　Y（t）　of　another　kind，　starting
with　the　expression
　　（9）　yi（t）：＝：y（±t）＝lx．（t）十（R（t）／R（o）一i）x（o）｝／VMIil，　ost〈n，
we　can　go　likewise　to　reach　the　desired　canohical　representation
（§）y・（の一∫」｛7，（・）9，（u）＋テ・（・）9・（ti）｝dB・（の
（see　Theorem　4）．
　　Now，　new　objects　discussed　in　this　paper　are　in　order：
　　（10）　1（t，s）＝E［B＋（t）B＿（s）］，0≦ちs≦π，
and
　　（10）　1（ちs）＝＝E［B＋（t）B一（s）］，0≦ちs≦π，
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where　B士（t）（resp．　B．（の）are　the　innovation　processes　of．＆（t）（resp、　Y．（t））given　in（8）
（resp．（8））．　These　quantities　are　important　in　Okabe’s　theory（［13］，［14］）concerning　the
fluctuation－dissipation　principle　for　stationary　processes　with　discrete　as　well　as　contln－
uous　time　parameter．　Our　main　results　then　Iie　in　the　following　formulae：Puttingε＝
十1for　a），＝一1　for　b）and　c．），
　　（11）1（ちs）＝・P、（のPi（s），
and
　　（11）i（ちs）＝・Pi（t）P、（s）＋P、（t）P，（s），
thereby　calculating．@expl cit　expressions　of　these　p－functions（see　Theorems　2　and　5）．
　The　present　analysis　of　both　pairs（X土（t），　B±（t））and（y±（t），　B土（t））has　a　new　aspect
in　contrast　with　our　previous　one　of　the　time　evolution　structure　for　multiple　Markov
Gaussian　processes　on　the　line（［11］，［12］）．　Indeed，　we　are　going　to　investigate　the　foL
lowing　key　expression
（・）・（の一、套1細ξ・＋∫1・（の酬・≦t≦・・
whereξ→＆｝乳、is　an　i．i．d．　sequence　of　N（0，1）一random　variables　and、B（のis　a　standard
Brownian　motion．　As　for　a　required、relation　between　two　random　elementsξand　B（t），
we　consider　the　following　two：
　　（＋）　ξand　B（のare　assumed　to　be　independent，
which　occurs　here　for　1＞＝1when　we　investigate（9）；
　　　　　　　ξand　B（のare　assumed　to　have　a　particu正ar　correlation　expressed
（一）…h・f・・m．E［ξi（∫：・（・）・dB（u））］一一烈の，1≦i≦N，
which　yields　the　independence　ofξand　Z（の．　The　latter　case（一）occufs　for　N＝1when
we　give　a　realization　of　two　mutually　dependent　Browniah　motions．B±（t）in　the　fram．e－
work　of　canonical　representation　theory（see　Theorem　3　and　also［10］）．
　Such　a　process　Z（のoften　arises　since　one　needs　to　add　independent　random　elementsξi
・・ab・・i・addi・…p・・cess・B。（t）・一∫1・（・）dB（・）・Thi・g…t・・h・f・rst・ase（＋）．・・
the　other　hand，　in　the　second　case（一）the　expression（＊）shotild　be　rewritten　into　the
form　of　expanding　B．（のinto　ihdependent　random　terms：
　　．（＊）’　Bσ（の＝z（t）十Σ、F‘（t）（一ξ∂．
　　　　　　　　　　　　　　　　　　　ぎニエ
Then　by　extracting　some　building　blocksξifrom　this　expansion，　one　finds　a．proc6ss　Z（t）
having　less　randomness　than　the　original　process　B、（t）．　As　a　famous　example　of（＊）’
withσ（の……1，　we　mention　the　Paley－Wiener　method　to　construct　a　standard　Brownian
motion・（［4］）．
　The　covariance　function　r（ち8）of（＊）becomes
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（12）・（t・s）一∫」〈εσ・ω・・±、蚤，　F・　（・）F，（・），
which　tells　us　a　special　symmetric．nature　within　a　general　class　of　Goursat　kernels　of
order　N十1（［5］）：
　　　　　　　　　　　　　　　レ　　（12）’　r（亡，s）＝Σ17‘（む＞s）H，（t〈s）．
　　　　　　　　　　　　　　ゴコむ
That　is，且（亡）．＝±瓦（のexcept‘＝0（here　the　sigh　corresponding　to　the　assumption（±）），
anｦ・）≡1・H・（・）＝＝　fj・・ω伽・…ssymm・t…na…e・・（12）will　l・ad・・t・deri・・
astochastic　Ito－Volterra　equation　for（＊），from　which　the　canonical　representation　of
Z（のfollows　via　the　resolvent　equation（29）（see　also　Remark　4　where　the　case　1＞＝2　is
briefly　mentioned）．
　　　　　g2．　’Periodic　stationary　reflection－Positive　Gaussian　processes
　　We　begin　with　discussing　a　periodic　stationary　Gaussian　process　X（t），　t　E　R　i　，　with
mean　O　and　covariance　function　R（It－sI）；　the　period　is　here　taken　to　be　2　n　（i．e．
X（t十2n）＝X（t）　for　all　t），　and　R（t），　determined　up　to　modulo　2　rr　，　is　taken　from　the
class　a）　mentioned　in　g　1：　For　05tS2rr　，
　　（13）　R（t）＝cosh　m（n－t），　m＞O．
The　parameter　t　can　be　thought　of　as　the　point　moving　on　the　circle　S　i’一［一　rr，n］，　and
．we　would　rather　collsider　a　stationary　process　X（のindexed　by　t∈Sl　and　having　the
covariance　function
　　（13）’　R（d（t，s））＝：　cosh　rn（rr　一d（t，s）），
where　d（t，s）　denotes　the　distance　function　on　S’．
　　We　are　thus　given　a　stationary　process　X（t），　一　n　S　t　＄　n　；　let　us　define　the　forward
process
　　（14）　X．（t）：＝＝　X（t）一E［X（t）　IX（O）］＝X（t）一R（t）X（O）／R（O），　O＄・tSn，
and　the　backwatd　process
　　（14）’　X一（t）：＝X（一t）一E［X（一t）iX（O）］＝＝X（一t）一R（t）X（O）IR（O），　OStSz，
where　the　parameter　t　and　一t　run　the　semicircles　S＋一一　［O，　n　］　and　S一’s一　［一　n　，　O］，　respec－
tively．　Then　both　processes　have　the　same　covariance　function　of　the　form
　　（15）　Ro（t，s）一IR（t－s）R（O）一R（t）R（s）IIR（O）
　　　　　　　　　　　　　＝：icosh　rn（2n－t十s）一cosh　m（2n－t－s）1／2cosh　mn
　　　　　　　　　　　　　＝＝　sinh　rn（2　n　一t）　sinh　ms／cosh　mrr　，　O　S　s　S　t　＄　z　，
which　shows　the　simple　Markov　property　of　X±（t），　O　S　t　S　n　．
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　　We　also　need　to　see　the　similar　form　of　E．〔X卜（t）X一（s）］：ニR，（‘，s）：
　　（16）　　R1（ちs）＝｛1【1（t十s）R（0）一R（t）R（s）｝／R（0）
　　　　　　　　　　　　　　＝｛cosh　m（t十s）一cosh　m（t－s）｝／2cosh　1γLπ
　　　　　　　　　　　　　　＝sinh　mt　sinh　ms／cosh　Inπ，　0≦s≦亡≦π，
which　implies　the　reflection－positivity（2）as　follows：
　　　　　　　　　　　め　　　　　　　　　　　　　　　　　　　　　　　　　　ハ　　　　　　　E［（ΣaiX（一の）（ΣαノX（の）］
　　　　　　　　　　ドユ　　　　　　　　　　ノヨユ
　　　　　　　　　　　　　　　　ハ　　　　　れ　　　　　　　　　　　　　　＝ΣΣaiαノ｛R，（tノ，ti）十R（ti）R（tノ）／R（0）｝
　　　　　　　　　　　　　　　i＝1｛＝1　　　　　　　　　n
　　　　　　　　　　　　　　＝｛（Σαisinh　mti）2十（Σα‘cosh　m（π一‘∂）2｝／cosh　mπ≧0．
　　　　　　　　　　　　　　　　　ぎコユ　　　　　　　　　　　　　　　　　ごロユ
It　deserves　mentioning　that　the　quasi－Markov　property　of．w（のis　an　immediate　c nse－
quence　of（15）and（16）．．That　is，　for　each　s　and　p，0≦s≦p≦π，the　r．andom　variable．
　　（17）X（8）一E［X（s）IX（0），X（p）］＝＆（s）一E［X．（8）lX←（p）］
　　　　　　　＝＝X．（8）一sinh　ms（sinh　mp）皿1X＋（p）＝X（8）一sinh　ms（sinh　mp）一1X『（p）
　　　　　　　一｛sinh　m（π十p－s）一sinh　m（π一p十8）｝｛sinh　m（π十p）一sinh　m（π一p）レlX（0）
is　seen　to　be　independent　of　all　X．（t），p≦t．≦π，and　X一（の，0≦u≦π，which　yields（1）
for　an　open　interva11＝（0，P）．
　　Now，　the　simple　MarkoV　property　of（15）enabies　us　to　form
　　　　　　　X・（t）一・i・hm（2・一t）∫jg（u）as・（u），0≦t≦・，
wi・h・（の…i・f・i・g∫lg・（u）du一・i・h　m・｛…h珈・i・h　m（2・一・）｝一’・W・・h・・g・t
g2（の＝2m　sinh　mπ（sinh　m（2π一u））一2，to　state　the　following
Proposition　1。　The／brωαr（iαn（∫bαchwαr（l　processes　X士（‘）hdve　the　cαnonicαl　representa一
丁ions（ゾthe　sαme　form：
（18）X・（の一2m…hm・・i・hm（2・一t’　fj（・i・hm（2・一u））一idB・（の，
恥伽・びati・n　p・・CθSSθs　B・（t）　are　then　given　by
（19）B・（t）一敵）＋m∫1…hm（2・一u）X・（鋤｝／2m・i・hm・・
Proof．　We　verify（19）as　an　easy　consequence　of（18）：
　　　　　　　B・（・）一｛∫1…圃2・一u）｛X・（u）／・i・hm（2・一u）｝’吻｝／2m・i・hm・
　　　　　一｛X・（t）一∫1（・i・圃2・一u））’（・i・hm（2・一u））一IX±（u）酬・m・i・hm・，
which　is　equal　to　the　right－hand　side　of（19）．
　　We　now　proceed　to　observe　the　mutual　dependence　of　two　innovation　processes　B＋（の
and　B一（s）derived　above．　By（16）and（19），we　compute（10）this　way：
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　　　　　　　1（ちs）＝E［B．（のB．〈s）］
　　　　　　　一伽・i・hm・．）一・｛瓦（ちs）呵1…hm（2・一u）R，（u，・）伽
　　　　　　　　　呵1…hm（2一・）R，（ちb）dv
　　　　　　　　　＋m2fj　f；　coth　rn（2n　一u）　coth　rn（2n　一v）Ri（u，v）dudvI
　　　　　　　＝（｝n　sinh　2mrr　）一’lsinh　mt’＋　mfjcoth　m（2’n　一u）　sinh　rnu　dul
　　　　　　　　　lsinh　rns　＋　mf，S　coth　m（2　rr　一v）　sinh　mv　dvl．
We　．have　prbved　the　following
TheQrem　2．　We　have　I（t，s）＝pi（t）pi（s）　with
　　　　　　　・1（の蝋・i・h2司1（・i・hm（2・一の）一td・
　　　　　　　　　　　＝（V　sinh　2　mrr　／m　）log［tanh　rnrt　／tanh　rn（　n　一　t／2）］．
　　We　are　now　一in　a　position　to　give　a　realization　bf　these　mutually　dependent　innovation
processes　B±（t），　O　S　t＄n，　in　terms　of　a　standard　Brownian　motion　Bo（t），　一n＄t＄・z
（cf．　［10］）．　First　fix　the　backward　Brownian　motion　B一（t）　＝＝Bo（一t），　O　：一g　t　K一　x．　Then　the
forward　Brownian　motion　B＋（t）　admits　a　representation
（2・）B・（t）一∫。πφ（ちu）dB一（の＋∫1ψ（ちu）齢），・≦・≦・，．
where　kernel　functions　di　and　q　must　satisfy
　　　　　　　E［B＋（t）Brm（s）］＝＝fj　di・（t，u）duFlpi．（t）pi’（s），　．　’　i
and DE［β．〈t）B．（・）］一．∫♂φ．（・，・）φ（蜘＋fl〈sψ（・・）レ（s，・）d　・〈・、
Hence　we　getφ（t．u）＝’p、（t）pl（u），andψ（ちのshould　be　determined　by
（21）　f，t“Sp（t，u）　di（s，u）du＝tAs－h2pi（t）pi（s），
where　h：＝｛l　pl（のilピ（o，。）＝　sinh　2〃1π［coth　m（2π一の］1＝1．　We　thus　find（12）with
minus　sign　by　taking　N＝1，　o（u）i1　and　Fi（t）　＝pi（t）．
　　Now，　a　new　Gaussian　process　defined　by
　　（22）　Z　（t）：　＝＝　B＋（t）　一　E　［B＋（t）　1　Fn（B一）］
　　　　　　　　　　　＝　B＋（t）一pi（t）　f，if　pl　（u）dB一（u）　＝　fj　q（t，s）dBo（u），　O＄　t〈　rr　，’
admits　the　key　expression
　　（23）　Z（t）＝＝pi（t）e十B．（t），
with　6：＝一f，”p｛（u）cti3一（u）　and　E［8B＋（t）］　＝mp・i（t）．　Here　Ft　（X）：　：　o　1　X（u）；　OSuStI
for　any　process　X（の，and　we　note　that　the　filtering　problem　for（23）is　easily　solved：
（24）　e”　（t）＝E［6　1　F，　（B＋）］　＝　7　fj　pl　（u）　dB＋（u），
and
（25）　E［（8－E（t））2］　＝1’fj　（p｛（u））2du
　　　　　　　＝　1　十cosh　2rnrr　一sinh　2　mz　coth　m（2　rr　一t）　〉　O
for　every　t〈n．
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　　We　are　ready　to　derive　a　stochastic　Ito－Volterra　equation　for　the　process（23）having
the　covari母nce　function（21）．　Namely，　we　can　write　　　　　　　　　　　　・
（26）di（t）一d・∫1・（ち・）ac（・）＋dB・（・），
to　determine　a　Volterra　kerhel　L（ちs）by　the　following　integral　equation．：
（27）・（ち・）一一1・｛（，）一∫IL（・，u）・｛（u）d・1・pl（・），・≦・＜・＜・，
which　is　equivalent　to　the　independence　of（沼。（t）and　F，（Z）．　As　unique　solution　of　this
（27），we　get
（28）L（ち・）一一・1（t）｛1一∫」（・M・du｝一ipl（・）．
The　resolvent　equation
（29）五（ち・）＋K（ち・）一∫：・（ちu）K（u，・）ぬ
then　provides　us　with　the　resolvent　kerne1
（3・）K（ち・）一・｛（・）・1（・）｛1一∫1（・｛（の）・du｝一・．
In　vi・w・f・h・k・・w・f・・m・1・ψ（ちu）一1一∫二K（蜘・（［5］），w・・h・・at・・…tth・d・…ed
canonical　kernelψ（t，α）in（22），　which　is　stated　as　the　following
Theorem　3．　The　Gαussiαn　process　Z（t）＝B＋（t）一E［B＋ωlF．（B⇒］，0≦t＜π，‘sα（iouble
Mαrh・・pr・CθSS‘・be　repreSented　Cαn・πεCα侮α8／・ll・ωS：
（31）Z（t）一∫1［1一醐∫二・1（・）ds｛1イ1（・｛（・））・d・｝一1ユdB・．（の，
ωith　p｛（の＝　　m　sinh　2ητπ／sinh　m（2π一‘）．
　　By　virtue　of　the　equation（26），the　innovation　process　Bo（のis，　in　turn，　expressible　in
terms　of　Z（のand　hence　in　terms　ofξand　B＋（の；we　obtain
（32）B・（の一・（・）＋∫」・i（・）a（・）∫：・1（u）｛i一∫8（・1（・）剛一idu
　　　　　　　　　　　　一ξ∫1・1（・）｛1一∫8（・1（・））・d・｝一1吻
　　　　　　　　　　　　　＋B・（・）＋∫」・｛（・）dB・（・）∫：・M・イ1（・｛（・））・dv｝一・du・
Remark　1．　As　in　the　previous　papers［11］and［12］，we　would　like　to　study　the　following
generalization　of（13）treated　in　this　section：
　　リ　　　　　　　　　　　　　　　　　　ハ　　（4）　R（‘）＝Σαcosh　mi（π一の，
　　　　　　　　　　　‘雷l
where　O＜Ml＜M2＜・・噛・＜m、　and　ci＞0，　i＝1，2，…，n，　Under　the　normalizing　condition　that
　　　　　　ロR（0）＝Σci　cosh　Miπ＝1，　we　have，　for　O≦s≦‘≦π，
　　　　コエ
　　　　　　　　　　　　　　カ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の（33）　Ro（ちs）＝｛Σαcosh　mi（π一t．十s）｝｛Σcゴcosh　m」π．｝
　　　　　　　　　　　　　i＝1　　　　　　　　　　　　　　　　　　ノ＝1　　　　　　　　　カ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バ　　　　　　一｛ΣCi　cosh　mi（π一の｝｛Σc／cosh　mノ（π一s）｝
　　　　　　　　i＝1　　　　　　　　　　　　　　　i＝1
　　　　　　＝Σc睾sinh　mi（2π一のsinh　mis十　Σ　eicj｛（exp［mi〈π一の十1γLノπ］
　　　　　　　i＝工　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1≦i＜」≦n
　　　　　　－exp［一mi♪it－mノ（π一の］）（exp［miS］一exp［一m｝s］）
　　　　　　十（exp［一1γ益（π・一の一mpt〕一exp［zη∫π十mj（π一の］）（exp［一mis］一exp［m／s］）
　　　　　　十（exp［mi（π一t）一mノπ］一exp［一mut十mノ（π一t）］）（exp［mis］一．exp［m／s］）
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　　　　　　　　十（exp　［一　rni（n　一一　t）十min　］一exp　［miz　一mj　（n　一t）］）
　　　　　　　　（exp　［一mi　s］　一exp　［一m」　s］　）　1／4，
which　is　a　Goursat　kernel　of　order　n（2n－1）．　We　therefore　apply　the　theory　of　multiple
Markov　Gaussian　processes　（［5］　and　［12］）　to　the　processeS　X±（・t）　having’　this　covariance
function　（33），　although　we　cannot　here　enter　into　details．
g3．　Periodic　Gaussian　processes　with　stationary　increments
　　In　this　section　we　impose　the　condition　of　stationary　increments　instead　of　stationarity
and　study　the　analogous　innovation　problem　for　a　wider　class　of　quasi－Markov　Gaussian
processes．
　　Let　Y（t），　t　E　S’，　be　a　Gaussian　process　with　mean　O　and　structure　function　V（d（’t，s））　＝
E　［（　Y（t）　＝一　Y（s））2］．　The　quasi－Markov　property　of　Y（t）　leads　us　to　consider　the　particular
form　V（t）＝R（O）一R（t），　O　S　t　＄　rr　，　R（t）　being　one　of　the　following　decreasing　covari－
ance　functions：
　　a）　cosh　m（n－t）　（O〈rn〈oo）；　b）　sinh　m（n－t）　（O〈，n〈oo）；
　　c）　sin　m（n－t）　（O〈mSl／2）．
This　list　is　due　to　Molchan　（［9］）　（see　also　Remark　2　and　［1］）．　Parametrizing　’狽??@point
on　S’　by　一　rr　S　t＄n　（modulo　2　n）　again，　we　see　that　such　a　process　Y（t）　with　Y（O）　＝＝O
is　expressed　in　the　form
　　　　　Y（　t）　一　IX（　t）　一X（O）　1／fi，
where　X（のis　a　stationary　process　with　covariance　function　R（d（ちs））。
Remark　2．　i）　ln　the　preceding　section　we　discussed　X（t）　coming　from　the　class　a）　，　which
possesses　the　reflection－positivity　on　the　circle．．　As　an　extremal　case　of　this　class，　we
mention　the　following　limit　for　V（　t），　not　for　R（t）　itself：
　　　　　Vo（t）＝lim．　I　cosh　nzrr．一cosh　m（　rr　一t）1／m2rr　＝　t（2n－t）／2　rr　，
　　　　　　　　　　　　m；O
which　is　nothing　but　the　structure　function　of　a　pinned　Brownian　motion．　This　simple
Markov　process　is　wel｝一known　（［4］），　although　its　canonical　representation　follows　from
Theorem　4　below　by　the　limiting　procedure　mentioned　above．
ii）　Let　X（（x，y）），（x，y）ER2，　be　a　Levy’s　Brownian　motion　and　set　X（t）　＝X（（cos　t，　sin　t）），
一　n　＄　t　＄　rr　．　Then　the　covariance　function　of　X（　t）　is　R（t）＝　1－sin（t／2）　and　hence　V（t）　＝＝
sin（t／2），　which　should　be　contrasted　with　the　class　c）　with　m　：1／2．　，　Si　Si　（［15］，　［16］）
gave　a　nice　account　of　this　double　Markov　process　by　taking　a　different　approach　from
ours　（cL　［8］）．
54
浜松医科大学紀要　一般教育　第8号（1994）
　Now　observe　that，　for　O　S　s　S　t　＄　n　，
　　（15）’　Ro（t，s）＝　IR（t－s）R（O）一R（t）R（s）1／R（O）＝　f（2z－t）f（s）／R（O），
where　f（t）　＝＝　sinh　mt　for　a）　and　b），＝sin　mt　for　c）．　Note　that　R（t）＝f（　rr　一t）　for　b）　and
c）．　Hence　the　forward　and　backward　processes　X±（t）　are　simple　Markov　and　represented
canonically　by
（18）・X・（の一σ・ノ（2・一の∫溜・ω／∫（2・一の，・≦t≦・，
where　we　put　C2：＝＝　rnf（　n）　for　a），　＝　f’（T）　for　b）　and　c）．　On　the　other　hand，　the　corre－
lation　between　X＋（t）　and　X一（s）　is　expressed　by
　　（16）’　Ri（t，s）＝＝IR（t十s）R（e）一R（t）R（s）1／R（O）＝＝　Ef（t）f（s）／R（O），
for　any　O　S　t，s＄　n．　Hence，　in　the　cases　b）　and　c），　the　sign　e　：一1　violates　the　reflec－
tion－positivity　（2），　but　the　quasi－Markov　property　（1）　still　holds．
　　We　are　now　going　to　investigate　a　new　object　Y（t）　of　this　section．　Restricting　its
parameter　t　on　the　semicircles　S＋　and　S一，　respectively，　we　consider　the　forward　and　back－
ward　processes
（・）・y・（t）・一y（±t）一V（・）ξ／・「夏R（q）＋・∫（・・一t）∫lelB・ω／／（・・一u），・≦t≦・，
where　e　：＝一X（O）／V－ii（65　is　an　N（O，1）一random　variable　independent　of　the　innovation
processes　B±（t）　both．　We　will　see　the　double　Markov　property　of　Y±（t）　to　get　the　explicit
canonical　kernel　of　the　form　（8）．
　　For　that　purpose，　we　begin　with　studying　any　process　Z（t）　expressed　in　the　form
（34）・ω一｛∫1ん（の・（u）du｝ξ＋fl・（の酬，・≦・≦・，
where　an　N（O，1）一random　variable　8　and　a　Brownian　motion　B（t）　are　mutually　independ－
ent（i．e．　in　the　case（十）），and　whereσ（の＞Ois　continuous　andん∈L2（0，π）．　For　such　a
process　Z　（t），　write　the　stochastic　lto－Volterra　equation
（26），ac（t）一晩1五（ち・）a（・）＋・畑（の，
where　B（t）　is　the　innovation　process　of　Z（t）　and　a　Volterra　kernel　L（t，s）　satisfies　the
integral　equation
（27）・・（・）・（ち・）一｛・（・）ん（‘）一∫」・（ちのん（u）・（u）酬・），・＜・＜t≦・．
As　in　the　preceding　section，　unique　solution　to　the　above　（27）’　is　obtained　as　follows：
（28）・・（ち・）一・（のん（t）｛1＋∫1細四一1ん（・）（・（・））一1，
which　yields　the　resolvent　kernel　K（‘，El）of五（ちs）：
（3・）・K（ち・）一一・（t）ん（・）ん（・）｛・（・）（1＋∫ih・（u）du）ヒ1．
　　We　thus　obtain　the　desired　canonical　representation
（31）・・（・）一∫」［・（の＋｛∫二h（・）・（・）酬の｛・＋∫8h・（・剛一・聯），
which　is　a　double　Markov　process．　Furthermore，　the　Brownian　motion　B（t）　is　expressible
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as
（32）・B（・）一∫」［1－h（・）∫jh（・）i1＋∫lh・（・）d・）｝一・du］（・（・））一1聞（S）
　　　　　　　　　　　＝　1　f，t　［1－h（s）　fi　h（u）　11＋　f，”　h2（v）　dv　IT’du］h（s）　dsl　e
・　　＋B（のイ1げ：んω｛1＋∫8h・（・）副一1痂（・）dB（・）．
Remark　3．　As　in　（24）　and　（25），　it　is　easy　to　solve　the　filtering　problem　’for　（34）：
（35）　e”　（t）　t　E　［6　1　Ft　（Z）］＝　ll＋　f：　h2（v）　dv）　1－i　fj　h（u）（a　（u）　）T’（iZ（u），
and
（36）　e2　（t）　：　＝E　［（　6　一　e”　（t））2］　＝11＋　f：　h2　（v）　clv）　1－i．
Under　the　present　condition　that　h（u）　E　L　2（O，T），　we　have　e（t）’〉　O，　which　means　that
Ft（Z）　＝＝　Ft　（B）　El　a（6）V　Ft　（B）　for　every　t　E　（O，　rr　］．　On　the　other　hand，　if　we　had　the　first
time　ti　such　that　f，”h2（u）du　＝oo　for　some　h（u）　E　L’（O，　n），　then　e（ti）＝O　and　6　would　be
measurable　with　respect　to　Ft，（Z）　＝　Ft，（B）；　After　this　moment　t　i　the　increment　dB（t）　of
the　innovation　process　would　coincide　with　the　original　white　noise（沼（亡），　t＞‘、．
　　Now，　we　are　ready　to　give　a　complete　description　of　our　processes　Y±（t）．　By　（9）’，　we
set
　　（34）’　Z±（‘）＝Y．（の／（］f（2π一のニy（の｛～／一繭∫（2π一の｝一1ξ
　　　　　　　　　　　　　　　　＋∫沸・（u）／∫（2・一の，
and　therefore　in　the　present　concrete　situation，　we　have
（37）｛翻／需）慨2。一t）｛V（の／／（，。一の｝，
　　　　　　　　　　　一｛、禰∫（2。一亡）｝一1げ’（2。一の一。ml
where　we　put　¢（t）＝tanh　t　for　a），　＝　coth　t　for　b），　＝＝cot　t　for　c）．　The　two　integrals
appeared　in　the　canonical　kernel　of　（31）’　are　shown　to　take　simpler　forms　like　these：
First，　for　a）　and　b），　we　have
（38）∫：h（・）・（・）耐農ll：ご（・・sh・v一・）（…h・）欄雁
　　　　　　　　　　一∫＝lll二1）（…h・＋・）一idv／・蜘・）
　　　　　　　　　　　＝一　e　1　¢　（m（　T　一t／　2））一　di　（，n（n　一u／　2））1／V　2　rn¢　（mrr　）；
Similarly，　for　c），
（38），∫二h（・）・（・）d・一∫＝ll二二1’（・一・…）一1・・／厩
　　　　　　　　　　＝＝　一　e　1　¢（rn（n－t／　2））一　di　（rn（T－u／　2））1／V　2　m¢　（mn　）．
Next，　we　see　that
（39）　1＋　f，‘　h2　（u）　du＝1　S　mt／2＋　¢　（m（　n　”t／　2））1／　¢　（m　rr　），
whereδ＝十1　for　a）and　b），＝一1for　c）．
　In　view　of　the　formulae　（31）’　and　（32）’　in　a　general　situation，　some　calculatio’ns　based
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on　（37）e一（39）　lead　us　to　the　following　result．　・　”
Theorem．．4．．　VVe　have　the　canonical　representation　’　’・　．　・一　’
（・・）Y．（・）　±＝　fj　Cノ（・・一・）［1一・｛．φ（m（・一・／・））一1（m（・一u／・））｝
　　　　　　　　　　｛∫’（2π一u）一εm｝／2m｛δmu／2十gS（m（π一u／．2））｝］dB土（u）／∫（2π一u）．
F。．th，．m。．θ，‘ゐ，伽。。α伽P。。cesses　B．（1）。．θ虚伽‘。‘θr配・・f　y（t）・・f・ll・ω・・
（41）B・（の一σ・∫；［1一｛（ノ’（2・一・）一・m）／2・・f（2・一・）｝
　　　　　　　　　　　　　　∫：（t’（・・＋一）げ（・・一u）（・mu／・＋φ（M（’…一・／・）））｝一’du］
　　　　　　　　　　　　　f（2　rr　一s）　d［　Y（　±s）／f（2n　一s）］
　　　　　　　　　　　　一σ1｛y（±t）＋∫」ノ（ち・）y（±・）d・1，
where　we　set　’一　，　’　　（42）　j（t，s）：　＝f’　（2　rr　’s）／f（・2　n－s）一1（f’（2n－s）‘e　rn）／f（2　rr　‘　s）12
　　　　　　　　　　　　　　i2m（　6　rns／2十　di　（m（　rr　一s／2）））1－i一（5　m／　2）
　　　　　　　　　　　　　　f：　1　（f’　（2T　一u）一　e’　m）／f（2z　一u）　H　S　mu／　2＋　di　（rn（．　rr　一u／　2））1－idu，
which　is　a　Goursat　hernel　of　order　2．
　　We　are　now　in　a　position　to　calculate　the　mutual　dependence　of　the　two　innovation
processes　B士（のderived　aりove．　For　that　purpose　we　note　the　followillg　Goursat　form　of
order　2　for　the　covariance　function　R，（t，s）：＝＝　E［y（のY（一s）］，．0≦ちS≦π：By（9）’and
（16）’　we　have
　　（43）　R2（t，s）＝＝lef（t）f（s）十V（t）V（s）1／2R（O）．
It　follows　from　the　sign　of　e　that　the　reflection－positivity　for　Y（t）　holds　only　in’　the
case　a）．
　We　make　use　of　（41）一一（43）　to　get
　　　　　　　1（t，s）＝＝E［B＋（t）B一（s）］
　　　　　　　　　一σ・｛R・（ちs）＋∫」ノ（ち・）R・（u，・）du＋∫9ノ（s，・）R・（・，・）dv
　　　　　　　　　　＋∫1∫1ノ（ちのノ（s，・v）R・（紘ひ）dudv　l
　　　　　　　　　一（2R（・）C・）一1｛・（f（t）＋∫1ノ（ちの／（u）du）（f（・）＋∫1ノ（…）／（・）dv）・．
　　　　　　　　　　＋（　V（’t）　＋　f，t　J’　（t，u）　V（　u）　du）（　V（　s）　＋　f，S　J‘　（s，　v）　V（　V）　dv）1．　”　’
We　thus　reach　the　desired　formula　（11）　by　setting
（44）ρ1（・）・一（ノω＋∫1ノ（t，u）f（・）du）／・禰
　　　　　　　　　一∫」［1一｛（／＾（2・＋・m）／2酬2・一・）｝∫：（ノ’（2・一u）一・m）
　　　　　　　　　　｛ノ（2。一。）（δ剛2＋φ（m（。一u／2）））｝一・酬禰／∫（2。一・）｝d・
　　　　　　　　　一∫」（禰／ノ（2。一・））［1＋（・／2m）（∫’（2・一・）一・m）
　　　　　　　　　　1　di　（，n（　rr　一s／　2））一　¢　（mn）ll　6　ms／2十　¢　（m（　n　一s／2））1一’］ds，
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and
　　（45） P・ω・一（V（t）＋∫」ノ（t，u）vω酬緬
＝　f，t　［1－i　（f’　（2n　一s）一　e　m）／2mf　（2　rr　一m“　s）　｝fi　（f’　（2z　一u）　一　e　m）
　　　　lf　（2　rr　一u）（　O　nzu／　2十　¢　（m（　T　一u／　2）））1一’　du］
　　　　　　　　　　　｛（！’（2。一・）一。m）／偏石訂／（2。一・）lds
　　　　　　　．．fj（nt¢　（f’（2n－s）一’e　ne）
　　　　　　　　　　　lf（2　rr　一s）（a　rns／2十　di　（m（　rr　一s／2）））1”’ds．
What　we　have　proved　is　the　following
Theorem　5．　We　hαひε1（t，s）＝εPi（t）Pi（8）十ρ2（t）P2（8），0≦ち8≦π，
with　P「L角移。面。ηs（iefinedと七y（44）αnd（45）．
Remark　4．　As　in　Theorem　3，　consider　a　Gaussian　process
　　（46）　Z（t）：＝：B＋（t）一E［B＋（t）1Fr（BL）］
　　　　　　　　　　　一B・（のイ1｛・Pi（・脚）＋P・（・脚）｝dB一（の
　　　　　　　　　　　　＝B．（t）十1　ekip一’i（t）　ei十k2P2（t）　e21，　OSt〈　rr　，
where　we　put
　　　　　　　hi：＝　11　Pl（u）　11　L2（o，n）＝　［1一（f（2n）／2）1¢（rnn　）一　ip　（rnn／2）12
　　　　　　　　　　　　　　　　i　a　rnrr　／2＋　di　（mn／2）　1一’］’／2〈　1，
　　　　　　　h2：　＝　11　PS　（u）　II　L2（o，．）　＝［1m　¢　（rnrr　）／（　6　rnn　／2＋　di　（rnT　））］’／2〈　1，
and　6　i：　＝＝一　f，rp’L：　（u）dBL（u）／hi　（i　＝＝1，2），　which　are　both　N（O，1）一random　variables　and
independent　of　Z（t）．　Defining　a　new　N（Q，1）一random　variable　e　2　independent　of　e　i　by
　　　　　　　l2：＝（e2－psi）／Pp
　　　　　　　　ρ：＝E［ξ1ξ2］＝＝（pl（u），ps（u））ピ（o，π）／k，fe　2．
　　　　　　　　　　＝02ε｛φ（rnπ）一φ（Mπ／2）｝／mh，k2｛δmπ／2十φ（mπ／2）1＞0，
we　have
（46）’　2（t）＝B．（t）＋IEh，P，（t）＋h2pP2（t）lei＋h2Pp　p－2〈t）12．
　　We　thus　find　again　the　key　expression　（＊）　under　the　assumption　（一）　stated　in　g　1．　ln
this　exarrlple，1＞＝2，σ（‘）≡≡1and　F、（亡）ニεhiP、（の十h、ρP，（t），F、（の＝ん、〉戸メ5、（‘）．
Because　of　the　limited　space　of　this　paper，　we　cannot　give　a　full　account　of．（＊）　for
N）　2；’撃氏@a　forthcoming　paper，　we　plan　to　develop　an　extension　of　our　results　for　N＝1　to
general　N　including　the　case　N＝＝oo，　as　well　as　a　generalization　（4）　mentioned　in　Remark
L
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