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ABSTRACT 
We evaluate the higher-dimensional determinants of the greatest-common-divisor 
matrix defined on a gcd-closed set and on an arbitrary set of distinct positive integers. 
1. INTRODUCTION 
Let S={x,,x,,..., x”} be a set of distinct positive integers. The n X n 
matrix [S] = (sij), where sij = (xi, xj>, the greatest common divisor of xi and 
xj, is called the greatest-common-divisor (gcd) matrix on S (see [2]). In 
[3, Theorem 11, Beslin and Ligh evaluate the determinant of the gcd matrix 
[S] on a gcd-closed set S [that is, (xi,xj> E S for all i, j = 1,2,.. .,n], and in 
[9, Theorem 21, Li evaluates the determinant of the gcd matrix [S] on an 
arbitrary set of distinct positive integers (see also [4]). 
In this paper we generalize the evaluations of Beslin and Ligh [3, 
Theorem l] and Li [9, Theorem 23 for higher-dimensional determinants. We 
also replace the greatest common divisor by a function value, the argument 
being the greatest common divisor. 
2. PRELIMINARIES 
2.1. Higher- Dimensional Determinants 
DEFINITION 1 (See e.g. [12,17,11,7]). Let n and r be integers (2 2). 
Let A be an r-dimensional (or r-way) matrix of order n, and denote 
A=(a(i,,i, ,..., i,)), i,,i, ,..., i,.=1,2 ,..., n. 
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For a permutation (j,,j,, .,j,) of the set {1,2,. . .,7x), let l (jr,jz, . ..,j,)= 1 
or - 1 according as the permutation (j,, jp, . . . , j,) is even or odd. Suppose 
that Z ~{1,2,..., r}. Then the determinant of A with respect to the set Z is 
defined by 
where (jll,jrz,. . . , jln),...,(jrl,j~z,..., j,,) run through the permutations of 
the set { 1,2,. . . , n). The coordinates ii, i,, . . . , i, are called the indices of A. 
The indices i, with k E Z are called the signant indices. 
REMARK 1. If A is a 2-dimensional matrix, the dett,,,, A = det A, the 
ordinary determinant of a 2-dimensional matrix. 
REMARK 2. The theory of higher-dimensional determinants was begun 
by Cayley (see [lo, p. 151) in 1843. Cayley studied the so-called full-sign 
determinants. A full-sign determinant has the greatest possible even number 
of signant indices. The theory of the less-than-full-sign determinants is due to 
Rice [12] and was also discovered independently by Lecat (see [17, p. 1831) 
and Vaidyanathaswamy [17]. For an exposition we refer to [15]. 
LEMMA 1 [17, p. 1701. Zf the number of elements in Z is odd, then 
det I A = 0 whenever A is an r-dimensional matrix of order n. 
LEMMAS. Let 7 be a permutation of the set (1,2,. . , n). Suppose A and 
B are r-dimensional matrices of order n such that 
b(i,,i,,..., ir)=a(~(il),7r(i2) ,..., 7r(i,)), i,,i, ,..., i,=1,2 ,..., 12. 
Then det , A = det I B whenever Z c { 1,2, . . . , r}. 
Lemma 2 is a consequence of Definition 1. The details have been 
presented in [7, Section 1.61. 
DEFINITION 2 [13, p. 551. Suppose that A and B are respectively 
r-dimensional and s-dimensional matrices of order n. Then the Cayley 
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product of A and B is the (r + s -2)-dimensional matrix of order n given by 
5 a(i, ,..., i,_,,i)b(i,i 
i=l 
LEMMA 3 [13, p. 551. L.et A and B be respectively r-dimensional and 
s-dimensional matrices of order n. Suppose the numbers of elements in ] 
(Gil,2 ,..., r-l}> and in K (~{2,3 ,..., s}) are odd, and denote Z=JU 
[K +(r -2)], where K +(r -2)={k +(r -2):k E K}. Then 
det,(AB) =det,,(,,Adet~,),.B. 
DEFINITION 3 (See e.g. [ll, 171). The totality of the elements of the 
matrix A in which the value of a particular index i is a fixed number 
( E (1,2,. . . , n}) forms an (r - D-dimensional matrix. These (r - l>- 
dimensional matrices are called the i-layers (or the i-sections) of A, and are 
said to be parallel. The i-layers are said to be signant if the index i is signant. 
LEMMA 4 [ 11, Theorem 71. Zf a layer A I of a matrix A is written as a 
sum of B, and C,, each determinant det I A is a sum of determinants det I B 
and det, C, where the matrix B differs from A only in that A, is replaced by 
B,, and C differs from A only in that A, is replaced by C,. 
LEMMA 5 [ll, Theorem 61. Zf the elements of a layer of a determinant 
are multiplied by m, the determinant is multiplied by m. 
LEMMA 6 [ll, Theorem 51. Zf two parallel signant layers are identical, 
the determinant is zero. 
LEMMA 7 [ll, Theorem 21. Znterchange of two parallel signant layers 
changes the sign of the determinant. 
2.2. Arithmetic Functions 
By an arithmetic function we shall mean a complex-valued function on 
the set of positive integers (see e.g. [l, Chapter 21). The Dirichlet convolu- 
tion of arithmetic functions f and g is defined by 
(fig)(m) = $ f(d)g(m/d). 
m 
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Let e, denote the identity function with respect to the Dirichlet convolution. 
Then e,(l)= 1 and e,,(n)= 0 for n > 1. It is well known that p*e = e,, 
where e = 1 and p is the classical Mobius function (see [l, p. 241). Therefore 
we have 
f(m) = (f%)(m) = (fve)(m> = C (f-P)(d) (1) 
for all arithmetic functions f. 
3. DETERMINANTS ON A GCD-CLOSED SET 
Throughout this section we shall assume that f is a fixed arithmetic 
function and S={x,,x,,..., r,} is a fixed gcd-closed set of distinct positive 
integers. We shall denote by yi, ya,. . ., y, the elements of S in ascending 
order. 
LEMMA 8. For each i, ,..., i,.~(l,2 ,..., n), 
Proof. By (11, 
f((Yi,,..‘,Yi,>)= c (f-v)(d). 
dl(Y,,....2Y,r) 
Then, proceeding in a way similar to that in the proof of Proposition 1 of [3], 
we obtain Lemma 8. W 
THEOREM 1. Let A denote the r-dimensional matrix of order n given by 
a(i,,i,,..., ir)=f((xi,,xi, ,..., xi,)), i,,i, ,..., i,=1,2 ,..., n, 
where (xi,,xi,, . . ., xir) is the greatest com?7u)n divisor of xi,, xi2,. . . , xi,. Let 1 
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be a nonempty subset of { 1,2,. . . , r}. Then 
according as the number of elements in 1 is even or odd. 
Proof. If the number of elements in Z is odd, then det, A = 0, by 
Lemma 1. Assume that the number of elements in Z is even. Let B denote 
the r-dimensional matrix of order n given by 
b(i,,i,,..., ir)=f((yi,,yie,...‘yi,)), i,,iz,...,i,=1,2,...,n 
By Lemma 2, det I A = det, B. We shall evaluate det I B. 
We may assume, without loss of generality, that r E I. In fact, assume 
that r P 1. Since I is nonempty, s E I for some s = 1,2,. . . , r - 1. For brevity, 
let s = 1. Since the greatest common divisor is independent of the order of 
the arguments, we have 
Changing the order of summation, we obtain 
det,B=+ c c ... c c E(jllT...Tjl”) 
n’ (jc,,...,jJ (j,,,...,j2,) (jr- ,,,,...,jrm,,,) (j,,....,jJ 
NOW, writing (jri,. ..,jJ for (jrl,. .., j,,) and vice versa, we find that 
det, B = det,, B, where I’ = Z U(r) \(l}. Thus we can assume, without 10s~ 
of generality, that r E 1. 
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Let C be the r-dimensional matrix of order 12 defined by 
c(i,,i,,..., i,) = dE. (f’PL)Cd) if $/i,l Yi,,...TYi,_,7 
e 1, 
dl Yr 
t Ci, 
and = 0 otherwise, and let D be the 2-dimensional matrix of order n 
defined by 
d(i,j) = 
1 if Yj I vi, 
0 otherwise. 
Then, by Lemma 8, we have 
f((Yi,,Yi,7".~Yi.))= C c (fitLIt 
Yk I(Y,,,Y,2.....Y,r) dl Yk 
dt Y, 
t<k 
= c c(i, ,..., irpl,k) 
Ykl(Y,,,Yi,~....Y,,) 
= k$lc(il,.... i,_,,k)d(i,,k); 
hence 
B = CDT, 
the Cayley product of C and D T, Taking J = I\ {r) and K = {2}, we have 
I = J U[K +(r -2)] and hence, by Lemma 3, 
det I B = det I C det(,,,, DT. 
It can be verified that 
det,C= nc(i,i ,..., i> = II C (f*P)(4 
i=l i=l ,jlyi 
d + Y* 
t<i 
and detfl,2j DT = 1. We thus arrive at our result. 
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REMARK 3. It is interesting to note that the value of the determinant in 
the theorem is independent of the dimension of the matrix. Also note that if 
f(m) = m for all positive integers m, if r = 2, and if I = (1,2} in Theorem 1, 
then we obtain Theorem 1 of [3]. 
COROLLARY. Suppose S is factor-closed and 1 is a nonempty subset of 
{1,2,..., r}. Then 
det, A = LoI (f*cL)(xi) or 0 
according as the number of elements in I is even or odd, A being the matrix 
given in Theorem 1. 
REMARK 4. The corollary is a known result (see [6, p. 13061). Multidi- 
mensional special cases of it have been given in [8] and [16, Theorem 31. In 
the 2-dimensional case with I = { 1,2] the corollary reduces to the well-known 
result of H. J. S. Smith [14]. 
4. DETERMINANTS ON ANY SET OF DISTINCT 
POSITIVE INTEGERS 
Throughout this section let f be a fixed arithmetic function, S = 
x ] a fixed set of distinct positive integers, and s = 
I::::;:.:::;,,;,,, ,...) X n+u} the minimal factor-closed set containing S. 
Let E, denote the r-dimensional n X . . * X n X(n + s> matrix defined 
by 
e,(il,i,,...,i,) = 
1 if xi,lxi,,...,xi _ , I’ 
0 otherwise 
(i i ,..., i,_,=1,2 ,..., 12; i,=1,2 ,..., n + s), and E, the 2-dimensional n X 
(n + s) matrix defined by 
e,(i,j> = 
1 if xjlxi, 
0 otherwise 
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(i = 1,2,. . . , n; j = 1,2,. . . , n + s). Further, for cri, . . , a, E (1,2,. . . , n + s}, let 
E,(cu,, . . ., a,) denote the r-dimensional n X * * . x n matrix (that is, the 
r-dimensional matrix of order n) defined by 
E,(a,,... ,cr,)=(e,(i, ,..., ir_l,oi,)), i, ,..., i,=1,2 ,..., 12, 
and E,(cu,,..., a,> the 2-dimensional n X n matrix defined by 
&(q,... ,a,) =(e,(i,aj)), i,j = 1,2 ,...,n. 
THEOREM 2. Let A denote the r-dimensional matrix of order n given by 
a(i,,i, ,..., i,)=f((Xi,‘Ti2’...‘Xi,))r i,,i, ,..., i,=1,2 ,..., t2, 
where (xi,, xi,, . . . , xi,) is the greatest common divisor of xi,, xiz,. . . , xi,. Let I 
be a nonempty subset of {l, 2,. . . , r). Then 
detl A = c (fV)(Xk,) . *. Wdh”) 
l<k,< ... <k,,<n+s 
Xdet,(E,(k,,..., k.))det(,,,,(E,(k,,...,k.)) 
or = 0, according as the number of elements in 1 is even or odd. 
Proof. By the proof of Theorem 1, we may assume, without loss of 
generality, that r E 1. 
Let C denote the r-dimensional n X . . . X n X (n + s) matrix defined by 
c(i,,i,,...,i,) = 
dm if xi,lXi,>...>xi,_,> 
0 otherwise 
(i i ,..., i,_,=1,2 ,..., n; i,=1,2 ,..., n + s), and D the 2-dimensional n X 
(n + s) matrix defined by 
d(i, j) = 
dm if xjlxiT 
0 otherwise 
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(i = 1,2,. . . , n; j = I,&. . . , n + s>. Then, by (0, 
f((Xi,‘xi,‘..‘,Xi,))= C (_f%)txk) 
X~l(Xi,,Xi2 1..., Xi,) 
n+s 
= c C(il,...,ir-l,k)d(ir)k)) 
k=l 
where i,,i, ,..., i,=1,2 ,..., n. 
Now, we proceed in a way similar to that in the proof of the Cauchy- 
Binet formula [5, p. 91. Writing A in the form 
A=(a(i, ,..., i,_,,l) ,..., a(i, ,..., ir_-l,n)), i, ,..., i,_l=l,2,...,n, 
where (a(i, ,..., i,_l,l))l...,(u(il,..., i,_,,n)) are the i,-layers of A, we 
obtain 
det,A=det, c c(i, ,..., i,_l,(Yl)d(l,(Y1) ,..., 
a,= 1 
n+s 
c c(i l,...,ir_l,(Y,)d(n,cr.) . 
Cl,=1 1 
By Lemma 4 and Lemma 5, 
n+s 
det,A = c detI(c(i,,...,i,_,,cYl)d(l,(Y,), 
a,,...,a,=l 
. . ..c(i. ,...,irdl, 4+~~“)) 
n+.V 
= C detl(c(il....,i,-l,(Y1),...,c(i~,...,i~-~,~”)) 
a,,...,a,=l 
Xd(l,q) **. d(n,a,) 
= c det,(C(cY,,...,cY,))d(l,a,) . ..d(n.a,,), 
a,,...,n,=l 
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where C((Y,,..., (Y,) is defined analogously to E,.((Y~, . . . , a,); that is, 
C(ff 1 )..., an)=(c(il ,..., i,_,,cu,) ,..., c(i, ,... &.-l.cQ) 
= (c(i, ,..., i,_,,cq)). 
By Lemma 6, det,(C( ar,. . . , (Y,)) = 0 if at least two of the arguments 
err,. . . , (Y, are equal. Thus, by Lemma 7, we can write 
det, A = c det,(C(k,,...,k,,)) 
l<k,< ... <k,,<n+s 
x c l (~l,...,LY,)d(l,(Y1)...d(n,cu,), 
(a,,...,a,) 
where (cr,,..., a,) runs through the permutations of the set {k r, . . . , k,}; 
hence 
det, A = c det,(C(k,,...,k,))det(,,,)(D(k,,...,k,)), 
lgk,<..’ <k,<n+s 
where the notation D(cxl,. . . ,a,> is analogous to E2(cx,,. . ., a,,). 
By Lemma 6, we deduce that 
detI(C(kl,...,k.)) 
Similarly 
= -J(f’p)(Tk,) ‘. . (ffk+k,,) det(l,2)(E2(kl- kn))’ 
We thus arrive at our result. n 
REMARK 5. If f(m) = m for all positive integers m, if r = 2, and if 
I = (1,2} in Theorem 2, then we obtain Theorem 2 of [9]. 
The author would l&e to thank the referee for very valuable suggestions. 
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