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Abstract
We propose a traffic danger recognition model that
works with arbitrary traffic surveillance cameras to iden-
tify and predict car crashes. There are too many cameras
to monitor manually. Therefore, we developed a model to
predict and identify car crashes from surveillance cameras
based on a 3D reconstruction of the road plane and pre-
diction of trajectories. For normal traffic, it supports real-
time proactive safety checks of speeds and distances be-
tween vehicles to provide insights about possible high-risk
areas. We achieve good prediction and recognition of car
crashes without using any labeled training data of crashes.
Experiments on the BrnoCompSpeed dataset show that our
model can accurately monitor the road, with mean errors of
1.80% for distance measurement, 2.77 km/h for speed mea-
surement, 0.24 m for car position prediction, and 2.53 km/h
for speed prediction.
1. Introduction
Surveillance cameras are widely installed, recording and
storing massive data every day. But anomalous events are
very rare and it is impossible for humans to monitor all these
cameras. Car crashes are a crucial safety issue nowadays.
Leveraging the recent development of computer vision al-
gorithms, we are developing an automatic system for traffic
surveillance on highways and streets.
We have built a model that can predict and recognize
crashes from surveillance cameras. One benefit is that
ambulances could immediately be sent to the crash scene
saving lives. As accidents are relatively few, our model
also supports proactive safety check based on normal traf-
fic flow. Real-time speed and distance measurements will
lead to insights about high-risk areas, such as where cars
frequently get too close. This will help to improve traffic
safety on the long term.
∗This work was done when Lijun Yu was a visiting scholar at Carnegie
Mellon University and later a research intern at MIX Labs.
As accidents are rare in regular surveillance videos, it is
arduous to collect and build a labeled dataset of car crashes
covering all possible situations. Taking this reality into ac-
count, we propose a model that requires no labeled crash
data for training. Physically, a collision between cars oc-
curs when they gradually get closer and finally come into
contact. We can predict their trajectories and check overlap
positions indicating a collision. In severe crashes, vehicles
are deformed and undetectable afterwards, but the crash is
recognized ahead of time based on the predictions.
Our model consists of five steps to achieve the goal.
Camera calibration method is applied to transform a point
on the image to the road plane. Object detection and track-
ing algorithms identify a vehicle and trace its history. A 3D
bounding box is built to get the projection of a car on the
road. Position and speed are estimated and predicted for the
future. Finally, the model can recognize danger based on
distances between vehicles and overlaps in the trajectories.
We run this model on BrnoCompDataset [19], which
contains highway surveillance videos with ground truth
speed and distance measurements. We evaluate its perfor-
mance for different steps and show convincing results. It
performs an effective 3D reconstruction of the road plane
with a mean distance measurement error of 1.80% along
the road. Upon efficient detection and tracking of vehicles,
it takes a precise measurement of speeds at a mean error of
2.77 km/h. It predicts vehicle trajectories reliably with er-
rors of 0.24 m for car positions and 2.53 km/h for speeds av-
eragely for 0.12 seconds ahead. This allows refined recog-
nition of traffic danger from all the measurement and pre-
dictions. Importantly, all these results are achieved without
any labeled training data.
The key contributions of this paper are:
• A traffic danger recognition model for surveillance
cameras based on a 3D reconstruction of the road and
prediction of trajectories. It does not need any labeled
training data of car crashes.
• Results show that the model monitors the road accu-
rately, with mean errors of 1.80% for distance mea-
surement, 2.77 km/h for speed measurement, 0.24 m
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for car position prediction, and 2.53 km/h for speed
prediction.
2. Related Work
Camera Calibration. Calibration methods are em-
ployed to derive the intrinsic (focal length, principal point)
and extrinsic (rotation, translation) parameters of a cam-
era. The accuracy of calibration is critical for the 3D re-
construction and further processing. Different methods may
require various forms of user inputs, such as drawing paral-
lel lines [12], camera position [22, 14], and average vehicle
size [3] or speed [16]. Fully automatic calibration is also
achievable according to [4, 18].
Object Detection. Object detection models are utilized
to identify vehicles in video frames. These models such
as Fast R-CNN [6] and Faster R-CNN [15] rely on region
proposal algorithms and deep convolution neural networks
to get bounding boxes of objects. Mask R-CNN [7] further
extends by predicting object masks simultaneously.
Multiple Object Tracking. Vehicle objects detected in
adjacent frames need to be traced correctly. SORT algo-
rithm [2] supports fast online tracking with Kalman Fil-
ter [9] and Hungarian algorithm [10]. Deep-SORT [23] ad-
ditionally integrates appearance information to improve the
performance.
Anomaly Detection. Traffic danger recognition is one
specific aspect of anomaly detection. Multiple instance
learning [20] requires sufficient annotated training data.
Motion pattern based learning for traffic anomaly [24] also
uses labeled data. But our approach is built upon no labeled
videos of car crashes.
3. Methodology
Our traffic danger recognition model consists of five
steps. Camera calibration provides geometry parameters
and a transformation from image coordinates to road plane
coordinates. Object detection and tracking algorithms pro-
vide the types, positions, and masks of vehicles and trace
their histories. 3D bounding boxes are built to localize ve-
hicles in the world space and then project to the road plane.
Positions and speeds are calculated with adjacent frames
plus smoothing and predicted for the future. Finally, we
can recognize danger from vehicle distances and potential
overlaps in the predictions.
3.1. Camera Model and Calibration
We adopt a traffic camera model similar to the paper of
Sochor et al. [18] as shown in Figure 1. We follow the prac-
tice of Dubska´ et al. [5] in setting up directions of three
vanishing points U, V,W . With a known plane, points in
an image can be reprojected to points on the plane in the
world space. The reprojection enables a 3D reconstruction
of vehicles on the road.
Figure 1. Traffic camera model: x, y, z define world coordinate
system, where x-y plane is parallel to the image and z passes
through its top left. Camera is on the x-y plane and points to the
principal point C at the center of the image. ρ is the road plane.
U, V,W are directions of vanishing points, U in the direction of
traffic, V parallel to the road and perpendicular to U , and W per-
pendicular to ρ.
Although some automatic calibration methods have been
developed, they do not achieve perfect performance in our
model. So we remain using a manual calibration which re-
quires labeling two groups of parallel lines of each camera
view. Then we derive two vanishing points in the image
space using a least square error method as in [12]. With Al-
gorithm 1 extracted from the supplementary material of the
dataset [19], we can derive the road plane in the world space
and project image points to world points on the plane.
We rotate the world coordinate system to make the x-z
plane parallel to the road plane, so we can get plane coor-
dinates of a point by omitting y axis. Rotation parameters
α, β, γ are acquired by solving Equation 1.
[
1 0 0 1
0 1 0 1
0 0 1 1
]
·
[
1 0 0 0
0 cosα sinα 0
0 − sinα cosα 0
0 0 0 1
]
·
[ cos β 0 − sin β 0
0 1 0 0
sin β 0 cos β 0
0 0 0 1
]
·
[ cos γ sin γ 0 0
− sin γ cos γ 0 0
0 0 1 0
0 0 0 1
]
=
[ V
‖V ‖
W
‖W‖
U
‖U‖
] (1)
3.2. Object Detection and Tracking
We select Mask R-CNN by He et al. [7] as our object de-
tection model, which outputs detection scores, object types,
bounding boxes, and object masks. We use Abdulla’s im-
plementation [1] with trained weights on Microsoft COCO
dataset [13] and select three types of objects as targets: car,
bus, and truck. Then we apply a filter to the detected objects
as shown in Figure 2. The filter follows three rules:
1. Vehicles should not be too small in size.
2. Vehicles should be in the road area.
3. Vehicles should be completely visible.
We use Deep SORT by Wojke et al. [23] to track vehicles
across frames. Each vehicle is supposed to get a unique ID
from the tracking model, and it is robust through brief loss
of detection.
Algorithm 1 Project an image point to a world point on the
road plane. f denotes the focal length. For points, lower
case represents image coordinates and upper case stands for
world coordinates. d is an arbitrary offset of the plane, usu-
ally set to 10 as in [19].
Input: Image point p = [px, py], plane offset d
Input: Calibration u = [ux, uy], v = [vx, vy], c = [cx, cy]
Output: World point on the plane P = [Px, Py, Pz]
f =
√−(u− c) · (v − c)
U = [ux, uy, f ], V = [vx, vy, f ], C = [cx, cy, 0]
W = [Wx,Wy,Wz] = (U − C)× (V − C)
w = [wx, wy] =
[Wx,Wy ]
Wz
· f + c
n = [nx, ny, nz] = [wx, wy, f ]− C
ρ = [a, b, c, d] = [ nx‖n‖ ,
ny
‖n‖ ,
nz
‖n‖ , d]
g = [px, py, f ]− C
t = −ρ·[cx,cy,0,1][a,b,c]·g
P = C + t · g
Figure 2. Object detection: raw detections (left), and filtered ob-
jects (right). The white car at the top left is filtered by rule 1, the
red at the bottom right by 3, and the cars at the top right by 2.
3.3. 3D Bounding Box
We estimate the contour of a vehicle with its mask from
Mask R-CNN, using the algorithm by Suzuki et al. [21].
For each of the three vanishing points, we calculate the tilt
angles of the lines passing that vanishing point and each
point in the contour. In this way we find the tangent lines
of the contour passing three vanishing lines. We alter the
algorithm from Sochor [17] to build 3D bounding boxes of
cars as described in Algorithm 2 and Figure 3.
3.4. Trajectory Prediction
To get the current location of a vehicle, we can find the
bottom of the 3D bounding boxes and project them to the
road plane according to Section 3.1. The set of the bottom
points S relies on the direction of the vehicle as:
S =
{
{A,B,C,D}, when tan−−→DA ≥ 0
{H,G,F,E}, otherwise (2)
The center position of a vehicle is calculated by
c = average(S) (3)
and a recent speed vr is calculated from adjacent frames as
vr,t = (ct − ct−1)× fps (4)
Algorithm 2 Build 3D bounding box with tangent lines
from vanishing points. Lines with subscript min denote the
lines with the minimum tilt angle, and max the maximum.
Position of the points are shown in Figure 3.
Input: Tangent lines from vanishing points lU,min, lU,max,
lV,min, lV,max, lW,min, lW,max
Output: 3D bounding box (A,B,C,D,E, F,G,H)
A = lU,max ∩ lV,min
B = lV,min ∩ lW,max
D = lU,max ∩ lW,min
F = lU,min ∩ lW,max
G = lV,max ∩ lU,min
H = lV,max ∩ lW,min
EF = FV ∩AW
EH = HU ∩AW
if |AEF | ≥ |AEH | then
E = EF
else
E = EH
end if
H = CV ∩BU
Figure 3. 3D bounding box: tangent lines of contour and their
intersections (top left), derived lines and intersections (top right),
the final result (bottom left), and vehicles in other angles of view
(bottom right). Lines in colors of blue, green, and red pass through
u, v, w respectively.
where t denotes frame number and fps is the frame rate
of the video. Exponential smoothing is applied to get a
smoothed speed vs as
vs,t = δ × vs,t−1 + (1− δ)× vr,t (5)
With an optional scale factor λ, we are able to know the real
world value of the speed.
To predict the trajectories, we assume:
1. The future is divided into time slots with equal lengths.
2. The vehicle centers follow normal distributions.
3. The vehicle shapes do not change.
We predict speed, acceleration, center coordinates and vari-
ance for the beginning of each slot as a snapshot. Within
a slot, we assume there are fixed acceleration and variance.
Then the speed and center coordinates can be calculated ac-
cording to kinematics rules. In this way, predictions are
available for an arbitrary time in the future.
For now, we are using a simple linear prediction method
with the real situation as the only one snapshot and as-
suming the acceleration is always zero. Models of condi-
tional random fields [11] and long short-term memory [8]
are planned to be tested in the future.
3.5. Danger Recognition
We use two ways to recognize dangerous situations. The
first one is the distance measurement between vehicles. It
not only tells where cars are going to crash but provides
a proactive safety check for areas where cars often get too
close, as well. The second one is called danger map, which
detects overlap of vehicles in the predictions that indicates
crashes.
The distance between two vehicles is defined as the min-
imum distance between two points from two quadrangles
respectively.
Lemma 1. Let A,B be the pair with the minimum dis-
tance among all pairs of points from two quadrangles re-
spectively, then at least one of A,B must be a vertex.
Proof. Suppose both A,B are not vertices, so each of them
is on an edge, namely a, b. If a ‖ b, there must be another
pair of points consisting of at least one vertex that has an
equal distance. If a is not parallel to b, then the nearest
distance between a and b cannot be at the middle of both
edges, which contradicts the suppose. Therefore, at least
one of A,B is a vertex.
With Lemma 1, we can calculate the minimum distance
between two quadrangles A1B1C1D1, A2B2C2D2 as:
dqq(A1B1C1D1, A2B2C2D2) =
min( min
P=A1B1C1D1
dpq(P,A2B2C2D2),
min
P=A2B2C2D2
dpq(P,A1B1C1D1))
(6)
dpq(P,ABCD) = min
e=AB,BC,CD,DA
dpe(X, e) (7)
where dpe is the distance between a point and an edge. In
this way, the minimum distance is calculated from only 32
candidates. Distances for all vehicle pairs are calculated and
alerted when less than a threshold.
We accumulate the probability of a car box based on the
distribution of its center to get the heat map of a vehicle. It
represents the probability of its position at a specific time in
the future. Then we aggregate the heat maps of all the vehi-
cles in a scene into a danger map. A danger map represents
the probability of coexistence of two or more vehicles in
the same location. Figure 4 shows a sample result of danger
recognition.
Figure 4. Danger recognition: four vehicles in a sample prediction
of the road plane, with vehicle IDs at the bottom right and speeds at
the top left. Distances are shown for nearing vehicles, and danger
map is shown in black at the overlap of vehicle 7 and 10.
4. Experiments
4.1. Dataset and Setup
We use BrnoCompDataset [19] to evaluate the perfor-
mance of our model. It consists of surveillance videos of
6 sessions from 3 directions on the highway in the Czech
Republic. The dataset provides the ground truth of distance
measurement lines and speed of vehicles from Lidar sensor.
It also has calibration results from various systems [19, 18].
We run our model on each of the 18 videos for 10 min-
utes. The videos are processed at the original resolution
of 1080p and downsampled from 50 fps to 25 fps. We do
not use lower frame rate because the Deep-SORT model
has worse performance when it is less than 25fps. We ex-
ploit the calibration results from [18] which provides van-
ishing points u, v acquired by manual calibration from par-
allel lines, along with scale factors inferred from speeds.
We let the smoothing parameter δ = 0.86 according to some
preliminary experiments. The trajectory prediction is set for
0.12 and 0.24 seconds ahead, accordingly 3 and 6 frames.
4.2. Calibration Error
We measure the calibration error to test the provided cal-
ibration results and the correctness of our coordinates trans-
formation algorithm which maps a point from the image
space to the road plane space.
We calculate the distance of the given measurement lines
in our plane coordinate system. The lines are divided into
two groups according to their directions: toward u or v.
The average length of the given lines is different in each
group. We collect absolute and relative errors of measured
distances and report the mean and median values in Table 1.
Mean Median
Distance
Toward u
Absolute Error (m) 0.2618 0.1684
Relative Error 1.80% 1.42%
Distance
Toward v
Absolute Error (m) 0.1633 0.1646
Relative Error 2.06% 2.07%
Table 1. Calibration error: distance measurement error on all
videos
The results show that our model can accurately measure
distances in the real world based merely on surveillance
camera views and calibration parameters. The error in each
direction is much smaller than the shape of conventional
vehicles. As of the high speed in the highway, these errors
are even smaller than the movement of a vehicle between
two adjacent frames. This model provides an effective 3D
reconstruction of the road plane with little error.
4.3. Vehicle Detection and Tracking Error
We measure vehicle detection and tracking error to test
the Mask R-CNN and Deep-SORT models. For each vehi-
cle detected and tracked, we record the time and position
of its every appearance. Based on the appearance history,
we calculate an estimated period of the vehicle in the mea-
surement area of Lidar sensors. The measurement area is
considered to be the largest one if there are more than two
Lidar sensors set up. Then we calculate the intersection of
union (IoU) between the estimated period and the real pe-
riod of existence in the ground truth to get a similarity ma-
trix. Hungarian algorithm [10] is employed to solve this
matching problem. Additionally, matching results with IoU
less than lIoU = 0.5 are dropped. We report the recall on
each video for this evaluation in Table 4.
We find that Mask R-CNN sometimes does not work at
certain viewing angles or for certain types of vehicles. For
lost detections, as long as the gap is short enough, Deep-
SORT is still able to track. In other cases, however, tracking
also fails and that causes the loss. Despite these, the combi-
nation of Mask R-CNN and Deep-SORT have achieved an
overall 94.0% recall rate, which shows that it is efficacious
for the vehicle detection and tracking in this task.
4.4. Speed Estimation Error
We use the matched vehicles from the previous section
to evaluate the performance of our speed estimation. As the
ground truth only has the average speed for each vehicle, we
use the smoothed speed of a vehicle at its last appearance for
comparison. We collect absolute and relative errors of the
estimated speed of each vehicle and report in Table 2.
Mean Median
Absolute Error (km/h) 2.7708 1.8625
Relative Error 3.68% 2.55%
Table 2. Speed estimation error: estimated speeds compared with
ground truth from Lidar sensors on all videos
According to the dataset, the average speed for each ses-
sion is mostly between 60 km/h and 90 km/h. For highway
traffic, a mean error of less than 2.77 km/h proves that our
model can precisely measure the speeds of vehicles. This
accurate measurement is the foundation for further predic-
tions and danger recognition.
4.5. Prediction Error
We evaluate the two levels of predictions separately. For
each level, we collect the absolute error of location predic-
tion, plus the absolute and relative error of speed prediction
of each vehicle. As the smoothed speed is not stable at the
beginning, predictions from vehicles with a history of fewer
than l = 5 frames (0.2 seconds) are excluded. The mean
and median values of each metric are shown in Table 3.
Level +0.12s Mean Median
Location
Prediction Absolute Error (m) 0.2433 0.1736
Speed
Prediction
Absolute Error (km/h) 2.5313 1.8373
Relative Error 4.55% 2.52%
Level +0.24s Mean Median
Location
Prediction Absolute Error (m) 0.3563 0.3256
Speed
Prediction
Absolute Error (km/h) 3.0134 2.4995
Relative Error 5.71% 3.92%
Table 3. Prediction error: location and speed prediction error of
two levels on all videos
Although the prediction mechanism currently deployed
is rather simple, it provides results much beyond our expec-
tations. As a vehicle at 75 km/h would move 2.5 meters in
0.12 seconds, a mean error of 0.24 m for location predic-
tion is well acceptable. The difference between the mean
and median values indicates some outliers are harming the
performance, but we can still see that most of the predic-
tions are within an error of 2km/h. For traffic on highways,
crashes usually happen within 0.12 seconds, so it is enough
for the danger map to work. Moreover, another prediction
of +0.24s is there for more information beforehand, and it
is reasonable to have a slightly larger error than +0.12s.
5. Conclusions
We propose a traffic danger recognition model that works
with arbitrary surveillance cameras. It does not require any
labeled training data of crashes. The model consists of five
steps: camera calibration, object detection and tracking, 3D
bounding box, trajectory prediction, and danger recogni-
tion. We measure the performance with experiments step
by step, presenting that it is accurate at the estimation of
speed and position of vehicles by projecting to a 3D recon-
structed road plane. It is suitable for crash detection and
proactive safety checks.
A demo of our model working on a real crash scene can
be found on Youtube1. In the future, a complete test set
of video containing real crashes will be processed to report
detection accuracy. Trajectory prediction model could be
1https://www.youtube.com/playlist?list=
PLssAerj8zfUR5wBc7N6gmCFTm0azCHSIf
Video ID 1C 1L 1R 2C 2L 2R 3C 3L 3R 4C
Vehicle Matching Recall 95.0% 92.2% 97.0% 82.2% 92.6% 92.5% 81.8% 100% 100% 92.4%
Video ID 4L 4R 5C 5L 5R 6C 6L 6R Mean
Vehicle Matching Recall 93.2% 98.2% 83.0% 98.9% 97.5% 98.8% 99.5% 96.4% 94.0%
Table 4. Vehicle detection and tracking error: vehicle matching recall on each video. The number in Video ID is Session ID, and the letter
denotes the direction according to C-center, L-left, R-right.
improved with conditional random fields or recurrent neu-
ral network. We will also test automatic camera calibration
methods to obtain similar performance as manual calibra-
tion, then the system could function on arbitrary surveil-
lance cameras with zero input.
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