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This article is concerned with the study of fuzziness in incompletely specified 
combinational networks by means of a suitable fuzzy algebra. For completely 
specified fuzzy functions, minimal sets have been obtained using the definition 
of fuzzy consensus. Using the basic properties of fuzzy logic, the concepts of 
fuzzy prime implicant, essential fuzzy prime implicant, and fuzzy iterated 
consensus are used to find the minimal sum-of-products expression of an 
incompletely specified fuzzy function. 
1. INTRODUCTION 
Ever since Zadeh introduced the idea of fuzzy set theory (Zadeh, 1965), 
by utilizing the concept of membership grade, a number of authors have 
been concerned with the analysis of fuzzy structures and with the mathe- 
matical properties involved in fuzzy logic. 
In this paper, we shall consider the minimization problem of incompletely 
specified fuzzy functions. Such functions assume grades of membership for 
some combinations of variables but may assume unspecified grades of 
membership for a number of combinations. Combinations for which the 
grade membership of a fuzzy function is not specified are called don’t care 
combinations. It is shown that in order to obtain the minimal representation 
of such a function it is sufficient to consider the fuzzy prime implicants of 
the incompletely specified fuzzy function and to find the minimal complexity 
cover of these fuzzy prime implicants. 
The article is divided into three main parts. In the first one we describe 
a fuzzy algebra, under which fuzzy functions are defined. In the second part 
we introduce a new technique for the minimization of fuzzy functions, which 
is extended in the third part to incompletely speci$ed fuzzy functions. 
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2. Fuzzy ALGEBRA 
Intuitively, a fuzzy set is a class which admits the possibility of partial 
membership in it. Let X = {x} denote a space of objects. Then a fuzzy set 
.d in X is a set of ordered pairs 
A = ((x, ~A(x))), x ~ x 
where/~A(x) is termed the grade of membership of x in A. We shall assume 
for simplicity that/zA(x ) is a number in the interval [0, 1], with the grades 1 
and 0 representing, respectively, full membership and nonmembership n a 
fuzzy set. 
DEFINITION 1. A fuzzy algebra is the system 
Z = <Z, +,  , ,  - ) ,  
where Z has at least two distinct elements, and Vx, y, z ~ Z, system Z 
satisfies the following set of axioms: 
1. Idempotency: 
2. Commutativity: 
3. Associativity: 
4. Absorption: 
5. Distributivity: 
6. Complement: 
7. Identities: 
8. De-Morgan 
Laws: 
X-~-X  ~ X X*X  ~ X 
x+y =y+x x*y  =y,x  
(x+y)+z=x+(y+z)  (x,y)*z=x,(y,z) 
x + (x * y) = x x*(x + y) = x 
x +(y*z )=(x  + y )* (x+z)  x* (y+z)= x*y  + x*z  
I f  x ~ Z then there is a unique complement 
of x such that g E Z and (-~ = x. 
(3! e+)(Vx) such that x + e+ = e+ + x = x 
(3! e,)(Vx) such that x ,  e, = e, , x = x 
x+y =x,y  x ,y=x+2 
Clearly, the system is a distributive lattice with existence of unique identities 
under + and ..  It is noted that a Boolean algebra is a complemented distribu- 
tive lattice with existence of unique identities under + and *. However, for 
every element x in Boolean algebra we have (Vx) (3~) x~ = 0 and x -[- ~ = 1, 
which is not so in fuzzy algebra. Hence, every Boolean algebra is a fuzzy 
algebra, but not vice versa. 
In this case we will use a particular fuzzy algebra defined by the system 
z = <[o, 1], + ,  , , -> ,  
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where +, . ,  and - are interpreted as max, min, and complement (y = 1 --  x, 
Vx ~ [0, 1]), respectively. The unique identities e+ and e. are 0 and 1, 
respectively. 
Clearly, this system is the fuzzy algebra used in Zadeh (1965). In this 
fuzzy algebra the elements 0, 1 satisfy for every fuzzy element x
x+0=x x*0=0 
x+l  --~1 x* l  =x .  
Let X = {x} be a space of objects as defined above. 
Let A and B be two fuzzy sets in X. The following terminology parallels 
closely the presentation of fuzzy sets in Zadeh (t965). Equality (A = B) is 
defined by 
A = B ~ ~(x)  = ~B(x), Vx ~ X .  
Fuzzy set A is contained in B (A C B) iff tzA(X) ~< /~n(x), VX ~ X. A fuzzy set 
A is  the complement of a fuzzy set A iff/~i(x ) = 1 - -  k~A(x), Vx E X. The union 
of two fuzzy sets A and B in X is defined as the membership function of 
A + B given by 
/xA+B(X) = max [/xa(x), /*~(X)]. 
The intersection of A and B in X, denoted by A*  B is defined similary by 
/XA.B(X ) = min [/~A(X), ~8(X)]. 
In the sequel, the term "fuzzy variable" will replace the term member- 
ship grade of a variable in a set. Conventionally we shall drop the • symbol, 
i.e., x .y  will be written as xy. 
We can now define fuzzy forms, generated by x 1 ..... x~, reeursively as 
follows: 
a. The numbers 0 and 1 are fuzzy forms. 
b. A fuzzy variable x¢ is a fuzzy form. 
c. I f  A is a fuzzy form, then _/i is a fuzzy form. 
d. I f  A and B are fuzzy forms, then A + B and AB are fuzzy forms. 
e. The only fuzzy forms are those given by rules (a)-(d). 
Since we are interested mainly in fuzzy algebra, we can drop the word 
"fuzzy" without any confusion. It should be noted that the grade membership 
/z(S) of a form S is uniquely determined through the following rules: 
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1. /x(S) =0 i f  S=0;  
2. ~(s )  = a i r  s = ~; 
3. /x(S) =/x(x~) if S = x, ; 
4. /x(S) = 1 --  tz(A) if S = _/i; 
5. /x(S) = min[~(A), ~(B)] if S = AB; and 
6. /~(S) = max[~(A),/~(B)] if S = A + B. 
EXAMPLE 1. Let F(xl, x2, xa) = Xl(X 2 2_ ~'2) (~'2 @ xa) (Xl t A- ~'3) and let 
the grade memberships of xt, x2, and x a be/,(xl)  = 0.8, /,(x~) = 0.9, and 
/~(xa) = 0.6. Then 
tx[F(xl, x2, xa)] = min [/~(xl) ,/*(x2 + 22),/*(2z + xa),/x(xl + 2a)] 
= min{/~(Xl) , max[/~(x~), /x(22)], max[/,(~), /~(Xa)], max[/~(xl) , /~(2a)]} 
= min[0.8, max(0.9, 0.1), max(0.1, 0.6), max(0.8, 0.4)] 
= rain(0.8, 0.9, 0.6, 0.8) = 0.6. 
Evidently, among the infinite number of distinct assignments of grade 
membership to the variables, there are a finite number of binary assignments 
(binary assignments of 0 or 1 to every variable). 
In order to determine consistency of forms in fuzzy algebra we shall expand 
the forms into disjunctive and conjunctive forms, using the following 
definitions: 
A literal is a variable x¢, or 2~, the complement of xi.  
A clause is a disjunction of one or more literals. 
A phrase is a conjunction of one or more literals. 
A form S is said to be in disjunctive normal form if 
S = P1 -}- P~ + "'" 4:- Pro, m >/1 and every P i ,  1 ~< i ~< m, is a phrase. 
A form S is said to be in conjunctive normal form if 
S = C1C 2 ,..., C~, k ~> 1 and every C~-, 1 ~< j ~< k, is a clause. 
It can be easily seen that forms in fuzzy logic can be expressed in disjunctive 
and conjunctive normal forms, in a similar way to two-valued logic. 
We will merge the concepts of fuzzy forms and fuzzy functions, to an 
extent, by representing the mapping by fuzzy forms. This is similar to 
procedures in binary logic. Thus, the minimization of an incomplete fuzzy 
function (mapping) is really finding a minimal form of the incompletely 
specified fuzzy function, keeping in mind that these functions are defined 
under the rules and concepts of fuzzy sets as described above. 
FUZZY FUNCTIONS 145 
3. Fuzzy PRIME IMPLICANTS AND FUZZY FORMS 
In a disjunctive normal form, each phrase corresponds to a logic gate and 
each literal to an input line. The ratio between the cost of a logic gate and th e 
cost of an input line will depend on the type of gates used in the realization. 
However, practically, the cost of an additional input line on an already 
existing gate, will be several times less than the cost of an additional logic 
gate. On this basis, the elimination of gates will be the primary objective of 
the minimization process, leading to the following definition of a minimal 
expression. 
DEFINITION 2. A disjunctive normal form is regarded as a minimal 
complexity form if there exists 
(1) no other equivalent form involving fewer number of phrases, and 
(2) no other equivalent form involving the same number of phrases but 
a smaller total number of literals. 
DEFINITION 3. A phrase fj subsumes another phrase fz iff f j contains 
all the literals off~, and thus/z(fj) ~</x(f~). A fuzzy phrase f~ is said to be a 
fuzzy  implicant of F iff/z(f~) ~</z(F) under all possible assignments. A fuzzy 
implicant f~- is said to be a fuzzy  prime implicant (F.P.I.) if it subsumes no 
other fuzzy implicant o fF  (i.e.,/z(f~) ~</z(fk) ~</x(F) +-+k = j ) .  It has been 
shown (Kandel, 1973) that the minimal complexity form must consist of a 
sum of phrases representing fuzzy prime implicants. In order to find the 
complete set of F.P.I.'s the fuzzy consensus has been defined and utilized 
as follows: 
DEFINITION 4. Let R and Q be two phrases over the set of fuzzy  variables 
x I , xe ,..., xn • The fuzzy  consensus of R and Q, written R¢Q, is defined to be 
the set of phrases {Ri~i} , where R = xiRi and Q = 2i~i (or R = 2iRi and 
= xi~i) and xi ~ {xl, x2 ..... xn}, if the phrase RiQ i includes the conjunction 
xj2j for at least one j, j e {1, 2,..., n}. If the set {RiOi} is empty we say that 
R¢9 = o. 
Any repeated literals or phrases are removed from the fuzzy consensus of 
R and (2. 
THEOREM 1 (Kandel, 1973). A sum-of-products expression F' = P1 + 
P~ + "'" -k P~ for the function F(xl , x2 ,..., x~) is the sum of all the F.P.I.'s 
of  F (x l  , x 2 ,..., Xn) if and only if: 
643[26/2-4 
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1. No phrase subsumes any other phrase, P j~  Pi for any i and j, i :/= j, 
i , j~{1,  Z,...,r}. 
2. The .fuzzy consensus of any two phrases, Pi~bPj, either does not exist 
(PiCP~ = O) or every phrase that belongs to the set describing PiCPj subsumes 
some other phrase.from the set {P~}~=I • 
Based on this theorem an algorithm that converts the function from its 
disjunctive normal form to a sum of F.P.I.'s, have been devised. 
The Algorithm 
Input: The set of phrases representing F(x 1 , x2 ,..., x~). 
Output: The set of F.P.I.'s ofF(x1, x 2 ,..., x~). 
Step 1. Compare ach phrase with every other phrase in the expression, 
and remove any phrase which subsumes any other phrase. 
Step 2. Add the fuzzy consensus of any two phrases to he expression, 
provided that the fuzzy consensus phrases do not subsume some other phrases. 
The process is iteratively repeated and it terminates when all possible 
fuzzy consensus operations have b en performed. The remaining phrases 
are all of the F.P.I.'s ofF(x 1 , xz ,..., x~). The main aim of this section is to 
introduce a new technique by which Step 1 can be carried out in an easy and 
an effective way. The technique isbased on the fact that if a phrasefj subsumes 
another phrase f~, f j  can be deleted from the function without changing the 
function. The map technique described in Kandel (1974) is usually quite 
satisfactory for functions of four or fewer variables and is useful for some 
functions of five or six variables. In order to handle functions of larger 
numbers of variables, different echniques must be developed. What would 
be most desirable would be a method for obtaining the set of subsumed 
implicants of the function, which could be used for hand calculation and also 
could be programmed on a digital computer. In this section an algorithm 
satisfying these criteria will be described for single-output functions. 
Using the rules of fuzzy algebra, the fuzzy function F of n variables can 
be expressed in the form 
4, k~F j S( ) 
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where/ '  and S(k) are index sets and 2j = x~-+**. To illustrate the meaning 
of the above expression, let 
F(xl  , x2,  x3) = x121x2 -k xlx2g3 + XlX3~'~ - XlX2Xa 
= II II II II 
jeS(1) jeS(2) jeS(3) jeS(r) 
/coy j S(~) 
where n = 3, F = {1, 2, 3, 4}, and S(1) = {1, 2, 4}, S(2) ~- {1, 2, 6}, S(3) = 
{1, 3, 6}, S(4) = {1, 2, 3}. 
Thus, every implicant besides the number 0, can be represented as a 
binary string of length 2n, where 1 in the ith place represents he variable 
x i in the ith place and 0 in the ith place means that the implicant is vacous 
in xi • 
Therefore, each fuzzy  implieant (excluding the implicant 0 which does 
not affect he function when added) can be uniquely represented asa string 
of O's and l's of length 2n. We define the weight of the string, w, to be the 
number of l's in the string of O's and l's. It should be noted that the string of 
2n O's represents the implicant f i  = 1. For example, the phrase x~lx2xa,  
which is an implicant Of F(x  1 , x2, x3), will be represented by the binary 
string 111100. 
If we consider the binary representation f the phrases, we observe that 
the necessary and sufficient condition for a phrase A to be subsumed by 
phrase B is that the binary representation f B has l's in every bit position 
that the binary representation f A has l's. For example, the binary re- 
presentations for xlxlx2x2x a and xlxzx 3 inF(x a , xz, x3) are 111110 and 111000, 
respectively. Clearly, 111000 has l's in every bit position that 111110 has 
l's and therefore the phrase xlxex a is subsumed by xlxlxzx2x a . The phrases 
xlxz~3, on the other hand, cannot be subsumed by xlxlxzx~xa, since the 
binary representation f xlxz,g ~ is 110001. 
To facilitate the subsuming process, the phrases are arranged in groups 
according to their weight. With the following steps the procedure becomes 
systematic: 
STEP 1. Arrange all phrase in groups, such that all phrases in the same 
group have the same weight. The groups are ordered in a table in terms of 
increasing weight. Each row in the table of phrases consists of the binary 
string representing the phrase and is labeled with its decimal equivalent. 
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STEP 2. Compare every binary string of the lowest-weight group with 
each binary string in the successive groups; whenever possible, delete the 
subsuming string being compared by means of the axiom x ~ xy = x. 
Repeat this by comparing each phrase, which has not been deleted, in a group 
of weight w with every phrase, which has not been deleted, in the successive 
groups of weight w q- 1, w ~-2,..., until all possible applications of the 
subsuming theorem have been exhausted. The process terminates when no 
further deletions are possible. The remaining phrases are the fuzzy implicants 
which do not subsume any other phrase in the set. 
The entire procedure is, actually, a mechanized process for reducing all 
subsuming implicants of a fuzzy function. We shall illustrate the procedure 
by applying it in Example 2. 
EXAMPLE 2. 
F(xl , x~, x~, x4) = XlXlX2X2X~X4 -]- XlX2X3X~X4X4 + x2x3x~ 
+ z3~4 + x4~4 + x2x4 + x~x2 + ~3. 
Thus, 
F(xl , x2, x3, x4) = xlx~x~x4xsx ~ + xlx2x3x4x7x8 
+ x3x6x7 + x7xs + x4xs + x2x4 ÷ xlx2 + x7 
= Z (2, 3, 17, 38, 80, 192, 243, 252). 
The binary strings representing the implicants of the function are given by: 
2~00000010 
3=00000011 
17--00010001 
38------00100110 
80~-01010000 
192~11000000 
243--11110011 
252~11111100. 
Using the algorithm we obtain the table of implicants (Table I).The deleted 
phrases are marked with a check. The phrases represented by (3), (38), and 
(243) are eliminated by (2), and (252) by (80), respectively. Thus, 
F(x l ,  x2, x3, x4) = ~ (2, 17, 80, 192) = ,~8 -1- xix2 + x2x4 + x4~4. 
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Decimal xt x2 xa x~ x5 X6 X7 X8 W 
(2) 0 0 0 0 0 0 1 0 1 
(3) 0 0 0 0 0 0 1 1 2 4 
(17) 0 0 0 1 0 0 0 1 2 
(80) 0 1 0 1 0 0 0 0 2 
(192) 1 1 0 0 0 0 0 0 2 
(38) 0 0 1 0 0 1 1 0 3 ~/ 
(243) 1 1 1 1 0 0 1 1 6 '/ 
(252) 1 1 1 1 1 1 0 0 6 '/ 
I t  should be noted that the algorithm does not generate any duplicate 
imp]icants and is complete by the construction of the algorithm. That is, 
every subsumed implicant of the fuzzy function F is in the generated set, 
and all subsuming implicants have been removed. 
It should be pointed out that the entire algorithm as presented is not 
applicable to the minimization of nonfuzzy functions, since by Definition 4 
the phrase RiQ i must include the conjunction xj~j. for at least one j,  j 
{1, 2,..., n}. However, in nonfuzzy cases, it is clear that x~j  is identically 
zero and thus R~bQ --~ 0. 
4. INCOMPLETELY SPECIFIED FUNCTIONS 
So far the functions considered have been completely specified for every 
combination of the variables. There exist situations, however, where, while 
a function is to assume a grade of membership for some combinations, it may 
assume unspecified grade memberships for a number of combinations. 
Combinations for which the grade membership of the function is not specified 
are called don't-care combinations. 
The formulation of the incompletely specified single-output minimization 
problem can be stated as follows: 
Given a fuzzy function F*  in the variables x1 , x 2 ,..., x,~, constructed as 
a union of a completely specified subfunction and a don't-care subfunction, 
find the function F in the same variables, such that F is the minimal complexity 
form ofF* .  
We shall present now a theorem which will show how the F.P.I. 's of an 
incompletely specified fuzzy function can be obtained. 
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THEOREM 2. Let F* be an incompletely specified fuzzy function in the 
variables xl , xE ,..., x~ , expressed in disjunctive normal form. A phrase P is a 
F.P.I. ofF* iff P is a F.P.I. of Fs + F~ , where F* is represented bya pair of 
fuzzy functions F~ and F®. Fs and F¢ are the completely specified and the 
don't-care subfunctions, respectively. 
Proof. (i) Assume P1 e {F.P.I. of e*) and Px ¢ {F.P.I. of F~ + F¢). 
Thus, there exists P~ such that 
P~ ~ {F.P.I. ofFs + F~} and /:'1 subsumes PE. 
Since P2 is an implicant ofF*, P1 cannot be a F.P.I. ofF* This is a contra- 
diction, and hence, 
t°1 ~ {F.P.I. ofF,  + F,}. 
(ii) Similarly, assume P~ ~ {F.P.I. of F 8 +F~} and P1 ~ {F.P.I. of F*}. 
Thus, there exists P~ such that Pz ~ {F.P.I. of F*} and P~ subsumes P1. 
Since Pz is an implicant ofF*, part (i) implies that if/:'2 ~ {F.P.I. ofF*} then 
P2 e {F.P.I. ofF8 + F,}. Hence, P1, P2 E {F.P.I. ofF 8 + F¢~} and P2 subsumes 
P1. This is a contradiction, and hence, 
P1 e {F.P.I. ofF*}. [] 
The important consequence of this theorem is that to obtain the F.P.I.'s 
of an incompletely specified fuzzy function, it is suficient to consider the 
F.P.I.'s of the fuzzy function described by F 8 -}- F~.  This is an extended 
result with respect o Boolean incompletely specified functions. 
To determine a minimal sum, the F.P.I.'s of the incompletely specified 
fuzzy function are found. To do this, attention is paid to both the phrases of 
F 8 and F~.  The phrases of F~ are regarded as phrases of t7 8 during 
the formation of the F.P.I.'s. 
Once all F.P.I.'s have been found (using the fuzzy iterated consensus 
algorithm), the job of finding the best set of F.P.I.'s remains. However, it is 
only necessary to have a sufficient number of F.P.I.'s such that each funda- 
mental phrase 1 o fF  8 subsumes at least one F.P.I. 
DEFINITION 5. A F.P.I. being subsumed by a fundamental phrase ofFs,  
which does not subsume any other F.P.I., is called an essential F.P.I. (E.F.P.I.) 
1 A phrase is called a fundamental phrase if it has either one of the following two 
attributes: (i) for every literal x~ in the phrase, the complement ofx~ does not appear 
in the phrase. (ii) the phrase contains as many variables [either complemented, (2i), 
uncomplemented, (xi), or as a conjunction f both, (xi~)] as the function. 
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and must be included in the corresponding minimal sum. (Actually, an 
E.F.P.I. must be included in all irredundant sums.) 
To find a minimal sum of F.P.I.'s we construct a fuzzy prime implicant 
table, in a way similar to that used to construct prime implicant ables in 
Boolean algebra (McCluskey, 1965). 
Evidently, it is not necessary to include all the fundamental phrases of F ,  
in the minimal representation of the function. Thus, we can find all the 
F.P.I.'s ofF~ + F ,  using the algorithm in Section 3. However, in constructing 
the fuzzy prime implicant able, each column in the table corresponds only 
to a fundamental phrase of F~. Hence columns are used only for the disjunets 
o fF , ,  not o fF , .  Namely, each column in the table corresponds to a funda- 
mental phrase of F~. At the left of each row are listed the F.P.I.'s ofFs + F , .  
A * is placed at the intersection of a row and column if the corresponding 
F.P.I. is subsumed by the corresponding fundamental phrase. In terms of the 
table the basic requirement of the minimal-sum phrases becomes that each 
column must have a * in at least one of the rows which corresponds to 
minimal-sum phrases. 
If  any column contains only a single *, the column corresponds to a 
distinguished fundamental phrase (it subsumes only one F.P.I.) and the row 
in which the * occurs corresponds to an E.F.P.I. Rows and columns cor- 
responding to E.F.P.I.'s and distinguished fundamental phrase are called 
essential rows and distinguished columns, respectively. The essential rows 
are checked, and the labels of the distinguished columns are checked. If all the 
columns have been covered by the checked rows, all the fundamental phrases 
subsume the E.F.P.I.'s and the sum of the E.F.P.I.'s is the minimal sum- 
of-products expression. In case not all of the fundamental phrases of F, are 
covered by E.F.P.I.'s, we will produce a reduced table. In this table all 
essential rows and all distinguished columns are eliminated. 
Once the table has been reduced, the r mainder of the covering problem 
is to find the least expensive set of F.P.I.'s that covers the remainder of the 
function F s . This is done by implementing the same methods of reduction 
used in the minimization of Boolean functions and completely specified 
fuzzy functions. 
EXAMPLE 3. Let 
and 
F, = x1~2 + xax4 + Xl~lX2 + xlx2x4 + x2~sx4 
F~ = xl + ~1X2 + x3 + ~3 + x4 + ~4 + x~.  
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By the previous procedure we find that the F.P.I.'s ofF  3 + F¢ are: 
Xl, X3, X3, X4, X4~ XlX2" 
As can be easily seen from Table II: 
F = F*l in = x l  + x~.  
Clearly, according to the construction of the algorithm, the algorithm is 
complete. 
TABLE II 
F. P. I. Table for Example 3 
~ o f  unda- ental hrases ¢ 4 
F~ 
F .P . I . ' s  ~ xlx~ x~x4 XlXlX~X3X4 Xl~21x~x3x4 X~XlX2X3X4 XlXlX~X~X4 XlX2X4 x2xsx4 
~l Xl * * * * * * 
X3 * * * 
q x 4 * * * , * 
;~4 * * 
XlX2 
5. CONCLUSION 
The minimization algorithm described in this paper may be broken down 
into three steps, namely: 
1. Compute the fuzzy prime implicants of F, @ F¢ ; 
2. Remove the essential fuzzy prime implicants; 
3. Find a minimal complexity cover of the remainder. 
It is the third step in this procedure, which represents some difficulties in the 
solution. The procedures in Boolean algebra that deal with this so called 
"coverage problem" are exhaustive in nature and are easy to solve by hand 
calculation. However, this type of pattern-recognition problem, is not too 
trivial to solve on a digital computer. 
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As was indicated in the paper, step 1 as presented, is not applicable to the 
minimization of incompletely specified nonfuzzy functions. The advantages 
of this new algorithm lie basically in the theoretical introduction of "fuzzy 
consensus" and its practical use for the minimization of fuzzy structures, and 
in the simplicity by which the algorithm is performed. It is our hope that this 
new method will stimulate more researchers to look into the algebraic 
properties of fuzzy structures. 
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