International comparisons of dairy sires for production, type, health, and management traits often rely on regression-based conversion equations. Conversion equations are generally calculated using least squares regression, a procedure that is highly susceptible to outlier data points. Outliers can correspond to sires with unusually high or low estimated breeding values in the importing country, but they can also result from errors (e.g., in data collection or data entry) or biases (e.g., from preferential treatment) in the data. Because conversion equations are often calculated using data from a small number of sires, a single outlier can have a large influence on the resulting regression equation. Robust regression procedures can provide protection against outliers and high leverage points by decreasing the weight given to specific data values that are in disagreement with the majority of the sample. In this study, robust regression techniques were used to develop conversion equations for production, type, and health traits with data from the US, Great Britain, Italy, and South Africa. Relative accuracy of the least squares and robust estimators was measured as the standard deviation of converted breeding values across repeated samples of the data; this measure was of the ability of each method to provide consistent estimates in small data sets that might or might not have contained outliers. Performance of the least median squares and least trimmed squares estimators was consistently poorer than least squares. Conversions calculated using M-type estimators were similar to conversions calculated using least squares, perhaps because of a lack of gross errors in the data. Based on this study, it appeared that robust regression estimators did not provide a significant increase in accuracy of international conversion equations relative to least squares regression. 
INTRODUCTION
Conversion equations are widely used for transforming dairy sire EBV from an exporting country to the genetic base, scale, and units of measurement of an importing country. Several procedures are available for calculating conversion equations, and all of these are based on linear regression. The Wilmink method (8) is used to develop conversion equations from EBV of sires with progeny in both the importing and exporting countries. The Goddard method (3) also uses data of sires with progeny in both the importing and exporting countries, but daughter yield deviations (6) are used instead of sire EBV. The Wilmink (8) and Goddard (3) methods share two limitations. First, the number of common sires (i.e., sires that have progeny in both the importing and exporting countries) is often small. Second, progeny of some expensive foreign sires may receive preferential treatment in the importing country. Preferential treatment can cause bias in the EBV of the importing country and, hence, in the regression lines that are calculated from these EBV. The full-sib method (4) uses daughter yield deviations of pairs of full-sib sires with progeny in either the importing or the exporting country, so this method is expected to be less affected by preferential treatment. However, the number of full-sib pairs is usually small.
The multiple-trait across country evaluation (MACE) procedure (1, 5) , which is an extension of multiple-trait BLUP sire model methodology, is currently used to calculate international dairy sire evaluations for countries that participate in the International Bull Evaluation Service (INTERBULL). The MACE procedure is generally preferred over conversion equations because all sires that are progeny tested in each country can be included in the MACE analysis. However, many countries that import dairy sire semen do not participate in IN-TERBULL sire evaluations, so MACE results for these countries are not available. In addition, INTERBULL provides international sire evaluations for milk, fat, and protein only, so most countries must rely on conversion equations for type traits, health traits (e.g., SCS and productive life), and management traits (e.g., calving ease, milking speed, and disposition).
The term outlier is commonly used in statistical literature to refer to data points that appear unusual, relative to the majority of the sample. Such data points are often correct, and they may simply represent exceptionally high or low values of the dependent variable. However, outliers can also result from errors in data collection or data entry. In addition, outliers may result from unknown environmental factors that are present in the data. For example, preferential treatment of daughters of a certain expensive sire in an importing country could cause his EBV in that country to be an outlier relative to his pedigree information and his progeny data from other countries.
Outlier data points can cause havoc in a standard statistical analysis. For example, the sample mean could be biased substantially by the presence of a single outlier. In contrast, the sample median is relatively unaffected by a small number of outliers in the data. For this reason, the sample median is considered to be robust estimator (i.e., an estimator that is resistant to gross errors in the data). The sample mean is the optimal estimator of the population mean if the data are normally distributed with no outliers. The sample median is a slightly less optimal estimator with error-free data, but when outliers are present the median may perform much better than the mean. This relationship holds, in general (i.e., robust methods tend to be slightly less efficient with clean data, but they can be substantially more efficient when errors exist in the data).
In addition to outliers (unusual values of the dependent variable), robust methods can also provide protection from high leverage points in the data. High leverage points generally correspond to extreme values of the independent variable, and one such observation may have more influence in a linear regression model than dozens of observations that are nearer to the mean of the independent variable. In an international conversion context, leverage points would generally correspond to sires with exceptionally high or low EBV in the exporting country.
Least squares (LS) linear regression can be highly influenced by outlier data values and high leverage points, and, therefore, LS is not considered to be a robust procedure. For this reason, outlier EBV could bias international conversion equations. Although data screening can be used to identify and discard gross errors in small samples, it is difficult to locate outliers in large animal breeding data sets, and it is particularly difficult to determine whether an outlier data value corresponds to an error or an exceptional genotype. Robust methods can reduce the influence of suspicious data values without arbitrarily discarding certain observations (7) .
The objective of this study was to examine the potential of robust regression methodology for developing international conversion equations with data from four countries.
MATERIALS AND METHODS
National sire evaluation data from the US (February 1998), Italy (December 1997), Great Britain (January 1998), and South Africa (January 1998) were used in the present study. Equations were developed to convert data from the US to that of each of the foreign (importing) countries. For each country, two traits were analyzed. Protein was analyzed for all three importing countries, in addition to SCC for Great Britain (corresponding trait is SCS for US), final type (conformation) score for Italy, and milk yield for South Africa.
All sires were required to have at least 75% reliability (REL) in the US and in the importing country. Conversion equations from the US to Great Britain and Italy were based on sires originally progeny tested in the US only. Because of the small number of sires meeting the REL requirement, sires that were progeny tested in either the US or Canada were used to calculate conversion equations from the US to South Africa. The US-Great Britain analysis contained 88 and 46 sires born from 1983 to 1992 for protein and SCC, respectively. The USItaly analysis contained 119 and 106 sires born from 1983 to 1992 for protein and final type score, respectively. The US-South Africa analysis contained 93 sires born from 1982 to 1991 for both protein and milk.
Conversion equations were developed using the Wilmink procedure (8) . Breeding values of bulls whose semen is available for importation were calculated using the following equation:
where EBV IMP and EBV EXP = EBV in the importing and exporting countries, respectively; where a = estimate of the genetic base difference between the two countries; and b = scaling factor that accounts for the ratio of genetic standard deviations between the two countries. Coefficients of the conversion equation, a and b, were calculated in the following manner from a separate group of (older) sires that had progeny in both the importing and exporting countries. Let EBV* EXP = (EBV EXP -mean (EBV EXP )) REL IMP , where REL IMP = REL in the importing country. A linear regression model was applied in which EBV IMP was the dependent variable, and EBV* EXP was the independent variable. The estimated slope coefficient of this regression became the b coefficient of the The linear regression of EBV IMP on EBV* EXP during development of the Wilmink conversion equation is traditionally solved using LS. In the present study, the regression of EBV IMP on EBV* EXP was solved using the 10 different procedures described below. The description of each procedure includes an explanation of the function of residuals (r i ) that was minimized, where r i = (y i -(a + b x i )). For LS, the sum of r Figure 1 . These functions weighed each observation according to the absolute value of its standardized residual. Note that each observation in a LS regression analysis received a weight of 1. Robust regression analyses were conducted using S-Plus, and the values of c in the above equations corresponded to the default values used by S-Plus for each of the weight functions (7).
Cook's distance (2) was used to measure the relative influence of each observation in the LS regression analysis. Cook's distance for observation i, D i , is calculated as measure of the change that occurred in the estimated regression coefficients when observation i was excluded.
Conversion equations were evaluated based on the standard deviation of predicted values across repeated samples of the data. Each conversion equation was calculated for 200 samples; each sample contained 50% of the sires. The mean and standard deviation of a and b coefficients and of predicted (converted) EBV in the importing country were calculated across repeated samples. Predicted EBV in the importing country were for a hypothetical US bull with PTA of +32.7 kg of protein, 2.85 SCS, +2.15 final score, and +990 kg of milk; these values were chosen as the mean PTA plus two standard deviations for all US Holstein AI sires born since 1991. The standard deviation of predicted EBV across repeated samples was as a measure of the ability of each method to provide a consistent conversion equation in small, independent samples that might have contained outliers.
RESULTS AND DISCUSSION
The relative influence of each observation, as measured by Cook's distance, is shown in Figures 2, 3 , and 4. As shown in Figure 2A , four data points had a large impact on the US to Great Britain conversion for protein.
For SCC, one observation was extremely influential, as shown in Figure 2B . Results were similar for conversions to Italy and South Africa, as shown in Figures 3 and 4 . Based on these results, it is clear that a single observation in an LS analysis can have more impact on the resulting prediction equation than dozens of less influ- ential observations. Influential observations with large Cook's distance values can be either outliers or high leverage points; both types of observations have heavy influence in a LS regression analysis.
Conversion equations from the US to Great Britain are shown in Table 1 . The LMS procedure gave a lower slope coefficient for protein and a higher slope coefficient for SCC than did the other procedures. Conversely, the LTS procedures gave the highest slope coefficients for protein and lowest slope coefficients for SCC. Results of the M-type estimators were similar to the LS estimates. Mean converted PTA (i.e., PTA in Great Britain) of a hypothetical elite bull across repeated samples was nearly identical for the LS and M-type estimators. The standard deviation of converted PTA protein across repeated samples was lowest for the LS estimator, so ro- smaller estimated slope coefficients than did LS for protein and larger slope coefficients for milk. Once again, the M-type estimators generally agreed with the LS estimator. The standard deviation of converted EBV was much larger for LMS and LTS than for LS. The Mestimators offered little improvement for protein, but for milk the SD of converted EBV using M-estimators was smaller than for LS.
CONCLUSIONS
International conversion equations developed using robust regression with M-type estimators were generally similar to equations developed using LS. However, performance of LMS and LTS estimators was very poor relative to LS or M-type estimators in this study. Outlier data points seemed to be fewer in number and smaller in magnitude in this study than in many other regression applications. The lack of outliers probably occurred because the input data in the international conversion analysis were national sire EBV rather than actual observations for each trait. It is likely that errors in the original performance records of progeny were averaged out when sire EBV were calculated, which may partially explain why robust estimators offered little improvement over LS regression in this study. Robust estimators may be useful in other regression applications in the animal sciences, because these estimators can provide insurance against gross errors in the data, but their usefulness for development of international conversion equations appears somewhat limited.
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