ABSTRACT In this paper, we propose a novel sparse signal representation (SSR)-based algorithm called the 1 -PSRCM with cocentered orthogonal loop and dipole (COLD) array to estimate two-dimensional (2D) direction of arrival (DOA) and polarization parameters. Considering the characteristics of polarization sensors, a polarized sparse representation model of covariance matrix is constructed, whose overcomplete dictionary and sparse coefficient matrix only depend on DOA and polarization parameters, respectively. In so doing, the proposed algorithm can make full use of the spatial and polarized information contained in the received data, thereby improving the estimation accuracy. In addition, to reduce the computational complexity and suppress the effect of noise, the modified 1 -PSRCM algorithm with the real-valued sparse coefficient matrix and noise-free sparse representation model is proposed. Finally, we present the twodimensional multiresolution grid refinement (2D-MGR) method to reduce the heavy computation burden when the spatial grid is dense. Simulation results validate the superiority of the proposed algorithms.
I. INTRODUCTION
The direction of arrival (DOA) estimation is an important area in signal processing, and shows great potential in communication, radar, sonar, seism, and so on [1] - [3] . Currently, many DOA estimation algorithms with great performance have been proposed, such as spatial spectrum estimation algorithm like multiple signal classification (MUSIC) [4] , [5] and estimation of signal parameters via rotation invariance techniques (ESPRIT) [6] , [7] . With the wide application of polarization sensitive array (PSA) composed of electromagnetic vector sensors, the joint estimation of the DOA and polarization parameters has attracted the attention of scholars. E. Ferrara proposed the polarized MUSIC algorithm which can be applied to PSA [8] . Zoltowski and Wong proposed a series of ESPRIT-based algorithms by using the spatial-, temporal-, and polarization-invariance [9] - [11] , respectively. Nehorai and Paldi [12] proposed vector cross-product algorithm with a single six-component vector sensor that can estimate the parameters unambiguously. In general, the PSA-based algorithms can make use of the vector structure of electromagnetic signal, and achieve the improvement of estimation performance. However, most of the existing algorithms are subspace-based, which have inferior robustness to noise, and cannot handle the correlated signals.
In recent years, a novel framework, namely, sparse signal representation (SSR), has been introduced into DOA estimation with scalar sensor array. The essential idea of these algorithms is that the directions of incident source are substantially sparse in the spatial domain, which is intrinsically different from the subspace-based algorithms. The 1 -based singular value decomposition ( 1 -SVD) algorithm [13] - [17] solves the DOA estimation by directly representing the received signal data as a sparse representation model. To utilize the second-order statistics of the received data, another kind of algorithms [18] - [21] estimate DOA by using the sparse representation of the array covariance vectors (SRACV). The algorithms based on SSR framework exhibit some advantages, such as high accuracy, high resolution, and strong robustness to noise. Subsequently, the aforementioned algorithms were extended to the PSA [22] - [25] , and achieved the joint estimation of DOA and polarization parameters. Nonetheless, these algorithms cannot make full use of the spatial sparsity of signals, and suffer inferior estimation accuracy.
In this paper, by constructing a new polarized sparse representation of covariance matrix, we propose a novel SSRbased algorithm, which performs accurate estimation of twodimensional (2D) DOA and polarization parameters. The new sparse model in this algorithm can completely separate the DOA parameters and polarization parameters into overcomplete dictionary and sparse coefficient matrix, so as to make good use of the sparsity in the spatial domain. In the body of the paper, we refer to this SSR-based algorithm using the polarized sparse representation of covariance matrix with 1 -norm penalty as 1 -PSRCM. Then, the above sparse model is modified to a noise-free one with real-valued coefficient matrix through linear transformations. This allows the modified 1 -PSRCM algorithm to reduce approximately half of the computation amount without losing any information, and estimate the parameters precisely under the condition that the noise is unknown or cannot be estimated. In addition, we also propose the 2D multiresolution grid refinement (2D-MGR) method to handle the large computation burden under the situation of the fine spatial grid. The simulation results indicate that the proposed algorithms have superior performance on parameter estimation.
The remainder of this paper is organized as follows. The problem is formulated in Section 2. The proposed algorithms are explicitly described in Section 3, whereas the 2D-MGR method is proposed in Section 4. The numerical simulations are conducted to validate the effectiveness of the proposed algorithm in Section 5. Finally, Section 6 concludes this paper.
II. PROBLEM FORMULATION
Assume that K far-field and narrowband signals, which have traveled through a homogeneous isotropic medium, impinge on the electromagnetic vector sensors. Then, the electromagnetic vector of the k-th unit-power completely polarized incident source is expressed in Cartesian coordinates as [9] - [11] 
where θ k ∈ [0, 2π ) and φ k ∈ [0, π] denote the azimuth angle measured from the positive x-axis and the elevation angle measured from the vertical z-axis, respectively, as shown in Figure 1 , and γ k ∈ [0, π/2] and η k ∈ [−π, π) denote the auxiliary polarization angle and the polarization phase difference, respectively. Assume that a polarization sensitive array consists of M cocentered orthogonal loop and dipole (COLD) pairs as introduced in [26] , and two vibrators in each COLD pair are deployed both parallel to z-axis. Then, (1) is simplified as
The spatial steering vector of the k-th source is
where (·) T denotes the transpose operation. km = 2π (x m sin φ k cos θ k + y m sin φ k sin θ k + z m cos φ k )/λ is the inter-vector-sensor spatial phase factor between the k-th source and the m-th vector sensor at location (x m , y m , z m ) and λ is the wavelength. As such, the received signal is expressed as x(t) = As(t) + n(t)
where and n(t) = [n 1 (t), . . . , n M (t)] T are the signal vector and the noise vector, respectively. In addition, we make some assumptions as follows.
1) The incident signals are spatially uncorrelated, and the noise is statistically independent of the signals.
2) The received signal data is statistically independent among different snapshots. 3) There is no mutual coupling effect between the sensors and vibrators. From (2) to (4), the received signal models of the dipoles and loops in the COLD array can be expressed as x e (t) = Bs e (t) + n e (t),
respectively, where
n e (t) and n h (t) are complex noise vectors. Thus, we can have the following equality
where The second-order statistic of the array received data is utilized to estimate the parameters. The auto-and cross-covariance matrices of x e (t) and x h (t) are
where the superscript (·) H denotes the complex conjugate transpose operation, E{·} denotes the expectation operation, and R N is the noise covariance matrix. Furthermore, P 1 , P 2 , P 3 , P 4 are diagonal matrices, defined as
where σ 2 k (k = 1, 2, . . . , K ) is the power of k-th source. Obviously, P 1 , P 2 are real, whereas P 3 , P 4 are complex. It should be noted that the noise covariance matrix is R N = σ 2 n I under the assumption of uniform white noise where σ 2 n is the noise power. However, in some practical applications, sensor noises might be nonuniform due to the nonidealities of the practical arrays. Therefore, the sensor noises should be considered as the case of nonuniform noise with arbitrary diagonal covariance matrix, that is, R N = diag(σ 2 n,1 , . . . , σ 2 n,M ), and generally cannot be estimated.
From (10) to (14), we can obtain the covariance matrix of the received signal as
Note that R 1 , R 2 , R 3 , and R 4 can be got from R by linear operation. Therefore, they contain the same information. By utilizing the property [27] vec
where
T consists of the diagonal elements of the diagonal matrix V p×p , the vectorized form of the auto-and cross-covariance matrices can be obtained as
, and (·) * denotes the complex conjugate operation. Define the observation matrix Y = [y 1 , y 2 , y 3 , y 4 ], and we can rewrite (21)- (24) into matrix form as
where 4 ] is the coefficient matrix, and
To estimation the DOAs of multiple sources based on sparse signal representation framework, we sample the whole direction domain and form a grid {(θ ,φ)} = {(θ 1 ,φ 1 ), . . . , (θ Nθ ,φ Nφ )} with Nθ Nφ K . Assume the grid is dense enough so that the actual DOAs only lie within the grids. Then the observation matrix Y can be expressed as the following sparse representation formulation
where (θ ,φ) = B * (θ ,φ) B(θ,φ) is an overcomplete dictionary, and U = [u 1 , u 2 , u 3 , u 4 ] is a K -column sparse coefficient matrix whose indices of nonzero columns correspond to the signal directions in {(θ ,φ)}. It can be found that (θ,φ) only depends on the DOA parameters, whereas U only depends on the polarization parameters. Hence, the DOA estimation can be obtained by solving the following optimization problem
where · F and · 1 denote the Frobenius norm and 1 -norm, respectively. µ is the regularization parameter that controls the proportion between Frobenius norm term and 1 -norm term.ũ
is the 2 -norm of i-th row of U. In fact, the above unconstrained optimization problem is a second-order cone program (SOCP) problem, and can be efficiently solved by off-the-shelf optimization software package such as CVX [28] and SeDuMi [29] . Therefore, the DOA estimation problem turns out to be that of recovering the K -column sparse matrix U and detecting the locations of nonzero elements ofũ ( 2 ) . Compared with the current polarized SSR-based algorithms [23] , [24] , the sparse representation model in the 1 -PSRCM algorithm completely VOLUME 6, 2018 extracts the DOA parameters into overcomplete dictionary, which ensures the spatial sparsity can be more fully utilized, thereby obtaining a higher estimation accuracy.
B. EFFICIENT DOA ESTIMATION UNDER UNKNOWN NOISE
As previously described, the DOA estimation can be cast as an optimization problem by using the array covariance matrix sparse representation model. However, we need to consider two factors. Firstly, from (15) to (18), we can find that the K -sparse vectors u 1 and u 2 are real-valued, whereas u 3 and u 4 are complex. Hence, the coefficient matrix U consists of u 1 -u 4 is a complex matrix in the process of solving the optimization problem. Secondly, since the noise term is contained in y 1 and y 2 as seen in (21) and (22), it is necessary to estimate the noise variances of the incident sources before estimating DOA parameters. The noise power σ 2 n for uniform white noise can be calculated by averaging the value of the M − K smallest eigenvalues of R = R 1 + R 2 , where the prior knowledge of the source number is required. However, when the noise is unknown or cannot be estimated, the 1 -PSRCM algorithm would mismodel the noise and may thereby lead to a performance degradation or even misestimation. Therefore, we hereby propose the modified 1 -PSRCM algorithm by using the sparse model with a noise-free observation matrix and a real-valued sparse coefficient matrix.
From (17) and (18), it is obvious that P 3 and P 4 are conjugate, then define
where Im(·) and Re(·) denote the real and imaginary component of complex variables, respectively, and
are diagonal matrices. It can be seen that R 5 and R 6 have the similar structure to R 1 -R 4 . Then the vectorized form can be expressed as
. Furthermore, we can get the relationship between R 3 ,R 4 and R 5 ,R 6 as follows
It is important to note that R 5 and R 6 are both complex matrices, that is, they are not the real and imaginary components of R 3 and R 4 , which means that R 3 and R 4 are not conjugate. Actually, y 5 and y 6 contain the same information as y 3 and y 4 , therefore, using y 5 and y 6 instead of y 3 and y 4 in the observation matrix Y would not lead to information loss and performance degradation. Then, the observation matrix is converted to
where 6 ] is the real-valued coefficient matrix, and Y R = [y 1 , y 2 , y 5 , y 6 ] is the corresponding observation matrix. Note that y 5 and y 6 do not contain noise as well as y 3 and y 4 , so the noise part in (36) keeps the same as that in (26) . Accordingly, the optimization problem is expressed as
Compared with (27) , the coefficient matrix in (37) is realvalued. Due to y 5 and y 6 having the analogical expression as y 1 -y 4 , u 5 and u 6 are also K -sparse vectors which have the same sparsity structure as u 1 -u 4 , and the real-valued coefficient matrix U R is K -column sparse which has the same sparsity structure as the complex coefficient matrix U.
On the other hand, the noise part of covariance matrix R 1 and R 2 are diagonal, and have only M nonzero elements. Then, there are only M columns in the observation matrix Y R contain the noise. As a consequence, we can remove these columns of Y R corresponding to the positions of nonzero elements in the noise part. This also means that the remaining M (M − 1) columns of Y R corresponding to the positions of zero elements in noise part are preserved. Therefore, the observation matrix without noise can be expressed as
where the selection matrix T is a block diagonal matrix defined as
in which
and e m is the m-th row of the M × M identity matrix I M . Then the DOA estimation problem can be obtained through the following optimization problem
It can be seen that the noise in the original observation matrix Y R has been eliminated, and the number of sensors and the noise variances are not priori required. Therefore, the modified 1 -PSRCM algorithm can estimate the DOA and polarization parameters under unknown noise, and enhance the robustness to the noise. 
C. POLARIZATION PARAMETER ESTIMATION
Thus far, we can get the precise results of DOA and K -column sparse matrix U R . Then, to estimate the polarization parameters, we first need to extract the elements of nonzero columns in U R . Suppose thatû
) represents the k-th element of i-th nonzero column in U R , then the auxiliary polarization angleγ k and polarization phase differenceη k of k-th source can be obtained bŷ
The whole process of the modified 1 -PSRCM algorithm can be summarized in Table 1 .
D. COMPUTATIONAL COMPLEXITY ANALYSIS
Now we discuss the computational complexity of the proposed algorithms. The computation amount mainly include the following two parts: the calculation of R 1 to R 4 requires O(LM 3 ); and solving the optimization problem (27) or (41) in SOCP framework using an interior point implementation requires O(N 3 ), where N = Nθ Nφ is the number of atoms in (θ ,φ). Typically we have K < M N . Therefore, the computational complexity of the proposed algorithms concentrates mainly on solving the optimization problem, and is higher than most subspace-based algorithms, e.g., MUSIC, where the main computation is calculating the array covariance matrix and its eigenvalue decomposition (EVD). The difference between the computation amount of the two proposed algorithms is mainly focused on the optimization problem. Since the coefficient matrix transforms from a complex one to a real-valued one, the computation amount to solve the optimization problem would actually be reduced by half. Subsequent simulations about runtime confirms this speculation.
With the same sensor number of the array, the computation amount of SSR-based algorithm using PSA is generally several times higher than that of using conventional scalar arrays. The principal reason is that each vector sensor in PSA always contains multiple vibrators, which would increase the dimension of the vectors in observation matrix. Similarly, the increase of the sensor number would also increase the dimension of the observation vectors, which leads to more computational amount.
IV. TWO-DIMENSIONAL MULTI-RESOLUTION GRID REFINEMENT
From the above, under the assumption that the DOAs of incident signal only lie within the grids we formed, the proposed algorithm can accurately estimate the DOA and polarization parameters. But in practice, the actual DOAs are not confined to the grids in most cases. The bias between the actual DOAs and nearest grids is defined as quantization error. Increasing the grid density and reducing the interval can effectively reduce the quantization error. However, the number of atoms in overcomplete dictionary would increase along with the increase of the grid density, and lead to a dramatical rise of the computation amount. In other words, the density of grid and the computational complexity become a pair of factors that restrict each other. Scholars have proposed the multiresolution grid refinement (MGR) to solve this problem under one-dimensional DOA circumstance. The core idea of this method is building a nonuniform spatial grid which is only fine around the actual angle locations, rather than a universally fine grid in the whole spatial domain. More details can be referenced in [13] . The MGR method can achieve substantial reduction of computation amount. Hereby, we extend the MGR method and propose the two-dimensional multiresolution grid refinement (2D-MGR) under two-dimensional DOA circumstance. The method is as follows. 1) Form a rough grid of the whole spatial space, as shown in Figure 2 . Assume the rough grid is {(θ,φ)}, and the corresponding overcomplete dictionary is (θ,φ). 2) Obtain the coarse estimated angle locations, i.e., the red circles in Figure 2 . Obviously, these estimated locations are confined to the grids build previously. However, the actual locations, i.e., the blue asterisks, are distributed around the grids. There is a bias between the coarse estimated locations and the actual locations. 3) Build refined grids around the coarse estimated locations with a rational and small area, i.e., the dashed area in Figure 2 . Assume the new refined grid of the k-th area is {(θ (k) ,φ (k) )}. Then, the whole refined grid of all these K dashed areas is described by the union set of
4) Repeat the step 2 and 3 until getting the sufficiently accurate DOA estimation results. 5) Use the final DOA estimation results to compute the polarization parameters by (42) and (43). Through the above steps, we can obtain the precise estimation results with a great reduction on the computation amount. However, there are still some details that are required to explain. First, in order to avoid excessive estimation bias, the grid in step 1 should not be too rough. In general, 2 • or 3 • uniform sampling is sufficient enough. Then, the region of refined grids in step 3 can be determined by the interval of the grid in previous iteration. Assume the estimated location of the k-th source is (θ k ,φ k ), and the interval of the previous grids is δ, then we can form a refined grid within [θ k −2δ,θ k + 2δ] for azimuth angle and [φ k − 2δ,φ k + 2δ] for elevation angle. In addition, it can be observed that the refined region, namely, the dashed areas in Figure 2 , is no longer the whole spatial space, but the union set of several local areas, which is different from the 1D-MGR method in [13] . That is to say, the region of grid is more concentrated in the potential locations of source under the assumption of spatial sparsity. Furthermore, the proposed algorithm would produce pseudo peaks since it is realized by 1 -norm minimization. These pseudo peaks may affect the establishment of refined grids in step 3. This problem can be solved by utilizing the idea of weighted 1 -norm constraint minimization [19] . At last, due to the existence of quantization error, the residual in the regularization problem would increase along with the grid interval increasing. Most of the regularization parameter selection algorithms do not consider the effect of grid interval, so the regularization parameter needs to be determined by aforehand simulations. However, since we do not need too accurate estimation results in coarse estimation, it is acceptable to use a consistent regularization parameter in the iterations.
V. SIMULATIONS
In this section, a series of numerical simulations under different conditions are conducted to investigate the estimation performance of 1 -PSRCM algorithm and modified 1 -PSRCM algorithm by comparing with polarized MUSIC [8] , 1 -SVD algorithm [13] , and the Cramér-Rao bound (CRB) [32] , [33] . A uniform rectangle array with 3 × 4 elements is used in the following simulations, and the inter-element spacing is set as half wavelength to avoid ambiguity. The array elements are COLD pairs for the polarized algorithms, whereas they are scalar sensors for 1 -SVD algorithm. Two far-field narrowband sources, whose DOA and polarization parameters (θ, φ, γ , η) are (98 • , 36 • , 40 • , −120 • ) and (202 • , 53 • , 45 • , 70 • ), respectively, are assumed to impinge on the array, unless otherwise specified. The first source is left-circularly elliptically polarized, whereas the second one is right-circularly elliptically polarized. The proposed 2D-MGR method with four iterations is used in the simulations, and the intervals of grids are 3 • , 1 • , 0.3 • , and 0.1 • in turn. In addition, the selection of regularization parameter is a significant issue for the SSR-based algorithm, which can decide the recover performance. A small regularization parameter corresponds to good fits to the data and smaller residuals. However, this would lead to pseudo peaks in the spectrum. A large regularization parameter makes the estimation results over simplistic and fails to fit the data well. According to the aforehand simulation results, we find that the regularization parameter should be µ = 1 in high signal-noise ratio (SNR) case, whereas µ = 1.8 is a good choice when the SNR is low. Of course, the regularization parameter can also be adaptively determined by the selection algorithms such as ordinary crossvalidation (OCV) and generalized cross-validation (GCV) [34] if conditions permit.
In the first simulation, we compare the scatter plots of estimated DOA results for the modified 1 -PSRCM algorithm and polarized MUSIC algorithm under different conditions. In Fig. 3 , the SNR is 20dB and number of snapshots is 500, whereas, in Fig. 4 , the SNR and the number of snapshot are 0dB and 200, respectively. As we can see from the figures that the estimated DOA values, i.e., the blue points, always cluster around the actual DOA values, i.e., the green asterisks, indicating that both these two algorithms can obtain correct estimation results. It can be also observed that the polarized MUSIC has a better performance than the modified 1 -PSRCM algorithm when the noise level is high. However, in low-level noise scenario, the modified 1 -PSRCM algorithm outperforms the polarized MUSIC, which means that the proposed algorithm is more robust to the noise than the polarized MUSIC. In addition, by comparing Fig. 3(a) and Fig. 4(a) , it is noted that the estimation results of the second source is superior to that of the first source for the modified 1 -PSRCM algorithm. This is mainly because the COLD pairs cannot receive the signal component that parallels to z-axis. Therefore, the closer the signal incident direction is parallel to the z-axis, the larger the estimation bias would be. This can be deduced from (7) . As the elevation angle approaches 0 • , the vectors in B gradually become null vector, which would lead to a great impact on the estimation results.
Then, we consider the probability of separation against the angle separation and SNR with two sources. In Fig. 5(a) , the elevation angle of the first source is set as 30 • , whereas that of the second source varies from 32 • to 50 • with the step size 2 • . The SNR is 0dB, and 300 snapshots are used. In Fig. 5(b) , the elevation angles of two sources are 30 • and 36 • . The SNR ranges from -10dB to 20dB with step size 5dB, and 300 snapshots are used. The azimuth angles of two sources are both fixed to 45 • , and the polarization parameters are (40 • , −120 • ) and (45 • , 70 • ), respectively. We define that the two sources are successfully identified in a trail if both the estimation errors of the two sources are smaller than the half of the angle separation. The curves in the Fig.5 are obtained by performing 300 independent trials. It can be seen that the resolution capabilities of the 1 -PSRCM algorithm and modified 1 -PSRCM algorithm are almost the same, and are better than the polarized MUSIC algorithm and the 1 -SVD algorithm.
In the third simulation, we analyze the DOA estimation accuracy versus SNR and the number of snapshots. In Fig. 6 , the SNR varies from -10dB to 20dB with step size 5dB, and the number of snapshots is fixed to 300. Meanwhile, in Fig. 7 , the number of snapshots varies from 50 to 500 with step size 50, and the SNR is fixed to 0dB. As shown in Fig. 6 and 7 , the RMSEs of azimuth and elevation angle for these algorithms all decrease with the increase of SNR and the snapshot number. In the case of low SNR, it can be seen that the modified 1 -PSRCM algorithm outperforms the other algorithms. There are two factors which contribute to this trend. First, the polarized MUSIC, which is a subspace-based algorithm, estimates the parameters by using the orthogonality between signal and noise subspace. When the estimation condition is not ideal, the orthogonality of subspaces is severely attenuated, which restricts the performance of parameter estimation. The 1 -PSRCM algorithm and modified 1 -PSRCM algorithm essentially utilizes the sparsity of the signal in the spatial domain, and is less affected by noise. On the other hand, the 1 -SVD algorithm regards the noise as the model error, but does not deal with it in estimation process. Therefore, when the noise power is large, the estimation accuracy would be seriously attenuated. The modified 1 -PSRCM algorithm with noise-free observation matrix removes the data that contains noise, thus further suppressing the effect of noise. In high SNR region, the orthogonality of subspaces is guaranteed due to the accurate estimation of the covariance matrix, therefore, the polarized MUSIC algorithm can adequately show the excellent estimation performance. Meanwhile, the sparse reconstruction algorithm based on 1 -norm penalty has been proven to produce biased estimation. Even if the conditions are ideal, the estimation results still have some deviations. This leads to larger RMSEs for the proposed algorithms than polarized MUSIC algorithm. Furthermore, because of the remove operation, a part of useful data is missing, which would cause slight performance degradation for the modified 1 -PSRCM algorithm. In addition, as seen in Fig. 7 , the accuracy of DOA estimation is improved with the increase of snapshot number and the modified 1 -PSRCM algorithm has the smallest RMSE than other algorithms.
In the next simulation, we evaluate the estimation performance of the polarization parameters against SNR, as shown in Fig. 8 . The simulation condition is exactly same with that in the third simulations. Similar to the RMSEs of DOA estimation results, the RMSEs of polarization parameters decreases with the increase of SNR. And in case of low SNR, the accuracy of the modified 1 -PSRCM algorithm is better than that of the 1 -PSRCM algorithm.
Lastly, we discuss the CPU runtime of the 1 -PSRCM algorithm and modified 1 -PSRCM algorithm under different snapshot number, source number, and sensor number, as shown in Fig. 9 . The runtime are obtained using a PC with an Inter(R) Pentium(R) G2010 2.8GHz CPU and 8GB RAM by running the Matlab (Ver. 2018a) codes in the same environment for 100 independent trials. Comparing condition 1 and 2, we can see that the change of snapshot number, which only affects the computation amount of calculating covariance matrix, has limited impact on runtime. Comparing condition 1 and 3, we find that the increase of source number would distinctly increase the runtime. This is mainly because the source number determines the number of refined grid regions in 2D-MGR method, that is, the number of dashed areas in Fig. 2 , which affects the atom number of the overcomplete dictionary in the subsequent iteration. Comparing condition 1, 4 and 5, the runtime is also different when the sensor number is changed, which reflects the relationship between the sensor number and the computational complexity discussed in Section III-D. In addition, from Fig. 9 , we can observe that the runtime of modified 1 -PSRCM algorithm is about the half of the 1 -PSRCM algorithm, due to the use of real-valued coefficient matrix in the sparse representation model.
VI. CONCLUSION
In this paper, we proposed a novel SSR-based algorithm called modified 1 -PSRCM with noise-free sparse representation model, which realizes joint estimation of 2D DOA and polarization parameters without noise estimation. According to the structure of COLD array, the received data is divided into two parts and their auto-and cross-covariance matrices are obtained, further the new spare representation model VOLUME 6, 2018 of covariance matrix with real-valued coefficient matrix is constructed. Then, the noise in the observation model is removed through linear transformation, which improves the robustness to noise. This also allows the modified 1 -PSRCM algorithm to estimate the parameters correctly when the noise is unknown or cannot be estimated. Moreover, we proposed the 2D-MGR method to solve the problem of extensive calculation when the spatial grid is fine. Simulation results showed that the proposed algorithm had higher resolution ability and estimation accuracy than that of the compared algorithms at low SNR. The comparison of CPU runtime verified the effectiveness of the utilization of the real-valued sparse coefficient matrix. However, due to the overcomplete dictionary includes two-dimensional angles, the proposed algorithm still suffer large computation amount. How to achieve the parameter estimation with one-dimensional overcomplete dictionary is the aspect we will work on in the future. 
