In this work we present a non stationary domain decomposition algorithm for multiscale hydrodynamic-kinetic problems, in which the Knudsen number may span from equilibrium to highly rarefied regimes. Our approach is characterized by using the full Boltzmann equation for the kinetic regime, the Compressible Euler equations for equilibrium, with a buffer zone in which the BGK-ES equation is used to represent the transition between fully kinetic to equilibrium flows.
Introduction
In this paper we present a time dependent domain decomposition algorithm for multiscale hydrodynamickinetic problems, in which the Knudsen number may span several orders of magnitude: from equilibrium to highly rarefied regimes.
In Part I of the present work [2] we presented a particle-grid method for solving the Boltzmann equation, characterized by a strong reduction of stochastic noise, with respect to standard DSMC schemes. The method proposed is efficient in fully kinetic regimes, when the number of collisions per time step is relatively small. The method was designed to serve as kinetic solver in a domain decomposition strategy, in which the need to exchange information between kinetic and macroscopic equations requires a certain smoothness in the numerical solution. In this paper (Part II), we present our domain decomposition strategy, which is based on the coupling of three models.
When the flow is in equilibrium, our scheme solves the Compressible Euler equations, with any standard finite volume scheme, see [22] . In fully kinetic regimes, Boltzmann equations are solved with the particle-grid scheme of [2] , while in intermediate regimes the scheme solves the equation of the BGK model [6] in its ES version [18] . This choice, which is not yet very popular, is motivated by the fact that the ES-BGK model has been recently proven to be robust, in the sense that it satisfies the H-Theorem, [4] , and approximates the Navier-Stokes equations at small Knudsen numbers, both in the viscous and in the heat flow terms, with the correct coefficients. In particular, numerical evidence shown in [3] demonstrates the better representation of temperature profiles obtained with ES-BGK with respect to standard BGK. Moreover, since the Boltzmann and the BGK equation share the first terms of the same Chapman Enskog expansion, using BGK instead of Boltzmann introduces an error which is smaller than terms of the order of the Knudsen number. Thus, the error due to the ES-BGK model is of the same order of the truncation error of the scheme, as long as it is used in a regime for which Kn ∞ < ∆x.
Since in our application, the BGK model is used when the relaxation terms are already quite stiff, we have developed an implicit scheme for the ES-BGK model, which ensures that the distribution function remains positive during the relaxation step, with no restriction on the time step, and without solving non linear equations. The technique follows the lines of [26] and is presented in the Appendix. To our knowledge, this is the first implicit scheme for the ES-BGK model, which does not require non linear solvers.
The applications we have in mind are engineering problems involving kinetic and hydrodynamic regimes coexisting in the same field of motion. Typical examples can be found, among others, in simulating the gas flow in MEMS devices where the small geometrical length-scale of the device is of the same size of the mean free path [19] or in simulating nozzle emissions in satellite control stability systems (C.S.S.), where the gas emitted by the nozzle expands in vacuum.
In kinetic regions, the velocity distribution of molecules can be very different from the equilibrium distribution. In such cases continuum models are not able to accurately describe the fluid behavior, and the Boltzmann equation must be used instead. In hydrodynamic regions, on the other hand, the number of collisions per unit time is sufficiently large to make the velocity distribution close to the equilibrium distribution. Thus, macroscopic models such as Navier-Stokes or Euler equations can be used to model the fluid flow, as these models can be derived from the full Boltzmann equation through a Chapman Enskog expansion, under the assumption that the velocity distribution is close to the equilibrium distribution, see [9] , [10] .
From the computational point of view, the possibility of using a macroscopic model, such as the Navier Stokes or the Euler equations instead of the Boltzmann equation, represents a huge simplification. In fact, for macroscopic models only space and time must be considered as independent variables, while for kinetic models the microscopic velocities of molecules are also part of the set of independent variables. In this context, the BGK model [6] , especially in its ES-BGK extension, [18] , [4] , is an interesting simplification with respect to the full Boltzmann equation. As for Boltzmann, BGK models depend on microscopic velocities, but for BGK the collisional integral is computed only on microscopic velocities, and not on microscopic velocities and scattering directions, as for Boltzmann.
Several schemes are available in the current literature, based on different strategies, to efficiently couple macroscopic and kinetic models. In some cases, [14] , both kinetic and macroscopic models are solved in the whole computational region, and the final solution is found as a suitable blend of the two solutions. In [13] , the macroscopic equation is solved everywhere with a kinetic correction computed only where needed. In these works, the kinetic model considered is BGK, because the decoupling of the macroscopic solution from the kinetic correction is simplified exploiting the linearity of the collision integral. See also [5] .
Another possible approach is based on coupling the kinetic and the macroscopic models through a domain decomposition.
Most domain decomposition criteria available in the present literature are based either on the local Knudsen number, or on measuring the departure from the local equilibrium by means of space gradients of some macroscopic quantities of interest (see for instance [17] , or [8] ). Another approach can be found in [29] and [30] , where an estimate of the departure from equilibrium is used as breakdown criterion.
Beside the difficulty in the design of effective breakdown criteria, see also the discussion in [20] and [12] , another difficulty in domain decomposition algorithms is due to the need of exchanging information between the stochastic solution obtained with DSMC and the deterministic solution of the continuum solver. This can be circumvented reducing noise through averaging, as in [17] , where the stochastic solution is computed with a smaller grid in space and time with respect to the macroscopic solution, and thus it is averaged over the larger macroscopic cells. A similar approach, with different microscopic and macroscopic control volumes, but based on a relaxation technique is considered in [27] and [8] . Otherwise, the problem of struggling with the lack of smoothness of stochastic solutions can be avoided using deterministic or semi-deterministic schemes, as in [20] , following the approach of [28] and references therein.
The novelty of our approach consists in the presence of an intermediate region, where the flow is modeled with the ES-BGK equation. The ES-BGK model is solved when the flow is slightly rarefied or weakly off thermal equilibrium. In this fashion, the Boltzmann solver is applied only when the flow is characterized by a relatively high Knudsen number and the departure from equilibrium is significant. This characteristic of our strategy ensures that Monte Carlo algorithms applied to the Boltzmann equation are used far off from the regime in which they become computationally costly and inefficient. Moreover, the fully kinetic regime in which the Monte Carlo algorithm is applied to solve the Boltzmann equation implies that relatively few collisions occur in each time step. This allows to modify the standard DSMC algorithm, applying the random process which models the relaxation step only on the colliding fraction of the solution. The result of this approach is a new scheme for the Boltzmann equation, which we have proposed in [2] , characterized by a significant reduction of stochastic noise with respect to standard DSMC. Moreover, in this approach, the computational cost in each space cell is proportional to the max(N, N 2 c ), where N is the total number of velocity grid points, and N c is the average number of colliding particles per cell. If N c << N , as is the case for high Knudsen numbers, the scheme provides a very small stochastic noise with a much lower computational cost than standard deterministic schemes, which scale as N 2 , see [20] . This work is organized as follows. In §2 we review the main features of the Boltzmann and the BGK models relevant for this work and we introduce a domain decomposition indicator based on the results in [29] and [30] . Next in §3 we formalize the structure of the domain decomposition and we construct a coupled kinetic-hydrodynamic system of equations, which allows for a coupling between the Boltzmann equation, the ES-BGK model and the Euler equations. The details of the resulting coupled numerical scheme are described in §4, with particular emphasis on the design of the numerical fluxes. In §5, we report some numerical results for the coupled scheme, while §6 provides a summary of this work with possible extensions and improvements. Finally, the details of the relaxation step for the ES-BGK solver are provided in the Appendix.
Kinetic models and domain decomposition strategy
In this section, we review the models which will be used as kinetic models in our work, and we construct the domain decomposition indicator.
Kinetic models
We start recollecting the main properties of the Boltzmann and BGK equations which will be relevant in this work. Both models describe the time evolution of a system composed of particles in terms of the density distribution f = f (x, ξ, t) :
where f is the mass of particles in a neighborhood of the point x, with velocity ξ at time t. Here D and d are the dimensions of physical and velocity space respectively.
Disregarding external forces, we consider for simplicity the Boltzmann equation in dimensionless form:
where Kn ∞ is the reference Knudsen number, which is the ratio between the reference mean free path and the typical length scale of the problem. In the integral, n is the scattering direction, f f * = f (x, ξ, t) f (x, ξ * , t), where ξ and ξ * are the precollisional velocities, while f f * = f x, ξ , t f x, ξ * , t , where ξ and ξ * are the corresponding post collisional velocities. The collision is supposed to be elastic, so that ξ+ξ * = ξ +ξ * and ξ 2 +ξ
The H-theorem states that, in the space homogeneous case, the Maxwellian distribution is a stable equilibrium of the system. Thus collisional processes relax the system towards a Maxwellian equilibrium, while convection tends to drive the system away from its equilibrium state. Multiplying the Boltzmann equation (1) by 1, ξ, 1 2 ξ 2 and integrating over velocity space one obtains the macroscopic equations which using the macroscopic moments defined in (2) can be written as:
whereτ (x, t) is the viscous stress tensor and it is given byτ = pI − τ . The previous system of equations has exactly the same form of the Compressible Navier-Stokes system of equations except for an important fact. In the system of eq. (4) the stress tensor τ and the heat flux q are defined in (2), and they are not known in terms of the other macroscopic quantities. Therefore the previous system of equations is still not closed. We can derive constitutive relations for q andτ , and close the system of equations, with the Chapman Enskog expansion, where small fluctuations from the equilibrium are considered. In particular, the Chapman Enskog expansion provides expressions for the heat conduction coefficient κ and for the viscosity coefficient υ. Note however that if the system is in equilibrium, than the symmetry of the Maxwellian distribution implies that the viscous stress tensor and the heat flux are zero. In this case, the system is closed, and it coincides with the compressible Euler equations.
The BGK model is based on the assumption that the system is close to equilibrium, so that the collisional integral of Boltzmann equation can be linearized, and the relaxation time τ does not depend on microscopic velocity, but it is a macroscopic function:
The BGK model reproduces the main properties of the Boltzmann equation: the Maxwellian distribution is the only equilibrium distribution, the H-theorem can be proven, and the Chapman Enskog expansion yields the compressible Euler equations at equilibrium, and the Navier Stokes equations for small deviations from the equilibrium, with a viscosity coefficient which is linked to τ through the equation:
thus the numerical value of τ can be chosen in order to match the numerical value of the viscosity coefficient in the hydrodynamic limit. On the other hand, since the BGK model has only one free parameter, it is not possible to match both the viscosity coefficient and the heat conduction coefficient, so that the Prandtl number for a monoatomic gas is 1 instead of 2/3. The ES-BGK model permits to solve this problem. Its collision operator is:
where Θ is the symmetric tensor defined by: Θ = (1 − ν) RT I + ν 1 ρ τ , and I denotes the identity matrix in R d×d .
Note that with the choice ν = 0 we recover the standard BGK model. Now the only distribution in the kernel of the collision operator is G f , but the standard Maxwellian is a particular case of G f , in fact:
Moreover, the ES-BGK model has the same collision invariants of the Boltzmann equation, it satisfies an H-theorem [4] , and the equilibrium distribution is again Maxwellian, since, in the space homogeneous case:
so that the stress tensor becomes diagonal (for the derivation of this equation, see the Appendix). Finally, the Chapman Enskog expansion gives for this model
so that the numerical value of the parameter ν is chosen in order to recover the correct Prandtl number of the gas in the hydrodynamic limit. For instance with the choice ν = − 1 2 , we recover the correct Prandtl number for a monatomic gas, P r = √ RT /( √ πKn ∞ ), so the collision time for the ES-BGK model will be written as:
Domain decomposition indicator
The domain decomposition indicator we propose is based on a measure of the local rarefaction of the gas, and of its departure from equilibrium. In our opinion, both these quantities should be considered at the same time. In fact, it is possible to find strong departures from the local equilibrium at small Knudsen numbers (as it happens in shocks or boundary layers). In this case DSMC algorithms become extremely inefficient, because a huge number of collisions should be performed. On the other hand, in this regime the ES-BGK model is a good approximation of the Boltzmann equation. Thus to circumvent the inefficiency of DSMC for small Knudsen numbers, we will use the ES-BGK model in this regime. On the other hand, the gas can rest in thermal equilibrium also at large Knudsen numbers, and in that case the flow can be solved with the Euler equations. Thus, the domain decomposition indicator we consider depends on both the local Knudsen number (which gives information about the rapidity of the relaxation toward the local equilibrium), and on a measure of the deviation from equilibrium. The domain decomposition indicator has the following form:
where ρ ∞ is a reference density, Kn ∞ is the Knudsen number in reference conditions and it is given by the ratio between the mean free path in reference conditions, λ ∞ , and the characteristic length scale of the problem. The quantity ρ∞ ρ Kn ∞ is therefore a rough estimate of the local Knudsen number and accounts for the local state of rarefaction of the gas, see also [7] , while ψ takes into account the deviation from the local equilibrium.
Pertaining to ψ, the most obvious choice is to define this quantity as an appropriate norm of the difference f − M f , which however requires that f is known at each point of the computational domain at each time step. On the other hand, our goal is to solve the Boltzmann equation only in kinetic regions, so in general the density distribution f will not be available at each point in the computational domain. Therefore ψ should depend only on macroscopic quantities.
Following the approach in [29] and [30] , we assume that when the transition from hydrodynamic to kinetic regime occurs, the unknown density distribution f has the following form:
where a ∈ R, b, d ∈ R d , and c ∈ R d×d is a symmetric tensor. The coefficients a, b, c and d represent a set of 1 + 2d + 1 2 d (d + 1) macroscopic functions, which must be determined imposing suitable conditions.
Since our goal is to compute macroscopic quantity profiles both in kinetic and in hydrodynamic regions, we assume that at a given time t macroscopic quantities are known at each space point, thus the following conditions can be imposed to determine the unknown coefficients:
The previous set of equations is a set of 2 + 2d + Conditions in (13) can be explicited in terms of the coefficients and we obtain the following set of equations:
The equations of (14) lead to a linear system whose coefficient matrix has a determinant proportional to the product between a power of ρ and a power of RT . Thus the system admits a unique solution as long as density and temperature are non-zero. Solving this linear system gives:
The coefficients a, b, c and d are then replaced in (12), and we choose as a measure of the deviation from the local equilibrium the following quantity:
where M f is used to ensure integrability, and the normalization factor 1 ρ is applied since the local rarefaction is already accounted for in the first factor of the indicator I (x, t) defined in (11) .
The resulting domain decomposition indicator is:
where τ F is the Frobenius norm of the tensor τ defined as follows:
Note that the domain decomposition indicator depends only on density, temperature, heat flux and stress tensor. Such macroscopic quantities can be computed both starting from the density distribution as described in (2), and starting from the gradient of macroscopic quantities in hydrodynamic regions.
Thus when the domain decomposition indicator is computed to update the domain decomposition, the heat flux and the stress tensor appearing in (17) can be computed either from the density distribution f in kinetic regions, or from macroscopic profiles in hydrodynamic regions.
The domain decomposition strategy automatically follows from the definition of the domain decomposition indicator. We define two tolerances, namely ε E and ε B , and
• if I (x, t) ≤ ε E , the point x is marked as a Euler point at time t;
• if ε E < I (x, t) ≤ ε B the point x is marked as a ES-BGK point at time t;
• if I (x, t) > ε B , the point is marked as a Boltzmann point at time t.
As usual in adaptive strategies the tolerances are somewhat problem dependent. However, ε B can be estimated as in Remark 4.4. Here we choose the numerical value for ε E and ε B in order to have the following qualitative behavior of the domain decomposition (summarized in Fig. 1 ).
(i) At small Knudsen numbers, (say, Kn ∞ < 10 −3 ), the Euler equations are used in those regions of the domain where small deviations from local equilibrium are detected. Conversely, if the deviation from the local equilibrium is significant, the ES-BGK model is used. This allows to treat shock and boundary layers in a kinetic fashion also at small Knudsen number by using the ES-BGK model instead of the Boltzmann equation.
(ii) For intermediate Knudsen numbers (say, 10 −3 < Kn ∞ ≤ 10 −2 ), Euler equations are used only if the deviation from the local equilibrium is small or absent. If instead the deviation from the local equilibrium is moderate or large, the ES-BGK and the Boltzmann equation are used respectively.
(iii) Lastly, at large Knudsen numbers (Kn ∞ > 10 −2 ), the Boltzmann equation is used both in case of moderate and large deviations from the local equilibrium, while the ES-BGK model is used only in case of small deviations from the Maxwellian distribution. If instead the gas is in thermal equilibrium the deviation from the local equilibrium is zero and the Euler equations are used. In this section, we define the domain decomposition induced by the indicator described above, and we write down the corresponding system of equations. We end with a discussion to explain why a standard DSMC scheme applied as Boltzmann solver may induce an incorrect domain decomposition, overestimating non equilibrium effects due to stochastic noise. We will use instead the reduced noise particle grid method developed in [2] .
Once the domain decomposition indicator is computed, we define a partition of the computational domain in three non overlapping regions defined as follows:
where we denote with Ω the whole computational domain, the subscript 'E' refers to Euler regions (i.e. those regions in Ω where the Euler equation will be solved), 'b' refers to ES-BGK regions, while 'B' refers to Boltzmann regions (where respectively the ES-BGK model or the Boltzmann equation will be used). From the previous definition it is clear that:
Next we define an indicator function for each region. The indicator function for the region α is defined as follows:
Using the properties in (19) , it immediately follows:
Lastly we define the restriction of the solution of the coupled scheme onto each subdomain:
Again from the definition of Ω E , Ω b , and Ω B , it immediately follows that:
Multiplying the Boltzmann equation (1) by
T , and using the definitions in (22), we get:
Using the second property in (23), we have that
so that the previous set of equations becomes:
Now we can use the assumptions behind the domain decomposition. In Euler regions I ≤ ε E , so we assume that
In ES-BGK regions, ε E < I ≤ ε B and we assume that f b is a small deviation from the local equilibrium. Thus the collision operator can be linearized around the local equilibrium, and we can
, so that the correct Prandtl number will be recovered. Lastly in Boltzmann regions, I > ε B ; that is, both the gas is locally rarefied, and the deviation from the local equilibrium is relevant. Therefore the full Boltzmann equation must be used.
With the above approximations, the previous system of equations becomes:
Finally since we are interested in using a macroscopic model in Euler regions, we set φ (ξ) = 1, ξ, 1 2 |ξ| 2 , and integrate both sides of the first equation in φ (ξ) dv. We get:
where
is the flux of macroscopic quantities defined by:
The above system of equations allows for a coupling between the macroscopic model (Euler equations), and the kinetic model (the Boltzmann equation), while the ES-BGK model is used as a transition model between the kinetic and the hydrodynamic regimes.
Remark 3.1 In Boltzmann regions, we will employ a DSMC-based scheme. Such schemes suffer of a severe time step restriction which is basically proportional to the Knudsen number. However, in shocks and boundary layers, it is possible that a departure from equilibrium is detected and kinetic effects must be taken into account, even if the Knudsen number is small. In these cases, we will use the ES-BGK model which accounts for kinetic effects in shocks and boundary layers, and can be solved implicitly, thus avoiding the stiffness due to the small Knudsen number. Moreover, in these cases, since the gas is not rarefied, many collisions will occur within a time step, satisfying the assumptions at the basis of the BGK model. (24), we do not use the assump-
. This is due to the fact that, if a transition from 'E' region to a 'b' (or 'B') region occurs, the deviation from the local equilibrium is becoming relevant and we cannot assume that f E is still a Maxwellian (otherwise we would not have a transition from the hydrodynamic to the kinetic model). Instead we will have
The coupling between different models is achieved through convective terms. In fact even though only one among ρ E , f b and f B is non-zero at each space point, at the boundaries of each region, their space derivatives will be non-zero. In other words, in the interior of the region Ω α , only the convective term ξ · ∇ x f α appears. On the contrary, across boundaries between Ω α and Ω β (α = β), the convective term is computed using contributions from both f α and f β . This requires a certain degree of smoothness on f . This is one of the reasons why a standard DSMC scheme is not applicable to the present hydrodynamic-kinetic coupling, unless suitable space averages or smoothing techniques are introduced to dump stochastic fluctuations in 'B' regions.
Moreover, if we solved the Boltzmann equation in kinetic regions using a DSMC scheme, macroscopic quantities would be affected by stochastic noise. But since the coupling between the macroscopic and the kinetic model is achieved through the convective term, stochastic noise would propagate outside kinetic regions, and after a few time steps, the solution in continuum regions would be polluted by stochastic fluctuations as well. This in turn would imply that spurious gradients on macroscopic quantities would appear, and since the domain decomposition indicator depends on the space derivatives of macroscopic velocity and temperature, the propagation of stochastic noise would also result in an incorrect domain decomposition.
This phenomenon is particularly evident, if we consider the one dimensional shock tube problem with Sod's initial data:
Here it is assumed that the gas has only two degrees of freedom (d = 2), and the Knudsen number is Kn ∞ = 10 −1 ; We solve the previous problem with the domain decomposition strategy discussed in §2, choosing the numerical value of the domain decomposition tolerances as follows: ε E = ε B = 10 −4 ; that is, the computational domain is decomposed only in 'B' and 'E' regions. In 'E' regions we use a standard finite volume scheme for the Euler equations, while the Boltzmann solver is a standard DSMC method. The density profiles at three different times is reported in Fig. 2 . At the initial time a kinetic region is correctly detected across the shock, so a 'B' region containing the shock layer is present at time t = 0.001 (see Fig. 2 , left). Due to particle advection, the stochastic noise generated during the relaxation step propagates throughout the kinetic region, so after a few time steps the density profile in the 'B' region is polluted by stochastic fluctuations . The coupling between 'B' and 'E' regions is achieved through convective terms, and therefore stochastic noise propagates also outside the kinetic regions, and at time t = 0.004 the solution in the unperturbed regions before and after the shock is polluted by stochastic noise (see Fig. 2 , center). Since the domain decomposition indicator depends on the space derivatives of macroscopic velocity and temperature, the unperturbed regions reached by stochastic fluctuations are marked as kinetic regions, so the 'B' region is considerably enlarged at time t = 0.008 (see Fig. 2, right) . Note however that neither the rarefaction, nor the shock wave have yet reached these regions, so the gas here should still be in thermal equilibrium, and these regions should be marked as 'E' regions.
For larger integration times, the whole computational domain will be incorrectly marked as a 'B' region, even where the shock and the rarefaction wave have not yet propagated.
In order to avoid such a phenomenon, it is required to reduce the stochastic noise on the DSMC solution, and this can be done using suitable time space averages (see for instance, [17] ), smoothing the solution as in [30] or increasing the number of particles used to compute the DSMC solution. In all cases the computational cost of the simulation increases.
In this work, the hybrid particle-grid scheme developed in [2] will be used as a solver for the Boltzmann equation because it yields smoother solutions than a standard DSMC method, drastically reducing the amount of stochastic noise, with approximately the same (or even lower) computational time.
The coupled numerical scheme
In this section we derive a numerical scheme for the coupled kinetic -hydrodynamic system (24) . We start introducing a first order time splitting algorithm and we continue with a detailed description of the relaxation and transport steps in each subdomain.
First order time splitting
We introduce a first order time splitting to separate the relaxation step from the transport step over the time interval ∆t. The relaxation step reads as follows. For x ∈ Ω, t ∈ [0, ∆t]:
The transport step is given by the following system. For x ∈ Ω, t ∈ [0, ∆t]:
Next we introduce a discretization of the computational domain in N x cells. For simplicity we will consider one dimensional problems, with d dimensions in the velocity space. Thus the i-th space cell is defined as
where ∆x i is the width of the cell C i and i = 1, . . . , N x . The ES-BGK model will be solved with a finite volume method, while the Boltzmann equation with the hybrid scheme presented in [2] . In both cases a discretization of the velocity space is also required.
be the bounded velocity space with V (β) chosen in such a way that the velocity distribution is negligibly small for ξ / ∈ V. We restrain our attention to a uniform discretization of the velocity space for which conservation of mass, momentum and energy during the relaxation step of the hybrid method are ensured [2] . We define the multi-index k = k (1) , . . . , k (d) such that the k-th grid node can be indicated as v k . The k-th velocity cell is indicated as:
and ∆v (β) is the grid spacing along the direction β of velocity space. Finally we introduce the cell averages of both macroscopic quantities and density distributions in the region 'α':
where ∆v =
The numerical scheme will be articulated as follows. At time t n , starting from the cell averages of macroscopic quantities and density distribution:
1. we compute the domain decomposition indicator I n i , i = 1, . . . , N x ; 2. we decompose the computational domain in 'E', 'b' and 'B' regions, that is each cell is marked as a 'E', 'b' or 'B' cell depending on the value of the domain decomposition indicator;
3. the relaxation step is solved in each cell depending on the state of the cell;
4. the transport step is solved in each cell, with numerical fluxes computed according to the state of the cell and the state of neighboring cells.
The numerical schemes used to solve both the relaxation and the transport step in each region are presented in detail in the next subsections.
Relaxation Step
In this section we present the numerical scheme for the relaxation step of the coupled hydrodynamickinetic system.
Relaxation Step in Euler cells
Using an explicit time integration method, the relaxation step for cell-averages in Euler regions reduces to:
where we omit the superscript (R) for simplicity. Since the domain decomposition indicator is computed from a piecewise constant reconstruction of macroscopic quantities, it is also a piecewise constant function. Therefore at time t n , each cell belongs completely to one region. So the r.h.s of the previous eq. becomes:
If the cell C i was, and still is, an Euler cell, then clearly 1 Ci∈Ω 
Relaxation Step in ES-BGK cells
The relaxation step for space-velocity cell averages of f b can be approximated as follows:
with first order accuracy in time. Details on the derivation of eq. (31) are available in the Appendix. Here f
, that is we have first solved ∂ t f b = f ∂ t 1 b to get the proper initial condition for f b , as described in the previous section. The term G f k denotes the space-velocity cell averages of
, defined in (7), and the macroscopic quantities required to construct G f are computed as follows:
We wish to stress that in eq. (31) no time step restriction is needed to ensure positivity of the solution. To our knowledge, this is the first scheme for the ES-BGK model, with a time step not linked to the possibly stiff collision time. It is built along the lines of [11] and [26] . Thus if a kinetic region is detected at small Knudsen numbers, the ES-BGK model is used, but the relaxation step does not impose any restriction on the time step, as it would happen in the case of a DSMC scheme. Note also that the initial data is automatically switched thanks to the indicator function, as described in §4.2.1. See also [12] . We also recall that f
It is important to note that the relaxation step (31) is not exactly conservative with respect to momentum and energy, because due to the quadrature error in velocity space, macroscopic quantities computed from f n i,k with the quadrature rule in (32) differ from the corresponding macroscopic quantities computed from
with the same quadrature rule. In order to recover conservation of mass, momentum and energy a discrete equilibrium distribution G f n+1 i,k must be computed such that:
where it is enough to set φ (v k ) = 1, v k to achieve also energy conservation. In [23] and [24] , it is proven that such a discrete equilibrium distribution can be built for the standard BGK and for the ES-BGK equations. With the discrete equilibrium G f implicitly defined in (33) macroscopic density, momentum and energy are exactly conserved by the numerical scheme. Thus, replacing
with the discrete equilibrium distribution G f , we obtain the following conservative version of the ES-BGK relaxation step:
The algorithm for solving the relaxation step in 'b' cells is summarized at the end of the present section (Algorithm 4.1). More details can be found in [1] .
Algorithm 4.1 ES-BGK relaxation step.
At time t n , for each space cell i = 1, . . . , N x :
• compute macroscopic density ρ • compute the pressure tensor at time t n+1 as suggested in eq. (31);
• compute the discrete equilibrium distribution G f n+1 i,k using the algorithm described in [24] with ρ = ρ 
Relaxation step in Boltzmann cells
In Boltzmann regions, the relaxation step is solved using the hybrid particle-grid scheme presented in [2] (see also [1] ). The hybrid algorithm is based on the idea of using a deterministic scheme to solve the transport step and a DSMC method to solve the relaxation step, and is outlined in Algorithm 4.2.
As in DSMC, see [7] , it is necessary to estimate the maximum impact parameter Σ, so that it is possible to estimate a probability of collision p n i which can be computed at the beginning of the relaxation step, and is independent of the microscopic velocities of actually colliding particles. In DSMC, if the cell C i at time t n contains N particles with velocities ξ k , k = 1, . . . N , the parameter Σ is given by:
In the present case, since the distribution function f n i is defined on a grid, for the Hard Sphere model, one could simply use:
This estimate is quite pessimistic, since it is quite unlikely that a particle will be sampled at the boundaries of velocity space. However (36) will be useful to estimate the tolerance ε B in Remark 4.4. We use instead Σ n i = 2C max i=1...Nx RT n i , with C > 1. Next, we evaluate the proper initial condition, computing the cell averages of the density distribution in Boltzmann cells at the beginning of the relaxation step, f n k :
where f E is given by (12) . Note that the initial data in the cell C i is automatically switched by the indicator function depending on the transition occurred to the cell between time t n and time t n+1 . From this distribution, we sample particles till the mass sampled is equal to ρ n c which is defined in Algorithm 4.2. We perform collisions, and we project back the post-collisional distribution onto the velocity grid, satisfying mass, momentum and energy conservation. The collisions are performed taking into account the fact that the colliding mass ρ n c is overestimated. For more details, see [2] , where it is proven that the hybrid particle grid method preserves the positivity of f and is conservative.
Algorithm 4.2 Hybrid relaxation step.
• evaluate the maximum impact parameter Σ • starting from a piecewise constant reconstruction of the density distribution f n i,k , generate only the set of particles candidate for collisions at the beginning of the relaxation step in each 'B' cell, so that the total mass sampled equals ρ c n i ;
• solve the relaxation step using the DSMC method for candidate particles only;
• project particles back onto the velocity grid at the end of the relaxation step to compute a reconstruction of the solution, satisfying conservation requirements, as in [2] ; Remark 4.3 The time step restriction for the hybrid relaxation step is directly proportional to the Knudsen number. Namely, as in DSMC schemes, since p n i is the probability that a particle collides within a time step, one must have 0 ≤ p n i ≤ 1, which gives a limitation on the time step ∆t ≤ ∆t r = Kn ∞ /(2ρ n i Σ), so the hybrid scheme, as well as a standard DSMC method, is not efficient for simulating fluid flows in the hydrodynamic regime, because in that case ∆t ∼ ∆t r and p n ∼ 1, which means that the whole distribution f n is composed of colliding particles. However as pointed out in the beginning of the present section, thanks to the domain decomposition, the Boltzmann equation will be solved only in kinetic regions at large Knudsen numbers when the time step will be dictated by convective terms, and p n will be small.
Transport Step
In this section we describe the transport step for the coupled hydrodynamic-kinetic system. The coupling between different models is achieved through convective terms; however, while in 'E' cells the solution is computed in terms of macroscopic quantities, in 'b' and 'B' cells the solution is provided in terms of the density distribution. Therefore suitable coupling conditions must be imposed at the interfaces of each region, where numerical fluxes are computed.
In the following subsections we describe the algorithm for the one-dimensional case. Generalization to several space dimensions is straightforward.
Transport step in Euler cells
The transport step in Euler cells reads as follows:
where F n E,i+1/2 is the numerical flux computed at the interface i + 1/2 of the cell C i , and the superscript ' (T ) ' has been omitted to simplify the notation. Since in kinetic regions the numerical fluxes in 'b' and 'B' cells are computed using an upwind formula on the distribution function, we choose to compute the numerical fluxes as in gas kinetic schemes ( [31] ). Thus for cell interfaces inside the Euler region, the numerical flux will be given by:
where:
where φ (ξ) = 1, ξ (1) , 1 2 |ξ| 2 . These fluxes can be computed analytically in terms of macroscopic quantities, see [31] . The computations are tedious and can be found in [1] . At interfaces between Euler and kinetic regions, we use the same approach, except that one of the two distributions at the interface will not be Maxwellian. To fix ideas, suppose the cell C i is Maxwellian, while the cell C i+1 is kinetic. Then we set:
The last integral must be evaluated by quadrature:
Note that this flux is not exactly conservative. This error is committed only at interfaces between regions and is of the same order of the quadrature error, which usually is well below the error induced by the grid spacing, see also [26] .
Transport step in ES-BGK and Boltzmann cells
The transport step in 'b' and 'B' cells is identical and reads as follows:
Here F α,i+1/2,k are the fluxes at cell interfaces, and are evaluated with a first order upwind formula, which is enough to preserve the accuracy of the scheme.
Note that since the domain decomposition is updated at the beginning of the relaxation step, if the i-th cell is marked as a α cell at the beginning of the relaxation step, it still remains a α cell at the beginning of the transport step. In this way the regions of the domain decomposition are naturally coupled through the convective terms.
Interface with 'b' or 'B' cells. If β = b, B, no problems arise in the computation of the numerical fluxes as the solution in both this kind of cells is already provided in terms of density distribution.
Interfaces with 'E' cells. If instead β = E, we need to estimate f n E,i+1,k . To do this we firstly note that if the cell C i+1 is marked as a 'E' cell at the beginning of the relaxation step, it preserves its state also at the end of the relaxation step. Thus the solution f n E,i+1,k = M f i+1,k ρ n E,i+1 , which means that when the numerical flux in eq. (40) is evaluated, we only need to compute the velocity averages of the Maxwellian defined by ρ n E,i+1 . Moreover thanks to the upwind structure of the numerical flux we do not need to compute the cell averages for all velocity cells, but we only need the cell-averages for those values of v k such that v Lastly, in order to ensure L 1 stability and the positivity of f , the following restriction on the time step must be imposed:
This time step restriction does not depend upon the Knudsen number, but only on the grid spacing and the upper bound in velocity space.
Remark 4.4 Setting tolerances.
The present domain decomposition algorithm has two tolerances, ε E which separates kinetic from equilibrium regions, and ε B which distinguishes ES-BGK from Boltzmann regions. The tolerance ε E must be set low, so that macroscopic equations are solved only when the gas is very close to equilibrium, otherwise the coupling of the fluxes occurring in (38) may result in spurious effects. In fact, the kinetic region can produce a heat flux at the interface, which cannot be received by the Euler region, see also [17] . This tolerance can be increased, thus permitting to use the macroscopic equation in wider regions, if the Navier-Stokes equations were used as macroscopic model. In all our tests, ε E = 10 −6 . The second tolerance separates the two kinetic models. This tolerance is set in order to avoid that the time step restriction due to the relaxation step becomes more restrictive than the convective CFL restriction (41). As a crude estimate, we can consider the definition of the relaxation time step given in Remark 4.3, with impact parameter defined in (36). Then, the convective time step is more restrictive than the relaxation time step if Kn ∞ > 2ρ∆x. If we consider an order 1 deviation from equilibrium, I(x, t) ≈ ρ ∞ /(ρKn ∞ ), so the condition above is satisfied if I(x, t) > 2∆xρ ∞ , which means that ε B should approximately satisfy ε B ≈ 2∆xρ ∞ . In other words, we have built a first order scheme in deterministic regions, so we are willing to disregard O(∆x) errors. Thus we use the less accurate, but more efficient, ES-BGK model instead of the full Boltzmann model, when Kn ∞ is of order ∆x. In this fashion, we use the same grid for all scales, and the same time step, which is dictated by (41). See also [15] for the deviation of BGK with respect to the full Boltzmann equation.
Numerical results
In this section we present numerical results for the coupled hydrodynamic-kinetic scheme presented in §4 with one dimension in physical space, and two dimensions in velocity space. We are considering a monoatomic hard sphere gas. Accordingly, we set ν = −1/2 in the ES-BGK model (9) .
We consider three different test cases, and we compare numerical results obtained with the coupled hydrodynamic-kinetic scheme and results obtained with the NB scheme described in [25] . The first test case is Sod's classical shock tube problem, which permits to compare our results with other coupled schemes, in particular [30] and [12] . The second test is again a shock tube problem, in which the gas rarefies as time increases. The third case represents the flow of gas against a wall kept at constant temperature where the multiscale nature of the problem is markedly unsteady.
In all tests the computational domain is the interval [0, 1]. For both the coupled and the NB scheme, the computational domain is discretized in 100 cells in space, giving ∆x = 0.01. For the NB scheme however smaller cells with characteristic length of the same order of the Knudsen number are embedded in each space cell, if ∆x = 0.01 > Kn ∞ , because in DSMC simulations the grid spacing must be of the same order of the mean free-path. Macroscopic quantities on the larger cells are then computed by averaging results over the smaller cells. A discretization of the velocity space is also introduced but only at the final time to compute the velocity histogram of particle velocities at some given points. The particle mass µ used by the NB scheme is set to the value 10 −6 which corresponds to approximately 10 4 particles per cell with unit density, approximately 750, 000 particles in the whole computational domain for Test 1. For the hybrid scheme, the sampled particles have a typical mass m u , which can be reduced down to m l if there is not enough mass to be sampled for a given velocity cell: this event occurs especially in correspondence of the tails of the distribution, see [2] .
Since no post-processing is applied to our reduced noise Boltzmann solver, we compare the results of the coupled scheme with one realization of the NB scheme, without any smoothing applied to post process the NB solution, as is done, for instance, in [30] .
Lastly, in the coupled scheme, the velocity space is Scheme parameters are summarized in Table 1 ;
Test 1 Coupled 10 −3 , 1 0.01 14.14 -10 10 ----- Table 1 : Scheme parameters for the coupled and the NB scheme.
Test 1
We consider a shock tube problem with the following initial data:
T and T R = 0.125. The gas is initially divided in two regions in thermal equilibrium by a thin membrane. At the initial time the membrane is suddenly removed and the gas flows from the high density region (x ≤ 0.5) to the low density region (x > 0.5), so that the density profile at small Knudsen numbers is characterized by a rarefaction wave which propagates into the high density region, a contact discontinuity initially located at x = 0.5 and a shock which propagates into the low density region. At large Knudsen numbers the three-waves structure is loosen and macroscopic profiles are smeared out due to the rarefaction of the gas.
In Figs. 3 and 5 we report the density and temperature profiles obtained at time t = 0.06 and t = 0.12 for the coupled and the NB scheme, for both Knudsen numbers. In Figs. 4 and 6 we report the corresponding value of the indicator used for the domain decomposition. Lastly in Fig.  7 (left panel) we report the velocity histogram computed from the solution of the coupled and the NB scheme at the point x = 0.5 at time t = 0.12.
In the figures reporting macroscopic quantities, the vertical thin dashed line indicates an interface between two different domains. The type of each region is indicated with a letter on the top left of the corresponding domain ('E' for Euler regions, 'b' for ES-BGK regions and 'B' for Boltzmann regions).
For Kn ∞ = 10 −3 (Figures 3 and 4) the fluid is almost everywhere in hydrodynamic regime. A kinetic region is detected across the shock, and with time this region moves together with the shock. Since the deviation from the local equilibrium is relevant but the Knudsen number is small, the region is classified as a 'b' region. In the remaining parts of the flow the deviation from equilibrium is not large enough to require a kinetic solution. We note that the kinetic region is very thin and the agreement with the NB solution is excellent.
At Kn ∞ = 1, the flow is away from equilibrium in most of the computational region. Since the Knudsen number is large and the deviation from the local equilibrium is relevant, the kinetic region across the shock and the rarefaction is classified as a 'B' region, see Fig. 5 .a. This region is encompassed by transition regions in which the gas is less rarefied or closer to equilibrium where the ES-BGK model is used. The kinetic region propagates with the rarefaction wave and the shock, but at time t = 0.12 the solution has partially relaxed onto the equilibrium distribution near the point x = 0.5; therefore since the departure from the local equilibrium becomes moderate the 'B' region across the point x = 0.5 becomes a 'b' region (see Fig. 5 .b).
At both Knudsen numbers numerical results provided by the the coupled scheme are in good agreement with numerical results provided by the NB scheme. The oscillations present in the NB solution especially ahead of the shock are clearly given by stochastic noise. In fact they disappear with smoothing, see [30] . The plots show the smoothness of the matching between the different solutions, which is due to the reduced noise of the Boltzmann solver and to the matching conditions in the convective fluxes. The agreement between the NB and the coupled scheme solution persists also at the microscopic level, see Fig. 7 . We also note that the kinetic region remains correctly quite thin for small Kn ∞ . Note also the lack of stochastic noise in the 'B' regions, compared with NB.
In Table 2 we report the overall CPU time required by both schemes to complete the simulation (1st column), and memory occupancy (2nd column) for both Knudsen numbers. At Kn ∞ = 10 −3 the computational time required by the coupled scheme is dramatically smaller than the CPU time required by the NB scheme. At such a small Knudsen number, in fact, the NB scheme becomes inefficient because the cell width and the time steps are proportional to the mean Knudsen number. Since the time step is dictated by the relaxation time in this regime (∆t = ∆t r < 0.35 10 −4 ⇒ p n 0.99), almost all particles collide. Therefore the scheme advances in time very slowly, because the time step is very small, a great number of collisions must be performed in each DSMC cell and particles must be re-allocated among a great number of cells at the end of the transport step. On the contrary in the coupled scheme we just solve Euler equations in most part of the computational domain, while the ES-BGK model is used only in a few cells across the shock, and the time step is restricted only by the convective CFL (∆t < 0.7 10 −3 ). This justifies also the remarkable gap between the percentage of RAM memory required by both schemes. In the coupled scheme we just need to store macroscopic quantities in Euler cells and the density distribution in the 'b' region (few cells). On the contrary in the NB scheme, we need to store all particles and their velocities in each space cell.
At Kn ∞ = 1 the computational time of the coupled scheme is greater than in the previous case because the hybrid method for the Boltzmann relaxation step is used in most part of the computational domain. However the CPU time of the coupled scheme is still smaller than the CPU time required by the NB scheme (approximately 49%). For this value of Kn ∞ , the restriction of the time step of both NB and the coupled scheme is given by convection (∆t = ∆t c < 0.7 10 −3 ⇒ p n 0.02, so very few collisions must be performed, which reduces drastically the NB CPU time). However in the NB scheme we still have to reallocate all particles to the correct space cell after the transport step. This task basically requires order N log N operations, where N is the number of particles. So even though the hybrid algorithm suffers of the additional cost due to particle sampling and projection, the overall CPU time remains smaller. Moreover the solution obtained with the coupled method is more accurate.
Moreover the RAM occupancy for the hybrid scheme is still less then in the NB scheme, although the Hybrid scheme is using a fixed grid. The memory requirement for the coupled scheme would certainly deteriorate with d = 3 dimensions in velocity space. In fact the memory storage for a kinetic scheme based on a fixed grid used over the whole domain is N x N d v , while the memory storage for NB is roughly equal to (d + 1)N (for one dimensional problems), where N is the total number of particles. We note however that the memory requirement of a fixed grid can decrease significantly if sparse memory storage is considered, see the conclusion section. Moreover, currently many schemes solving the BGK model are actually implemented on a fixed grid, see for instance [13] . The reason is that kinetic schemes on fixed grids may require more memory, but they produce smooth and accurate solutions. 
Test 2
We consider the following initial data:
where ρ L = 1, u L = −1 and T L = 1, while ρ R = 1, u R = 1 and T R = 1. The solution to this problem is characterized by two rarefaction waves moving in opposite directions, which create a very rarefied region in the middle of the computational domain. We consider again free-flow boundary conditions and the final integration time is t = 0.12. The discretization parameters are the same of the previous case.
In Fig. 8 we report the density and temperature profiles obtained at time t = 0.06, 0.12 for both the coupled and the NB scheme. In Fig. 9 we report the value of the indicator used for the domain decomposition. Lastly in Fig. 7 (right panel) we report the velocity histogram for the first component of the microscopic velocity computed from the solution of the coupled and the NB scheme at the point x = 0.5 at time t = 0.12.
At Kn ∞ = 1 a kinetic region is detected in the middle of the computational domain, which is marked as a 'B' region at time t = 0.06. At the same time two 'b' regions appear across both rarefaction waves where the local Knudsen number is moderate but the deviation from the local equilibrium is not relevant (see Fig. 8.a) . Due to the propagation of the rarefaction waves, the kinetic regions enlarge so that at time t = 0.12 most of the computational domain is marked as a 'B' region (see Fig. 8.b) .
Numerical results provided by the the coupled scheme are again in good agreement with numerical results provided by the NB scheme but the quality of the solution in 'B' regions is remarkably improved. CPU times are reported in Table 3 and confirm that the coupled scheme is faster than NB, while Fig. 8 shows that the quality of the solution is considerably improved. 
Test 3
We consider a gas at density ρ = 1 and temperature T = 1, initially moving at Mach 2 toward a thermal wall held at a fixed temperature T w = 11/3. The thermal wall is located at x = 0, and the computational domain is the interval [0, 1]. Again, we consider only two translational degrees of freedom in velocity. The initial data for the dimensionless problem is given by:
where ρ 0 = 1, u 0 = −2 √ γ, 0 T , T = 1, where γ is the heat capacity ratio which is given by
We impose free-flow boundary conditions at x = 1, while a diffusive reflective wall is assumed in x = 0. The boundary condition at x = 0 reads as follows:
where u w = (0, 0) T is the velocity of the wall, while RT w = 11/3 is the wall temperature. The value ρ * is determined imposing that the net flux across the wall is zero, that is ρ * is such that:
The scheme parameters are reported in the third row of Table 1 . Note that in this case the upper bound for the differential scattering cross section, Σ, is doubled with respect to the previous test cases. Indeed for this test case we expect higher temperatures (especially close to the wall) and this results in a higher probability of finding particles traveling faster than the thermal velocity. For the same reason we also increase the upper bound on the first direction of the velocity space. The bounded velocity space is given by: V = [−20, 20] × [−10, 10]. The space discretization for both the coupled numerical scheme and the NB scheme is the same as in previous case, while the bounded velocity space is discretized in 100 × 50 cells.
In Figs. 10 and 12 , we report density and temperature profiles at different times for Knudsen numbers Kn ∞ = 10 −3 , 10 −1 respectively. In Fig. 11 we report the domain decomposition indicator at the final time, t = 0.15, for both Knudsen numbers. Lastly in Table 4 we compare the CPU time for the coupled numerical scheme and the NB scheme at both Knudsen numbers.
At Kn ∞ = 10 −3 in the first time steps, a kinetic region is detected near the wall. However since the Knudsen number is small, the kinetic region is marked as a 'b' region. During the subsequent time steps a normal shock develops near the wall due to the flow impacting against the wall. The shock moves upstream so at time t = 0.06 two kinetic regions are present in the computational domain. The first kinetic region is located near the wall and is marked as a 'b' region. The second kinetic region encloses the shock and again is marked as a 'b' region (see Fig. 10.a) . At time t = 0.15 the 'b' region near the wall has remained still, while the kinetic region across the shock has propagated with the shock (see Fig. 10.b) .
At Kn ∞ = 10 −1 density and temperature profiles are smeared out due the rarefaction of the gas, so the shock becomes a smooth transition. Here a kinetic region is again detected near the wall, where the temperature difference between the flow and the wall results in a flux of heat, and it is merged with the kinetic region induced by the shock, see Fig. 12 .a and 12.b. Again, the solution provided by the coupled scheme is in good agreement with the solution of the NB scheme, but the quality of macroscopic profiles is notably improved.
Computational times are reported in Table 4 and show that the coupled numerical scheme is competitive with the NB scheme also in this case. At Kn ∞ = 10 −3 Euler equations are integrated in most of the computational domain while the ES-BGK model is used only in a few cells near the wall and across the shock, so clearly both the CPU time and the memory occupancy are much smaller than for the NB scheme. At Kn ∞ = 10 −1 , the number of 'B' cells is greater, but in the unperturbed region Euler equations are still used, at least at the initial times. Therefore also in this case the CPU time required for the whole simulation by the coupled scheme is smaller than the CPU time required by the NB scheme. However, CPU times for the hybrid scheme are greater than in the previous test cases. In fact for this test case we consider larger bounds for the velocity space so the transport step restriction (41) is more severe than in previous cases. But also the CPU times for the NB scheme are greater than in the previous tests, because we have an incoming mass flux from x = 1 and a zero mass flux across the wall, so the number of particles in the computational domain increases with time (which also explains the strong increase in memory occupancy). This effect of course is not present if a fixed grid in velocity is used. 
Conclusions
We have proposed a hybrid kinetic-hydrodynamic scheme based on domain decomposition. To our knowledge, this is the first time that the BGK model is used as a buffer between fully kinetic and equilibrium regimes. In our approach, the Boltzmann solver is required only when it is not stiff, while the BGK solver is used when the collision time is small, but the system is not yet at equilibrium. To increase efficiency, we have developed an implicit ES-BGK solver, which is non stiff even for very small Knudsen numbers. In this fashion, we obtain a unified solver, with a time step restriction depending only on convective terms, and which can use the same space grid, irrespective of the local Knudsen number. The scheme depends essentially on one parameter, which detects equilibrium regions.
The equilibrium indicator is based on the gradients of macroscopic quantities, as in [29] , and on the local Knudsen number. The different regions communicate through numerical fluxes across the boundaries of the domains. As observed by various Authors, see [27] for instance, it is essential that the interface fluxes be as smooth as possible. For this reason, the Boltzmann solver is based on a variant of the DSMC scheme which ensures a drastic reduction of stochastic noise in fully kinetic regimes, [2] . This method is a particle-grid method, which uses a piecewise constant reconstruction of the distribution function during the transport step. Thus, our scheme requires a grid in velocity space. This is very common for BGK solvers (see for instance [13] , or [23] ). It is not as usual for Boltzmann solvers, which usually are based on particle methods which require a grid only in the space variables, but grid based deterministic or semi-deterministic schemes are also available, see [20] or [28] and references therein. It is also possible to use other deterministic methods as Boltzmann solvers, as [28] or [16] .
Generally, particle methods require less memory than grid based methods, when the dimensions of the velocity space is d > 2. However, it is possible to improve the efficiency of grid based methods. In particular, the memory demand of our hybrid algorithm, and other direct methods, can be reduced by storing the density distribution f in a sparse array; that is, a tolerance is set as input and all values of the density distribution below the prescribed tolerance at the initial time are treated as zero entries. For instance, the tolerance can be set to machine precision. During the transport step, however, the array storing the density distribution fills in, so after a certain number of time steps a new check should be performed automatically by the algorithm to clean the array from all the elements below the memorization tolerance. We plan to explore this strategy in future work. We think that this technique would provide a sharp improvement in the amount of memory required and in computational time. For other techniques to improve the efficiency of grid based methods, see [20] .
Further improvements to the algorithm would be to use the Compressible Navier Stokes, instead of the Euler equations, as macroscopic model. This would allow to diminish the regions in which the more expensive kinetic solver is needed. Note however that this would require a more sophisticated indicator, as in [21] , and research on breakdown criteria between kinetic and Navier-Stokes regimes is still active, unless one settles for one of the standard indicators that actually measure the distance between the distribution function and its corresponding equilibrium.
Let us start observing that since the quantities φ (ξ) = 1, ξ, where ρ = dξφ (ξ) f . Therefore since the relaxation time τ depends only on t through macroscopic quantities (specifically density, temperature and viscosity coefficient, which in turn is a function of the temperature υ = υ (T )), it can be considered as a constant during the ES-BGK relaxation step.
However since the quantity φ (ξ) = (ξ − u) (ξ − u) T is not a collision invariant, the pressure tensor τ -on which the ES-BGK equilibrium distribution depends -is not constant during the relaxation time.
Let us start deriving an equation for the time evolution of τ . To this purpose we firstly note that since τ is a symmetric tensor Θ is a symmetric tensor and so is Θ −1 . Therefore there exists
Now we define a new variable ζ := 1 √ 2 L (ξ − u), so that the determinant of the Jacobian of the transformation ξ → ζ is J (ξ→ζ) = 2 −d/2 |det (L)|. Next we multiply both sides of eq. (46) for (ξ − u) (ξ − u)
T and we integrate in dξ. Using the definition of τ given in (2), we obtain:
However thanks to eq. (49), we are able to estimate the value of τ at any given time t > 0 without solving (50), so we can approximate:
with first order accuracy in time. In the above equation G f (ξ, ∆t) = G f [ρ, u, Θ (∆t)], Θ (∆t) = (1 − ν) RT I + ντ (∆t), and τ (∆t) is given by eq. (49) with t = ∆t. In other words, thanks to eq. (49), we are able to estimate the equilibrium distribution toward which f is relaxing. Replacing (51) in (50) with t = ∆t, we get an approximation for the solution of the ES-BGK relaxation step at time t = ∆t:
and since eq. (52) is a convex combination of two non-negative functions, thanks to the quadrature chosen in (51), f (x, ξ, ∆t) > 0 ∀∆t ≥ 0.
