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Abstract
Let K ⊂ E, K′ ⊂ E′ be convex cones residing in finite-dimensional real vector spaces. An
element y in the tensor product E ⊗ E′ is K ⊗K′-separable if it can be represented as finite sum
y =
P
l
xl ⊗ x
′
l, where xl ∈ K and x
′
l ∈ K
′ for all l. Let S(n), H(n), Q(n) be the spaces of n× n
real symmetric, complex hermitian and quaternionic hermitian matrices, respectively. Let further
S+(n), H+(n), Q+(n) be the cones of positive semidefinite matrices in these spaces. If a matrix
A ∈ H(mn) = H(m) ⊗H(n) is H+(m) ⊗ H+(n)-separable, then it fulfills also the so-called PPT
condition, i.e. it is positive semidefinite and has a positive semidefinite partial transpose. The same
implication holds for matrices in the spaces S(m)⊗S(n), H(m)⊗S(n), and for m ≤ 2 in the space
Q(m)⊗S(n). We provide a complete enumeration of all pairs (n,m) when the inverse implication
is also true for each of the above spaces, i.e. the PPT condition is sufficient for separability. We
also show that a matrix in Q(n) ⊗ S(2) is Q+(n) ⊗ S+(2)-separable if and only if it is positive
semidefinite.
Keywords: positive partial transpose, separability
AMS Subject Classification: 15A48
1 Introduction
Let K,K ′ be regular convex cones (closed convex cones, containing no lines, with non-empty interior),
residing in finite-dimensional real vector spaces E,E′. Then an element w ∈ E ⊗ E′ of the tensor
product space is called K⊗K ′-separable (or just separable, if it is clear which cones K,K ′ are meant),
if it can be represented as a convex combination of product elements v ⊗ v′, where v ∈ K, v′ ∈ K ′.
It is not hard to show that the set of separable elements is itself a regular convex cone. This cone is
called the K ⊗K ′-separable cone.
The notion of separability is intimately linked with the notion of positive maps [3],[9]. Cones of
positive maps appear frequently in applications [10],[6] and are dual to separable cones [5]. Separability
itself plays an increasingly important role in quantum information theory [8].
A particularly important case in optimization and Mathematical Programming is when the cones
K,K ′ are standard self-scaled cones such as Lorentz cones or cones of positive semidefinite (PSD)
matrices [1]. Let S(n), H(n), Q(n) be the spaces of n × n real symmetric, complex hermitian and
quaternionic hermitian matrices, respectively. Let further S+(n), H+(n), Q+(n) be the cones of PSD
matrices in these spaces. If the elements of a pair of matrix spaces commute, then the tensor product
of these spaces can be represented by the Kronecker product space and is itself a subset of such a
matrix space. If such a product matrix is separable with respect to two PSD matrix cones, then
it is necessarily PSD itself. In the case of H+(m) ⊗ H+(n)-separability, where n,m ∈ N+, there
exists another simple necessary condition for separability, the so-called PPT condition [8]. A matrix
in H(mn) = H(m) ⊗ H(n) fulfills the PPT condition if it is positive semidefinite and has a positive
semidefinite partial transpose.
In the spaces S(m) ⊗ S(n) and H(m) ⊗ S(n) the PPT condition reduces just to positivity, i.e.
inclusion in the cone S+(mn) or H+(mn), respectively. This is because the positivity property of real
symmetric or complex hermitian matrices is preserved under transposition. However, the cone Q+(n)
is invariant under transposition only for n ≤ 2. Therefore for matrices in Q(m) ⊗ S(n) the PPT
condition is stronger than just positivity. Moreover, it follows that the PPT condition is necessary for
Q+(m)⊗ S+(n)-separability only for m ≤ 2, while positivity is necessary for arbitrary (n,m).
The importance of the PPT condition and the positivity condition is based on the fact that these
conditions are semidefinite representable (i.e. in the form of linear matrix inequalities) and hence easily
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verifiable algorithmically, in contrast to separability. It is then important to know in which cases these
conditions are actually equivalent to separability, rather than only necessary. In these cases one then
obtains semidefinite descriptions of the corresponding separable cones.
The theorem of Woronowicz-Peres states that in the case m = 2, n = 3 the PPT condition is
not only necessary, but also sufficient for H+(m) ⊗ H+(n)-separability [15],[8]. However, there exist
matrices in H(2)⊗H(4) which fulfill the PPT condition, but are not separable [15]. Similarly, Terpstra
[10] has shown that positivity is sufficient for S+(m)⊗ S+(n)-separability for min(n,m) ≥ 2, but not
for n = m = 3. In [10] this was formulated in the equivalent form of sums of squares representability
of biquadratic forms.
One can then conclude that the positivity condition is equivalent to S+(m)⊗ S+(n)-separability if
and only if min(n,m) ≤ 2 and that the PPT condition is equivalent to H+(m)⊗H+(n)-separability if
and only if min(n,m) = 1 or m+ n ≤ 5.
In this contribution we provide a similar classification for the spaces H(m)⊗S(n) and Q(m)⊗S(n).
We show that positivity is equivalent to H+(m)⊗ S+(n)-separability if and only if m = 1 or n ≤ 2 or
m+n ≤ 5, and that the PPT condition is equivalent to Q+(2)⊗S+(n)-separability if and only if n ≤ 3.
Further, we show that for m ≥ 3 positivity is equivalent to Q+(m)⊗ S+(n)-separability if and only if
n ≤ 2. In addition, we enumerate all pairs (n,m) for which the positivity property in Q(m) ⊗ S(n)
is preserved by the operation of matrix transposition, namely, the cases m = 1, n arbitrary, and the
cases m = 2, n ≤ 2. This involves mainly the following new and nontrivial results.
First, we show that a matrix in Q(2) ⊗ S(3) is Q+(2) ⊗ S+(3)-separable if and only if it fulfills
the PPT condition. Second, we provide an example of a matrix in H(2)⊗ S(4) which fulfills the PPT
condition, but is not H+(2)⊗S+(4)-separable, thus sharpening the counterexample provided in [15] for
the H+(2)⊗H+(4) case. Third, we show that if a matrix in Q(n)⊗S(2) is positive semidefinite, then
it is Q+(n)⊗ S+(2)-separable. In addition, we provide examples of matrices in Q(3) and Q(2)⊗ S(3)
which are PSD but whose transpose is not PSD.
The remainder of the paper is structured as follows. In the next section we provide exact definitions
of separability and of the PPT condition and consider some of their basic properties. In Section 3 we
consider low-dimensional cases and relations between the cones we deal with. In the next two sections
we prove the sufficiency of the PPT condition for separability in in the space Q(2)⊗S(3). In section 5
we also provide an example of a PSD matrix in Q(2)⊗S(3) whose transpose is not PSD. In Section 6
we provide a counterexample against sufficiency of the PPT condition for H+(2)⊗ S+(4)-separability.
In Section 7 we prove the equivalence of positivity and separability in the space Q(n)⊗ S(2). Finally
we summarize our results in the last section. In the appendix we list facts about quaternions and
quaternionic matrices which we use for the proof of the main results of the paper. There we provide
also an example of a matrix in Q+(3) whose transpose is not PSD.
2 Definitions and preliminaries
In this section we introduce the cones we deal with and provide definitions of separability and the
partial transpose. For basic information related to quaternions and quaternionic matrices we refer the
reader to the appendix. Throughout the paper, i, j, k denote the imaginary units of the quaternions
and the overbar ·¯ the complex or quaternion conjugate.
Let further e0, . . . , em−1 be the canonical basis vectors of Rm. By idE denote the identity operator
on the space E, by In the n × n identity matrix, by 0n×m a zero matrix of size n ×m, and by 0n a
zero matrix of size n × n. Let further diag(A,B) denote a block-diagonal matrix with blocks A and
B. For a matrix A with real, complex or quaternionic entries, A∗ will denote the transpose, complex
conjugate transpose or quaternionic conjugate transpose of A, respectively, and rkA the rank of A.
Further we denote by GLn(R) the set of invertible matrices of size n× n with entries in the ring R.
We now introduce several convex cones we deal with.
Let Ln be the n-dimensional standard Lorentz cone, or second order cone,
Ln =
{
(x0, . . . , xn−1)T ∈ Rn |x0 ≥
√
x21 + · · ·+ x2n−1
}
.
Let S(n) be the space of real symmetric n × n matrices and S+(n) the cone of positive semidefinite
(PSD) matrices in S(n); H(n) the space of complex hermitian n × n matrices and H+(n) the cone
of PSD matrices in H(n); Q(n) the space of quaternionic hermitian n × n matrices and Q+(n) the
cone of PSD matrices in Q(n); Qk(n) the space of quaternionic hermitian n × n matrices with zero
k-component and Qk+(n) the intersection of the PSD cone Q+(n) with the space Qk(n). All these cones
are regular, i.e. closed, containing no line, and with nonempty interior.
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Let E,E′ be real vector spaces and K ⊂ E,K ′ ⊂ E′ regular convex cones in these spaces.
Definition 2.1. [5] An element of the tensor product E ⊗ E′ is called K ⊗K ′-separable if it can be
written as a sum
∑N
l=1 plxl ⊗ x′l, where N ∈ N and pl > 0, xl ∈ K,x′l ∈ K ′ for all l = 1, . . . , N .
The set of K ⊗K ′-separable elements forms a regular convex cone in E ⊗ E′.
We are interested in the case when the spaces E,E′ are spaces of hermitian matrices, and the cones
K,K ′ are the corresponding cones of PSD matrices in these spaces. If the elements in the factor spaces
commute, then we can represent tensor products of matrices by Kronecker products, which will again
be hermitian matrices. If the elements do not commute, then the Kronecker products will in general
not be hermitian. Since we are interested in describing the separable cone by a matrix inequality, we
do not consider this latter case in this contribution.
In particular, for m,n ∈ N+ we consider the space S(m)⊗S(n) as a subspace of S(mn), the spaces
H(m) ⊗ S(n) and H(m) ⊗ H(n) as subspaces of H(mn) and the space Q(m) ⊗ S(n) as subspace of
Q(mn). As can easily be seen, exchanging the factors in the tensor product is equivalent to applying a
certain permutation of rows and columns to the corresponding Kronecker product. Hence exchanging
the factors in the tensor product leads to a canonically isomorphic space, and we can restrict our
consideration to the cases listed above.
Definition 2.2. An automorphism A of E is called an automorphism of K if A[K] = K.
The automorphisms of a cone K form a group, which will be called Aut(K). For regular convex
cones K,K ′ let g ∈ Aut(K), g′ ∈ Aut(K ′) be elements of their automorphism groups. Since g, g′ are
linear automorphisms of the underlying spaces E,E′, we can consider their tensor product g⊗g′, which
will be a linear automorphism of the space E ⊗ E′. The following assertion is trivial but nevertheless
very useful.
Proposition 2.3. Let GK⊗K′ be the set of maps {g ⊗ g′ : E ⊗ E′ → E ⊗ E′ | g ∈ Aut(K), g′ ∈
Aut(K ′)}. Then GK⊗K′ is a group. It is canonically isomorphic to the factor group [Aut(K) ×
Aut(K ′)]/{(α idV , α−1 idV ′) |α ∈ R+}. The cone of K⊗K ′-separable elements is invariant with respect
to the action of GK⊗K′ , and GK⊗K′ is a subgroup of the automorphism group of this cone.
Definition 2.4. A face F of a convex cone is a subset of K with the following property. If x, y ∈ K
and x+y2 ∈ F , then x, y ∈ F . For x ∈ K, the face of x in K is the minimal face of K containing x.
It is not hard to see that a face F is the face of a point x if and only if x is contained in the relative
interior of F . If x ∈ K and y ∈ K ′, then the face of (x, y) in K ×K ′ ⊂ E ×E′ is Fx × Fy, where Fx is
the face of x in K and Fy is the face of y in K
′.
Definition 2.5. An extreme ray of a regular convex cone K is a 1-dimensional face. Any non-zero
point on an extreme ray is a generator of that extreme ray.
A convex cone is the convex hull of its extreme rays.
Lemma 2.6. Let K ⊂ RN be a regular convex cone and L ⊂ RN a linear subspace of dimension n.
Let K ′ = K ∩ L and let x be the generator of an extreme ray of K ′. Then the face of x in K has at
most dimension N − n+ 1.
Proof. Let d be the dimension of the face F of x in K. Then the intersection F ∩ L has dimension
d′ ≥ d + n − N and x is in the relative interior of F ∩ L ⊂ K ′. On the other hand, d′ = 1, since x
generates an extreme ray of K ′. It follows that d ≤ N − n+ 1.
Any face of S+(n), H+(n), or Q+(n) is isomorphic to the cone S+(l), H+(l), or Q+(l), respectively,
for some l ∈ {0, . . . , n}, has dimension l(l+1)2 , l2, or l(2l − 1), respectively, and consists of matrices of
rank not exceeding l. The proof of this assertion is similar for all three cases, for the quaternionic case
we refer the reader to Proposition A.6 in the appendix.
Denote the spaces S(2), H(2), Qk(2), Q(2) by E3, E4, E5, E6, and the cones S+(2), H+(2), Qk+(2),
Q+(2) by K3,K4,K5,K6, respectively. The index denotes the real dimension of the corresponding
space or cone. Let Tm : Em → Em, m = 3, 4, 5, 6, be the matrix transposition, or equivalently the
complex or quaternion conjugation in Em. Note that Tm is in Aut(Km).
We have the inclusions Em ⊂ En andKm ⊂ Kn form ≤ n. For n ∈ N+ we have E3⊗S(n) ⊂ S(2n),
E4⊗S(n) ⊂ H(2n), E5⊗S(n) ⊂ Qk(2n) and E6⊗S(n) ⊂ Q(2n). The space Em⊗S(n), m = 3, . . . , 6,
consists of matrices composed of 4 symmetric n× n blocks.
Definition 2.7. Let m,n ∈ N+ and let A be a mn×mn matrix, with real, complex or quaternionic
entries. Partition A in m×m blocks Aαβ (α, β = 1, . . . ,m) of size n× n. Then the partial transpose
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of A, denoted by AΓ, will be defined as the result of exchanging the off-diagonal blocks Aαβ and Aβα
for all α 6= β.
A =


A11 A12 · · · A1m
A21 A22 · · · A2m
...
...
...
Am1 Am2 · · · Amm

 , AΓ =


A11 A21 · · · Am1
A12 A22 · · · Am2
...
...
...
A1m A2m · · · Amm

 .
Note that if A is hermitian, i.e. A = A∗, then so is AΓ.
Definition 2.8. Let A be a hermitian mn ×mn matrix, with real, complex or quaternionic entries.
Then A is said to fulfill the PPT condition or to be a PPT matrix if both A and AΓ are positive
semidefinite.
The set of PPT matrices in the spaces S(m)⊗S(n), H(m)⊗S(n), Q(m)⊗S(n), H(m)⊗H(n) for
fixed m,n ∈ N+ is a regular convex cone.
It is well-known that for matrices in H(mn) being PPT is a necessary condition forH+(m)⊗H+(n)-
separability [8]. We can generalize this result in the following way.
Proposition 2.9. Let Vm be one of the matrix spaces S(m),H(m),Q(m) and Vn one of the spaces
S(n),H(n),Q(n), such that the elements of Vm and Vn commute. Let K+(m),K+(n) be the corre-
sponding positive matrix cones. Then any K+(m)⊗K+(n)-separable matrix in Vm ⊗ Vn is PSD.
Assume further that K+(m) is invariant with respect to transposition. Then any K+(m)⊗K+(n)-
separable matrix in Vm ⊗ Vn is a PPT matrix.
Proof. It is sufficient to prove the assertions for the extreme rays of the K+(m) ⊗ K+(n)-separable
cone. Let the matrix A generate such an extreme ray. Then A can be written as Kronecker product
Am ⊗An, where Am = xx∗ ∈ K+(m), An = yy∗ ∈ K+(n) generate extreme rays of the corresponding
PSD cones, and x, y are appropriate column vectors of sizem,n, respectively. Hence A = (x⊗y)(x⊗y)∗
is PSD, which proves the first part of the proposition.
Let us prove the second part. We have AΓ = ATm ⊗ An. By assumption of the proposition ATm
also generates an extreme ray of K+(m) and can hence be expressed as A
T
m = x
′x′∗, where x′ is an
appropriate column vector of length m. Then AΓ = (x′ ⊗ y)(x′ ⊗ y)∗ is also PSD and A is a PPT
matrix.
In particular, the PPT property is necessary for S+(m)⊗ S+(n)-, H+(m)⊗ S+(n)-, and H+(m)⊗
H+(n)-separability for any m,n ∈ N+, and for Q+(m) ⊗ S+(n)-separability for m ≤ 2 and n ≥ 1
arbitrary (cf. Corollary A.8 in the appendix).
Note also that if Vn = S(n), then the operation of partial transposition is equivalent to full trans-
position. If in addition, transposition preserves positivity of matrices in Vm ⊗ Vn, then a matrix has
the PPT property if and only if it is PSD. In particular, this holds for the spaces S(m) ⊗ S(n) and
H(m)⊗ S(n).
Let now 3 ≤ m ≤ 6 and n ≥ 1. Denote by Σm,n the cone of Km ⊗ S+(n)-separable matrices and
by Γm,n the cone of PPT matrices in the space Em ⊗ S(n). Observe that Km = Σm,1 = Γm,1 for all
m. Proposition 2.9 yields the following result.
Corollary 2.10. For any 3 ≤ m ≤ 6 and n ∈ N+, we have the inclusion Σm,n ⊂ Γm,n.
Let Gm,n be the group {g⊗g′ | g ∈ Aut(Km), g′ ∈ Aut(S+(n))}. By Proposition 2.3 it is a subgroup
of Aut(Σm,n). Note that the operator Tm ⊗ idS(n) of partial transposition is in Gm,n and amounts to
complex or quaternion conjugation.
Let us define isomorphisms Im : Rm → Em, 3 ≤ m ≤ 6.
I3 : (x0, x1, x2)T 7→
(
x0 + x1 x2
x2 x0 − x1
)
I4 : (x0, x1, x2, x3)T 7→
(
x0 + x1 x2 + ix3
x2 − ix3 x0 − x1
)
I5 : (x0, x1, x2, x3, x4)T 7→
(
x0 + x1 x2 + ix3 + jx4
x2 − ix3 − jx4 x0 − x1
)
I6 : (x0, x1, x2, x3, x4, x5)T 7→
(
x0 + x1 x2 + ix3 + jx4 + kx5
x2 − ix3 − jx4 − kx5 x0 − x1
)
(1)
It is not hard to check the following result (cf. Corollary A.8 in the appendix).
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Lemma 2.11. Km = Im[Lm] for all m = 3, 4, 5, 6.
As a consequence, the group Aut(Km) is isomorphic to the automorphism group of the Lorentz
cone Lm.
By virtue of (1) the map Im⊗idS(n) is an isomorphism between the spaces Rm⊗S(n) and Em⊗S(n).
Hence we can represent any element of Em⊗S(n) in a unique way as an image (Im⊗ idS(n))(
∑m−1
l=0 el⊗
Bl), where B0, . . . , Bm−1 ∈ S(n).
Definition 2.12. For any element B = (Im ⊗ idS(n))(
∑m−1
l=0 el ⊗ Bl) ∈ Em ⊗ S(n), the matrices
B0, . . . , Bm−1 ∈ S(n) will be called the components of B.
Proposition 2.13. The cone Γm,n is invariant with respect to the action of Gm,n, i.e. Gm,n ⊂
Aut(Γm,n).
Before proceeding to the proof of this proposition, we define γm, m = 3, . . . , 6 to be the set of
all appropriate matrices S such that the mapping A 7→ SAS∗ is an automorphism of the space Em.
More precisely, define γ3 = GL2(R), γ4 = GL2(C), γ6 = GL2(H) and let γ5 be the set of all matrices
S ∈ GL2(H) such that SAS∗ ∈ E5 whenever A ∈ E5. The set γ5 is a matrix group, its Lie algebra
given by all quaternionic 2 × 2 matrices which: i) have a trace with zero i- and j-components, ii) the
k-components of the off-diagonal elements are zero, and iii) the k-components of the diagonal elements
are equal.
Observe that mappings of the form A 7→ SAS∗ preserve the PSD matrix cone Km. Let then
Hγm : γm → Aut(Km) be the group homomorphism assigning to any matrix S ∈ γm the automorphism
Hγm(S) : A 7→ SAS∗. Denote the image of Hγm by Gm. Hence Gm is the subgroup of all automorphisms
of Em of the form A 7→ SAS∗. Let also HRn : GLn(R)→ Aut(S+(n)) be the group homomorphism as-
signing to any matrix S ∈ GLn(R) the automorphismHRn (S) : A 7→ SAST . This group homomorphism
is surjective.
Proof of Proposition 2.13. Assume the notations of the proposition.
The group Aut(Lm) is a Lie group of dimension
m(m−1)
2 + 1 and consists of two connected compo-
nents, corresponding to automorphisms with positive and negative determinants, respectively. Hence
Aut(Km) is generated by the connected component of its neutral element and a single automorphism
with negative determinant. By computing the rank of the Lie algebra of Gm one easily determines that
the dimension of Gm equals that of Aut(Lm). It follows [12] that Gm contains the connected component
of the neutral element of Aut(Km). For m = 3, 5 the group Gm contains automorphisms with negative
determinants and hence equals Aut(Km). For m = 4, 6 Gm is connected, because γm is connected.
However, in this case the matrix transposition Tm has negative determinant as an automorphism of
Em. Thus Aut(Km) is generated by Gm and Tm for all m = 3, . . . , 6.
Therefore Gm,n is generated by the following elements. First, elements of the form Hγm(S)⊗ idS(n),
where S ∈ γm; second, the element Tm ⊗ idS(n); and third, elements of the form idEm ⊗HRn (S), where
S ∈ GLn(R). Let us now consider the action of these generators on the cone Γm,n. LetK+ ⊂ Em⊗S(n)
be the cone of PSD matrices in Em ⊗ S(n).
Let S ∈ γm. Then T−1m ◦ Hγm(S) ◦ Tm is an element of Gm, and there exists a matrix S′ ∈ γm
such that T−1m ◦ Hγm(S) ◦ Tm = Hγm(S′). The element Hγm(S) ⊗ idS(n) acts on Em ⊗ S(n) as A 7→
(S⊗In)A(S⊗In)∗ and hence preserves the coneK+. Moreover, we have (Hγm(S)⊗idS(n))◦(Tm⊗idSn) =
(Hγm(S) ◦ Tm)⊗ idSn = (Tm ◦Hγm(S′))⊗ idSn = (Tm ⊗ idSn) ◦ (Hγm(S′)⊗ idS(n)). If we denote the set
{AΓ |A ∈ K+} by KΓ+, then we get (Hγm(S) ⊗ idS(n))[KΓ+] = (Hγm(S) ⊗ idS(n)) ◦ (Tm ⊗ idSn)[K+] =
(Tm ⊗ idSn) ◦ (Hγm(S′) ⊗ idS(n))[K+] = (Tm ⊗ idSn)[K+] = KΓ+. Hence Hγm(S) ⊗ idS(n) preserves also
the cone KΓ+, and therefore also Γm,n = K+ ∩KΓ+.
The automorphism (Tm ⊗ idSn) is the operator of partial transposition on Em ⊗ idS(n) and hence
preserves Γm,n by definition.
Let now S ∈ GLn(R). Then idEm ⊗HRn (S) acts on Em ⊗ S(n) like A 7→ (I2 ⊗ S)A(I2 ⊗ S)T
and hence preserves K+. Moreover, idEm ⊗HRn (S) commutes with the operator Tm ⊗ idS(n) of partial
transposition and hence preserves also KΓ+. Therefore it preserves Γm,n.
Thus all generators of Gm,n preserve the cone Γm,n, and so do all other elements.
Proposition 2.13 allows us, when looking for elements in Γm,n \Σm,n, to restrict the consideration
to elements that are in some canonical form with respect to the action of the symmetry group Gm,n,
since the inclusions in Σm,n or Γm,n hold or do not hold for all elements of an orbit simultaneously.
3 Relations between different cones and trivial cases
The next three sections aim at proving that the cones Σ6,3 and Γ6,3 are equal.
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Proposition 3.1. Let 3 ≤ m′ ≤ m ≤ 6 and n ≥ n′ > 0 and suppose that Γm,n = Σm,n. Then
Γm′,n′ = Σm′,n′ .
Proof. Assume the conditions of the proposition. It is sufficient to prove the assertion for n′ = n −
1,m′ = m and n′ = n,m′ = m− 1.
Let first n′ = n − 1,m′ = m. Define the linear mapping Ln′,n : S(n′) → S(n) as follows. For
S ∈ S(n′), let Ln′,n(S) be the matrix which has its upper left n′ × n′ submatrix equal to S and whose
all other elements are zero. It is not hard to see that if a matrix A ∈ Em ⊗ S(n) is in the image
of idEm ⊗Ln′,n, then A ∈ Σm,n if and only if A ∈ (idEm ⊗Ln′,n)[Σm,n′ ] and A ∈ Γm,n if and only if
A ∈ (idEm ⊗Ln′,n)[Γm,n′ ]. Injectivity of Ln′,n now yields the desired result.
Let now n′ = n,m′ = m − 1 and let C ∈ Γm′,n. Then we have also C ∈ Γm,n and by assumption
C ∈ Σm,n. Therefore we can represent C as a sum
∑N
l=1Al ⊗ Bl, where Al ∈ Km and Bl ∈ S+(n).
Let now pim : R
m → Rm′ be the projection that assigns to any vector (x0, . . . , xm−2, xm−1)T ∈ Rm the
vector (x0, . . . , xm−2)T ∈ Rm′ and let piEm = Im′ ◦pim ◦I−1m : Em → Em′ . Since pim[Lm] = Lm′ , we have
piEm[Km] = Km′ . Moreover, the restriction of pi
E
m to Em′ is just idEm′ and the restriction of pi
E
m ⊗ S(n)
to Em′ ⊗ S(n) is just idE
m′
⊗S(n). Therefore C = (piEm ⊗ S(n))(C) =
∑N
l=1 A
′
l ⊗ Bl with A′l = piEm(Al).
But A′l is an element of Km′ , because Al ∈ Km. Therefore C is Km′ ⊗ S+(n)-separable and hence in
Σm′,n.
As one should expect, the equality Γm,n = Σm,n is thus easier to prove for smaller n,m.
By a similar reasoning we can prove the following results.
Lemma 3.2. Let n,m ≥ 3. Then the positivity of a matrix in H(m) ⊗ S(n) is not sufficient for
H+(m)⊗S+(n)-separability. The PPT condition in Q(m)⊗S(n) is not sufficient for Q+(m)⊗S+(n)-
separability.
Proof. Let n,m ≥ 3. Then the cone of positive semidefinite matrices in the space S(m) ⊗ S(n) does
not coincide with the cone of S+(m) ⊗ S+(n)-separable matrices. This is a consequence of the fact
that not every nonnegative definite biquadratic form F (x, y), where x ∈ Rm, y ∈ Rn are two vectors
of variables, is representable as a sum of squares of bilinear forms [10]. Let then C ∈ S(m) ⊗ S(n) be
a PSD matrix which is not S+(m)⊗ S+(n)-separable. Then C is also PSD if considered as an element
of H(m)⊗ S(n) and fulfills the PPT condition if considered as an element of Q(m)⊗ S(n).
Now suppose that C is H+(m)⊗S+(n)-separable. Then there exists an integer N ∈ N and matrices
A1, . . . , AN ∈ H+(m), B1, . . . , BN ∈ S+(n) such that C =
∑N
l=1Al ⊗ Bl. Since C is real, we then
have C =
∑N
l=1 Re(Al)⊗Bl. But Re(Al) ∈ S+(m) for all l. Therefore C is S+(m)⊗ S+(n)-separable,
contrary to our assumption.
In the same way one shows that Q+(m)⊗ S+(n)-separability of C leads to a contradiction.
It now happens that an element of Σm,n can be reduced to elements of cones in lower dimensions.
We formalize this in the following definitions.
Definition 3.3. Let 3 ≤ m ≤ 6 and n ≥ 1. LetB ∈ Em⊗S(n) have components B0, . . . , Bm−1 ∈ S(n).
If there exists a matrix S ∈ GLn(R) and positive integers n1, n2 with n1+n2 = n such that the matrices
SBlS
T are block-diagonal with blocks B1l , B
2
l of sizes n1 × n1, n2 × n2 for all l = 0, . . . ,m − 1, then
we call the element B decomposable. We call the elements B1 = (Im ⊗ S(n1))(
∑m−1
l=0 el ⊗ B1l ),
B2 = (Im ⊗ S(n2))(
∑m−1
l=0 el ⊗B2l ) block components of B.
An element of Em ⊗ S(n) may have several decompositions and its block components are not
uniquely defined.
Definition 3.4. Let 4 ≤ m ≤ 6 and n ≥ 1. If an element B ∈ Em ⊗ S(n) has linearly dependent
components, then we call it reducible. If there exists A ∈ Aut(Km) such that B′ = (A ⊗ idS(n))(B) ∈
Em−1 ⊗ S(n), then we call B′ a reduction of B.
Lemma 3.5. Let B ∈ Γm,n be reducible. Then B has a reduction.
Proof. Assume the conditions of the lemma and let B0, . . . , Bm−1 be the components of B. Then there
exists a nonzero vector λ = (λ0, . . . , λm−1)T ∈ Rm such that
∑m−1
l=0 λlBl = 0.
IfB = 0, thenB ∈ Em−1⊗S(n) andB is a reduction of itself. Hence let us assume thatB 6= 0. Since
B ∈ Γm,n, the diagonal elements of the components B0, . . . , Bm−1 cannot all be zero simultaneously.
Without restriction of generality let us assume that the (1, 1)-elements of B0, . . . , Bm−1 form a nonzero
vector b = (b0, . . . , bm−1)T ∈ Rm. Define b′ = (b1, . . . , bm−1)T , λ′ = (λ1, . . . , λm−1)T ∈ Rm−1.
The element b = Im(b) ∈ Em is a principal 2 × 2 submatrix of B. Since B ∈ Γm,n, we have b  0
and hence b ∈ Km, b ∈ Lm, and 0 6= b0 ≥ ||b′||. Moreover, 〈b, λ〉 = b0λ0 + 〈b′, λ′〉 = 0. It follows that
b0|λ0| ≤ ||b′|| ||λ′|| ≤ b0||λ′|| and |λ0| ≤ ||λ′||. We distinguish two cases.
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i) |λ0| = ||λ′|| 6= 0. Let without restriction of generality λ0 = 1. Now choose an orthogonal
(m−1)×(m−1)matrix U such that its first row is given by λ′T . Define the automorphismA′ ∈ Aut(Lm)
by A′ = diag(1, U) and let A = ImA′I−1m be the corresponding automorphism of Km. Denote the
components of B′ = (A ⊗ idS(n))(B) by B′0, . . . , B′m−1. We now compute B′0 and B′1. We have
B′0 = B0, B
′
1 =
∑m−1
l=1 λlBl = −λ0B0. Hence B′0 +B′1 = 0. Note that this sum is the upper left n× n
block of the matrix B′. But A⊗ idS(n) ∈ Gm,n, hence B′ ∈ Γm,n by Proposition 2.13 and in particular
B′ is PSD. It follows that the first n rows and columns of B′ are zero. In particular, we get B′m−1 = 0,
and B′ ∈ Em−1 ⊗ S(n).
ii) |λ0| < ||λ′||. Let without restriction of generality ||λ′||2 = λ20 + 1. Then there exists a number
ξ and a unit length vector v ∈ Rm−1 such that λ0 = sinh ξ, λ′T = cosh ξ vT . Let now A′1 ∈ Aut(Lm)
be a hyperbolic rotation in the (e0, em−1)-plane by the angle ξ, and let A′2 ∈ Aut(Lm) be a rotation
in the linear subspace spanned by {e1, . . . , em−1}, given by an orthogonal (m − 1) × (m − 1) matrix
which has v as its last row. The last row of the matrix A′ = A′1A
′
2 ∈ Aut(Lm) is then given by
(sinh ξ, cosh ξ v1, . . . , cosh ξ vm−1) = λT . Define now the automorphism A = ImA′I−1m ∈ Aut(Km) and
let B′ = (A⊗ idS(n))(B). The last component of B′ is then given by B′m−1 =
∑m−1
l=0 λlBl = 0. Hence
B′ ∈ Em−1 ⊗ S(n).
We can hence reduce decomposable elements to elements in spaces with smaller n, and reducible
elements to elements in spaces with smaller m. By using Proposition 2.13 and applying the lines of
reasoning in the proof of Proposition 3.1 we arrive at the following proposition.
Proposition 3.6. A decomposable element of Γm,n is in Σm,n if and only if its block components are
in Σm,n1 and Σm,n2 , respectively. A reducible element of Γm,n is in Σm,n if and only if its reduction
is in Σm−1,n.
Corollary 3.7. Suppose that Γm,n = Σm,n for some n,m. Then all decomposable elements of Γm,n+1
are in Σm,n+1 and all reducible elements of Γm+1,n are in Σm+1,n.
Let us now consider the cases m = 3 and n = 2.
Theorem 3.8. Γ3,n = Σ3,n for any n ≥ 1.
Proof. The cone Γ3,n is the cone of real symmetric PSD block-Hankel matrices of size 2n×2n. However,
such matrices are known to be separable. This follows from the spectral factorization theorem for
quadratic matrix-valued polynomials in one variable [16].
By a similar reasoning applied to complex hermitian block-Hankel matrices we obtain the following
result.
Theorem 3.9. Let n ≥ 1. A matrix in S(2) ⊗ H(n) is PSD if and only if it is S+(2) ⊗ H+(n)-
separable.
Theorem 3.10. Γm,2 = Σm,2 for m = 3, . . . , 6.
Proof. The space S(2) is 3-dimensional. Hence any quadruple of real symmetric 2 × 2 matrices is
linearly dependent, and for m ≥ 4 the space Em ⊗ S(2) consists of reducible elements only. Since
Γ3,2 = Σ3,2 by the previous theorem, we have Γm,2 = Σm,2 for arbitrary m = 3, . . . , 6 by repeated
application of Corollary 3.7.
Lemma 3.11. Let B ∈ Γ4,3 be partitioned in symmetric 3× 3 blocks as follows
B =
(
B11 B12
B12 B22
)
. (2)
Then either B is reducible or decomposable, and hence in Σ4,3; or in the orbit of B with respect to the
action of the group G4,3 there exists an element B′ such that its upper left 3 × 3 subblock B′11 equals
I3.
Proof. Let the assumptions of the lemma hold. Then we have B  0. Hence if a real vector v ∈ R3 is
in the kernel of one of the matrices B11, B22, then it is also in the kernels of B12, B12.
Suppose that neither B11 nor B22 are of full rank.
If the kernels of B11, B22 have a nontrivial intersection, then B is decomposable, because this
intersection will be in the kernel of all four components of B.
If the intersection of the kernels is trivial, then the kernel of B12 contains two linearly independent
real vectors. Then the real and imaginary parts of B12 must be linearly dependent, because they are
symmetric, sharing a 2-dimensional kernel and of rank not exceeding 1. Hence B is reducible.
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By Corollary 3.7 and Theorems 3.8 and 3.10 any reducible or decomposable element of Γ4,3 is in
Σ4,3.
Let us now suppose that at least one of the matrices B11, B22 has full rank and is hence positive
definite (PD). We can assume without loss of generality that this is B11, otherwise we pass to a matrix
in the same orbit by first applying the automorphism Hγ3 (σ2)⊗ idS(3) ∈ G4,3, where σ2 is the non-trivial
2 × 2 permutation matrix. Then the matrix B′ = (idE4 ⊗HRn ((B11)−1/2))(B) is in the orbit of B and
we have B′11 = I3.
Theorem 3.12. Γ4,3 = Σ4,3.
Proof. We shall show that any extreme ray of Γ4,3 is in Σ4,3.
Let B generate an extreme ray of Γ4,3. Note that Γ4,n is isomorphic to the intersection of the
4n2-dimensional cone H+(2n) with the 2n(n+ 1)-dimensional subspace of matrices consisting of four
symmetric n × n blocks. Then the face of B in H+(6) has at most dimension 36 − 24 + 1 = 13 by
Lemma 2.6. Hence the PSD matrix B ∈ H+(6) has at most rank 3.
By Lemma 3.11 we can assume without restriction of generality that B is partitioned as in (2) with
B11 = I3. Since B has rank 3, we can factorize it as(
I3 B12
B12 B22
)
=
(
I3
W
)(
I3
W
)∗
with W = B12 = W
T . It follows that WW = WW ∗ = B22 = (WW ∗)T = WW . Therefore the
real and imaginary parts of W are symmetric and commute. In particular they can be simultaneously
diagonalized by applying an orthogonal transformation U . Applying the automorphism idE4 ⊗HRn (U)
to B, we thus simultaneously diagonalize all four matrices B11, B12, B12, B22, and B is decomposable
and hence separable.
We have proven that all extreme rays of Γ4,3 are in Σ4,3. But then we have Γ4,3 = Σ4,3.
In this section we have investigated the relationship between the cones Σm,n,Γm,n for different
dimensions m,n. We have defined two properties of elements in Em ⊗ S(n), namely those of being
decomposable and reducible. Our next goal is to show that Γm,n ⊂ Σm,n for n = 3, m = 5, 6 (the
converse inclusion being trivial). We have shown in this section that this inclusion is valid for elements
possessing the above-cited properties, provided the relation Γm,n = Σm,n holds for the respective cones
of smaller dimension. We have proven this relation for n ≤ 2; m ≤ 3; and m = 4, n = 3. This allows
us to concentrate on non-decomposable and non-reducible elements in the proofs of the main results
in the next two sections, which essentially amounts to imposing certain non-degeneracy conditions.
4 Γ5,3 = Σ5,3
The structure of the proof of this equality resembles that of the proof of Theorem 3.12. We show that
every element of Γ5,3 generating an extreme ray is in Σ5,3.
First we derive some properties of real 3×3 matrices. Let A(n) be the space of real skew-symmetric
matrices of size n× n. The space A(3) is isomorphic to R3. We define an isomorphism V : A(3)→ R3
by
V :

 0 a12 −a31−a12 0 a23
a31 −a23 0

 7→

 a23a31
a12

 .
If v, w ∈ R3 are column vectors, then this isomorphism maps the skew-symmetric matrix vwT − wvT
to the cross-product v × w.
Define now a group homomorphism HQ : GL3(R) → GL3(R) by [HQ(C)](v) = V(C[V−1(v)]CT )
for any v ∈ R3, C ∈ GL3(R). Note that HQ(−C) = HQ(C) for all C ∈ GL3(R). One also easily
checks that the induced Lie algebra homomorphism has a trivial kernel. Therefore the image of HQ is
the connected component of the identity matrix I3 and consists of the real 3× 3 matrices with positive
determinant. Direct calculus shows that HQ(C) = (detC)C−T .
For 3 column vectors u, v, w ∈ R3, let (u, v, w) be the 3 × 3 matrix composed of these column
vectors. The following result can be checked by direct computation.
Lemma 4.1. For any three vectors u, v, w ∈ R3 we have (u× v)× (v×w) = v det(u, v, w). Moreover,
the following assertions are equivalent.
i) det(u, v, w) = 0,
ii) u, v, w are linearly dependent,
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iii) u× v, v × w, w × u are linearly dependent,
iv) u× v, v × w, w × u are all proportional.
Corollary 4.2. Let u, v, w ∈ R3 be linearly independent vectors. Then det(v × u,w × v, u× w) < 0.
Proof. By repeated application of the previous lemma we get
v × w = [(u× v)× (v × w) det−1(u, v, w)]× [(v × w) × (w × u) det−1(v, w, u)]
= det−2(u, v, w)[(u × v)× (v × w)] × [(v × w)× (w × u)]
= det−2(u, v, w)[(v × w) det(u× v, v × w,w × u)].
It follows that det(v × u,w × v, u × w) = − det(u× v, v × w,w × u) = −det2(u, v, w) < 0.
We now investigate 2-dimensional traceless linear subspaces L in S(3). To each such subspace,
we will assign a sign σ(L) ∈ {−1, 0,+1} in the following way. Let {S1, S2, S3, I3} be a basis of
the orthogonal complement L⊥ of L. Consider the vectors v12 = V(S1S2 − S2S1), v23 = V(S2S3 −
S3S2), v31 = V(S3S1 − S1S3) ∈ R3. Now define the sign of L as σ(L) = sgn det(v23, v31, v12).
Lemma 4.3. The sign σ(L) is well-defined, i.e. does not depend on the choice of the basis of L⊥.
Proof. Let us first remark that L⊥ has dimension 4 and contains the identity matrix I3, hence the
claimed choice of its basis is possible.
Let now {S1, S2, S3, I3} and {S′1, S′2, S′3, I3} be two bases of L⊥. Observe that [A+αIn, B+βIn] =
[A,B] for any two n × n matrices and any real scalars α, β. Since σ(L) depends only on the pairwise
commutators of the basis elements Sl, S
′
l , we can assume without loss of generality that these matrices
are traceless. Note that then both Sl and S
′
l span the same 3-dimensional space, namely the orthogonal
complement of L in the subspace of traceless symmetric matrices. We hence find a regular 3 × 3
matrix C such that S′l =
∑3
α=1 ClαSα for l = 1, 2, 3. Here the indexation of C denotes its elements.
Define vαβ = V([Sα, Sβ]), v′αβ = V([S′α, S′β]), α, β = 1, 2, 3. Then we have by the bilinearity of the
matrix commutator that v′αβ =
∑n
l,m=1 CαlvlmC
T
mβ for α, β = 1, 2, 3. It follows that (v
′
23, v
′
31, v
′
12) =
(v23, v31, v12)(H
Q(C))T = (detC) (v23, v31, v12)C
−1 and det(v′23, v
′
31, v
′
12) = (detC)
2 det(v23, v31, v12).
Thus the signs of det(v′23, v
′
31, v
′
12) and det(v23, v31, v12) are equal.
Definition 4.4. We call two 2-dimensional traceless subspaces L,L′ ⊂ S(3) equivalent if there exists
an orthogonal 3× 3 matrix U such that L′ = {USUT |S ∈ L}.
Lemma 4.5. For equivalent subspaces L,L′ we have σ(L) = σ(L′).
Proof. Let U be the orthogonal matrix realizing the equivalence. Let {S1, S2, S3, I3} be a basis
of L⊥ and define S′l = USlUT , l = 1, 2, 3. Then {S′1, S′2, S′3, I3} is a basis of L′⊥. Let further
vαβ = V([Sα, Sβ ]), v′αβ = V([S′α, S′β ]), α, β = 1, 2, 3. Since we have [S′α, S′β] = U [Sα, Sβ]UT for
all α, β = 1, 2, 3, it follows that v′αβ = [H
Q(U)]vαβ and (v
′
23, v
′
31, v
′
12) = [H
Q(U)](v23, v31, v12) =
(detU)U(v23, v31, v12). This finally yields σ(L) = σ(L′).
Let us now consider symmetric tensors Sαβγ of order 3 in R
3. Since there are 10 independent
components, these tensors form a 10-dimensional real vector space.
Definition 4.6. We shall say that a symmetric tensor Sαβγ of order 3 satisfies the δ-condition if∑3
κ=1(SαβκSγηκ − SγβκSαηκ) = δγβδαη − δαβδγη for all α, β, γ, η = 1, 2, 3, where δ is the Kronecker
symbol (δαβ = 1 if α = β and δαβ = 0 otherwise).
Definition 4.7. Let Sαβγ be a symmetric tensor. Let thematrix components of Sαβγ be three matrices
S1, S2, S3 ∈ S(3) defined elementwise by Slαβ = Sαβl, α, β, l = 1, 2, 3.
Remark 4.8. The δ-condition is equivalent to the condition
∑3
l=1(detS
l)(Sl)−1 = −I3, where Sl are
the matrix components of the tensor. Here the function A 7→ (detA)A−1 is understood to be extended
by continuity to singular matrices A ∈ S(3).
Lemma 4.9. The δ-condition is rotationally invariant, i.e. if U is an orthogonal 3×3 matrix, then the
tensor S′αβγ =
∑3
η,φ,ξ=1 UαηUβφUγξSηφξ satisfies the δ-condition if and only if the tensor Sαβγ does
so.
The proof is by direct calculation using the relation
∑3
γ=1UαγUβγ = δαβ .
Lemma 4.10. Let Sαβγ be a symmetric tensor satisfying the δ-condition with matrix components S
l,
l = 1, 2, 3. Then the matrices {S1, S2, S3, I3} are linearly independent.
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Proof. We proof the lemma from the contrary. Assume the conditions of the lemma and suppose that
there exist c0, c1, c2, c3 ∈ R, not all equal zero, such that c0I3 +
∑3
l=1 clS
l = 0. By Lemma 4.9 we
can assume without loss of generality that c2 = c3 = 0. Then there exists c 6= 0 such that S1 = cI3,
or S1βγ = cδβγ for all β, γ = 1, 2, 3. Since Sαβγ satisfies the δ-condition, we have in particular∑3
κ=1(S11κS22κ − S21κS12κ) = δ21δ12 − δ11δ22. But the left-hand side of this equation simplifies to 0,
whereas the right-hand side simplifies to −1, which leads to a contradiction.
We now come to a result linking the sign of a traceless 2-dimensional subspace L ⊂ S(3) to
symmetric tensors satisfying the δ-condition.
Theorem 4.11. 2-dimensional traceless subspaces of S(3) with sign −1 are in correspondence with
symmetric tensors satisfying the δ-condition. Namely, if L is such a subspace, then there exists a
symmetric tensor Sαβγ with matrix components S
l, l = 1, 2, 3 satisfying the δ-condition such that
{S1, S2, S3, I3} is a basis of the space L⊥. Conversely, if Sαβγ is such a tensor, then the orthogonal
complement of the linear span of the set {S1, S2, S3, I3} has sign −1.
Proof. Let e1, e2, e3 be the canonical orthonormal basis vectors of R
3.
Let Sαβγ be a tensor with matrix components S
l, l = 1, 2, 3 satisfying the δ-condition. Then we
have S1S2 − S2S1 = e2eT1 − e1eT2 and V([S1, S2]) = e2 × e1 = −e3. Similarly, V([S2, S3]) = −e1 and
V([S3, S1]) = −e2. Let L be the orthogonal complement of the linear span of the set {S1, S2, S3, I3}.
Then by definition σ(L) = sgndet(−e1,−e2,−e3) = −1, which proves the second part of the theorem.
Let us prove the first part. Let L ⊂ S(3) be a 2-dimensional traceless subspace with sign σ(L) = −1.
Any point in S(3) can be viewed as a homogeneous quadratic form on R3, or equivalently, as a quadratic
map from RP 2 to R. We are interested in the number of points in RP 2 which are mapped to zero by
all elements of a L. Denote NL = {x ∈ R3 |xTSx = 0 ∀ S ∈ L}.
The determinant as a scalar function on L is odd and hence possesses zeros on L \ {0}. Since the
matrices in L are traceless, we can find a matrix in L with eigenvalues −1, 0,+1. By conjugation with
an appropriate orthogonal matrix U we can transform it to the matrix
N1 =

 0 1 01 0 0
0 0 0

 .
Let L′ = {USUT |S ∈ L}. Then the subspaces L and L′ are equivalent and we have N1 ∈ L′. A
generator the orthogonal complement of N1 in L′ will be of the form
N2 =

 a 0 c0 b d
c d −a− b


for some numbers a, b, c, d ∈ R, which do not equal zero simultaneously. Note that by Lemma 4.5 we
have σ(L′) = −1. Let us first treat several degenerate cases.
1. a = b = 0. In this case a basis of L′⊥ is given by {S1, S2, S3, I3} with
S1 =

 1 0 00 0 0
0 0 0

 , S2 =

 0 0 00 1 0
0 0 0

 , S3 =

 0 0 d0 0 −c
d −c 0

 .
We get σ(L′) = 0, because [S1, S2] = 0.
2. a = −b 6= 0. In this case a basis of L′⊥ is given by {S1, S2, S3, I3} with
S1 =

 0 0 00 0 0
0 0 1

 , S2 =

 −ad 0 −cd0 ad a2 + c2
−cd a2 + c2 0

 , S3 =

 −ac 0 a2 + d20 ac −cd
a2 + d2 −cd 0

 .
We get det(v23, v31, v12) = a
4(a2 + c2 + d2)2 > 0 and σ(L′) = 1. Here vαβ = V([Sα, Sβ]).
Hence these two cases do not satisfy the conditions of the theorem and we can assume a+ b 6= 0.
The set NL′ is given by those vectors x = (x1, x2, x3)T ∈ R3 that satisfy xTN1x = xTN2x = 0. In
particular, x must satisfy x1x2 = 0. If we define
N21 =
(
a c
c −a− b
)
, N22 =
(
b d
d −a− b
)
,
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then we get
NL′ =



 x10
x3

 | (x1 x3)N21
(
x1
x3
)
= 0

 ∪



 0x2
x3

 | (x2 x3)N22
(
x2
x3
)
= 0

 . (3)
Note that these two sets have a trivial intersection due to the condition a+ b 6= 0. Let D1 = detN21,
D2 = detN22. We have D1 +D2 = −(a+ b)2 − c2 − d2 < 0 and at least one of these two determinants
is negative. Let this be D1 without restriction of generality (otherwise we exchange a, b; c, d; x1, x2;
and N21, N22).
A basis of L′⊥ is then given by {S1, S2, S3, I3} with
S1 =

 (a+ b)2 0 (a+ b)(c+
√−D1)
0 0 0
(a+ b)(c+
√−D1) 0 (c+
√−D1)2

 ,
S2 =

 (a+ b)2 0 (a+ b)(c−
√−D1)
0 0 0
(a+ b)(c−√−D1) 0 (c−
√−D1)2

 ,
S3 =

 −ad 0 −cd0 −bd a2 + ab+ b2 + c2
−cd a2 + ab+ b2 + c2 (a+ b)d

 .
We then get det(v23, v31, v12) = −4ab(−D1)(a + b)4(a2 + ab + b2 + c2)2 and σ(L′) = − sgnab. Since
σ(L′) = −1, we get ab > 0. Since we can multiply N2 by −1, we can assume without restriction of
generality that a, b > 0. We have D2 = −ab − b2 − d2 < 0. Hence both N21 and N22 have negative
determinant. But the number of linearly independent vectors in the two subsets on the right-hand side
of (3) depends precisely on the sign of these determinants. Namely, if N 6= 0 is a real symmetric 2× 2
matrix with negative determinant, then the equation yTNy = 0 has two linearly independent solutions
y ∈ R2. Thus NL′ contains 4 linear 1-dimensional subspaces of R3.
Let xl, l = 1, . . . , 4 be generators of these subspaces, defined by the columns of the matrix
X =


√
a
b
a+b√−D1+c −
√
a
b
a+b√−D1−c 0 0
0 0 −
√
b
a
a+b√−D2+d
√
b
a
a+b√−D2−d√
a
b
√
a
b −
√
b
a −
√
b
a

 .
Each 3 of these vectors span the whole space R3 and
〈xα, xβ〉 = −1 ∀ α, β = 1, 2, 3, 4, α 6= β. (4)
The rank 1 matrices xl(xl)T ∈ S(3) are linearly independent and hence form a basis of the space L′⊥.
Let us define symmetric matrices X l, l = 1, . . . , 4 by X l = xl(xl)T − I3, and positive numbers
cl =
1
1+|xl|2 . Consider the symmetric 4×4 matrixXTX . It has rank 3 and is hence singular. Its diagonal
elements are given by |xl|2, while its off-diagonal elements equal −1 by (4). Setting the determinant
to zero and transforming the obtained relation, we get
∑4
l=1 cl = 1. Then using (4) one checks that
〈∑4l=1 clxl, xp〉 = 〈∑4l=1 clX l, xp(xp)T 〉 = 0 for all p = 1, . . . , 4. This implies ∑4l=1 clxl =∑4l=1 clX l =
0. Hence the matrices X l span a 3-dimensional subspace L′3 ⊂ L′⊥, which does not contain the matrix
I3, and there exists a unique linear mapping X : R3 → L′3 such that X (xl) = X l for all l = 1, . . . , 4.
Moreover, we have again by (4) that Xαxβ = Xβxα and XαXβ −XβXα = xβ(xα)T − xα(xβ)T for all
α, β = 1, 2, 3, 4.
By bilinearity these relations extend to X (v)w = X (w)v and X (v)X (w)−X (w)X (v) = wvT − vwT
for all v, w ∈ R3. Let now Sl = X (el), l = 1, 2, 3. Then by the first relation the matrices Sl are the
matrix components of some symmetric tensor S′αβγ , and by the second relation this tensor satisfies the
δ-condition. Thus S′αβγ satisfies the assertions of the theorem with respect to the subspace L′. For
reference, the components of this tensor equal S′111 = − 2c√ab , S′222 =
2d√
ab
, S′113 =
√
a
b , S
′
223 = −
√
b
a ,
S′333 =
√
a
b −
√
b
a , all other independent components being zero.
Finally, define the tensor Sαβγ =
∑3
η,φ,ξ=1 U
T
αηU
T
βφU
T
γξS
′
ηφξ, where U is the orthogonal matrix
realizing the equivalence of the subspaces L and L′. By Lemma 4.9 this tensor satisfies the assertions
of the theorem with respect to L.
Finally we provide the following auxiliary result about quaternion vectors.
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Lemma 4.12. Let v ∈ H3 and p ∈ H, p 6= 0 be given. Then there exists a unit quaternion q such that
Re(vqp¯) = 0. Similarly, there exists a unit quaternion q′ such that Re(q′vp¯) = 0.
Proof. The equation Re(vqp¯) = 0 (or Re(q′vp¯) = 0) amounts to 3 linear relations on the 4 real
components of q (or q′). Hence there exists a non-zero solution, which can be normalized.
In particular, we can multiply any vector in H3 by a unit quaternion from the left or from the right
such that a given component (e.g. the real part) vanishes.
Let us return to the cones Γ5,n and Σ5,n. Our goal is to show that these cones are equal for n = 3.
Lemma 4.13. Any matrix B ∈ Γ5,3 is either reducible or decomposable, and hence in Σ5,3, or in the
orbit of B with respect to the action of the group G5,3 there exists an element B′ such that its upper
left 3× 3 block B′11 equals I3.
The proof is similar to the proof of Lemma 3.11, with a reference to Theorem 3.12 instead of
Theorem 3.8.
Let now B be the generator of an extreme ray of Γ5,3. Our goal is to show that B ∈ Σ5,3. Let us
apply the dimensional argument Lemma 2.6.
Corollary 4.14. Let B generate an extreme ray of Γ5,3. Then B has at most rank 4.
Proof. Any element B ∈ Γ5,n satisfies B  0. The space Q(6) has dimension 66, whereas its subspace
E5 ⊗ S(n) has dimension 30. Hence the face in Q+(6) of the extreme ray B has at most dimension
37 by Lemma 2.6. Since the space Q(5) has dimension 45, a rank 5 element cannot be extremal (cf.
Proposition A.6 in the appendix).
Lemma 4.15. Let B generate an extreme ray of Γ5,3. Then B ∈ Σ5,3.
Proof. Assume the conditions of the lemma. Let B be partitioned in 4 symmetric n× n blocks as in
(2). By Lemma 4.13 and Proposition 2.13 we can assume without loss of generality that B11 = I3 and
B is not reducible.
Denote the 3 × 3 matrix B12 by W . Then B22 −WW ∗ is a PSD matrix, which by Corollary 4.14
has rank at most 1 (cf. Lemma A.7 in the appendix). Hence there exists a quaternionic vector Z ∈ H3
such that ZZ∗ +WW ∗ = B22. Here Z can also be the zero vector. The vector Z is determined up to
multiplication with a scalar of unit norm from the right. By Lemma 4.12, we can find a unit quaternion
q such that Zq has a zero k-component. Let us hence assume without loss of generality that Z has a
zero k-component.
Let us factorize B. We have
B =
(
I3 W
∗
W B22
)
=
(
I 0
W Z
)(
I 0
W Z
)∗
Note that W is symmetric and with zero k-component. We have as well that WW ∗ + ZZ∗ = B22 is
symmetric and real. This implies
WiWr −WrWi + ZiZTr − ZrZTi = 0,
WjWr −WrWj + ZjZTr − ZrZTj = 0,
WjWi −WiWj + ZjZTi − ZiZTj = 0, (5)
where the indices denote the corresponding components of the matrix W and the vector Z. Let us
denote the row vector ZT by Y . Then we have Z∗ = Y . Since B is not reducible, the four matrices
Wr,Wi,Wj , I3 are linearly independent. Denote the orthogonal complement of their linear span by L.
We shall consider several cases.
1. The components of Z are linearly independent.
Condition (5) and Corollary 4.2 imply that L has negative sign. By Theorem 4.11, there exists
a symmetric third order tensor Sαβγ fulfilling the δ-condition whose matrix components span a 3-
dimensional subspace L3 ⊂ L⊥. This subspace is transversal to I3, therefore there exist real numbers
xr, xi, xj such that the matrices Wr − xrI3,Wi − xiI3,Wj − xjI3 span L3.
Let us now consider the symmetric completion of the 3×4 quaternionic matrix (W Z) to the square
matrix
N =
(
W Z
Y x
)
,
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where x = xr + ixi+ jxj is a quaternion with zero k-component. The matrix N has zero k-component
and mutually commuting real, i- and j-component. Namely, the commutation condition amounts to
the equations
[Wα,Wβ ] = ZβYα − ZαYβ ,
WαZβ + Zαxβ = WβZα + Zβxα,
YαZβ + xαxβ = YβZα + xβxα,
for every pair of indices α, β from {r, i, j}. The first set of equations is precisely (5), the last set of
equations is satisfied for any x because Yα = Z
T
α for all indices α. These second set follows from the
symmetricity of the tensor Sαβγ .
Since the matrices Nr, Ni, Nj mutually commute and are symmetric, they share a common or-
thonormal set of real eigenvectors v1, v2, v3, v4 ∈ R4. This set is also a set of eigenvectors to the
quaternionic matrix N , with eigenvalues q1, q2, q3, q4 that have zero k-component. Hence we have
(W Z)vl = ql(I3 0)vl = qlv˜l for all l ∈ {1, 2, 3, 4}. Here v˜l ∈ R3 consists of the first three components
of vl. If we decompose the identity matrix I4 as
∑4
l=1 vlv
T
l , we can rewrite B as
B =
4∑
l=1
(
I3 0
W Z
)
vlv
T
l
(
I3 0
W Z
)∗
=
4∑
l=1
(
1 ql
ql |ql|2
)
⊗ (v˜lv˜Tl ).
This matrix is thus K5 ⊗ S+(n)-separable, and B ∈ Σ5,3.
2. The components of Z are linearly dependent.
Let z ∈ R3 be a nonzero vector in the orthogonal complement to the subspace spanned by the
components of Z. Then by (5) we have [Wr ,Wi]z = [Wi,Wj ]z = [Wj ,Wr ]z = 0. By bilinearity we then
have [U, V ]z = 0 for any two matrices U, V ∈ L⊥. Define the linear subspace SW = {U ∈ L⊥ |Uz = 0}
and let Sz ⊂ R3 be the linear span of the vectors z = I3z,Wrz,Wiz,Wjz. Obviously we have
dimSW + dimSz = 4. (6)
For any matrices U ∈ SW and V ∈ L⊥ we have U(V z) = V (Uz) = 0. It follows that for any matrix
U ∈ SW and any vector y ∈ Sz we have Uy = 0. If now dimSz = 3, then SW can consist only of the
zero matrix, which contradicts (6). Likewise, if dimSz = 2, then all matrices in SW are proportional
to the rank 1 matrix vvT , where v is the orthogonal complement to Sz . Hence dimSW ≤ 1, which also
contradicts (6). Therefore dimSz = 1, and z is a common eigenvector of all matrices in L⊥. It follows
that z is an eigenvector of W,W ∗, and also ZZ∗, because Z∗z = 0. Thus z is a common eigenvector
of the 5 matrices B11 = I3,Wr,Wi,Wj , B22 and these matrices are linearly dependent. But then the
components of B are also linearly dependent, which contradicts the non-reducibility of B.
This completes the proof of Lemma 4.15.
We obtain the following theorem.
Theorem 4.16. Γ5,3 = Σ5,3.
5 Γ6,3 = Σ6,3
In this section we prove the analogue of Theorem 4.16 for dimension m = 6, following essentially the
same line of reasoning. First we provide some auxiliary results.
Lemma 5.1. Let v, w ∈ H3 be quaternionic column vectors of length 3 such that Re vv∗ = Reww∗.
Then there exist unit norm quaternions h, h′ such that h′v = wh.
Proof. Let the assumptions of the lemma hold. The quaternionsH can be considered as a 4-dimensional
real vector space, equipped with the Euclidean scalar product 〈a, b〉 = Re ab¯. Let W : H → R4 be the
corresponding isomorphism. We have for any pair of indices α, β = 1, 2, 3 that Re vαvβ = Rewαwβ .
We then get 〈W(vα),W(vβ)〉 = 〈W(wα),W(wβ)〉. Therefore there exists an orthogonal 4 × 4-matrix
U such that W(wα) = UW(vα) for all α = 1, 2, 3. Since v, w have only 3 components, this matrix can
be chosen to have determinant 1. But the group generated by multiplication of H by unit quaternions
from the left and from the right is known to be isomorphic to the special orthogonal group SO(4).
This can be easily checked by comparing the Lie algebras of these groups. Hence there exist unit norm
quaternions h, h′ such that w = h′vh−1.
We provide the following lemma on the characteristic polynomial of a 3× 3 hermitian quaternionic
matrix.
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Lemma 5.2. Let A be a hermitian quaternionic 3×3 matrix with elements aαβ = arαβ+ iaiαβ+ jajαβ+
kakαβ, α, β = 1, 2, 3. Then the coefficient c1 of its characteristic polynomial λ
3 + c2λ
2 + c1λ + c0 is
given by
c1 = −(ak23)2 + ar11ar22 − (ai13)2 + ar22ar33 + ar11ar33 − (ar12)2 − (aj13)2 − (ar13)2 − (aj23)2
−(aj12)2 − (ar23)2 − (ai12)2 − (ak12)2 − (ai23)2 − (ak13)2.
The proof is by direct calculation (cf. Proposition A.3 in the appendix).
The partial transposition in the space E6 ⊗ S(n) amounts to quaternionic conjugation. Hence the
cone Γ6,m is composed of those B ∈ E6 ⊗ S(3) that satisfy the linear matrix inequalities
B =
(
B11 B12
B12 B22
)
 0, B =
(
B11 B12
B12 B22
)
 0. (7)
Here B is partitioned in 4 symmetric 3× 3 blocks as in (2).
Lemma 5.3. Let B ∈ Γ6,3. Then either B is reducible or decomposable, and hence in Σ6,3, or in the
orbit of B with respect to the action of the group G6,3 there exists an element B′ whose upper left 3× 3
block B′11 equals I3.
The proof is similar to the proof of Lemma 3.11, with a reference to Theorem 4.16 instead of
Theorem 3.8.
We now proceed as in the previous section and look for elements B ∈ Γ6,3 which are not in Σ6,3.
Let B be partitioned as in (7). By Lemma 5.3 and Proposition 2.13 we can assume without loss of
generality that B is not reducible and that B11 = I3.
We can factorize the PSD matrices B,B as
B =
(
I 0
W Z
)(
I 0
W Z
)∗
, B =
(
I 0
W Y ∗
)(
I 0
W Y ∗
)∗
, (8)
where W = B12, and Y, Z are quaternionic matrices of appropriate size (cf. Lemma A.7 in the ap-
pendix). Note that W and WW + ZZ∗ =WW + Y ∗Y = B22 are symmetric matrices.
As in the previous section, denote the components of W,Z, Y by adding a corresponding index.
The imaginary part of WW + ZZ∗ is zero, which yields
[Wi,Wr] + [Wk,Wj ] + ZiZ
T
r − ZrZTi + ZkZTj − ZjZTk = 0,
[Wj ,Wr] + [Wi,Wk] + ZjZ
T
r − ZrZTj + ZiZTk − ZkZTi = 0,
[Wk,Wr] + [Wj ,Wi] + ZkZ
T
r − ZrZTk + ZjZTi − ZiZTj = 0. (9)
In a similar way, setting the imaginary part of WW + Y ∗Y to zero, we obtain
− [Wi,Wr] + [Wk,Wj ]− Y Ti Yr + Y Tr Yi + Y Tk Yj − Y Tj Yk = 0,
−[Wj ,Wr] + [Wi,Wk]− Y Tj Yr + Y Tr Yj + Y Ti Yk − Y Tk Yi = 0,
−[Wk,Wr] + [Wj ,Wi]− Y Tk Yr + Y Tr Yk + Y Tj Yi − Y Ti Yj = 0. (10)
Let us apply the dimensional argument Lemma 2.6. Referring to the notations of this lemma, we
choose K to be the 132-dimensional direct product Q+(6)×Q+(6). Its faces are isomorphic to direct
products Q+(l1) ×Q+(l2) with l1 ≤ 6, l2 ≤ 6 (cf. Proposition A.6 in the appendix). The subspace L
consists of all pairs (B,B) ∈ Q(6)×Q(6) with B consisting of four symmetric 3× 3 blocks. This space
is 36-dimensional. The intersection K ′ = K ∩L is isomorphic to the cone of blockwise symmetric PPT
matrices in Q+(6), i.e. to Γ6,3. By Lemma 2.6, an extremal ray of Γ6,3 lies in a face of K that has at
most dimension 97. Now note that the space Q(5)×Q(6) has dimension 45+ 66 = 111. Hence if B or
B are of full rank, then the corresponding conjugate can be at most of rank 4. We get the following
corollary.
Corollary 5.4. Let B, factorized as in (8), define an extreme ray of Γ6,3. Then either rk ZZ
∗ ≤ 1 or
rk Y ∗Y ≤ 1 or rk ZZ∗ = rk Y ∗Y = 2.
We treat these cases separately. Let the assumptions of Corollary 5.4 hold and suppose that B is
not reducible.
1. The matrix ZZ∗ has at most rank 1, i.e. Z is a quaternionic vector, which can be zero.
1.1. The four components of Z lie in a 2-dimensional linear subspace of R3.
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Then there exists a non-zero vector z ∈ R3 such that Z∗z = 0. We have WW − WW =
W (2Wr−W )− (2Wr −W )W = 2[W,Wr]. It follows that ||Y z||2 = z∗Y ∗Y z = z∗(2[W,Wr]+ZZ∗)z =
2zT [W,Wr]z = 0. The last equality follows from the fact that z is real and hence commutes with
quaternions, and that [W,Wr] is skew-symmetric. Therefore we also have Y z = 0. Multiplying (9) and
(10) by z from the right and combining, we obtain [Wα,Wβ ]z = 0 for all index pairs α, β = r, i, j, k.
By bilinearity we then have [U, V ]z = 0 for any two real symmetric matrices U, V in the linear span L
of I3,Wr,Wi,Wj ,Wk. Note that these 5 matrices are linearly independent, because B is not reducible.
Define the linear subspace SW = {U ∈ L |Uz = 0} and let Sz ⊂ R3 be the linear span of the vectors
z = I3z,Wrz,Wiz,Wjz,Wkz. Obviously we have
dimSW + dimSz = 5. (11)
For any matrices U ∈ SW and V ∈ L we have U(V z) = V (Uz) = 0. It follows that for any matrix
U ∈ SW and any vector y ∈ Sz we have Uy = 0. By the same reasoning as in the previous section we
can lead the cases dimSz = 3 and dimSz = 2 to a contradiction with (11). Therefore dimSz = 1, and
z is a common eigenvector of all matrices in L. This yields two independent linear conditions on the
matrices in L, but L has only codimension 1 in S(3). Therefore the considered case is not possible.
1.2. The components of Z span the whole space R3.
We have Y ∗Y = WW ∗ −W ∗W + ZZ∗. It follows that Re(Y ∗Y ) = Re(ZZ∗) and Im(Y ∗Y ) =
−Im(W ∗W ). The coefficient c1 of the characteristic polynomial of Y ∗Y is therefore a homogeneous
polynomial of degree 4 in the components of the elements of W,Z. By Lemma 5.2 the parts that
depend onW and on Z are separated. It is not hard to verify that Z enters only in the form of squares
of the elements of the imaginary part of ZZ∗. If we replace these elements by corresponding terms
depending on W using the relation Im(ZZ∗) = −Im(WW ∗), then the polynomial simplifies to zero.
Hence the derivative of the characteristic polynomial of Y ∗Y at zero is zero. Since Y ∗Y is PSD, and
its characteristic polynomial has three real nonnegative roots, it must have a multiple eigenvalue at
zero, and hence its rank cannot be bigger than 1. Therefore both Y and Z are vectors.
Since the real parts of the products WW and WW are equal, the real parts of ZZ∗ and Y ∗Y must
also be equal. But ReY ∗Y = ReY TY , and hence by Lemma 5.1 there exist unit norm quaternions
ζz , ζy such that Zζz = ζyY
T = (ζyY )
T . Since multiplication of Z from the right and Y from the
left by unit norm quaternions does not change the matrices ZZ∗, Y ∗Y , we can assume without loss of
generality that Z = Y T .
Inserting this in (10) and combining with (9), we get [Wα,Wβ ]+ZαZ
T
β −ZβZTα = 0 for all index pairs
α, β = r, i, j, k. Let us define a linear mapWZ from the linear span L of the matricesWr,Wi,Wj ,Wk to
R3 byWZ(Wα) = Zα, α = r, i, j, k. By bilinearity we then have the relation [U, V ]+WZ(U)WZ(V )T −
WZ(V )WZ(U)T = 0 for all matrices U, V ∈ L. Note that WZ has a 1-dimensional kernel. Let U ∈ L
be a generator of this kernel. We have WZ(U) = 0 and hence [U, V ] = 0 for all V ∈ L. Therefore
U commutes with all matrices in the 5-dimensional subspace of S(3) which is generated by L and I3.
But then U has to be proportional to I3, which contradicts the non-reducibility of B. Hence this case
cannot occur.
Similarly to case 1, we can treat the case when Y ∗Y has rank at most 1.
2. Both Y ∗Y and ZZ∗ are of rank 2.
Let vz, vy be generators of the kernels of ZZ
∗, Y ∗Y , i.e. vectors that satisfy v∗zZZ
∗ = 0, Y ∗Y vy =
0. Consider the equation v∗z(WM − MW )vy = 0, where M is a real symmetric matrix. One sees
immediately that M = I3 satisfies this equation. Furthermore, by (9), (10) and Re(ZZ
∗) = Re(Y ∗Y )
we have
2v∗z(WWr −WrW )vy = 2v∗z(i[Wi,Wr] + j[Wj ,Wr] + k[Wk,Wr])vy = v∗z(−ZZ∗ + Y ∗Y )vy = 0,
2v∗z(WWi −WiW )vy = 2v∗z(−[Wi,Wr] + j[Wj ,Wi]− k[Wi,Wk])vy = v∗z(−ZZ∗i+ iY ∗Y )vy = 0,
2v∗z(WWj −WjW )vy = 2v∗z(−[Wj ,Wr]− i[Wj ,Wi] + k[Wk,Wj ])vy = v∗z(−ZZ∗j + jY ∗Y )vy = 0,
2v∗z(WWk −WkW )vy = 2v∗z(−[Wk,Wr] + i[Wi,Wk]− j[Wk,Wj ])vy = v∗z(−ZZ∗k + kY ∗Y )vy = 0.
Hence there exists a 5-dimensional linear subspace in S(3) that satisfies v∗z (WM −MW )vy = 0. This
subspace contains the identity matrix and thus intersects the PSD cone S+(3). But then it contains a
rank 1 PSD matrix ξξT by Dines theorem [4]. Here ξ ∈ R3 is a nonzero vector.
2.1. v∗zξ = ξ
T vy = 0.
Then there exist nonzero vectors ζy, ζz such that Zζz = ξ and Y
∗ζy = ξ. Let α = min(|ζz |−2, |ζy|−2).
Then we have Z˜ = ZZ∗−αξξT = Z(I2 −αζzζ∗z )Z∗  0, Y˜ = Y ∗Y −αξξT = Y ∗(I2 − αζyζ∗y )Y  0. It
follows that
B−
(
0 0
0 αξξT
)
=
(
I3 W
W WW + Z˜
)
 0, B−
(
0 0
0 αξξT
)
=
(
I W
W WW + Y˜
)
 0.
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The matrix which is subtracted from B and B is clearly K6 ⊗ S+(3)-separable and hence represents
an element of Σ6,3. The difference is again a PPT matrix and hence represents an element in Γ6,3.
We have represented the element B as convex combination of a nonzero extremal element of Σ6,3
and another element of Γ6,3. Since B is extremal in Γ6,3, it must be contained in Σ6,3.
2.2. v∗zξ 6= 0 or ξT vy 6= 0.
We have v∗z(Wξξ
T−ξξTW )vy = 0. Without loss of generality, let v∗zξ 6= 0. Define q = (v∗zξ)−1v∗zWξ.
(In the case ξT vy 6= 0 we define q = ξTWvy(ξT vy)−1 and proceed similarly.) Inserting (v∗zξ)q for v∗zWξ,
we obtain ξT (W − qI3)vy = 0. Hence we find a vector ζy ∈ H2 such that ξT (W − qI3) + ζ∗yY = 0, or
(W − q¯I3)ξ + Y ∗ζy = 0. Moreover, ξ commutes with quaternion scalars and we have v∗z(W − qI3)ξ =
v∗zWξ − v∗z(v∗zξ)−1(v∗zWξ)ξ = 0. Hence we find a vector ζz ∈ H2 such that (W − qI3)ξ +Zζz = 0. Let
α = min((|ξ|2 + |ζz |2)−1, (|ξ|2 + |ζy|2)−1). Then we have
B− α
(
ξ
qξ
)(
ξ
qξ
)∗
=
(
I3 0
W Z
)(
I5 − α
(
ξ
ζz
)(
ξ
ζz
)∗)(
I3 0
W Z
)∗
 0,
B− α
(
ξ
q¯ξ
)(
ξ
q¯ξ
)∗
=
(
I3 0
W Y ∗
)(
I5 − α
(
ξ
ζy
)(
ξ
ζy
)∗)(
I3 0
W Y ∗
)∗
 0.
Thus, as in the previous case, we have represented B as convex combination of an extremal element
of Σ6,3 and a nonzero element of Γ6,3. By the extremality of B in Γ6,3 we obtain B ∈ Σ6,3.
We have proven that any extremal ray of Γ6,3 is in Σ6,3. We obtain the following theorem.
Theorem 5.5. Γ6,3 = Σ6,3.
Thus a matrix in Q(2)⊗S(3) is Q+(2)⊗S+(3)-separable if and only if it satisfies the PPT condition.
However, positivity alone is not sufficient for separability, as the following example shows. The matrix

2 0 0 −1 −i k
0 5 0 −i 0 −j
0 0 2 k −j 1
−1 i −k 4 0 0
i 0 j 0 1 0
−k j 1 0 0 4


∈ Q(2)⊗ S(3)
is PSD, but its transpose and hence its partial transpose is not.
Corollary 5.6. Let m ≥ 2, n ≥ 3. Then the cone of PSD matrices in Q(m)⊗ S(n) is strictly larger
than the cone of PPT matrices.
6 Counterexample against Γ4,4 = Σ4,4
In this section we present an element of Γ4,4 that is not in Σ4,4.
Recall that Γ4,n is the cone of blockwise symmetric complex hermitian 2n×2n PSD matrices, while
Σ4,n is the cone of H+(2)⊗ S+(n)-separable matrices.
Consider the matrix B = V V ∗ ∈ H+(8) with
V =
(
I4 0
W Z
)
, W =


−1− i 2i i 0
2i 1 + i −1 + 2i −2i
i −1 + 2i 1 + i 2i
0 −2i 2i 2− i

 =WT , Z =


1
3i
0
0

 .
It is not hard to check that
WW ∗ + ZZ∗ =


8 2 4 −2
2 24 0 4
4 0 12 −4
−2 4 −4 13


is symmetric and hence B is blockwise symmetric.
Let us show that B is not H+(2)⊗ S+(4)-separable. It suffices to show that there does not exist a
separable rank 1 matrix Ξ such that B − Ξ  0, i.e. there is no nonzero vector v ∈ C5 such that V v is
representable as a single tensor product in C2 ⊗ R4.
Let us assume such a vector v exists. If its first 4 entries are zero, then V v is not separable because
Z is not a multiple of a real vector. Hence the first 4 entries of v form a multiple of a nonzero real
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vector v1 and the last entry is a complex number v2 = v
r
2 + iv
i
2. Without restriction of generality we
can assume that the first 4 entries of v actually form v1. We have Wv1 +Zv2 = λv1 for some complex
number λ = λr + iλi. Resolving with respect to v1, v
r
2 , v
i
2 and separating the real and the imaginary
part, we obtain the homogeneous linear system
(
ReW − λrI4 ReZ −ImZ
ImW − λiI4 ImZ ReZ
) v1vr2
vi2

 = 0.
Hence the 8× 6 coefficient matrix on the left-hand side must be rank deficient. The determinant of the
matrix formed of the last six rows is proportional to λr(2 − λr), hence λr = 0 or λr = 2. In the first
case adding and in the second case subtracting rows 2 and 3 leads to vi2 = 0. This yields the reduced
systems 

−1 0 0 0 1
0 −1 1 0 0
0 0 0 2 0
−1− λi 2 1 0 0
2 1− λi 2 −2 3
1 2 1− λi 2 0
0 −2 2 −1− λi 0


(
v1
vr2
)
= 0,


−3 0 0 0 1
0 −1 −1 0 0
−1− λi 2 1 0 0
2 1− λi 2 −2 3
1 2 1− λi 2 0
0 −2 2 −1− λi 0


(
v1
vr2
)
= 0,
which are easily seen to have no nontrivial solution for any λi.
Hence B is not separable and we obtain the following theorem.
Theorem 6.1. Γ4,4 6= Σ4,4.
Theorem 6.1 and Lemma 3.1 yield the relation Γ4,n 6= Σ4,n for any n ≥ 4 and thus the following
result.
Corollary 6.2. The positivity condition in the space H(2)⊗S(n) is not sufficient for H+(2)⊗S+(n)-
separability for n ≥ 4.
Remark: Woronowicz already presented in [15] a PPT matrix in H+(8) which is not H+(2)⊗H+(4)-
separable. However, this matrix was not blockwise symmetric and hence not a counterexample against
the equality Γ4,4 = Σ4,4.
Theorem 6.1 and Lemma 3.1 yield the relation Γ6,n 6= Σ6,n for any n ≥ 4 and thus the following
result.
Corollary 6.3. The PPT condition in the space Q(2) ⊗ S(n) is not sufficient for Q+(2) ⊗ S+(n)-
separability for n ≥ 4.
7 Positivity implies S+(2)⊗Q+(n)-separability
In this section we investigate the spaces S(2)⊗Q(n) for n ≥ 1. The dimensionality argument Lemma
2.6 will be essentially sufficient to prove that the positivity of a matrix is equivalent to S+(2)⊗Q+(n)-
separability.
Let Pn be the intersection of the space S(2) ⊗ Q(n) with the cone Q+(2n) and let Σn be the
S+(2) ⊗ Q+(n)-separable cone. By Proposition 2.9 we have Σn ⊂ Pn for any n ≥ 1 and trivially
P1 = Σ1. Any matrix B ∈ S(2)⊗Q(n) can be partitioned as
B =
(
B11 B12
B12 B22
)
, (12)
where B11, B12, B22 ∈ Q(n).
Lemma 7.1. Let B generate an extreme ray of Pn. Then the rank of B is at most n.
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Proof. We apply Lemma 2.6. With the notations of this lemma, define K to be the cone Q+(2n) and
L the space S(2)⊗Q(n). Since B generates an extreme ray of Pn, the dimension of its face in Q+(2n)
can be at most (8n2 − 2n) − (6n2 − 3n) + 1 = 2n2 + n + 2. Now suppose that B has rank at least
n + 1. Then the dimension of its face in Q+(2n) equals at least the dimension of Q(n + 1), which is
2(n+ 1)2 − (n+ 1) = 2n2 + 3n+ 1 > 2n2 + n+ 2. This contradiction completes the proof.
Let us now define a group homomorphism HHn : GLn(H) → Aut(Q+(n)). It shall assign to any
regular quaternionic n × n matrix S the automorphism A 7→ SAS∗. Note that for any S ∈ GLn(H),
the map idS(2)⊗HHn (S) is both in Aut(Pn) and in Aut(Σn).
Lemma 7.2. Let A,B ∈ Q+(n). Then there exists a matrix S ∈ GLn(H) such that both SAS∗ and
SBS∗ are diagonal.
Proof. Assume the conditions of the lemma. Let l ≤ n be the rank of A+B. Since A +B  0, there
exists a regular matrix S1 such that S1(A + B)S
∗
1 is equal to diag(Il, 0n−l). Now note that S1AS
∗
1 
S1(A + B)S
∗
1 , S1BS
∗
1  S1(A + B)S∗1 and hence S1AS∗1 = diag(A1, 0n−l), S1BS∗1 = diag(B1, 0n−l)
for some matrices A1, B1 ∈ Q+(l). Let now U be a hyperunitary l × l matrix such that U(A1 −
B1)U
∗ is diagonal (see Proposition A.2 in the appendix). Then one easily sees that the matrix S =
diag(U, In−l)S1 satisfies the assertion of the lemma.
Corollary 7.3. Let B ∈ Pn. Then there exists S ∈ GLn(H) such that both the upper left and the lower
right n× n block of the matrix B′ = (idS(2)⊗HHn (S))(B) are diagonal.
Lemma 7.4. Let B generate an extreme ray of Pn and be partitioned as in (12). Then there exists
S ∈ GLn(H) such that the map HHn (S) diagonalizes all three blocks B11, B12, B22.
Proof. We prove the lemma by induction. For n = 1 the assertion of the lemma holds trivially. Let us
now assume that it holds for n− 1.
Assume the conditions of the lemma. By the preceding corollary we can assume without restriction
of generality that B11 and B22 are already diagonal.
Suppose that the rank of B22 is strictly smaller than n. Then at least one diagonal element of B22,
say the last one, is zero. Since B  0, the last row and the last column of B are zero. But then also the
last row and the last column of B12 are zero. Hence all three matrices B11, B12, B22 are block-diagonal,
with an upper left block of size (n− 1)× (n− 1) and a lower right block of size 1× 1. By assumption of
the induction there exists S′ ∈ GLn−1(H) such that the map HHn−1(S) diagonalizes all the upper left
blocks. It then follows that the matrix S = diag(S′, 1) satisfies the assertion of the lemma.
Let us now assume that B22 has full rank. Then there exists S1 ∈ GLn(H) such that S1B22S∗1 = In.
Define B′ = (idS(2)⊗HHn (S1))(B) and B′11 = S1B11S∗1 , B′12 = S1B12S∗1 . Let now U be a hyperunitary
n × n matrix such that UB′12U∗ is diagonal. By Lemma 7.1 the rank of B′ equals n. This implies
B′11 = (B
′
12)
2. It follows that UB′11U
∗ = (UB′12U
∗)2 is also diagonal. Thus the matrix S = US1
satisfies the assertion of the lemma.
Corollary 7.5. Let B generate an extreme ray of Pn. Then B ∈ Σn.
This yields the following result.
Theorem 7.6. Pn = Σn for any n ≥ 1.
8 Conclusions
Let us summarize our results. As mentioned in the introduction, the cone of S+(m)⊗S+(n)-separable
matrices in S(m)⊗S(n) coincides with the cone of PSD matrices in this space if and only if min(n,m) ≤
2. This is a consequence of the results in [10]. The cone of H+(m) ⊗ H+(n)-separable matrices in
H(mn) = H(m)⊗H(n) coincides with the cone of PPT matrices in H(mn) if and only if min(n,m) = 1
or m+ n ≤ 5. This is a consequence of the results in [15]. We illustrate this in the following tables.
m\n 2 3 ≥ 4
2 PSD PSD PSD
3 PSD N N
≥ 4 PSD N N
Semidefinite descriptions of the
S+(m)⊗ S+(n)-separable cone
m\n 2 3 ≥ 4
2 PPT PPT N
3 PPT N N
≥ 4 N N N
Semidefinite descriptions of the
H+(m)⊗H+(n)-separable cone
Here ”PSD” indicates that the cone of separable elements in the space corresponding to the pair
(m,n) equals the cone of positive semidefinite matrices, and ”PPT” indicates that the cone of separable
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elements equals the cone of PPT matrices. An ”N” indicates that the separable cone is described by
neither the PSD cone nor the PPT cone.
Theorems 3.9, 3.12, Corollary 6.2 and Lemma 3.2 lead to the following result.
Theorem 8.1. The cone of H+(m) ⊗ S+(n)-separable matrices in H(m) ⊗ S(n) coincides with the
cone of PSD matrices in this space if and only if n ≤ 2 or m = 1 or m+ n ≤ 5.
Theorem 7.6, Lemma 3.2, and Corollary 5.6 lead to the following result.
Theorem 8.2. The cone of Q+(m) ⊗ S+(n)-separable matrices in Q(m) ⊗ S(n) coincides with the
cone of PSD matrices in this space if and only if n ≤ 2 or m = 1.
Theorem 5.5, Corollary 6.3 and Lemma 3.2 lead to the following result.
Theorem 8.3. The cone of Q+(m) ⊗ S+(n)-separable matrices in Q(m) ⊗ S(n) coincides with the
cone of PPT matrices in this space if and only if m ≤ 2 and m+ n ≤ 5.
We can summarize these results in the following tables.
m\n 2 3 ≥ 4
2 PSD PSD N
3 PSD N N
≥ 4 PSD N N
Semidefinite descriptions of the
H+(m)⊗ S+(n)-separable cone
m\n 2 3 ≥ 4
2 PSD PPT N
3 PSD N N
≥ 4 PSD N N
Semidefinite descriptions of the
Q+(m)⊗ S+(n)-separable cone
In all four tables, for min(n,m) = 1 the cone of separable matrices is trivially equal to the cone of
PSD matrices.
The preceding two theorems yield also the following nontrivial result.
Corollary 8.4. A matrix in Q(2)⊗ S(2) is PSD if and only if its transpose is PSD.
Apart from the trivial cases Q(2) = Q(2)⊗ S(1) and S(n) = Q(1)⊗S(n) the space Q(2)⊗S(2) is
thus the only tensor product space Q(m)⊗S(n), m,n ∈ N+, where the positivity property is invariant
with respect to transposition (cf. Corollaries A.8 and A.9 in the appendix).
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A Quaternions
In this section we provide some basic facts about quaternions and quaternionic matrices, which will be
used in the paper. Most concepts from the theory of real and complex hermitian matrices carry over to
the quaternionic case. For a detailed treatment of the properties of quaternionic matrices see [2],[17].
We denote the algebra of quaternions by H, with the usual product rules
i2 = j2 = k2 = ijk = −1 (13)
for the generators. This algebra is not commutative. However, any non-zero quaternion q = qr + iqi +
jqj + kqk has a two-sided inverse q
−1 = q¯/|q|2, where q¯ = qr − iqi − jqj − kqk is the quaternionic
conjugate of q and |q| =
√
q2r + q
2
i + q
2
j + q
2
k is the norm of q. The real numbers qr, qi, qj , qk are the
components of q. The norm has the properties |q| = |q¯| and |pq| = |p||q|. The conjugate of a product
is given by pq = q¯p¯. Denote by Re q the real part (q + q¯)/2 of q.
Let Qij : H → H be the map defined by Qij : q = qr + iqi + jqj + kqk 7→ qr − iqi − jqj + kqk.
It is not hard to see that Qij is an automorphism of the quaternion algebra, since it leaves relations
(13) invariant. Likewise we can define the automorphisms Qik and Qjk, which switch the signs of the
corresponding components. There exist also other automorphisms, e.g. the cyclic permutation of the
imaginary units i, j, k.
Let us now consider vectors and matrices of quaternions.
Denote the space of column vectors with n quaternionic entries by Hn and the space of quaternionic
matrices of size m × n by Hm×n. The norm ||v|| of a quaternionic vector v can be defined as √v∗v.
Here v∗ is the quaternionic conjugate transpose of v. This norm equals the Euclidean norm in the
associated real vector space R4n of the components of the elements of v.
The conjugate A of a quaternionic matrix A is defined entrywise. Let A∗ denote the conjugate
transpose of A. Then for matrix products we obviously have (AB)∗ = B∗A∗.
The quaternionic matrix algebras have a representation as real matrix algebras. Namely, if we write
quaternionic matrices A as A = Ar+ iAi+ jAj + kAk, where Ar, Ai, Aj , Ak are real matrices, then the
isomorphism is given by
Iq : A 7→


Ar −Ai −Aj −Ak
Ai Ar −Ak Aj
Aj Ak Ar −Ai
Ak −Aj Ai Ar

 . (14)
The conjugate transpose of a quaternionic matrix corresponds to the transpose of its real counterpart,
Iq(A∗) = (Iq(A))T .
The trace of matrix products is not invariant under cyclic permutations, even for scalars. Never-
theless, we have the following weaker assertion.
Proposition A.1. For quaternionic matrices A,B of appropriate sizes the relation Re(tr(AB)) =
Re(tr(BA)) holds.
Proof. For a square matrix A we have trIq(A) = 4Re(trA). Hence Re(tr(AB)) = 14 tr(Iq(A)Iq(B)) =
1
4 tr(Iq(B)Iq(A)) = Re(tr(BA)).
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Let A be an n×n square quaternionic matrix. If there does not exist a nonzero quaternionic vector
v such that Av = 0, then there exists an inverse quaternionic matrix A−1 with AA−1 = A−1A = In
[2]. We will call such matrices regular. A regular matrix A can be viewed as an R-linear automorphism
of Hn, which maps a vector v to the vector Av. If there exists v 6= 0 such that Av = 0 then we
call A singular. Obviously Iq(A−1) = (Iq(A))−1, and the inverse A−1 of a regular matrix is unique.
The inverse of a product is given by (AB)−1 = B−1A−1, the inverse of the conjugate transpose by
(A∗)−1 = (A−1)∗, which is checked easily by applying the isomorphism Iq.
If for a square quaternionic matrix A and a quaternionic vector v there exists a quaternion λ such
that Av = vλ, then we call v right eigenvector of A and λ the corresponding right eigenvalue. An n×n
quaternionic matrix has n right eigenvalues, which are determined up to similarity transformations
(i.e. transformations λ 7→ qλq−1 for q ∈ H, q 6= 0). The right eigenvalues are preserved under similarity
transformations of the matrix (i.e. A 7→ SAS−1 for regular S). If A is triangular, then the diagonal
elements are representatives of the (left and right) eigenvalues [7].
If for a square matrix U we have UU∗ = I, then we call U hyperunitary. A matrix U is hyperunitary
if and only if the matrix Iq(U) is orthogonal, hence the hyperunitary matrices of size n × n form a
compact group, the compact symplectic group Sp(n). Hyperunitary matrices can be viewed as norm-
preserving R-linear automorphisms of Hn (though not every such automorphism can be represented
by a hyperunitary matrix).
Any quaternionic matrix A can be decomposed as A = UDV , where U, V are hyperunitary matrices
and D is a diagonal matrix, which has the same size as A, with real nonnegative entries. The diagonal
elements are called singular values of A [7], [13]. For a quaternionic matrix A, we call the number of
its positive singular values the rank of A. Obviously an n × n matrix is regular if and only if it has
rank n. The rank is invariant under multiplications by regular matrices from the left and from the
right [17]. It can be shown that the rank of a quaternionic matrix is equal to the maximal number of
right linearly (over H) independent columns and left linearly independent rows of the matrix [14].
We call a square quaternionic matrix A hermitian if A = A∗. The hermitian matrices of size
n× n form a (2n2 − n)-dimensional vector space Q(n) over the reals. The real part Ar of a hermitian
quaternionic matrix is symmetric, while the three imaginary parts Ai, Aj , Ak are skew-symmetric.
There is a scalar product on Q(n) given by
〈A,B〉 = tr(ArBr −AiBi −AjBj −AkBk) = Re(tr(AB)) = Re(tr(BA)).
Proposition A.2. Let A ∈ Q(n). Then there exists U ∈ Sp(n) such that A = UDU∗, where D is
a diagonal matrix with real entries. The columns of U are right eigenvectors of A, while the diagonal
elements of D are the corresponding right eigenvalues.
This follows from a well-known result on factorization of quaternionic matrices [2], namely that for
any square quaternionic matrix A there exists a hyperunitary matrix U such that A = UTU∗, where
T is upper triangular. Namely, if A is hermitian, then T must also be hermitian and hence diagonal
and real.
The right eigenvalues of a hermitian matrix are real and uniquely determined. The singular values of
a hermitian matrix are given by the absolute values of its eigenvalues, hence its rank equals the number
of non-zero eigenvalues. Since the eigenvalues λl of A are well-defined, its characteristic polynomial
p(λ) =
∏n
l=1(λ− λl) is well-defined and has real coefficients.
Proposition A.3. Let A ∈ Q(n). Then the characteristic polynomial of Iq(A) is the fourth power of
the characteristic polynomial of A.
Proof. Consider the matrix Iq(A) as an element of Q(4n). Its eigenvalues are real and do not change
under conjugation with the hyperunitary matrix
1
2


1 i j k
−1 i −j k
−1 −i j k
1 −i −j k

⊗ In.
This conjugation leads to a block-diagonal matrix with blocks A,Ar + iAi − jAj − kAk, Ar − iAi +
jAj − kAk, Ar − iAi − jAj + kAk. Hence the characteristic polynomial of Iq(A) equals the product
of the characteristic polynomials of these 4 blocks. But the last three blocks are the images of A
under the automorphismsQij ,Qjk,Qik. Since the real line is invariant under these automorphisms, the
eigenvalues of these blocks coincide with the eigenvalues of A. Therefore their characteristic polynomials
also coincide with that of A. This completes the proof.
It follows that the characteristic polynomial of a hermitian matrix A can be computed by taking
the unique fourth root of the characteristic polynomial of Iq(A) whose leading coefficient equals 1.
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A matrix A ∈ Q(n) is called positive semidefinite (PSD) if for any vector v ∈ Hn we have v∗Av ≥ 0
and positive definite (PD) if for any non-zero vector v ∈ Hn we have v∗Av > 0. Note that (v∗Av)∗ =
v∗A∗v, hence v∗Av ∈ R. Clearly A is PSD if and only if all of its eigenvalues are nonnegative and PD
if and only if all of its eigenvalues are positive. Let us denote the cone of PSD matrices in Q(n) by
Q+(n).
For any A ∈ Q+(n) of rank l there exists V ∈ Hn×l of rank l such that A = V V ∗. Namely, let
A = U
(
D 0
0 0
)
U∗, where U is hyperunitary and D is a real diagonal l × l matrix with positive
diagonal elements. Then we can choose V = U
(
D1/2
0
)
. We have the freedom of multiplying the
factor V by a hyperunitary matrix from the right. On the other hand, if A = V V ∗, then A  0 and the
rank of A equals the rank of V . Let us define A1/2 = UD1/2U∗, then A1/2 ∈ Q+(n) and A1/2A1/2 = A.
If A is PD, then A1/2 is also PD and its inverse is given by A−1/2 = UD−1/2U∗.
If for some vector v ∈ Hn and a matrix A ∈ Q+(n) we have v∗Av = 0, then Av = 0. This is because
v∗Av = (A1/2v)∗(A1/2v) = |A1/2v|2 = 0 yields A1/2v = 0 and therefore A1/2A1/2v = 0.
Now let n = n1 + n2. If A =
(
A11 A12
A21 A22
)
∈ Q+(n) is partitioned in four blocks such that
A11 ∈ Q(n1) and A22 ∈ Q(n2) are square matrices, and v ∈ Hn1 is such that A11v = 0, then we have
also A21v = 0. This can be seen as follows. If we define v˜ =
(
v
0n2×1
)
, then v˜∗Av˜ = v∗A11v = 0.
Hence Av˜ =
(
A11v
A21v
)
= 0.
Let σ ⊂ {1, . . . , n} be a subset of indices, let A = V V ∗ be a PSD n×n matrix. Then the submatrix
A˜ of A that consists of those elements whose row and column numbers are in σ is also PSD, because it
can be represented as product V˜ V˜ ∗, where V˜ consists of those elements of V whose row numbers are
in σ. Moreover, if A ≻ 0, then A˜ ≻ 0. On the other hand, a block-diagonal hermitian matrix is PSD
if and only if each block is PSD, and it is PD if and only if each block is PD.
It is well-known that the cone Q+(n) is convex and self-dual [11]. Any automorphism of the
quaternion algebra induces an automorphism of the coneQ+(n), because it leaves the real line invariant.
The cone H+(n) of complex hermitian PSD matrices is an intersection of Q+(n) with a linear
subspace. Namely, if A is hermitian with zero j- and k-components, then A ∈ Q+(n) if and only if
Iq(A) ∈ S+(4n) and hence if and only if A ∈ H+(n).
Any PSD quaternionic matrix can be written as sum of matrices of the form vv∗, where v are
vectors. These vectors can be obtained e.g. as columns of the factor V of A = V V ∗. Thus Q+(n) is the
convex conic hull of the set of rank 1 matrices {vv∗ | v ∈ Hn}, and any such rank 1 matrix generates
an extreme ray of Q+(n). The matrix vv
∗, where v ∈ Hn is a nonzero vector, has only one positive
eigenvalue, namely |v|2 = v∗v. Hence I − vv∗  0 for all v in the unit ball.
Lemma A.4. Let S ∈ Hn×l be of rank l, where l ≤ n, and let A ∈ Hl×l. Then SAS∗ = 0 is equivalent
to A = 0. If A ∈ Q(l), then SAS∗  0 is equivalent to A  0.
Proof. Clearly A = 0 implies SAS∗ = 0 and A  0 implies SAS∗  0. Let S = UDV be the singular
value decomposition of S. Then S∗S = V ∗DTDV . But DTD is PD, hence S∗S is also PD and
invertible. Then we have A = (S∗S)−1S∗(SAS∗)S(S∗S)−1. Hence the converse implications hold
too.
Lemma A.5. Let S ∈ Hn×l be of rank r. Then there exists T ∈ H(n−r)×n of rank n − r such that
TS = 0. Moreover, if for some S′ ∈ Hn×l′ we have TS′ = 0, then there exists W ∈ Hl×l′ such that
S′ = SW .
Proof. Let S = U
(
D 0r×(l−r)
0(n−r)×r 0(n−r)×(l−r)
)
V be the singular value decomposition of S, where D
is a positive definite diagonal r × r matrix. Define T = (0(n−r)×r In−r)U∗. Then T is of rank n − r
and TS = 0. Suppose S′ satisfies the assumptions of the lemma. Then the last n− r rows of U∗S′ are
zero. Denote the matrix given by the first r rows by P . Define
W = V ∗
(
D−1P
0(l−r)×l′
)
.
Then we have
SW = U
(
D 0r×(l−r)
0(n−r)×r 0(n−r)×(l−r)
)(
D−1P
0(l−r)×l′
)
= U
(
P
0(n−r)×l′
)
= U(U∗S′) = S′.
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Let us investigate the facial structure of Q+(n).
Proposition A.6. Let S ∈ Hn×l be of rank l, l ≤ n. Then the set {SBS∗ |B  0} is a face of Q+(n).
This face is isomorphic to Q+(l). Any face of Q+(n) can be expressed in such a way.
Proof. Let A ∈ Q+(n) be arbitrary. Denote the rank of A by l. Then there exists S ∈ Hn×l of rank
l such that A = SS∗. By Lemma A.4 the map B 7→ SBS∗ is an isomorphism between the space
Q(l) and the linear subspace L = {SBS∗ |B ∈ Q(l)} ⊂ Q(n), and maps Q+(l) to the intersection
L+ = L ∩Q+(n). Moreover, A is in the interior of L+. Let us show that L+ is a face of Q+(n).
Let M1,M2 ∈ Q+(n) such that M1+M22 = SBS∗ for some B ∈ Q+(l). We have to show that
M1,M2 ∈ L+. Define C =M2−M1 ∈ Q(n), then SBS∗+αC ∈ Q+(n) for all α ∈ [−1/2,+1/2]. By the
previous lemma there exists T ∈ H(n−l)×n of rank n−l such that TS = 0. We have T (SBS∗+αC)T ∗ =
αTCT ∗  0 for all α ∈ [−1/2,+1/2]. Hence TCT ∗ = 0 and T (SBS∗ + αC)T ∗ = 0 for all α ∈ R.
But SBS∗ + αC  0 for α ∈ [−1/2,+1/2], therefore we also have (SBS∗ + αC)T ∗ = αCT ∗ = 0 and
TC = 0. By the previous lemma there exists a matrix W such that C = SW . Since C is hermitian,
we also have C = W ∗S∗. It follows that W = (S∗S)−1S∗SW = (S∗S)−1S∗W ∗S∗ and therefore
C = S(S∗S)−1S∗W ∗S∗ = SWS(S∗S)−1S∗ = S (S
∗S)−1S∗W∗+WS(S∗S)−1
2 S
∗. We have constructed a
hermitian matrix B′ such that C = SB′S∗ ∈ L. Therefore M1,M2 ∈ L and hence M1,M2 ∈ L+.
Let now S ∈ Hn×l be given and of rank l. Then we define A = SS∗ and proceed as above.
Similar results on the facial structure of S+(n) and H+(n) can be obtained by the same line of
reasoning.
Lemma A.7. Let n = n1 + n2. Let A =
(
A11 A12
A21 A22
)
∈ Q(n) be partitioned in four blocks such
that A11 ∈ Q+(n1) is PD. Then A  0 if and only if A22 −A21A−111 A12  0. Moreover, the rank of A
is the sum of rk(A22 −A21A−111 A12) and rkA11.
Proof. If A22 −A21A−111 A12 is PSD of rank l, then there exists Z ∈ Hn2×l of rank l such that
A =
(
A
1/2
11 0n1×l
A21A
−1/2
11 Z
)(
A
1/2
11 0n1×l
A21A
−1/2
11 Z
)∗
.
Hence A is PSD.
Let A  0 and let x2 ∈ Hn2 be arbitrary. Define x1 = −A−111 A12x2 ∈ Hn1 , then we have
(x∗1 x
∗
2)A
(
x1
x2
)
= x∗2A21A
−1
11 A12x2 − x∗2A21A−111 A12x2 − x∗2A21A−111 A12x2 + x∗2A22x2
= x∗2(A22 −A21A−111 A12)x2 ≥ 0,
and A22 −A21A−111 A12  0.
Now let A
1/2
11 = UDU
∗ and Z = U ′D′V ′ be the singular value decompositions of A1/211 and Z.
Define
P =
(
U∗ 0
0 U ′∗
)(
A
1/2
11 0n1×l
A21A
−1/2
11 Z
)(
U 0
0 V ′∗
)
=
(
D 0n1×l
U ′∗A21A
−1/2
11 U D
′
)
∈ Hn×(n1+l)
and partition it into matrices P1 ∈ H(n1+l)×(n1+l), P2 ∈ H(n2−l)×(n1+l). Note that P and P1 are lower
triangular matrices, with positive elements on the diagonal. Hence P ∗1 is hence invertible. But then
P ∗1 P1 and P
∗P = P ∗1 P1 + P
∗
2 P2 are PD. Hence the rank of P equals the number n1 + l of its columns,
which in turn is equal to rkA11 + rk(A22 −A21A−111 A12). This completes the proof.
Corollary A.8. A matrix A = (aαβ) ∈ Q(2) is PSD if and only if a11 ≥ 0, a22 ≥ 0, a11a22 ≥ |a12|2.
In particular, the cone Q+(2) is invariant with respect to transposition.
However, in general A  0 does not yield A  0. For example, we have
 1i
j



 1i
j


∗
=

 1 −i −ji 1 −k
j k 1

  0,

 1i
j


∗
 1 i j−i 1 k
−j −k 1



 1i
j

 = −3 < 0.
Corollary A.9. The cone Q+(n) is invariant with respect to transposition if and only if n ≤ 2.
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