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Résumé
Dans cet article, nous évaluons la pertinence effective du
modèle sténopé dans le cadre de la réalité augmentée (RA).
Nous mesurons la précision obtenue avec ce modèle en si-
tuation réelle, avec des paramètres intrinsèques éventuel-
lement entâchés d’erreur. Nous utilisons pour cette étude
des images réelles obtenues à partir de caméra de diffé-
rentes qualités dont les déplacements sont contrôlés par
ordinateur. La scène acquise est consituée d’une mire de
calibration et de trois marqueurs placés à différentes dis-
tances de la mire. Ce protole nous permet d’utiliser des
critères d’évaluation spécifiques à la RA tels que l’erreur
d’alignement et l’impression visuelle, en plus de l’erreur
de positionnement plus couramment utilisée.
Mots Clef
Calibration de caméra, calcul de point de vue, réalité aug-
mentée.
Abstract
This paper confronts some theoretical camera models to
reality and evaluates the suitability of these models for ef-
fective augmented reality (AR). It analyses what level of
accuracy can be expected in real situations using a parti-
cular camera model and how robust the results are against
realistic calibration errors. An experimental protocol is
used that consists of taking images of a particular scene
from different quality cameras mounted on a 4DOF micro-
controlled device. The scene is made of a calibration target
and three markers placed at different distances of the tar-
get. This protocol enables us to consider assessment crite-
ria specific to AR as alignment error and visual impression,
in addition to the classical camera positioning error.
Keywords
Camera calibration, pose computation, augmented reality.
1 Introduction
Le positionnement (ou suivi) de caméra basé vision sus-
cite un vif intérêt dans la communauté réalité augmentée
(RA). L’atout majeur de ce type de méthodes est qu’elles
reposent sur la minimisation directe de l’erreur d’aligne-
ment dans les images à augmenter, ce qui les rend géné-
ralement plus précises que d’autres procédés basés sur des
capteurs (magnétiques, inertiels, GPS, etc.). Le modèle de
caméra le plus souvent utilisé est le modèle sténopé, dont
les paramètres intrinsèques sont le plus souvent calculés
dans une étape préliminaire dite de calibration, puis consi-
dérés comme constants durant le processus de suivi.
Différentes méthodes peuvent être mises en œuvre pour ca-
librer une caméra (utilisation d’une mire de calibration, dé-
tection d’un ou plusieurs marqueurs dans une ou plusieurs
images, calculs de points de fuite, etc.), mais toutes ne per-
mettent pas d’obtenir la même précision. Des hypothèses
simplificatrices comme celle du point principal au centre de
l’image sont aussi souvent utilisées pour réduire le nombre
de données requises par le système de calibration et / ou
la sensibilité du système face au bruit présent sur ces don-
nées. Dans cet article, nous regardons quels peuvent être les
effets de telles approximations dans un contexte de réalité
augmentée, et proposons des recommandations pratiques
pour obtenir une précision suffisante suivant le type d’ap-
plication visé.
Plusieurs travaux ont été dédiés à l’analyse des effets d’une
calibration erronée sur le calcul simultané du mouvement
de la caméra et de la structure de la scène [20, 14, 1, 12, 10].
La plupart de ces travaux s’intéressent à l’étude théorique
des effets d’une calibration erronée sur l’estimation du
mouvement, en supposant que le modèle sténopé est parfai-
tement respecté par la caméra. Ces travaux ont pu expliquer
certaines difficultés liées au positionnement de caméra : par
exemple, Agapito et al. ont montré dans [2] qu’une erreur
obtenue sur le point principal pouvait être compensée par
une erreur sur les angles de rotation, sans que cela ne soit
perceptible au niveau de la projection image. Cependant,
ces travaux ne remettent généralement pas en cause le res-
pect du modèle sténopé par les caméras réelles. D’autre
part, ils n’intègrent pas certains aspects pratiques et numé-
riques de la calibration : les paramètres sont calculés à par-
tir d’un ensemble d’images et de primitives particulières,
et leur validité est souvent restreinte au volume où les me-
sures sont prises [15, 4]. Or, dans nombre d’applications, il
peut être nécessaire d’obtenir un alignement précis hors du
volume de mesure. Un exemple est donné en gynécologie
[16], dans une application d’apprentissage de l’extraction
d’un enfant au forceps : dans cet exemple, les parties in-
visibles d’un forceps, situées à l’intérieur d’un mannequin,
sont affichées par-dessus le mannequin en utilisant un sys-
tème de positionnement basé sur le suivi automatique de
marqueurs rétro-réfléchissants, placés aux extrêmités vi-
sibles du forceps.
Tout comme Bougnoux dans [3], bien que dans un contexte
différent, nous analysons l’influence des erreurs de cali-
bration en situation réelle. Nos résultats ont été obtenus
avec deux caméras de qualités différentes, induisant plus
ou moins de distorsion dans les images acquises : une ca-
méra possédant une bonne optique et une simple webcam.
Ces résultats montrent en particulier que fixer les para-
mètres intrinsèques n’a de sens que lorsque la distorsion
radiale est corrigée, y compris pour des caméras présen-
tant très peu de distorsion. Nos résultats ont été obtenus
à l’aide d’une caméra fixée sur un dispositif de déplace-
ment contrôlé par ordinateur, possédant 4 degrés de liberté.
Une mire de calibration est utilisée pour calculer les para-
mètres de la caméra sur toute une séquence, en supposant
les paramètres intrinsèques fixes ou variables, puis corrects
ou erronés. Enfin, trois marqueurs, dont les positions 3D
sont connues, sont placés à des distances plus ou moins
éloignées de la mire. Ce protocole nous permet d’analy-
ser l’influence de la calibration en RA, en nous basant sur
trois critères : les points de vue de la caméra (les points de
vue calculés sont confrontés aux commandes envoyées au
dispositif de déplacement), l’erreur d’alignement dans les
images (les positions projetées des marqueurs sont com-
parées aux positions détectées dans la séquence) et l’im-
pression visuelle (des vidéos d’incrustation accompagnent
l’article).
Le plan de l’article est le suivant : la section 2 présente plus
en détail notre protocole expérimental ; en section 3, nous
évaluons la pertinance de fixer les paramètres intrinsèques
de la caméra avec le modèle sténopé classique, puis en te-
nant compte de la distorsion radiale ; la section 4 montre
l’influence d’une calibration erronée en RA et nos conclu-
sions sont résumées en section 5.
2 Protocole expérimental
Le dispositif permettant de contrôler les mouvements de la
caméra est constitué d’une table en translation à 2 degrés de
liberté (appelée table XY), de résolution 0.48 mm, sur la-
quelle se déplace une unité à deux axes de rotation (pan-tilt
unit ou ptu), de résolution 0.013 deg (Fig. 1). Une caméra
est fixée à la ptu et une séquence de 753 images d’une scène
calibrée est acquise à une résolution de 640 × 480 pixels.
Dans cette séquence, la caméra suit un chemin en créneaux
(fig. 1), et les commandes envoyées à la ptu sont choisies
de manière à ce que la caméra vise à peu près le centre de
la scène dans toutes les images. À trois reprises dans la sé-
quence (au début, au milieu et à la fin), une rotation pure
est appliquée à la caméra ayant pour effet un déplacement






FIG. 1 – Le dispositif de contrôle à 4 degrés de liberté et la
scène utilisée.
La scène est composée d’une mire de calibration de taille
39×26×26 cm et de trois marqueurs dont les coordonnées
3D des centres ont été mesurées dans le repère de la mire
(Fig. 1). La mire de calibration a une fonction double : elle
permet d’une part d’obtenir les valeurs correctes des para-
mètres intrinsèques de la caméra (notre gold standard), et
d’autre part de calculer les points de vue de la caméra à
intrinsèques constants, éventuellement entachés d’erreur.
Les points de vue calculés peuvent être comparés à la vé-
rité terrain (commandes envoyées à la table XY et à la ptu)
en utilisant une transformation hand-eye calculée au préa-
lable. Un marqueur, appelé marqueur mire dans la suite, est
placé à l’intérieur de la distribution des points de la mire.
Deux autres marqueurs (marqueur gauche situé à gauche
en haut de la figure 1 et marqueur droite situé à droite) sont
disposés à une distance de 27 et (respectivement) 19 cm de
la mire. Ces marqueurs, qui sont des disques noirs appa-
raissant sur fond blanc, sont suivis automatiquement d’une
image à l’autre de la séquence en utilisant une simple tech-
nique de corrélation.
Enfin, pour ne pas limiter la portée de nos résultats à un
seul type de caméra, des tests ont été réalisés en utilisant
trois optiques de qualités différentes : une optique de bonne
qualité (une caméra numérique Sony DFW-VL500 avec
une grande focale), une optique de qualité moyenne (la
Caméra f λ1.107 λ2.1013 cx cy Erreur
Logitech 824.4 1.492 -1.187 236.4 298.7 2.46%
Sony 1 1113.1 -1.417 2.480 303.0 290.2 1.56%
Sony 2 2325.2 -0.675 -0.153 311.2 312.5 0.95%
TAB. 1 – Distances focales et paramètres de distorsion des
optiques utilisées dans nos expérimentations.
même caméra avec une plus petite focale) et une optique
de qualité médiocre (la webcam Logitech QuickCam). Les
focales et paramètres de distorsion mesurées sur ces op-
tiques (voir détails plus loin) sont données en table 1. La
dernière colonne du tableau indique l’erreur relative due à
la distorsion radiale obtenue dans le coin en-haut à droite
de l’image.
3 Choix du modèle de caméra
Une hypothèse souvent utilisée en RA est que les para-
mètres intrinsèques de la caméra restent constants au cours
du temps. Fixer les intrinsèques permet d’éviter les phéno-
mènes de compensations qui peuvent se produire entre les
paramètres intrinsèques et extrinsèques [2]. De telles com-
pensations induisent généralement des fluctuations statis-
tiques sur les paramètres calculés, ce qui peut générer un
effet de tremblement au niveau des éléments virtuels ajou-
tés. Toutefois, il est important de vérifier que cette hypo-
thèse est pertinente en pratique et qu’elle ne risque pas au
contraire d’être source d’imprécision pour l’étape de posi-
tionnement. Dans cette section, nous montrons que fixer les
paramètres intrinsèques est généralement source d’impré-
cision, sauf si la distorsion optique de la caméra est prise
en compte.
3.1 Cas du modèle sténopé sans distorsion
Le modèle sténopé d’une caméra projette un point 3D





























où f est la distance focale mesurée en taille horizontale
d’un pixel, a le rapport d’aspect hauteur/largeur d’un pixel
et (u0, v0) les coordonnées pixel du point principal. R et
t sont respectivement la matrice de rotation et le vecteur
de translation qui permettent de passer du repère du monde
au repère de la caméra. Des travaux antérieurs ont montré
que le calcul du rapport d’aspect est robuste aux change-
ments de position et d’orientation de la caméra par rap-
port à la mire utilisée pour la calibration [18], ainsi qu’aux
éventuels zooms et changements de focus de la caméra [5].
Dans la suite de l’article, nous considérons donc que ce pa-
ramètre est connu et constant durant le suivi de la caméra,
et nous utilisons pour nos tests sa valeur donnée par le gold
standard (voir la section 3.3).
Gold std Distorsion non corrigée Distorsion corrigée
Logi-
tech
u0 341.4 334.7 ± 11.4 341.3 ± 2.24
v0 261.3 273.0 ± 13.3 263.7 ± 1.48
f 824.4 816.8 ± 16.8 825.8 ± 2.67
Sony
1
u0 306.6 305.8 ± 19.0 304.3 ± 2.24
v0 253.0 223.2 ± 15.0 253.9 ± 2.10
f 1113.1 1141.3 ± 7.73 1114.0 ± 3.64
Sony
2
u0 303.4 304.1 ± 38.1 302.5 ± 5.17
v0 306.2 207.0 ± 35.6 306.9 ± 5.04
f 2325.2 2429.8 ± 44.6 2326.8 ± 10.9
TAB. 2 – Moyennes et écarts-types des paramètres intrin-
sèques obtenus avec les trois optiques, sans et avec correc-
tion des distorsions.
Afin d’évaluer en pratique la pertinence de l’hypothèse des
paramètres intrinsèques constants, nous avons réalisé une






2 + (vj − v̂j)
2,
où Φ = [f, u0, v0]t est le vecteur des paramètres in-
trinsèques, p = [α, β, γ, tx, ty, tz ]t le vecteur des para-
mètres extrinsèques (angles d’Euler et translation), (uj , vj)
sont les projections des centres des cibles de la mire et
(ûj , v̂j) les centres détectés. La méthode de Levenberg-
Marquardt est utilisée pour minimiser itérativement cette
fonction, avec une estimée initiale donnée par la méthode
de Faugeras-Toscani [6].
La première ligne de la figure 2 montre les valeurs de
u0, v0 et f obtenues dans chaque image de la séquence,
en utilisant la lentille de qualité moyenne. Les intervalles
de confiance correspondant aux valeurs des paramètres
plus ou moins trois fois leur écart type. Ces écarts-types
sont calculés par propagation inverse d’un bruit gaussien
d’écart-type 0.5 pixels supposé sur la position détectée des
cibles de la mire [9]. On constate que les valeurs obtenues
peuvent être très différentes d’une image à une autre : les
valeurs de u0 varient entre 260 et 364 pixels, celles de v0
entre 177 et 265 pixels et celles de f entre 1122 et 1178
pixels. Pour u0 et v0, il n’existe d’ailleurs aucune droite
horizontale passant à l’intérieur de tous les intervalles de
confiance.
Des résultats similaires ont été obtenus avec les optiques de
qualité basse et élevée : la table 2 montre la valeur moyenne
et l’écart-type des paramètres intrinsèques calculés sur la
séquence pour les trois optiques. Ces valeurs peuvent être
comparées aux valeurs du gold standard, obtenues selon la
méthode précisée en section 3.3 : on constate que certaines
valeurs moyennes sont très éloignées des valeurs attendues,
y compris pour l’optique de bonne qualité.
3.2 Prise en compte de la distorsion radiale
La même expérience a été réalisée en ajoutant au modèle
de caméra une approximation à l’ordre 4 de la distorsion






















































































































































FIG. 2 – Valeurs des paramètres intrinsèques et intervalles de confiances, obtenus dans chaque image de la séquence, sans
utiliser (première ligne) puis en utilisant (deuxième ligne) le modèle de distorsion.
obtenues à partir des coordonnées (û, v̂) observées, en ap-




















(û − cu)2 + (v̂ − cv)2, λ1 et λ2 sont les pre-
mier et le deuxième paramètres de correction de distor-
sion et (cu, cv) est le centre de distorsion. En prenant les
paramètres de correction de distorsion donnés par le gold
standard et en corrigeant les coordonnées des centres des
cibles à partir de ces valeurs, le minimum de la fonction
de coût errf est atteint pour des valeurs de paramètres in-
trinsèques plus stables que précédemment (cf. deuxième
ligne de la figure 2) : u0 varie entre 297 et 320 pixels,
v0 entre 246 et 261 pixels et f entre 1094 et 1130 pixels.
De plus, pour chaque paramètre nous obtenons une large
bande de droites horizontales traversant tous les intervalles
de confiance. Enfin, les valeurs moyennes obtenues avec
les trois optiques sont à présent bien plus proche des va-
leurs attendues, et les valeurs des écarts-types sont consi-
dérablement réduites (Tab. 2).
Ces résultats sont en accord avec les résultats synthétiques
présentés dans [7]. Dans cette étude, 60 points 3D sont ti-
rés aléatoirement dans une sphère de rayon 14 unités. La
caméra est placée à différentes distances du centre de la
sphère (en moyenne à 70 unités) avec des orientations aléa-
toires. Les points 3D sont projetés dans l’image et du bruit
gaussien ainsi qu’une distorsion radiale sont appliqués aux
projections. Lorsque les paramètres intrinsèques sont cal-
culés sans tenir compte de la distorsion, des valeurs incor-
rectes sont obtenues pour ces paramètres, avec des inter-
valles de confiance qui n’incluent pas les bonnes valeurs.
3.3 Validation du modèle retenu
Utiliser le modèle sténopé de caméra sans tenir compte
de la distorsion radiale conduit donc généralement à des
valeurs incorrectes de paramètres intrinsèques (compensa-
tions locales dues à la trop grande simplicité du modèle).
Corriger la distorsion radiale permet au contraire d’obte-
nir des valeurs d’intrinsèques moins sensibles à la position
de la caméra par rapport à la mire de calibration. Cepen-
dant, cela ne prouve pas que le modèle sténopé avec prise
en compte de la distorsion radiale est suffisamment riche
pour les applications de RA. Pour évaluer la pertinence de
ce modèle en RA, nous mesurons à la fois l’erreur de po-
sitionnement 3D et l’erreur d’alignement 2D obtenues en
utilisant ce modèle pour chaque image de la séquence.
Les paramètres intrinsèques et de distorsion utilisés dans
cette validation sont obtenus à partir de 50 images de la
mire de calibration. Les positions de caméra ont été choi-
sies de manière à ce que la mire apparaisse en grand dans
chaque image, avec ses trois faces bien visibles. Les para-
mètres retenus sont ceux qui minimisent l’erreur de repro-







où a est le rapport d’aspect et Λ = [λ1, λ2, cu, cv]t est le
vecteur des paramètres de distorsion. pi(Φ) est le point de
vue de la caméra sui minimise errf dans l’image i pour un
vecteur donné Φ de paramètres intrinsèques. En utilisant
ces paramètres pour calculer les points de vue de caméra
sur les 753 images de la séquence, nous obtenons à la fois :
– des points de vue très proches de la vérité terrain sur
n ∆Tx(mm) ∆Ty(mm) ∆pan(deg) ∆tilt(deg)
Logitech 222 0.001 0.000 0.020 0.060
Sony 1 753 -0.165 -0.004 -0.020 0.014
Sony 2 480 0.000 0.000 -0.011 -0.027
TAB. 3 – Erreurs moyennes obtenues sur les paramètres du
point de vue en utilisant des intrinsèques fixes et en corri-
geant la distorsion radiale.
toute la séquence : l’erreur moyenne est indiquée en
table 3 (les composantes Tx et Ty de la translation sont
exprimées dans le repère de la table XY). Ces erreurs
sont de l’ordre de la résolution de la table XY et de la
PTU. Notons que le nombre n d’images utilisées pour le
calcul des moyennes varie d’une optique à l’autre : sui-
vant l’optique utilisée et la position de la caméra sur la
table, la mire de calibration peut en effet apparaître trop
petite, trop grande ou hors du champ de vision dans cer-
taines images, ne permettant pas de calculer le point de
vue ;
– des erreurs d’alignement très faibles pour les trois mar-
queurs (Fig. 3) : ces erreurs sont de l’ordre de 1 pixel et
sont principalement dues aux erreurs d’incertitude dans
la détection des marqueurs.
4 Influence de la calibration
Nous mesurons à présent la précision obtenue en pratique
avec une distorsion corrigée mais une calibration impré-
cise, et un calcul de point de vue reposant sur des appa-
riements 3D-2D de primitives quelconques. Ces résultats
s’appliquent à n’importe quel système de positionnement
basé modèle, qu’il repose sur la détection automatique de
marqueurs artificiels placés dans la scène [11, 19, 16] ou
sur l’apprentissage et la reconnaissance d’indices naturels
déjà présents dans la scène [8, 13, 17].
La précision est mesurée en terme d’erreur de positionne-
ment et d’alignement 2D. Dans cette section, la lentille de
qualité moyenne est utilisée, mais comme seules les images
corrigées sont considérées, l’étude est largement indépen-
dante du niveau de distorsion présent dans les images ori-
ginales.
4.1 Interprétation analytique
Une interprétation analytique de certains de nos résultats
peut être obtenue à l’aide de l’équation du flot optique,
étendue à la prise en compte d’intrinsèques variables. Lors-
qu’une caméra subit un déplacement (α̇, β̇, γ̇, ṫx, ṫy, ṫz) et
une variation d’intrinsèques (ḟ , u̇0, v̇0) entre deux images,
le mouvement horizontal apparent ẋ d’un pixel de coor-
données (x, y) = (u−u0, v− v0) centrées autour du point

















où Z est la profondeur du point dans le repère caméra (une









































































































FIG. 3 – Les valeurs du gold standard minimisent l’erreur
d’alignement à l’intérieur et à l’extérieur du volume de me-
sure.
peut être interprétée comme l’erreur d’alignement horizon-
tale théoriquement obtenue lorsqu’un ou plusieurs para-
mètres pi de la caméra sont erronés (ṗi 6= 0).
4.2 Perturbation des intrinsèques
Dans cette étude, nous voulons perturber les paramètres
de calibration de la caméra, mais sans toutefois sortir
des marges d’erreurs habituellement observées en situation
pratique. Nous nous basons pour cela sur le type d’erreurs
que nous obtenons lorsque la caméra est calibrée à partir
d’une seule vue d’une mire de calibration, cette procédure
de calibration étant couramment utilisée.
La figure 4 montre la distribution des valeurs de (λ1, λ2)
obtenues en minimisant l’erreur de reprojection errf sui-
vant Λ, Φ et p dans chaque image de la séquence. Les va-
leurs de (λ1, λ2) correspondant au gold standard sont éti-
quetées L0 ; les valeurs que nous utilisons dans nos expéri-
mentations sont étiquetées de L1 à L4 : elles correspondent
aux valeurs obtenues au 5ème (L1), 95ème (L2), 10ème
(L3) et 90ème (L4) centile des valeurs ordonnées de λ1.
Ces valeurs ne sont pas seulement utilisées pour mesurer
l’influence des paramètres de distorsion : elles nous per-
mettent aussi d’établir des marges d’erreurs réalistes pour






















FIG. 4 – Valeurs de (λ1, λ2) obtenues dans chaque image
de la séquence.
4.3 Influence du point principal
L’influence du point principal est évaluée en minimisant
errf suivant les six paramètres du point de vue, avec des
valeurs de f et Λ issues du gold standard, et des valeurs
de (u0, v0) modifiées. L’amplitude et la direction des er-
reurs introduites sur le point principal sont choisies de la
manière suivante. La figure 5 montre l’ensemble des points
principaux obtenus en minimisant errf suivant Φ et p dans
chaque image de la séquence, en utilisant les paramètres
de distorsion L0 à L4 (pour plus de visibilité, une image
sur 10 seulement est représentée). Cela donne une idée des
erreurs pouvant être obtenues avec une calibration mono-
image et des paramètres de distorsion obtenus en pratique.
Afin de tester des amplitudes et directions d’erreur variées
sans toutefois obtenir un trop grand nombre de cas à pré-
senter, nous avons choisi de faire évoluer le point principal
sur une spirale représentative du nuage de points et centrée
autour du point principal PP0 issu du gold standard. Les
points principaux ainsi choisis sont étiquetés de PP1 à PP5
en figure 5. Remarquons que PP2 est exactement au centre
de l’image, ce qui nous permettra d’évaluer la pertinence



























FIG. 5 – Points principaux obtenus en utilisant les para-
mètres de distorsion L0 à L4.
La figure 6 montre les erreurs d’alignement horizontal que
nous obtenons sur les trois marqueurs en utilisant les points
principaux PP1 à PP5. Ces erreurs sont négligeables pour
le marqueur mire placé au centre du volume de mesure.
Cela est dû au fait que les erreurs introduites sur le point
principal sont compensées par des erreurs sur les angles β
et α (pan et tilt) [2], de manière à minimiser l’erreur de re-
projection des primitives utilisées pour le positionnement.
Ces compensations apparaissent en table 4.
Cependant, les erreurs d’alignement sont plus importantes
en dehors du volume de mesure : jusqu’à 4 pixels pour
le marqueur gauche avec PP4 et jusqu’à 3 pixels pour
le marqueur droite avec PP5 (Fig. 6). La forme sinueuse
des courbes d’erreurs s’explique à l’aide de l’équation du
flot optique : les erreurs de compensation entre u̇0 and
β̇ introduisent des erreurs d’alignement horizontale ẋ ≈
u̇0 − f(1 +
x2
f2
)β̇. Comme l’erreur sur le point principal
u̇0 est constant le long de la séquence et la compensation
observée sur β̇ varie peu (voir la figure 7.(a)), la forme
des courbes est principalement due aux rapprochements et
éloignements successifs des marqueurs à la droite verticale
passant par le point principal (x2 = (u − u0)2 croît ou
décroît, cf. Fig. 8.(a)).
Afin d’évaluer visuellement ces erreurs d’alignement, des
cones virtuels dont les bases doivent être superposées
aux marqueurs réels ont été projetés dans les images.
Les résultats d’incrustation obtenus dans l’image 110
où les trois marqueurs sont bien visibles sont présen-
tés en figure 6. Une vidéo montrant les incrustations
obtenues sur toute la séquence avec le point princi-
pal PP5 (PP5.avi) peut être téléchargée à l’adresse
http ://www.loria.fr/˜gsimon/rfia2006.html.
Cette vidéo peut être comparée à la vidéo basée sur
les paramètres de calibration issus du gold standard
(GOLD.avi).
∆Tx(mm) ∆Ty(mm) ∆pan(deg) ∆tilt(deg)
PP1 -0.22 -0.29 0.45 -0.49
PP2 -0.35 -0.14 -0.70 -0.66
PP3 0.88 0.22 -0.85 0.90
PP4 1.64 0.81 1.01 1.09
PP5 0.46 -1.00 1.20 -1.30
F1 23.46 1.05 -0.03 0.03
F2 -31.66 -1.41 -0.01 -0.01
F3 39.22 1.75 -0.03 0.04
F4 -47.41 -2.11 -0.00 -0.03
F5 54.98 2.45 -0.04 0.05
L1 -4.91 -0.18 -0.04 -0.02
L2 0.85 0.29 -0.01 0.01
L3 -1.66 0.17 -0.03 0.00
L4 0.23 0.04 -0.02 0.01
L5 7.73 1.00 -0.04 0.09
TAB. 4 – Erreurs moyennes obtenues sur les paramètres
du point de vue lorsque des points principaux (PP1-PP5),
distances focales (F1-F5) et paramètres de distorsion (L1-
L5) erronés sont utilisés.
4.4 Influence de la distance focale
Nous évaluons à présent la sensibilité du positonnement
face à des erreurs sur la focale. Les distances focales
F1=1128, F2=1093, F3=1138, F4=1083 et F5=1148 sont
choisies suivant le même principe que précédemment, sauf
que la sélection se fait ici dans une seule dimension. Les ré-
sultats sont présentés en figure 9 (F0=1113.1 est la valeur
du gold standard). À nouveau, l’influence des erreurs sur
la focale est imperceptible à l’intérieur du volume de me-
sure, en raison du phénomène de compensation bien connu
qui a lieu entre la focale et la translation le long de l’axe
optique (voir table 4 et figure 7.(b)). Cependant, les erreurs
d’alignement sont plus importantes en dehors du volume
de mesure. La forme des courbes d’erreur s’explique par le
fait qu’une erreur sur la focale induit une erreur horizon-




), dont la valeur absolue décroit (avec
|x|) lorsque le marqueur se rapproche de la droite verticale
passant par le point principal, mais aussi lorque la caméra
s’éloigne des marqueurs (accroissement de Z) : la figure
8.(b) montre l’évolution de 1/Z pour le marqueur gauche.
Une vidéo montrant les résultats d’augmentation obtenus
avec la focale F5 est disponible sur notre site web (F5.avi).
4.5 Influence de la distorsion radiale
L’influence de la distorsion radiale sur les erreurs d’ali-
gnement est présentée en figure 10. L0 à L4 sont les en-
sembles de paramètres de correction de distorsion dont le
choix est présenté en section 4.2 et L5 correspond à des
valeurs nulles pour λ1 et λ2 (distorsions non corrigées).
L’influence des distorsions est négligeable à l’intérieur du
volume de mesure, et aussi très faible à l’extérieur, sauf
pour L1 qui correspond au couple (λ1, λ2) le plus éloigné
du gold standard (cf. Fig. 4), et pour le cas des distorsions
non corrigées. La vidéo correspondant à ce dernier cas
est disponible sur le site (L5.avi). Corriger les distorsions
améliore donc généralement la précision de l’alignement
de manière significative, même lorsque le calcul des para-
mètres de correction de distorsion n’est pas réalisé dans des
conditions optimales (une seule vue de la mire placée dans
une position et orientation arbitraires). Nous n’étudions pas
ici de manière théorique les compensations possibles entre
les paramètres de distorsion et les paramètres externes de la
caméra. Dans nos expérimentations, elles concernent tou-
tefois principalement la translation de la caméra le long de
l’axe optique, comme en atteste le tablea 4.
5 Conclusion
Dans cet article, nous avons présenté un ensemble de résul-
tats expérimentaux permettant d’évaluer la pertinence du
modèle sténopé en pratique et l’influence des erreurs de
calibration dans un contexte de RA. Nos conclusions sont
les suivantes :
1. L’utilisation du modèle sténopé de caméra à intrin-
sèques fixes et distorsion radiale corrigée conduit à
des résultats précis de positionnement 3D et d’aligne-
ment 2D : avec ce modèle, nous avons obtenu une
excellente précision quelque soit l’optique utilisée, la
position relative entre la caméra et la scène filmée, et
la distance entre l’objet ajouté et le volume de mesure.
2. À l’inverse, l’utilisation du modèle sténopé sans cor-
rection de distorsion aboutit à des résultats imprécis, y
compris pour des optiques de bonne qualité (moins de
1% d’erreur dans un coin de l’image). Corriger les dis-
torsions s’avère particulièrement nécessaire lorsqu’on
cherche à déterminer les paramètres intrinsèques de
la caméra, pour éviter des ajustements locaux dus aux
insuffisances du modèle. Durant le processus de po-
sitionnement de la caméra, cela affecte principale-
ment la précision de l’alignement en dehors du vo-
lume de mesure. Des solutions maétrielles et logi-
cielles existent pour corriger la distorsion radiale à ca-
dence vidéo, qui devraient être employées lorsqu’une
précision élevée est requise en dehors du volume de
mesure.
3. Fixer le point principal au centre de l’image ou uti-
liser des paramètres intrinsèques “imprécis” (obtenus
à partir d’une seule vue de mire par exemple) ne nuit
généralement pas de façon perceptible à la précision
de l’alignement à l’intérieur du volume de mesure.
Par contre, ces approximations se traduisent à l’ex-
térieur du volume de mesure par un effet de glisse-
ment à basse fréquence des objets ajoutés, dû aux rap-
prochements et éloignements successifs de l’image de
ces objets par rapport au point principal (en ce qui
concerne les erreurs sur le point principal et la focale)
et aussi de la position 3D de ces objets par rapport à
la caméra (en ce qui concerne les erreurs sur la fo-
cale). Pour des applications qui requièrent une grande
précision en dehors du volume de mesure, la calibra-
tion doit donc être réalisée avec soin, en utilisant de
préférence plusieurs images et une technique de type
ajustement de faisceau.
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FIG. 7 – (a) Erreur sur β obtenue avec le point principal





































FIG. 8 – Évolution sur la séquence de (a) |u − u0| et (b)
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FIG. 10 – Influence des paramètres de distorsion sur l’ali-
gnement 2D.
