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Povzetek 
V diplomskem delu smo ovrednotili delovanje algoritma PILCO, metode za iskanje regulacijskega 
zakona, na nestabilnem nelinearnem sistemu tretjega reda s kvantizirano amplitudo izhodnega 
signala. 
 
Na začetku so predstavljene teoretične osnove algoritma, ki zajemajo Gaussove procese in 
spodbujevano učenje. Sledi opis delovanja samega algoritma PILCO ter kratek primer uporabe. 
V tretjem poglavju je opisan matematični model sistema. Sistem, o katerem govorimo, je 
hidravlična naprava, kjer s črpalko spreminjamo velikost zračnega mehurčka v plovcu in tako 
vplivamo na njegovo globino v vodi. Vsi eksperimenti so bili izvedeni kot računalniška simulacija 
modela naprave. Cilj eksperimenta je voditi sistem, tako da plovec doseže in vzdržuje določeno 
globino. 
V nadaljevanju sledijo opisi potekov eksperimentov. Najprej smo, da bi ugotovili ustrezen čas 
vzorčenja, izvedli več eksperimentov, kjer je bila naprava vodena z regulatorjem PID. Za tem pa 
smo izvedli dva eksperimenta z algoritmom PILCO; prvič je bila amplituda izhodnega signala 
zvezna, drugič pa kvantizirana. 
 
Algoritem PILCO deluje najbolje pri vodenju sistema z zvezno amplitudo izhodnega signala. Pri 
sistemu s kvantizirano amplitudo izhodnega signala deluje slabše. Za iskanje uspešnega 
regulacijskega zakona potrebuje veliko več iteracij, referenčni vrednosti pa ne sledi več tako 
natančno. 
 
Ključne besede: Gaussovi procesi, spodbujevano učenje, vodenje sistemov, računalniška 
simulacija. 
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Abstract 
In the thesis we evaluate the PILCO algorithm, a control-law search method, with a third-order 
unstable nonlinear system with quantized amplitude of the output signal.  
 
In the beginning the algorithm's theoretical foundation is presented, which consists of Gaussian 
processes and reinforcement learning. This is followed by a description of the algorithm and a short 
example of its operation. Next, the mathematical model of the system is described. The system is a 
hydraulic plant where a pump is used to influence the size of a bubble in a float, causing it to ascend 
or descend in the water. Instead of experiments with an actual plant, all experiments were run as 
computer simulations using the plant's model. The controller's objective was to stabilize the system 
and to reach and maintain a preselected position of the float. Then, the experimental runs with 
various controllers are described. Firstly, a PID controller was used for determining the appropriate 
sampling time of the system. This was followed by two experimental runs, where algorithm PILCO 
was used as a controller. First time, the amplitude of the plant's output signal was left continuous 
and the second time, its amplitude was quantized. 
 
Lastly, we examine the results of the experiments, and conclude that algorithm PILCO performs 
better with continuous signals, where it successfully meets the objective, and somewhat worse with 
quantized signals, where it still meets the objective but needs many more iterations. 
 
Key words: Gaussian processes, reinforcement learning, system control, computer simulation.  
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1 Uvod 
Avtomatika je interdisciplinarna veda, ki raziskuje različne načine avtomatskega vodenja. To 
pomeni, da išče različne načine, kako doseči, da bo nek sistem pravilno deloval sam, t. j. brez 
človekovega poseganja. Primera avtomatskega vodenja sta tempomat v avtomobilu, ki samodejno 
uravnava dodajanje plina, tako da je hitrost avtomobila konstantna, in termostat, ki samodejno 
vključi gretje, kadar je hladno, in ga izključi, ko se prostor ogreje. Poleg avtomatskega vodenja 
avtomatika zajema še matematično modeliranje, simulacijo dinamičnih sistemov in robotiko, 
izkorišča pa tudi teorijo obdelave signalov in informacijske ter proizvodne tehnologije.  
 
Strojno učenje je področje informacijske tehnologije, ki se ukvarja z raziskovanjem algoritmov, ki 
se lahko učijo iz podatkov. Tak je na primer algoritem, ki filtrira nezaželeno elektronsko pošto. Ko 
je neka množica poštnih sporočil označena kot nezaželena, algoritem iz njih izlušči skupne 
značilnosti in zna na podlagi teh značilnosti presoditi, ali gre za nezaželeno pošto tudi pri novih 
sporočilih. Spodbujevano učenje pa je vrsta strojnega učenja, ki se uči s poizkušanjem. V določeni 
situaciji poskusi z nekim ukrepom. Če je rezultat ugoden, si ukrep zapomni in ga naslednjič ponovi. 
Če rezultat ni ugoden, naslednjič poskusi z drugim ukrepom. Po več poskusih se rekurzivno nauči, 
kdaj so določeni ukrepi ustrezni. 
 
V diplomskem delu želimo ovrednotiti delovanje algoritma PILCO  (Probabilistic Inference for 
Learning COntrol) na primeru vodenja nelinearnega nestabilnega sistema – plovca z mehurčkom, za 
kar potrebujemo znanja s področja avtomatike ter strojnega učenja. Algoritem PILCO, ki sta ga 
razvila M. Deisenroth in C. E. Rasmussen na univerzi v Cambridgeu, omogoči, da se računalnik 
rekurzivno nauči, kako mora ravnati, da bo v skladu z zahtevami samodejno vodil sistem. 
 
Glavni nalogi sta prilagoditev algoritma, da bo deloval s sistemom plovca v vodi, in prenos 
matematičnega modela sistema v računalniško obliko, da bomo lahko na njem izvajali simulacije 
vodenja. Z  namenom vrednotenja algoritma PILCO bomo izvedli dva poskusa. Pri prvem poskusu 
bo izhodni signal procesa zvezen, pri drugem pa bo, kot na dejanski napravi, njegova amplituda 
kvantizirana. Poleg teh dveh poskusov pa bomo izvedli še poskus z vodenjem sistema z 
regulatorjem PID, ki prispeva k boljšemu spoznavanju sistema in določitvi časa vzorčenja. 
Algoritem PILCO samodejno identificira proces in izračuna ustrezen vhodni signal, pri katerem ta 
proces sledi prej določeni referenci. Namenjen je uporabi z vzorčenimi zveznimi sistemi. 
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Cilj diplomskega dela je simulirati vodenje sistema plovca z mehurčkom z uporabo algoritma 
PILCO. Zahtevamo, da je odziv stabilen in da sledi določeni referenčni vrednosti.  
 
Namesto na dejanski napravi smo poskuse izvajali kot računalniško simulacijo, kjer smo uporabili 
matematični model procesa, kot je naveden v poglavju 3.1. Zaradi zahtevnosti algoritma računalnik 
namreč ne bi mogel v realnem času računati vhodnega signala, zato poskus na realni napravi z 
uporabljenim računalnikom ne bo izveden. Z vidika algoritma PILCO ni nikakršne razlike med 
računalniško simulacijo in izvedbo na dejanski napravi. Ker je za razumevanje načina delovanja 
algoritma potrebno poznati Gaussove procese in spodbujevano učenje, ju bomo najprej na kratko 
opisali. Temu sledi opis algoritma in kratek primer njegovega delovanja na modelu invertiranega 
nihala. V tretjem poglavju bomo opisali napravo in njen model, na katerem izvajamo poskuse. Na 
koncu pa bomo predstavili rezultate vodenja modela plovca z mehurčkom. Najprej bodo 
predstavljeni rezultati vodenja z regulatorjem PID, nato pa še rezultati obeh poskusov z algoritmom 
PILCO. Na koncu bomo predstavili še zaključke vrednotenja algoritma.  
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2 Teoretične osnove in algoritem PILCO 
V tem poglavju bomo najprej predstavili osnove modeliranja z Gaussovimi procesi ter 
spodbujevanega učenja, ki so potrebne za razumevanje delovanja algoritma PILCO. V nadaljevanju 
bomo opisali njegovo delovanje, na koncu poglavja pa bomo predstavili še primer vodenja z 
algoritmom PILCO. 
2.1 Gaussovi procesi 
Gaussovi procesi so stohastični (naključni) procesi, kjer so vse izhodne vrednosti porazdeljene z 
normalno ali Gaussovo porazdelitvijo. Vsaka izhodna vrednost Gaussovega procesa je torej 
realizacija naključne spremenljivke z Gaussovo porazdelitvijo. 
Naključno spremenljivko opišemo z zalogo vrednosti in porazdelitvenim zakonom. Zaloga 
vrednosti predstavlja množico vseh možnih vrednosti, ki jih naključna spremenljivka lahko 
zavzame. Porazdelitveni zakon pa določa, kolikšna je verjetnost, da bo spremenljivka zavzela 
določeno vrednost, oziroma vrednost na nekem določenem intervalu znotraj zaloge vrednosti. 
Naključna spremenljivka je zvezna, če lahko zavzame vrednost kateregakoli realnega števila na 
določenem intervalu. Če pa lahko zavzame samo končno ali kvečjemu števno neskončno število 
vrednosti, pa je naključna spremenljivka diskretna. Med najbolj znanimi porazdelitvenimi zakoni so 
Gaussova porazdelitev, enakomerna porazdelitev in Studentova porazdelitev. [2] 
Splošna oblika porazdelitvenega zakona za naključno spremenljivko (porazdelitvena funkcija) je 
sledeča: 
 𝐹(𝑥) = 𝑃(𝑋 < 𝑥). (2.1) 
 
Ta pove, kolikšna je verjetnost, da zavzame naključna spremenljivka X vrednost manjšo od x. Če 
gre za zvezno naključno spremenljivko, lahko porazdelitveno funkcijo zapišemo kot: 
 
𝐹(𝑥) = ∫ 𝑝(𝑡)𝑑𝑡
𝑥
−∞
, (2.2) 
kjer je p(t) gostota verjetnosti. 
Srednja (povprečna) vrednost naključne spremenljivke X je: 
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𝐸(𝑋) = ∫ 𝑥𝑝(𝑥)𝑑𝑥
∞
−∞
. (2.3) 
 
Varianco (disperzijo) naključne spremenljivke pa izračunamo po enačbi: 
 𝑣𝑎𝑟(𝑋) = 𝐸 ((𝑋 − 𝐸(𝑋))
2
). (2.4) 
 
Standardni odklon (deviacija) naključne spremenljivke je definiran kot pozitivni kvadratni koren 
variance: 
 𝜎(𝑋) = +√𝑣𝑎𝑟(𝑋). (2.5) 
 
Gaussova porazdelitev je posebna vrsta porazdelitve, zanjo je značilna zvonasta oblika krivulje 
(slika 2.1).  
 
Slika 2.1: Gaussova porazdelitev. 
 
Pri Gaussovi porazdelitvi je gostota verjetnosti naključne spremenljivke X pri vrednosti x enaka: 
 
𝑝(𝑥) =
1
𝜎√2𝜋
𝑒−
1
2(
𝑥−𝜇
𝜎 )
2
, (2.6) 
kjer μ označuje srednjo vrednost, σ pa standardni odklon naključne spremenljivke X. Enačbo (2.6) 
lahko krajše zapišemo tudi kot 𝒩(𝜇, 𝜎). 
Gaussov porazdelitveni zakon lahko zapišemo: 
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𝐹(𝑥) = ∫
1
𝜎√2𝜋
𝑒−
1
2(
𝑡−𝜇
𝜎 )
2
𝑑𝑡
𝑥
−∞
. (2.7) 
Pomembna je še kovarianca, ki služi kot mera linearne odvisnosti dveh naključnih spremenljivk. 
 𝑐𝑜𝑣(𝑋, 𝑌) = 𝐸 ((𝑋 − 𝐸(𝑋))(𝑌 − 𝐸(𝑌))) (2.8) 
Če več naključnih spremenljivk združimo v vektor, govorimo o naključnem vektorju. 
 𝐗 = (𝑋1, 𝑋2, . . . , 𝑋𝑛) (2.9) 
Če imamo več med seboj povezanih naključnih spremenljivk (naključni vektor), njihovi realizaciji 
pravimo naključni proces. V primeru, da so te spremenljivke med seboj normalno porazdeljene 
(večrazsežna Gaussova porazdelitev), pa gre za Gaussov naključni proces[4]. Gaussov naključni 
proces si lahko predstavljamo kot zaporedje točk, pri katerih poznamo samo njihovo srednjo 
vrednost ter standardni odklon njihove porazdelitve, ne pa tudi točne vrednosti. Za vsako torej lahko 
narišemo zvonasto krivuljo Gaussove porazdelitve in izračunamo, s kakšno verjetnostjo se nahaja 
na določenem intervalu, ne moremo pa vedeti, kje točno se nahaja. 
2.2 Modeliranje z Gaussovimi procesi 
Predpostavimo, da imamo nekaj meritev odziva neznanega sistema na znan vhodni signal. Sedaj 
želimo predvideti, kako se bo sistem odzval, ko bo vhodni signal zavzel novo vrednost. Če se 
lotimo problema z uporabo Gaussovih procesov, naredimo naslednje: predpostavimo, da so dane 
meritve realizacija nekega Gaussovega procesa. Privzeli bomo tudi, da je srednja vrednost tega 
procesa enaka 0, torej je vse, kar povezuje naše meritve med seboj, tako imenovana kovariančna 
funkcija. Če srednja vrednost ni enaka 0, jo vedno lahko prištejemo naknadno. S kovariančno 
funkcijo vhodnih vrednosti izračunamo „podobnost“ (kovarianco) ustreznih meritev. Veljati mora: 
 𝑐𝑜𝑣(𝑦𝑖, 𝑦𝑗) = 𝑘(𝑥𝑖, 𝑥𝑗), (2.10) 
kjer je 𝑘(𝑥𝑖, 𝑥𝑗) kovariančna funkcija, xi in xj sta i-ti in j-ti vrednosti vhodnega signala, yi in yj pa 
pripadajoči meritvi izhodnega signala.[4] 
Ključnega pomena za natančnost predikcije našega modela je izbira ustrezne kovariančne funkcije. 
Enačba (2.10) mora veljati čim bolj konsistentno pri različnih vhodnih vrednostih in meritvah, saj v 
nasprotnem primeru ne dobimo dobrega modela in ne moremo pravilno predvideti, kako se bo 
sistem obnašal. Za boljše rezultate pa velikokrat, namesto da bi izbrali le eno, sestavimo 
kombinacijo večih kovariančnih funkcij, saj jim lahko preprosto dodajamo člene in s tem 
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izboljšamo natančnost predikcije. 
Na primer: izberemo kovariančno funkcijo: 
 
𝑘(𝒙, 𝒙′) = 𝜎𝑓
2exp [
−(𝒙 − 𝒙′)2
2𝑙2
], (2.11) 
 
kjer σf označuje standardni odklon, x in x' sta vektorja spremenljivk, za katera računamo 
kovarianco, razdalja med vektorjema pa je upoštevana s parametrom l. Parametre kovariančne 
funkcije, to so vrednosti σf  in l, imenujemo hiperparametri [4, stran 11]. Takšna kovariančna 
funkcija je zelo razširjena in zadosti veliko primerom, vendar ne predvideva šuma pri podatkih, 
čemur se v praksi žal ne moremo izogniti. Zato ji dodamo še člen, ki modelira šum, za katerega 
predpostavimo normalno porazdelitev s srednjo vrednostjo 0. 
 𝑛~𝒩(0, 𝜎𝑛
2) (2.12) 
 𝑦 = 𝑓(𝒙) + 𝑛 (2.13) 
Skupaj dobimo naslednjo sestavljeno kovariančno funkcijo: 
 𝑘(𝒙, 𝒙′) = 𝜎𝑓
2exp [
−(𝒙 − 𝒙′)2
2𝑙2
] + 𝜎𝑛
2𝛿(𝒙, 𝒙′), (2.14) 
kjer je δ(x,x') Kroneckerjeva delta funkcija. Vidimo, da lahko s preprostim seštevanjem členov 
sestavimo ustrezno kovariančno funkcijo. Znotraj algoritma PILCO, ki ga bomo podrobno opisali v 
poglavju 2.4, uporabljamo zelo podobno kovariančno funkcijo, pri kateri so obtežene posamezne 
komponente vektorjev vhodnih podatkov: 
 
𝑘(𝒙, 𝒙′) = 𝜎𝑓
2exp [
−(𝒙 − 𝒙′)𝑇 𝐋−1(𝒙 − 𝒙′)
2
] + 𝜎𝑛
2𝛿(𝒙, 𝒙′), (2.15) 
kjer je L diagonalna matrika (z elementi na glavni diagonali 𝑙1
2 … 𝑙𝑖
2 za i-razsežna vektorja x in x'), 
ki omogoča, da lahko obtežimo posamezne komponente vektorjev vhodnih podatkov [6]. 
 
Za primer vzemimo, da imamo n znanih meritev izhoda y1 ... yn pri znanih vhodnih vektorjih x1 ... 
xn. Če želimo sedaj predvideti, kakšno vrednost ima nek nov vzorec y' pri vhodu x', izračunamo 
najprej kovariančno funkcijo med vsemi možnimi pari vhodnih vektorjev – Gramovo matriko. 
Privzeli smo, da poznamo optimalne hiperparametre kovariančne funkcije. 
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𝐊 = [
𝑘(𝒙1,𝒙1) 𝑘(𝒙1,𝒙2) … 𝑘(𝒙1,𝒙𝑛)
𝑘(𝒙2,𝒙1) 𝑘(𝒙2,𝒙2) … 𝑘(𝒙2,𝒙𝑛)
⋮ ⋮ ⋱ ⋮
𝑘(𝒙𝑛, 𝒙1) 𝑘(𝒙𝑛, 𝒙2) … 𝑘(𝒙𝑛, 𝒙𝑛)
] (2.16) 
Če zapišemo še: 
 𝐊
′ = [𝑘(𝒙′, 𝒙1)𝑘(𝒙
′, 𝒙2). . . 𝑘(𝒙
′, 𝒙𝑛)];  (2.17) 
 𝐾′′ = 𝑘(𝒙′, 𝒙′), (2.18) 
lahko po predpostavki, da smemo podatke predstaviti kot vzorec večrazsežne Gaussove 
porazdelitve, izpeljemo naslednjo enačbo: 
 [
𝒚
𝑦′] ~𝒩 (0, [
𝐊 𝐊′T
𝐊′ 𝐾′′
]). (2.19) 
 
Zanima nas pogojna verjetnost p(y'|y), oziroma kolikšna je verjetnost določene ocene y', glede na 
dane podatke. Izpeljemo lahko [3, stran 3]: 
 𝑦
′ ∣ 𝒚~𝒩(𝐊′𝐊−1𝒚, 𝐾′′ − 𝐊′𝐊−1𝐊′T) (2.20) 
Najboljša ocena y' je srednja vrednost porazdelitve: 
 ?ˉ?′ = 𝐊′𝐊
−1𝒚. (2.21) 
Stopnja zaupanja pa je opisana z varianco: 
 𝑣𝑎𝑟(𝑦′) = 𝐾′′ − 𝐊′𝐊
−1𝐊′T. (2.22) 
Poleg izbire same kovariančne funkcije je za točnost predikcije pomembna tudi izbira njenih 
hiperparametrov. Ker je sistem tretjega reda, jih imamo v našem primeru pet in sicer θ = [l1, l2, l3, 
σf, σn]. Najboljšo oceno θ dobimo, kadar je verjetnost p(θ| x, y) največja. Za dobro oceno θ  
moramo najti maksimalno vrednost log p(y|x, θ), ki jo izračunamo po enačbi: 
 log𝑝( 𝑦 ∣ 𝒙, 𝜃 ) = −
1
2
𝒚𝑇𝐊−1𝒚 −
1
2
log ∣ 𝐊 ∣ −
𝑛
2
log2𝜋. (2.23) 
Maksimalno vrednost zgornje enačbe najlažje dobimo numerično z optimizacijskim algoritmom.[3] 
Na ta način z relativno enostavnim postopkom poleg napovedi dobimo tudi mero zaupanja vanjo, 
kar sta eni izmed glavnih prednosti Gaussovih procesov pred drugimi regresijskimi algoritmi. 
Učenje modela procesa v algoritmu PILCO deluje po principu, opisanem v tem poglavju. Po 
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izvedeni simulaciji iz znanih vhodnih in izmerjenih izhodnih vrednosti poišče optimalne 
hiperparametre kovariančne funkcije in s tem zgradi model sistema, na katerem nato s 
spodbujevanim učenjem optimizira regulacijski zakon. 
2.3 Spodbujevano učenje 
Spodbujevano učenje (angl. reinforcement learning) je vrsta strojnega učenja, pri katerem se sistem 
uči sproti na dobljenih rezultatih, s katerimi poskuša maksimizirati določeno vrednostno funkcijo. 
Spodbujevano učenje posnema učenje živih bitij s poskušanjem, tako da učeči se sistem za vsak 
poskus dobi povratno informacijo o tem, kako ustrezen je rezultat opravljenega poskusa. Po večjem 
številu poskusov se sistem nauči, kako reagirati v določenih situacijah, da bo rezultat poskusa čim 
boljši. Dobri lastnosti spodbujevanega učenja sta, da zanj ne potrebujemo prej pripravljene učne 
množice, saj dobi podatke z izvajanjem poskusov, in da se lahko sistem prilagaja spremembam 
sproti. Težave pa imamo zaradi zelo velikega števila poskusov, ki jih je potrebno opraviti pri učenju 
sistema. 
Regulacijski zakon določi obnašanje sistema. Lahko ga opišemo kot preslikavo med zaznanim 
stanjem, v katerem se sistem nahaja, in akcijo, ki jo mora sistem v tem stanju opraviti.  Regulacijski 
zakon je ključen del spodbujevanega učenja v smislu, da sam popolnoma določa, kako se bo sistem 
odzval v določenem stanju.[5] 
Kriterijska funkcija pove, kako dobro trenutna akcija ustreza ciljni, tako da preslika trenutno stanje 
(ali par stanje - ukrep) v skalar, ki predstavlja merilo ustreznosti stanja. Kriterijska funkcija torej 
ovrednoti ustreznost posameznega stanja.[5] 
V računalništvu, katerega del je tudi strojno učenje, se namesto izraza kriterijska funkcija 
uporabljata izraza nagradna funkcija ali izgubna funkcija. Kljub temu bomo uporabljali izraz 
kriterijska funkcija, ki se uporablja v avtomatiki. Izraz kriterijska funkcija ima sicer bolj splošen 
pomen, vendar bomo v diplomskem delu z njim označevali samo funkcijo izgube. Izjemoma se 
izraz kriterijska funkcija pojavi tudi pri optimizaciji v poglavju 4.1, vendar je v tem primeru izrecno 
napisano, da gre za kriterijsko funkcijo za optimizacijo. 
Vrednostna funkcija za razliko od kriterijske funkcije ne vrednoti trenutne ustreznosti stanja, 
temveč vrednoti stanje sistema na dolgi rok. Opiše pričakovano skupno vrednost kriterijske 
funkcije, ki jo bo sistem še utrpel. Pri tem upošteva stanje, v katerem se sistem trenutno nahaja, 
katera stanja najverjetneje sledijo trenutnemu in kakšne vrednosti kriterijske funkcije prinesejo. 
Regulacijski zakon mora minimizirati vrednostno funkcijo, saj le tako na dolgi rok dosežemo 
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najmanjšo skupno vrednost kriterijske funkcije. Lahko se zgodi na primer, da stanju, ki ima majhno 
trenutno vrednost kriterijske funkcije, večinoma sledijo stanja z veliko – v tem primeru se mu je 
bolje izogniti. Velja pa tudi obratno; če stanje z veliko trenutno vrednostjo kriterijske funkcije vodi 
v stanja z majhnimi, je dolgoročno to stanje zaželeno. Določanje vrednostne funkcije posameznim 
stanjem je najtežja naloga pri izvedbi spodbujevanega učenja.[5]  
Spodbujevano učenje formalno opišemo z odločitvenim procesom Markova. Gre za vektor  [S, A, 
{Psa}, γ, R], kjer S predstavlja množico stanj, A množico možnih ukrepov, Psa so verjetnosti 
prehodov med posameznimi stanji po določenem ukrepu. Za vsako stanje 𝑠 ∈ 𝑆 in ukrep 𝑎 ∈ 𝐴 je 
Psa verjetnostna porazdelitev med ostalimi možnimi stanji v S. Faktor 𝛾 ∈ [0,1) skrbi za uteženje 
napak s časom. Kriterijska funkcija 𝑅: 𝑆 × 𝐴 → 𝑅 (če je izguba odvisna le od stanj:𝑅: 𝑆 → 𝑅). 
Odločitveni proces Markova poteka tako: začnemo v začetnem stanju s0  in izberemo nek ukrep a0. 
V skladu z našo odločitvijo se proces naključno preseli v novo stanje s1, upoštevajoč verjetnostno 
porazdelitev dano v Psa. 
 𝑠1~𝑃𝑠0𝑎0 (2.24) 
Nato izberemo nov ukrep a1 in proces se spet preseli v novo stanje s2. Zopet lahko samo 
predvidevamo, katero bo to stanje, in sicer glede na verjetnostno porazdelitev Psa. 
 𝑠2~𝑃𝑠1𝑎1 (2.25) 
To ponavljamo in seštevamo vrednosti kriterijske funkcije. 
 𝑅(𝑠0,𝑎0) + 𝛾𝑅(𝑠1,𝑎1) + 𝛾
2𝑅(𝑠2,𝑎2) + ⋯ (2.26) 
Cilj je izbirati različne ukrepe pri vsakem stanju tako, da dobimo minimalno pričakovano skupno 
vrednost kriterijske funkcije. 
 𝐸[𝑅(𝑠0,𝑎0) + 𝛾𝑅(𝑠1,𝑎1) + 𝛾
2𝑅(𝑠2,𝑎2) + ⋯ ] (2.27) 
Katerega od  ukrepov izberemo pri katerem od  stanj, pa opisuje regulacijski zakon. Regulacijski 
zakon je funkcija, ki preslika stanje 𝑠 ∈ 𝑆 v ukrep 𝑎 ∈ 𝐴. 
 𝜋: 𝑆 → 𝐴 (2.28) 
Proces vodimo po regulacijskem zakonu π, če v vsakem stanju 𝑠 ∈ 𝑆 izberemo tak ukrep 𝑎 ∈ 𝐴, da 
velja: 
 𝑎 = 𝜋(𝑠). (2.29) 
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Vrednostno funkcijo pa opišemo: 
 𝑉
𝜋(𝑠) = 𝐸[𝑅(𝑠0,𝑎0) + 𝛾𝑅(𝑠1,𝑎1) + 𝛾
2𝑅(𝑠2,𝑎2)+. . . ], (2.30) 
V
π
 (s) je pričakovana vsota vseh posameznih vrednosti kriterijske funkcije, če je začetno stanje 
procesa 𝑠0 = 𝑠 in proces vodimo po regulacijskem zakonu π. Pri vodenju želimo izbrati oziroma 
najti tak regulacijski zakon π, da bo vrednost Vπ, čim manjša. [7] 
Pri spodbujevanem učenju se algoritem nauči regulacijski zakon, ki med poskusom glede na 
vrednost izhodnega signala sproti določa, kakšna bo naslednja vrednost vzbujanja.  
Ker pri spodbujevanem učenju po korakih izboljšujemo regulacijski zakon, dokler ne pridemo do 
optimalne vrednosti, lahko na spodbujevano učenje gledamo tudi kot na optimizacijo regulacijskega 
zakona za določen model.  
Za iskanje optimalnega vodenja je spodbujevano učenje še posebej primerno, saj lahko dobljeni 
izhodni signal primerjamo z referenčnim. S posameznimi pari vzorcev referenčnega in dejanskega 
odziva lahko izračunamo vrednost kriterijske funkcije, vsota vrednosti te funkcije na vseh vzorcih 
pa predstavlja vrednostno funkcijo. 
2.4 Delovanje algoritma PILCO 
Algoritem PILCO je namenjen samodejni identifikaciji in vodenju sistemov, pri katerih je 
načrtovanje vodenja prezahtevno, in tistih, pri katerih modela sploh ne poznamo. Deluje tako, da 
najprej zgradi verjetnostni model procesa, nato pa zanj s simulacijo poišče primeren regulacijski 
zakon. To ponavlja, z vsako ponovitvijo pa se verjetnostni model procesa in regulacijski zakon 
izboljšujeta.[1] 
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Iteracija algoritma PILCO poteka v treh fazah (slika 2.2). 
 
Slika 2.2: Potek algoritma. 
Najprej se izvede eksperiment z danim začetnim stanjem in v skladu s trenutnim regulacijskim 
zakonom določenim vzbujanjem. Izmerjene vrednosti izhodnega signala se, skupaj z znanimi 
vrednostmi vzbujanja, uporabijo za izgradnjo modela procesa. S spodbujevanim učenjem se iz 
modela izračuna nov, izboljšan regulacijski zakon. 
Ta potek se ponavlja izbrano število iteracij. Z vsako iteracijo se izboljša naučeni model procesa in 
regulacijski zakon. Bolj kot je proces zahteven, več iteracij je potrebnih za uspešno vodenje. [6] 
2.4.1 Izvedba eksperimenta 
Pri eksperimentu (slika 2.3) se proces prvič zažene z vrednostmi vzbujanja, ki jih algoritem PILCO 
naključno izbere. V naslednjih iteracijah pa se uporabijo vrednosti, ki jih določi naučeni regulacijski 
zakon. Za vsak vzorec izhodnega signala izračunamo tudi vrednost kriterijske funkcije, ki 
predstavlja merilo kvalitete vodenja. V tem primeru smo za kriterijsko funkcijo uporabili kvadrat 
pogreška izhodnega signala: 
 𝐸 = (𝐱 − 𝐳)
𝑇 ⋅ W ⋅ (𝐱 − 𝐳), (2.31) 
kjer je E kvadrat pogreška izhodnega signala, x so trenutna stanja sistema, z so želena stanja in W je 
matrika uteži.  
Na tak način dobi algoritem PILCO povratno informacijo o uspešnosti vodenja. Iz parov vzorcev 
vzbujanja in vrednosti kriterijske funkcije dobi informacijo o ustreznosti regulacijskega zakona, iz 
parov vzorcev vzbujanja in odziva pa informacijo o dinamiki samega procesa, s katero lahko nato 
izboljša njegov model. [6] 
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Slika 2.3: Diagram poteka izvajanja eksperimenta. 
2.4.2 Izgradnja modela procesa 
Iz dobljenih meritev odziva in znanih vrednosti vzbujanja algoritem PILCO zgradi svoj model 
procesa na podlagi Gaussovih procesov (slika 2.4). Gaussov proces je popolnoma določen s 
kovariančno funkcijo in njenimi hiperparametri: kovariančno funkcijo izberemo glede na zastavljen 
problem, izbrani hiperparametri pa določajo konkretni model. Učenje modela v tem primeru 
pomeni, da pri znanih vhodnih in izhodnih signalih ter kovariančni funkciji iščemo ustrezne 
hiperparametre. [6] 
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Slika 2.4: Diagram poteka učenja modela procesa na podlagi Gaussovih procesov. 
 
2.4.3 Iskanje regulacijskega zakona s spodbujevanim učenjem 
Ko pozna model, začne algoritem PILCO s spodbujevanim učenjem iskati regulacijski zakon (slika 
2.5). To poteka tako, da z interno simulacijo zaprtozančnega sistema večkrat poskusi voditi svoj na 
novo določeni model. Pri vsakem takem poskusu za vsak vzorec ustrezno izbere vrednost vhodnega 
in izmeri vrednost izhodnega signala ter izračuna vrednost kriterijske funkcije. Vrednosti vhodnega 
signala izbira v smeri negativnega gradienta kriterijske funkcije, kar pomeni, da se pomika v smeri, 
po kateri vrednost kriterijske funkcije najhitreje pada. Na podlagi rezultatov izračuna optimalni 
regulacijski zakon, ki določi, kakšna mora biti vrednost vhodnega signala v naslednjem koraku, da 
bo vrednost kriterijske funkcije čim manjša. [6] 
18 
 
 
Slika 2.5: Diagram poteka iskanja regulacijskega zakona. 
 
Regulacijski zakon je v algoritmu PILCO izveden z radialnimi baznimi funkcijami. Te funkcije se 
uporabljajo za aproksimacijo poljubnih funkcij. V tem primeru z njimi aproksimiramo naučeni 
regulacijski zakon.  To so funkcije, katerih vrednost je odvisna le od razdalje do izhodišča, da velja: 
 𝜙(𝒙) =  𝜙(‖𝒙‖), (2.32) 
 ali do nekega poljubnega središča c, v tem primeru pa velja:  
 𝜙(𝒙, 𝑐) =  𝜙(‖𝒙 − 𝑐‖). (2.33) 
Tipičen primer aproksimacije funkcije z uporabo radialnih baznih funkcij izgleda tako: 
 
𝑦(𝒙) =  ∑ 𝑤𝑖 𝜙(‖𝒙 − 𝑥𝑖‖)
𝑁
𝑖=1
, 
(2.34) 
kjer je funkcija y(x), aproksimirana z vsoto N baznih funkcij 𝜙, vsako s svojim središčem xi ter 
utežjo wi.[12]  
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V algoritmu PILCO je za regulacijski zakon uporabljena funkcija opisana v enačbah (2.35) in 
(2.36): 
 𝜋(𝒙) = 𝑢𝑚𝑎𝑥𝜎?̃?(𝒙), (2.35) 
kjer umax predstavlja največjo možno vrednost vzbujanja, σ je funkcija, ki skrči vrednosti svojega 
argumenta na interval [-1,1], ?̃?(𝑥) pa je: 
 
?̃?(𝒙) =  ∑ 𝑤𝑖 𝑒𝑥𝑝 (−
1
2
(𝒙 − 𝑐𝑖)
𝑇𝑾(𝒙 − 𝑐𝑖))
𝑛𝑐
𝑖=1
, 
(2.36) 
kjer je nc izbrano število baznih funkcij, ci so središča baznih funkcij, W pa matrika uteži. 
Algoritem PILCO je izveden v obliki programskega modula za paket Matlab, ki poleg samega 
algoritma vsebuje tudi nekaj sistemov, namenjenih prikazu delovanja algoritma. 
Če želimo z algoritmom PILCO voditi izbrani proces, moramo v programsko kodo vnesti 
diferencialne enačbe njegovega matematičnega modela. [6]  Ta model, ki predstavlja proces in se 
uporablja za nadomestilo naprave, je popolnoma ločen od modela, ki ga algoritem zgradi z 
Gaussovimi procesi. Če želimo voditi dejansko napravo, moramo namesto tega vzpostaviti 
komunikacijo z želeno napravo. Nato pa moramo ustrezno izbrati nastavitve, kot so število iteracij 
algoritma, začetna in želena končna stanja, začetni hiperparametri itd. 
2.5 Primer uporabe algoritma PILCO 
 
V procesu spoznavanja z algoritmom PILCO smo ga najprej zagnali na, v programu že vnaprej 
pripravljenem [6], demonstracijskem sistemu, ki opisuje invertirano nihalo. 
Invertirano nihalo (slika 2.6) je sestavljeno iz vozička, ki ga premikamo v vodoravni smeri, in 
palice, ki je z ležajem pritrjena nanj, tako da se lahko prosto vrti v navpični ravnini. Naloga 
regulacijskega zakona je spuščeno nihalo zanihati tako, da se palica obrne navpično navzgor in nato 
ta položaj vzdržuje. 
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Slika 2.6: Invertirano nihalo. 
 
Gre za nelinearni, nestabilni, zvezni proces četrtega reda. Opisujeta ga naslednji enačbi: 
 (𝑀 + 𝑚)?̈? − 𝑚𝑙?̈?𝑐𝑜𝑠𝜃 + 𝑚𝑙?̇?
2𝑠𝑖𝑛𝜃 = 𝐹, (2.37) 
 𝑙?̈? − 𝑔𝑠𝑖𝑛𝜃 =  ?̈? 𝑐𝑜𝑠𝜃. (2.38) 
Tu je M masa vozička, m masa palice, x lega vozička, θ kot palice in l njena dolžina, g gravitacijski 
pospešek, F pa sila, s katero premikamo voziček. 
Znotraj ene iteracije algoritma je vsaka simulacija procesa trajala 4 s, za učenje pa so se shranile 
vrednosti stanj na vsakih 0,1 s. 
Privzeta kriterijska funkcija za spodbujevano učenje, ki je uporabljena pri sistemu invertiranega 
nihala, ni enaka tisti, ki smo jo uporabili pri poskusih na hidravlični napravi s plovcem (enačba 
(2.31)), ampak se glasi: 
 𝐸 = 1 − 𝑒𝑥𝑝 (−
1
2
(𝐱 − 𝐳)𝑇 ⋅ W ⋅ (𝐱 − 𝐳)) ∈ [0,1], (2.39) 
kjer je E vrednost kriterijske funkcije, x so trenutna stanja sistema, z so želena stanja sistema in W 
je matrika uteži. Podobna je kriterijski funkciji, ki smo jo uporabili tudi pri poskusih na hidravlični 
napravi s plovcem, s to razliko, da zavzame le vrednosti med 0 in 1. 
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Sledijo grafi vrednosti kriterijske funkcije (slika 2.7 - slika 2.9) . Z rdečo barvo je prikazan potek 
izračunane vrednosti kriterijske funkcije za vsako stanje, v katerem se je sistem nahajal med 
eksperimentom. Z modro pa so prikazani srednja vrednost kriterijske funkcije in intervali 
dvakratnega standardnega odklona, kot jih je predvidel algoritem. Za obe krivulji si želimo, da bi se 
čim bolj približali vrednosti 0, saj bi to pomenilo, da odziv sledi referenčni vrednosti. Podobnost 
obeh krivulj pa prikazuje, kako dobro je algoritem PILCO modeliral proces. Če bi bili krivulji 
enaki, bi to pomenilo, da se je model na regulirni signal odzval popolnoma enako kot proces. 
 
Slika 2.7: Kriterijski funkciji po prvi (levo) in drugi (desno) iteraciji algoritma PILCO.  
 
Slika 2.8: Kriterijski funkciji po tretji (levo) in četrti (desno) iteraciji algoritma PILCO. V četrti 
iteraciji se rezultat spet poslabša, ker je algoritem precenil svoj izračunani model. 
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Slika 2.9: Kriterijski funkciji po peti (levo) in šesti (desno) iteraciji algoritma PILCO. 
 
Sledijo še odzivi stanj procesa (slika 2.10 - slika 2.15). Stanja sistema sestavljajo lega vozička x in 
kot med palico in navpično osjo θ, ter njuna časovna odvoda, linearna hitrost vozička ?̇? in kotna 
hitrost palice ?̇?. Kot nihala θ je določen tako, da pri vrednosti θ = 0 nihalo visi navpično navzdol. S 
tem dosežemo, da so vsa začetna stanja enaka 0. Poskus bo uspešen, če bo kot nihala θ enak π 
radianov, kar označuje nihalo v legi navpično navzgor, vsa ostala stanja pa bodo enaka 0. 
Za vsako iteracijo smo, z različnimi začetnimi stanji, desetkrat izvedli simulacijo. Tako dobimo tudi 
predstavo o konsistentnosti regulacijskega zakona. Na grafih so z zeleno in rdečo barvo prikazani 
odzivi procesa. Pri izbranemu začetnemu stanju je odziv prikazan z zeleno, rdeči odzivi pa so 
prikazani za naključna začetna stanja. S črno je prikazan referenčni signal, z modro pa dvakratni 
standardni odklon odziva, kot ga je predvidel algoritem PILCO. 
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Slika 2.10: Odziv po 1. Iteraciji algoritma PILCO. 
 
Slika 2.11: Odziv po 2. iteraciji algoritma PILCO. 
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Slika 2.12: Odziv po 3. iteraciji algoritma PILCO. 
 
Slika 2.13: Odziv po 4. iteraciji algoritma PILCO. 
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Slika 2.14: Odziv po 5. iteraciji algoritma PILCO. 
 
Slika 2.15: Odziv po 6. iteraciji algoritma PILCO. 
 
Iz grafov (slika 2.10 - slika 2.15) je razvidno, da po šestih iteracijah algoritem PILCO pravilno vodi 
sistem. Tudi če izvedemo poskus z več iteracijami, so nadaljnji odzivi zelo podobni odzivu po šesti 
iteraciji.  
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3 Opis procesa 
Algoritem PILCO bomo preizkusili na modelu naprave, ki predstavlja dinamiko potapljača (slika 
3.1). Naprava je sestavljena iz dveh navpičnih valjev, napolnjenih z vodo, ki sta med seboj 
povezana s cevjo, na kateri je črpalka. Eden izmed valjev je zgoraj hermetično zaprt, drugi je odprt. 
V zaprtem valju je plovec z zračnim mehurčkom. Plovec predstavlja potapljača. Če prižgemo 
črpalko, tako da črpa vodo v zaprti valj, se tam poveča tlak in zmanjša volumen mehurčka v plovcu. 
Plovec zato potone. Obratno, če črpamo vodo ven iz zaprtega valja, zmanjšamo tlak in povečamo 
mehurček v plovcu. Plovec tedaj priplava na površino.[8] 
 
 
Slika 3.1: Skica naprave. 
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Problem, ki smo si ga zadali, je, da se mora plovec spustiti (ali dvigniti) na želeno globino in nato to 
globino vzdrževati. 
3.1 Matematični model naprave 
Matematični model naprave je sestavljen iz treh enačb. S prvo opišemo dinamiko plovca v vodi. 
Na plovec delujeta dve sili, sila vzgona Fv in sila teže Fg, njuna vsota pa je enaka produktu mase 
plovca ter njegovega pospeška. Privzamemo, da se plovec giblje le v navpični smeri. 
 𝐹𝑔 − 𝐹𝑣 = 𝑚𝑝?̈? (3.1) 
kjer ?̈? predstavlja drugi časovni odvod globine plovca, oziroma njegov pospešek, mp pa njegovo 
maso. Sila teže je enaka produktu mase plovca mp in gravitacijskega pospeška g. 
 𝐹𝑔 = 𝑚𝑝𝑔 (3.2) 
Sila vzgona pa je: 
 𝐹𝑣 = 𝜌𝑔(𝑉𝑚 + 𝑉𝑝). (3.3) 
Tu je ρ gostota vode, Vm prostornina mehurčka, Vp pa prostornina plovca. 
Prostornino mehurčka zapišemo: 
 𝑉𝑚 = 𝑆 ⋅ ℎ(𝑧, 𝑝). (3.4) 
S je prečni prerez plovca, h(z,p) pa predstavlja nivo vode v plovcu, ki ga dobimo z enačbo (3.6). 
Ko združimo enačbe (3.1) do (3.4), dobimo opis dinamike plovca: 
 ?̈? = 𝑔 (1 −
𝜌
𝑚
(𝑉𝑝 − 𝑆 ⋅ ℎ)). (3.5) 
Nivo vode opiše enačba (3.6) [9]: 
 
ℎ(𝑧, 𝑝) =
1
2
(
𝑝
𝜌𝑔
+ 𝑧 + 𝑙 − √(
𝑝
𝜌𝑔
+ 𝑧 + 𝑙)
2
− 4 (
(𝑝 − 𝑝0)𝑙
𝜌𝑔
+ 𝑧 ⋅ 𝑙)), (3.6) 
kjer je p zračni tlak v zaprtem valju, z globina, na kateri se plovec nahaja, l višina plovca (tu gre za 
dimenzijo, ne za položaj plovca), p0 pa je začetni zračni tlak. 
Zadnja enačba (3.7) pa opisuje vpliv črpalke na sistem[8]: 
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 ?̇?(𝑡) = 𝑎−𝑝(𝑡) + 𝛼 + 𝛽 ⋅ 𝑢(𝑡) + 𝛾 ⋅ 𝑢
2(𝑡). (3.7) 
Tu so a, α, β, γ ustrezne konstante z vrednostmi a = 2, α = 95645,  β = 401,5 in γ = 476.[8] Vhodni 
signal napetost na črpalki pa je označen z u(t). 
3.2 Izbira stanj 
Glede na matematični model sistema je za stanja najbolj enostavno vzeti globino plovca z, njen 
odvod oziroma hitrost plovca ?̇? in zračni tlak v valju p (ker imamo v enačbah eksplicitno izražen 
odvod tlaka in drugi odvod globine). Vendar merjenje tlaka p na napravi ni možno, zato smo za 
tretje stanje izbrali drugi odvod globine – pospešek plovca 𝑧.̈  
3.3 Lastnosti sistema 
Obravnavani model naprave predstavlja univariabilni sistem tretjega reda, ki je vhodno-izhodno 
nestabilen in nelinearen. Nelinearni sta odvisnost velikosti mehurčka v plovcu od globine plovca in 
tlaka v napravi ter karakteristika črpalke.  
3.3.1 Kvantizacija amplitude signala globine 
Iz načina merjenja lege plovca pa izhaja še ena kritična lastnost, ki v veliki meri vpliva na uspešno 
regulacijo sistema. Ker je merjenje izvedeno s svetlečimi diodami in fototranzistorji, je izhodni 
signal kvantiziran z razmikom enega centimetra. To pomeni, da ne zaznamo spremembe globine 
plovca, če ta ni večja od enega centimetra. Kvantizacija signala se kaže kot stopničast graf, ki lahko 
zavzame samo celoštevilske vrednosti na centimetrski skali (slika 3.2). 
 
Slika 3.2: Primer zveznega (svetlejša črta) in kvantiziranega signala (temnejša črta).  
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4 Vodenje procesa 
Postopek vrednotenja algoritma PILCO smo razdelili na tri dele. V prvem smo simulirali vodenje 
procesa z regulatorjem PID, pri čemer je bil naš namen odkriti napake na modelu procesa in dobiti 
občutek, kako zahtevno je vodenje. 
V drugem delu je bilo potrebno dopolniti in prilagoditi programsko kodo algoritma PILCO. Poleg 
vključitve procesa in prilagoditve parametrov so bile za pravilno delovanje potrebne še razne 
majhne modifikacije algoritma. Tu smo uporabili proces brez kvantizacije izhodnega signala. 
Na koncu pa je bilo potrebno voditi še celoten proces, torej s kvantiziranim izhodnim signalom.  
4.1 Vodenje modela z regulatorjem PID 
Za obravnavani matematični proces smo najprej zgradili računalniški model v Simulinku (slika 4.1), 
nato smo zanj načrtali regulator PID in izvedli eksperiment. 
 
Slika 4.1: Proces, ki ga vodimo: model naprave v Simulinku, trije funkcijski bloki vsebujejo enačbe 
navedene pri opisu modela. 
Regulator PID (slika 4.2) je regulator s proporcionalnim, integrirnim in diferencirnim členom in je 
eden najbolj enostavnih in razširjenih regulatorjev. Izhodni signal regulatorja PID je vsota vhodnega 
signala v regulator, njegovega integrala in njegovega odvoda, vsak člen pa je pomnožen še z 
ustreznim koeficientom. Glej enačbo (4.1). Na vhod v regulator PID smo priklopili signal pogreška 
procesa, izhod iz regulatorja PID pa na vhod v proces. 
 
𝑦(𝑡) = 𝐾𝑝𝑢(𝑡) +  𝐾𝑖 ∫ 𝑢(𝜏)𝑑𝜏
𝑡
0
+  𝐾𝑑
𝑑𝑢(𝑡)
𝑑𝑡
 (4.1) 
Kp, Ki in Kd so koeficienti proporcionalnega, integrirnega in diferencirnega člena, u(t) vhodni signal 
v regulator, y(t) pa izhodni signal iz regulatorja. 
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Slika 4.2:  Bločni diagram regulatorja PID. V diagramu nastopa približek idealnega diferencirnega 
člena. 
 
Najprej smo vzpostavili vodenje z zveznim regulatorjem PID, ker še ne vemo, kakšen čas vzorčenja 
bomo uporabili. Cilj regulacije je, da plovec doseže globino 30 cm in jo nato vzdržuje. Koeficiente 
regulatorja smo poiskali z optimizacijo. Kriterijska funkcija za optimizacijo je bila podobna, kot 
smo jo kasneje uporabili tudi pri algoritmu PILCO, in sicer smo uporabili integral kvadrata 
pogreška: 
 𝐽 =  ∫ (𝑦(𝑡) − 𝑦𝑐)
2𝑑𝑡
𝑇
0
, 
(4.2) 
kjer je y(t) izhodni signal, yc, ciljna vrednost izhoda, T čas simulacije, t pa trenutni čas ter J vrednost 
kriterijske funkcije za optimizacijo. 
 
Z optimizacijo smo dobili naslednje parametre: Kp = 7,3695; Ki =2,9343; Kd =9,1483. 
 
Slika 4.3: Bločni diagram vodenja procesa z zveznim regulatorjem PID, brez kvantizacije izhodnega 
signala. 
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Na slika 4.4 je z modro označen odziv procesa, s črno pa referenčni signal. 
 
Slika 4.4: Odziv procesa reguliranega z zveznim regulatorjem PID. 
 
Vidimo, da regulator PID vodi sistem, kot želimo. Sedaj preizkusimo, kako se obnaša še z modelom 
s kvantiziranim izhodnim signalom.  
 
Slika 4.5: Bločni diagram sistema vodenega z zveznim regulatorjem PID, s kvantizatorjem na 
izhodu. 
 
 
Slika 4.6: Odziv sistema vodenega z zveznim regulatorjem PID, s kvantizatorjem na izhodu. 
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Regulator PID kljub kvantiziranem izhodu brez težav stabilizira sistem.  
 
Da bi se čim bolj približali dejanskim pogojem, uporabimo še diskretni regulator PID (slika 4.7), 
kjer preizkusimo tudi to, kolikšen je največji čas vzorčenja, pri katerem lahko še vodimo sistem. To 
je potrebno, ker vezje za zajem meritev deluje z najmanjšim časom vzorčenja 0,1 s. Potrebujemo 
torej regulator PID z večjim ali enakim časom vzorčenja.  
 
Slika 4.7: Bločni diagram vodenja procesa z diskretnim regulatorjem PID, s kvantiziranim izhodnim 
signalom. 
 
Pri relativno kratkih časih vzorčenja lahko koeficiente diskretnega regulatorja PID izračunamo kar 
iz koeficientov zveznega regulatorja PID. Odvod zamenjamo z diferenco prvega reda, integral pa z 
vsoto, kjer uporabimo Eulerjevo metodo zadnjih diferenc [11], vendar v našem primeru zaradi 
kvantiziranega signala na ta način nismo dobili dobrih rezultatov. Koeficiente prenosne funkcije 
diskretnega regulatorja PID smo zato zopet poiskali z optimizacijo. Prenosna funkcija diskretnega 
regulatorja PID je: 
 𝐶(𝑧) =
𝑞0 +  𝑞1𝑧
−1 + 𝑞2𝑧
−2
1 −  𝑧−1
, (4.3) 
kjer so q0, q1 in q2 koeficienti regulatorja. Pri diskretnem regulatorju PID čas vzorčenja vpliva na 
vrednosti koeficientov, zato smo v parametre optimizacije poleg koeficientov prenosne funkcije 
regulatorja vključili tudi čas vzorčenja. Kriterijska funkcija za optimizacijo je bila enaka kot pri 
procesu brez kvantiziranega izhodnega signala (enačba (4.2)). Dobili smo optimalne vrednosti 
koeficientov: q0 = 85.2934; q1 = −163.8766; q2 = 78.7835; in čas vzorčenja 0,1019 s. Sledi odziv 
(slika 4.8). 
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Slika 4.8: Odziv sistema z diskretnim regulatorjem PID, z optimiziranim časom vzorčenja. 
 
Vidimo, da je čas vzorčenja malo nad 0,1 s, kar ustreza zahtevam vezja za zajem meritev. 
Optimizacijo smo zagnali še nekajkrat, tokrat pri fiksiranih časih vzorčenja. 
 
 
Slika 4.9: Odziv sistema z diskretnim regulatorjem PID, s časom vzorčenja 0,08 s na levi in 0,1 s na 
desni. 
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Slika 4.10: Odziv sistema z diskretnim regulatorjem PID, s časom vzorčenja 0,11 s na levi in 0,12 s 
na desni. 
Po odzivih vidimo, da z optimizacijo pri času vzorčenja 0,12 s ne dobimo več koeficientov, ki bi 
stabilizirali sistem. Najboljši odzivi pa so pri času vzorčenja okrog 0,1 s. Da bo regulator ustrezal 
vezju za zajem meritev, mora sistem delovati s časom vzorčenja 0,1 s ali večjim. Zato, in ker je 
odziv zelo podoben optimalnemu, za čas vzorčenja diskretnega regulatorja PID izberemo 0,1 s. Za 
vodenje modela smo pri času vzorčenja 0,1 s izračunali naslednje vrednosti koeficientov: q0 = 
85,3324; q1 = −163,9448; q2 = 78,8016. 
4.2 Zaprtozančni sistem vodenja za proces z zveznim izhodnim signalom 
Da bi z algoritmom PILCO vodili svoj proces,  je potrebno na ustrezno mesto v programski paket 
vnesti dinamiko modela procesa in ustrezno nastaviti parametre. V tem primeru mora biti model 
opisan v Matlabovi funkciji, ki iz trenutnih stanj izračuna naslednja stanja sistema. Ker potrebujemo 
za vodenje vsa stanja, poleg globine plovca tudi njegovo hitrost in pospešek, moramo izračunati 
tudi ti dve stanji. 
Enačbe matematičnega modela smo izvedli kot Matlabove funkcije, ki jih kličemo med 
računalniškim eksperimentom. Simulacija poteka rekurzivno, torej začnemo z začetnimi stanji, 
izvedemo korak simulacije, da dobimo naslednja stanja, ta pa v naslednjem koraku obravnavamo 
kot začetna. To ponavljamo do konca računalniškega eksperimenta. Za reševanje diferencialnih 
enačb uporabimo v Matlabu privzeto numerično metodo Dormand-Prince. 
Za čas enega računalniškega eksperimenta procesa smo izbrali 20 sekund, čas vzorčenja oziroma 
časovni korak pa 0,1 sekunde, kar dá 200 vzorcev v enem simulacijskem teku. Od teh algoritem 
PILCO za gradnjo modela uporabi le prvih 40. To je relativno malo vzorcev, vendar je algoritem 
računsko zelo zahteven in bi za vseh 200 vzorcev porabil precej več časa. Poleg tega se izkaže,da 
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jih je glede na rezultate 40 dovolj. Za število iteracij celotnega algoritma PILCO se izkaže, da jih 
zadošča že 6, po več iteracijah se rezultat praktično ne izboljša. Za matriko uteži W v enačbi (2.31), 
ki določa v kolikšni meri so posamezna stanja zastopana pri kriterijski funkciji, smo hevristično 
izbrali vrednost W = [
10 0 0
0 0,1 0
0 0 0
] ∙ 10−4, kar pomeni da na kriterijsko funkcijo vpliva samo 
odmik od referenčne lege in hitrost plovca. Omejimo še globino plovca, tako da prekinemo 
računalniški eksperiment, če se plovec dvigne 5 cm nad gladino ali spusti več kot 1 m pod njo, kjer 
zadene ob dno posode. Na dejanski napravi se plovec ne more dvigniti nad gladino, vendar se tam 
eksperiment ne bi prekinil, če bi plovec priplaval na gladino. Zato bi lahko algoritem tudi to vključil 
v naučeni model procesa. Ker uporabljeni matematični model gladine in dna posode ne predvideva, 
je smiselno simulacijo prekiniti malo kasneje in s tem povečati število razpoložljivih točk za učenje 
algoritma. Če plovec naleti na katero od teh omejitev, se na slikah to kaže kot signal, ki se konča 
pred koncem eksperimenta (npr. slika 4.12 na levi). Hitrost in pospešek po vsakem koraku 
simulacije izračunamo z numeričnim odvajanjem. Ker poznamo  samo predhodne vrednosti signala 
globine, smo uporabili nesimetrično metodo končnih diferenc (enačba (4.4)). Tu bi lahko uporabili 
tudi metode višjih redov, vendar dobimo dovolj dobre rezultate z metodo prvega reda. 
 ?̇?𝑛 =  
𝑧𝑛 − 𝑧𝑛−1
𝑇𝑠
, (4.4) 
kjer sta zn in zn-1 vrednosti globine v n-tem in 𝑛 − 1-tem koraku, ?̇?𝑛+1 vrednost odvoda globine, Ts 
pa je čas vzorčenja. 
Cilj vodenja, ki smo si ga izbrali, je, da se plovec iz začetnega stanja, ko miruje na gladini, potopi 
na referenco 30 cm pod gladino in to lego vzdržuje.  
 
Začnemo z začetno globino plovca, za začetni vrednosti hitrosti in pospeška privzamemo, da sta 
enaki nič, ker se plovec ne premika. Glede na začetno stanje ustrezno z regulacijskim zakonom 
izberemo še vrednost vzbujanja. Iz začetne globine plovca izračunamo tlak. Začetno globino, 
začetno hitrost in izračunani začetni tlak ter vzbujanje vnesemo v procesa in izvedemo simulacijo za 
en časovni korak. Novo globino, hitrost in tlak shranimo v vektor, ki ga uporabimo v naslednjem 
koraku simulacije. Stanja, ki jih bomo uporabili za učenje algoritma PILCO, izračunamo posebej. 
Ker lahko na napravi merimo le globino, moramo hitrost in pospešek izračunati posebej. Novi 
globina, hitrost in pospešek plovca predstavljajo novo vrstico v matriki vzorcev stanj, ki jo bomo 
uporabili za učenje algoritma PILCO. To se ponovi za vsak vzorec. 
Celoten potek računalniškega eksperimenta je prikazan na sliki (slika 4.11): 
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Slika 4.11: Algoritem računalniškega eksperimenta in računanja stanj. 
 
Za vsak tek računalniškega eksperimenta izračunamo potek kriterijske funkcije in odziv sistema. 
Poleg tega pa z istim regulacijskim zakonom pri naključnih začetnih stanjih izvedemo še deset 
simulacijskih tekov.  
 
Sledijo grafi kriterijske funkcije v odvisnosti od časa (slika 4.12 - slika 4.14). Z rdečo barvo je 
prikazan potek izračunane vrednosti kriterijske funkcije (enačba (2.31)) za vsako stanje, v katerem 
se je sistem nahajal med računalniškim eksperimentom. Z modro pa so prikazani njena srednja 
vrednost in intervali dvakratnega standardnega odklona, kot jih je predvidel algoritem.  
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Slika 4.12: Kriterijski funkciji po 1. (levo) in 2. (desno) iteraciji algoritma PILCO. Na levi sliki se 
eksperiment ni izvedel do konca zaradi omejitev opisanih na začetku poglavja. Prav tako je zaradi 
boljše preglednosti na navpični osi uporabljena manjša enota. 
 
Slika 4.13: Kriterijski funkciji po 3. (levo) in 4. (desno) iteraciji algoritma PILCO. Na desni sliki je 
zaradi boljše preglednosti na navpični osi uporabljena manjša enota. 
 
  
Slika 4.14: Kriterijski funkciji po 5. (levo) in 6. (desno) iteraciji algoritma PILCO. 
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Iz slik vidimo, kako se vrednost kriterijske funkcije spreminja po vsakem simulacijskem teku, ustali 
se že po peti iteraciji (slika 4.12 – slika 4.14) in se nato ne spreminja več.  
 
Na naslednjih slikah (slika 4.15 – slika 4.17) so prikazani odzivi. Tu sta z modro barvo prikazana 
srednja vrednost in dvakratni standardni odklon odziva, kot ga je predvidel algoritem, s črno 
referenčni signal, z zeleno pa dejanski odziv zaprtozančnega sistema. 
 
Slika 4.15: Odziv sistema po 1. (levo) in 2. (desno) iteraciji algoritma PILCO. 
 
Slika 4.16: Odziv sistema po 3. (levo) in 4. (desno) iteraciji algoritma PILCO. 
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Slika 4.17: Odziv sistema po 5. (levo) in 6. (desno) iteraciji algoritma PILCO. 
 
Algoritem PILCO brez težav stabilizira in vodi sistem. kljub temu da smo hitrost in pospešek 
izračunali z numerično metodo prvega reda. Vidimo, da se plovec potopi na referenčno globino in jo 
vzdržuje, torej je cilj dosežen.  
Izvedemo še en poskus, kjer preizkusimo konsistentnost regulacijskega zakona, tako da po vsaki 
iteraciji algoritma PILCO zaženemo simulacijo desetkrat, vsakič z malo drugačnimi začetnimi 
pogoji. Na slikah (slika 4.18 – slika 4.20) je izhodni signal vsakega simulacijskega teka prikazan z 
rdečo barvo. 
 
Slika 4.18: Odziv sistema po 1. (levo) in 2. (desno) iteraciji algoritma PILCO. 
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Slika 4.19: Odziv sistema po 3. (levo) in 4. (desno) iteraciji algoritma PILCO. 
 
Slika 4.20: Odziv sistema po 5. (levo) in 6. (desno) iteraciji algoritma PILCO. 
 
Vidimo, da tudi pri različnih začetnih stanjih naučeni regulacijski zakon vodi sistem v skladu z 
zahtevami.  
 
Pri vodenju procesa brez kvantizacije izhodnega signala je algoritem PILCO opravil odlično. S 
podatki, ki jih je dobil v le šestih iteracijah, se je naučil voditi sistem v skladu z zahtevami, kljub 
temu da smo računali hitrost in pospešek z enostavno numerično metodo prvega reda.  
 
4.3 Zaprtozančni sistem vodenja za proces s kvantiziranim izhodnim signalom 
Tukaj izvedemo poskus na podoben način kot prej, s to razliko, da moramo sedaj globino, ki jo 
dobimo na izhodu procesa, kvantizirati. Posledično so meritve globine plovca manj natančne. 
Še večje težave pa sedaj povzročata hitrost in pospešek, saj ju računamo z odvajanjem globine, ki je 
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sedaj kvantizirana. To težavo smo omilili tako, da smo sedaj uporabili metodo drugega reda (enačba 
(4.5)). 
 ?̇?𝑛−1 =  
𝑧𝑛 − 𝑧𝑛−2
2𝑡𝑣
 (4.5) 
Izboljšanje se pokaže šele po izvedenem računalniškem eksperimentu, saj zaradi tega algoritem 
PILCO bolj natančno določi hiperparametre kovariančne funkcije pri naslednjem učenju modela.  
Tokrat je potrebnih več iteracij algoritma PILCO, poskus smo zagnali s 50. Čas vzorčenja je ostal 
enak 0,1 s, prav tako čas simulacije 20 s. Za gradnjo modela sedaj uporabimo prvih 120 vzorcev 
vhoda in izhoda. Z namenom upočasnitve sistema pa smo spremenili vrednosti utežnostne matrike 
W iz enačbe (2.31). Nova vrednost je W = [
1 0 0
0 0,1 0
0 0 0
] ∙ 10−4, ker je odmik manj utežen, ima 
sedaj hitrost plovca večji vpliv na kriterijsko funkcijo, kot pri poskusu z zveznim izhodnim 
signalom. Ker je želena hitrost nič, poskuša algoritem PILCO delati premike plovca počasneje, da 
ostane vrednost kriterijske funkcije čim manjša. 
Kot prej za vsak simulacijski tek izračunamo potek kriterijske funkcije in odziv sistema, in še 
dodatnih deset računalniških eksperimentov pri različnih začetnih pogojih. Sledijo vrednosti 
kriterijske funkcije v odvisnosti od časa (slika 4.21 – slika 4.24). Z rdečo barvo je prikazan potek 
izračunane vrednosti kriterijske funkcije za vsako stanje, v katerem se je sistem nahajal med 
simulacijo. Z modro pa so prikazani njena srednja vrednost in intervali dvakratnega standardnega 
odklona, kot jih je predvidel algoritem. 
 
Slika 4.21: Grafa kriterijske funkcije po 1. (levo) in 8. (desno)  iteraciji algoritma PILCO. 
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Slika 4.22: Grafa kriterijske funkcije po 17. (levo) in 21. (desno) iteraciji algoritma PILCO. 
 
Slika 4.23: Grafa kriterijske funkcije po 38. (levo) in 43. (desno) iteraciji algoritma PILCO. 
 
Slika 4.24: Grafa kriterijske funkcije po 47. (levo) in 50. (desno) iteraciji algoritma PILCO. 
 
Iz grafov vrednosti kriterijskih funkcij vidimo, da algoritem PILCO relativno hitro stabilizira 
proces. Nato se mu nekaj poskusov ponesreči, vendar kmalu spet najde ustrezen regulacijski zakon. 
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Okrog 46. iteracije se končno ustali in od tu naprej so si odzivi zelo podobni. V nadaljnjih iteracijah 
algoritem PILCO vedno stabilizira sistem, vendar zaradi kvantizacije preide v limitni cikel. Kljub 
temu pa stabilizira proces ter sledi referenčni vrednosti. 
Sledijo odzivi (slika 4.25 – slika 4.28). Tu sta z modro barvo prikazana srednja vrednost odziva in 
njegov dvakratni standardni odklon, kot ju je predvidel algoritem, s črno referenčni signal, z zeleno 
pa dejanski odziv procesa. 
 
Slika 4.25: Odziv sistema po 1. (levo) in 8. (desno) iteraciji algoritma PILCO. 
 
Slika 4.26: Odziv sistema po 17. (levo) in 21. (desno) iteraciji algoritma PILCO. 
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Slika 4.27: Odziv sistema po 38. (levo) in 43. (desno) iteraciji algoritma PILCO. 
 
Slika 4.28: Odziv sistema po 47. (levo) in 50. (desno) iteraciji algoritma PILCO. 
 
Na slika 4.28 se vidi limitni cikel. Plovec ne obstane na referenčni globini, ampak niha okoli nje, 
kar prikazujejo tudi špice na grafu hitrosti. 
 
Preizkusimo še konsistentnost vodenja (slika 4.29 – slika 4.32). Kot v podpoglavju 4.2, je z modro 
prikazana predvidena srednja vrednost in njen dvakratni standardni odklon, z rdečo odziv vsakega 
simulacijskega teka, s črno referenčni signal, z zeleno pa je prikazan odziv, katerega vrednosti so 
bile uporabljene za učenje v naslednjem koraku. 
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Slika 4.29: Odziv po 1. (levo) in 8. (desno) iteraciji algoritma PILCO. 
 
Slika 4.30: Odziv po 17. (levo) in 21. (desno) iteraciji algoritma PILCO. 
 
Slika 4.31: Odziv po 38. (levo) in 43. (desno) iteraciji algoritma PILCO. 
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Slika 4.32: Odziv po 47. (levo) in 50. (desno) iteraciji algoritma PILCO. 
 
V tem primeru ima algoritem PILCO več težav kot pri zveznem signalu. Pomen tega, da smo z 
matriko uteži W kriterijske funkcije (enačba (2.31)) dodatno obtežili hitrost plovca, je, da smo s tem 
algoritmu sporočili, da je pomembno tudi, da se plovec giblje počasi. Na tak način smo povečali čas 
odziva in izboljšali zanesljivost vodenja. Vendar pa sedaj zaradi relativno bolj utežene hitrosti 
vodenje ni več tako natančno pri doseganju reference. Zaradi kvantizacije pa plovec preide v limitni 
cikel. To je razvidno iz slik odzivov (slika 4.29 - slika 4.32). 
Ustreznost algoritma PILCO za vodenje kvantiziranega sistema je torej odvisna od naših zahtev 
natančnosti doseganja reference. Če je pomembna stabilizacija sistema, natančnost sledenja 
referenci pa je le drugotnega pomena, bi algoritem PILCO lahko ustrezno opravil nalogo. V 
nasprotnem primeru, to je, ko si želimo natančno sledenje referenci, pa nimamo druge izbire, kot da 
zmanjšamo korak kvantizacije, saj se limitnemu ciklu ne moremo izogniti.  
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5 Zaključek 
V diplomskem delu smo ovrednotili delovanje algoritma PILCO na modelu hidravlične naprave s 
plovcem, ki vsebuje mehurček. Poleg tega smo preizkusili algoritem še na modelu invertiranega 
nihala, model naprave s plovcem, ki vsebuje mehurček, pa smo vodili tudi z regulatorjem PID. 
Vodenje plovca z regulatorjem PID ni povzročalo posebnih težav, ustrezne parametre smo poiskali z 
optimizacijo. Vodenje z regulatorjem PID bi lahko še izboljšali, vendar je bila uporaba regulatorja 
PID namenjena spoznavanju modela naprave, določanju časa vzorčenja ter odpravljanju napak na 
njem, ne pa iskanju optimalnega vodenja. 
Algoritem PILCO smo najprej preizkusili na modelu invertiranega nihala. Ta model je vključen v 
programski paket, v katerem se nahaja algoritem PILCO, in je namenjen demonstraciji algoritma, 
zato so bili rezultati pričakovano zelo dobri. Razmeroma zahteven nelinearni in nestabilni proces je 
algoritem uspešno vodil že po šestih iteracijah. 
Pri vodenju plovca z algoritmom PILCO smo imeli več dela, saj smo morali najprej pravilno vnesti 
dinamiko modela v algoritem ter ustrezno izbrati vse nastavitve. Poleg tega smo se morali odločiti, 
ali bomo model izvedli v programski kodi paketa Matlab ali kot Simulinkovo shemo. Ko je bil 
model pravilno vključen v algoritem, smo začeli s poskusi. Prvi poskus smo izvedli brez 
kvantizacije amplitude globine plovca. Podobno kot pri invertiranem nihalu je tudi tukaj algoritem 
PILCO, po šesti iteraciji, uspešno vodil sistem. 
Več težav pa smo imeli pri sistemu s kvantiziranim signalom globine. Tukaj je bilo potrebnih veliko 
več iteracij, rezultati pa so bili manj prepričljivi. Algoritem se je sicer naučil voditi proces in ga je 
tudi konsistentno stabiliziral, toda natančnost sledenja referenci je bila manjša, poleg tega je zaradi 
kvantizacije plovec prešel v limitni cikel. Manj natančno sledenje referenci je, poleg kvantizacije 
amplitude izhodnega signala, neposredna posledica manjšega uteženja odmika plovca v kriterijski 
funkciji, v kar pa smo bili primorani, da je algoritem sploh lahko konsistentno stabiliziral proces. 
Težave so nastopile tudi zaradi numerične zahtevnosti algoritma in posledično dolgega časa 
izvajanja poskusov. Na računalniku z dvojedrnim procesorjem Intel Core II duo in 3GB delovnega 
spomina je celoten poskus s 50 iteracijami trajal tudi do nekaj ur. Poleg slabšega delovanja pri 
vodenju kvantiziranega procesa pa je bil to tudi razlog, da algoritma ni bilo mogoče preizkusiti na 
laboratorijski napravi. Kljub temu, da se mora v realnem času izračunavati samo izhodni signal, 
uporabljeni računalnik ni bil dovolj hiter, da bi to opravil znotraj enega časa vzorčenja, trajajočega 
0,1 s. 
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Za izboljšanje rezultatov se ponujata dve vrsti rešitev. Lahko bi prilagodili merilni sistem naprave 
ali pa dodatno obdelali izmerjeni signal, preden ga algoritem uporabi. 
Kar se tiče naprave, je najbolj očitna rešitev zamenjava senzorja globine s takšnim z večjo 
ločljivostjo. Na ta način bi zmanjšali vpliv kvantizacije in meritve bi bile bolj podobne tistim, ki 
smo jih dobili pri modelu brez kvantiziranega signala globine. Druga možnost pa je, da bi vgradili 
merilec tlaka v zaprti valj. S tem bi se znebili nenatančnega računanja pospeška plovca, saj bi lahko 
kot stanje modela uporabili tlak. 
Obdelava meritev bi pomenila uporabo filtra za glajenje signala globine in izboljšano metodo 
računanja numeričnih odvodov.  
Na koncu lahko rečemo, da se je algoritem PILCO zelo dobro obnesel pri poskusih z zveznimi 
signali. Njegovi zelo dobri lastnosti sta predvsem kratek čas učenja in majhno število iteracij, 
potrebnih za vzpostavitev vodenja. Pri kvantiziranem signalu nas algoritem PILCO ni prepričal, saj 
potrebuje približno desetkrat več iteracij kot pri zveznem, pa tudi vodenje ni tako natančno. Zaradi 
limitnega cikla pa bi verjetno imeli podobne težave z natančnostjo tudi pri drugih načinih 
regulacije.  
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