Abstract. The aim of the paper is to compute the groups of self-homotopy equivalences of equivariant spheres, on which a finite group acts. A theorem is proved, and tools or algorithms are provided as to be used in a computeralgebra environment (GAP). Actual computation has been performed on some examples, and for the 213 regular G-spheres for non-abelian groups of order less than 63.
Introduction
The problem itself is quite simple: let G be a finite group, V an orthogonal real representation of G and S(V ) the unit sphere in V with respect to a G-invariant metric. We want to compute E G (S(V )), i.e. the group of units (homotopy equivalences) in the monoid [S(V ), S(V )] G of free equivariant homotopy classes of selfmaps of S(V ). If the representation V is large enough (cf. tom Dieck [tD78] , [tD79] , [tD87] or Rubinsztein [Rub76] ) then [S(V ), S(V )] G is isomorphic to the Burnside ring of G (with respect to the smash-product of maps and composition), so that the problem is related to finding units in the Burnside ring and classifying equivariant maps up to homotopy. Unless otherwise stated, by representation we always mean real representation.
First results about self homotopy equivalences came out by Matsuda [Mat78] , [Mat79] , [Mat82] , [MM83] , [Mat86] and Yoshida [Yos83] , [Yos90] . Other important results are due to Dress [Dre69] , tom Dieck [tD75] , [tD78] , Rubinsztein [Rub76] , Waner [Wan87] , Izydorek and Marzantowicz [IM95] and Komiya [Kom89] , [Kom95] , [Kom98] . About the equivariant homotopy classification of maps problem, well-known results are of tom Dieck [tD87] , Rubinsztein [Rub76] and Tornehave [Tor82] .
In this paper we prove the following theorem.
Theorem 1.1. Let G be a finite group, V an orthogonal finite-dimensional representation of G and X := S(V ) the unit sphere in V . Let
be the equivariant degree homomorphism. Then
• The kernel K := ker d G is torsion-free, finitely generated and solvable. If for each isotropy subgroup H of G we denote by γ H the number of components of X H /W G H and by ν(X) the number of isotropy subgroups with γ H > 1 and dim X H > 0, then the number of generators of K is given by the sum (H) (γ H − 1),
where (H) ranges over the isotropy types of X such that dim X H > 0. The derived length of K is ≤ ν(X).
• The image Im d G is an elementary abelian 2-group. Its order is equal to the number of solutions in Z N of
where T is the N × N Table of Isotropy Marks matrix, and N = niso(X) is the number of distinct isotropy types of X. As a consequence, Im d G has at most κ(X) generators,
where κ(X) denotes the number of isotropy types (H) ∈ Iso(X) such that |W G H| ∈ {1, 2}.
The structure of the paper resembles the structure of the proof of the theorem. First, in Section 2, we recall some preliminaries in equivariant topology. The Section is splitted into some subsequences, for the convenience of the reader. Some preliminaries are well-known, others not, so in some subsections we give more details. In Section 3 we compute the kernel of the degree homomorphism, using all the properties proved or quoted from the preliminaries Section. The same happens in Section 4, where we compute the image of the degree homomorphism. In Section 5 we prove some easy but interesting consequences of the main theorem, while in Section 6 we apply the theorem and the GAP tools, introduced throughout the paper, to some actual computations. The short Section 7 is just a list of notes or remarks on the paper. At the end of the paper, there are some tables in which the sizes of the groups of self homotopy equivalences are listed, for equivariant spheres of regular representations (regular G-spheres).
I wish to express my sincere thanks to the Organizers of the Gargnano Workshop for the invitation, their kindness and for the fine and stimulating environment that they were able to create during the workshop. Also, I couldn't perform the amount of GAP computations without having access to the clusters of PC's of the Dipartimento di Matematica e Applicazioni, Università di Milano-Bicocca. I wish to thank them for their hospitality.
Preliminaries
Let G be a group, and X a G-space. If x ∈ X, then denote with G x the isotropy group of x (also known as the stabilizer of x, G x := {g ∈ G | gx = x}). With this notation, we can define the set of fixed points of a subgroup H of G as
and in the same way the singular set X H s := {x ∈ X | G x H} and the other subsets
For every subgroup H, an equivariant map f : X → X induces a self-map f H : X H → X H by restriction. If H is a subgroup of G, then let (H) denote the conjugacy class of H in G, or, equivalently, the orbit type of G/H. If (H) and (K) are two classes, we use the symbol (H) ≤ (K) or (H) < (K) to denote that H is subconjugated in K (that is, there is a conjugate of H contained in K). We recall that N G H denotes the normalizer of H in G, N G H := {g ∈ G | g −1 Hg = H}, and W G H := N G H/H denotes the Weyl group of H. Let Iso(X) denote the poset of all the isotropy types in X (with respect to the G-action).
If Y is a space, then let [Y, Y ] denote the monoid (with respect of composition of maps) of the (free) homotopy classes of self-maps of
A denotes the monoid of homotopy classes of self-maps of Y which are the identity on A, where the homotopy is relative to A. If X is a G-space, then let [X, X] G denote the monoid of the free G-homotopy classes of G-self-maps of X. If G is the trivial group, then of course
A G denote the monoid of the G-homotopy classes relative to A of G-self-maps of X which are the identity on A.
The equivariant self homotopy equivalences of X are just the units of the monoid [X, X] G . In particular, if the representation V of G such that X = S(V ) is big enough (in the sense of [Rub76, tD87] ), then [X, X] G is isomorphic to the Burnside ring A(G) (as multiplicative monoids; in fact, the additive structure of A(G) corresponds to the smash product of G-self-maps of X under this correspondence; see [tD87] ).
If X is a G-sphere, then we can easily define the equivariant degree homomorphism
Z as follows. For every isotropy type (H), and every G-
where deg(f H ) is the degree of the map f H : X H → X H . In case the dimension of X H is 0, the degree deg(f H ) is set to be 0 if f H is not a bijection, 1 if it is the identity and −1 if it is the antipodal map.
Note that the definition of d G does not depend upon the choice of the representative f in [f ], nor upon the choice of H in its conjugacy class (H). Also, if [f ] is an equivalence, then its G-degree is actually an element of (H)∈Iso(X) Z * where Z * = {−1, +1} is the group of units in the ring Z.
2.1. Isotropy subgroups and induction on isotropy types. The poset Iso(X) is finite, hence we can assume that the isotropy types are indexed as
is the cardinality of Iso(X)). This implies that (H 1 ) is a maximal isotropy type. For i = 1 . . . N let
that is
Note that because of the choice of the ordering of the indexes, for each i ≤ j, X . The key step in using induction over isotropy types is that the restriction map f → f
Hi induces an isomorphism
WGHi . For details we refer to [tD87] , Proposition I.7.4, page 52.
Computing isotropy subgroups.
The first step is to compute the isotropy subgroups, given the representation V of G, such that X = S(V ). As in the standard software GAP, we assume to have access to the following data of representations and groups: characters, subgroups, fusion maps and scalar products.
Hence, let χ : G → C the character of a representation V of G, and H 1 , . . . , H n a list of representatives of conjugacy classes of subgroups of G. The algorithm that allows to detect which of them are isotropy subgroups is the following: for every i, take H = H i and compute the dimension dim V H ; this can be done simply by computing the scalar product of the trivial character of H with the character χ restricted to H:
there is always an isotropy subgroup K ⊃ H with dim V K = dim V H : because of the assumption, it must be that H = K and therefore H must be an isotropy subgroup. On the other hand it is easy to see that every isotropy subgroup has the property (*).
Thus, in order to detect the isotropy subgroups from the set of conjugacy classes {H 1 , . . . , H n } of subgroups of G, it suffices to compute the dimensions dim V Hi for i = 1 . . . n and then consider those subgroups with the property above.
An efficient way to do this computation is done through the 
Remark 2.1. Since there is always an ordering H 1 . . . H n of the set of conjugacy classes of subgroups of G such that (H i ) ≤ (H j ) implies i ≤ j, we can assume the subgroups ordered in this way. This order is the opposite order than the one we defined for isotropy types. The reason for this double notation is that in usual induction over orbit types that order is needed, while in GAP the order is already stored in this way. Let us call this ordering the lattice order.
Moreover, it is easy to see that (G/K)
and therefore the Matrix of the 
where Z k denotes the cyclic group of order k, S 3 the symmetric group of order 6, and D k denotes the dihedral group of order k. With this ordering, the table of marks is as follows. The algorithm that computes the isotropy groups, relying on the data of the table of marks (T G ) ij := T G of G, is as follows: (H) is an isotropy type if and only if dim V H > dim V K whenever (H) ≤ (K); hence first compute the vector of all the fixed spaces dimensions
and then see that H i is an isotropy subgroup if and only if for all the j's such that (T G ) ij = 0, it happens that v i > v j . Thus in a finite number of steps the subgroups of isotropy can be determined. An example of GAP code that can perform this task on the alternating group A 5 is the following. 
An important property of the table of marks is the following: if m(H, K) denotes the number of conjugated copies of
2.4. The fixed point index and the classification of maps. Let Y be an ENR, and U ⊂ Y an open subset. We denote by ind(f ) the fixed point index of f in U (see [Dol65, Dol80] ), where f : U → Y is a compactly fixed map.
The following Lemma was first proved by Komiya [Kom87] and Wilczyński [Wil84] in a more general situation.
Proof. In our settings the proof is almost trivial, because there is an equivariant mapping cylinder neighbourhood of X H s in X H .
It is not difficult to prove that if h and h ′ are two G-homotopic maps with the property of Lemma 2.4 (they are called taut maps), then for every isotropy H and
Consider the projection over the quotient
There is a function
where for every isotropy type (H)
and h is the taut approximation of f as in Lemma 2.4. As we noted above, since for every H, p −1 H C i is a union of components of X H , the values of α do not depend upon the choice of the approximation h, and the indexes ind(h H |p −1 H C i ) are well-defined since h is compactly-fixed in X H . Also, because the action of W G H on X H is free, the values are actually integers. Let us define
Note that if dim X H = 0, then γ H can be only 2 or 1, according to the case whether W G H is trivial or not.
The following result is due to Wilczyński [Wil84] (Theorem 2.7, page 51):
Theorem 2.5. The above defined function
is a bijection.
2.5. The induction formula for fixed points. The following Lemma is the main step to compute the image of the degree homomorphism d G .
Lemma 2.6. Consider a map h with the property stated in Lemma 2.4: for every isotropy subgroup H,
Proof. First note that 
Hj | and the isotropy subgroups are ordered according to the lattice order. It is a monomorphism, because the Table of Isotropy Marks is a triangular matrix. Now we describe its main property.
for every isotropy H, where f is a taut representative in the G-homotopy class
for every y ∈ (H) Z, where (H) range over the isotropy types of X. It is a bijection. We can arrange the previous functions in a diagram.
i.e. the diagram is commutative.
and hence
where m(K, H) as before denotes the number of conjugated copies of H containing K. The latter sum is nothing but
That is, we have proved that for each isotropy type (
It is now straightforward to conclude also that
Thus the diagram is commutative.
The kernel K of d G
We now prove the first half of the Theorem.
Then there is an abelian series
Ki are torsion-free abelian groups with γ Hi − 1 generators, in case
Proof. Let us define the subgroups K i . For every i = 1 . . . N (order the isotropies in the usual way, as said above, to get induction over orbit types), let
defined as the restriction homomorphism, and let K i be the kernel ker P i . For i = 0, let K 0 = K. Because X N = X, we have that P N is mono, hence K N is the trivial subgroup of E G (X). On the other hand, it is easy to see that for each i = 1 . . . N , H i ⊂ H i−1 .
An element of K i−1 is a G-homotopy class [f ] (assume it taut) such that its restriction to [X i−1 , X i−1 ] G is homotopic to the identity map. Without loss of generality we can hence assume that f is the identity on X i−1 and taut. Now consider its restriction f Hi : X Xi → X Hi : because of the assumptions it is the identity on X Hi s . Actually, because of the classification theorem 2.5, we can deform the map until it is the identity outside a finite number {D 1 , . . . , D γH i } of W G H idisks contained in X Hi , one for each component C l of X Hi /W G H i : because the Weyl action is free in X Hi , just take the pre-image of some small disks in X Hi /W G , one in each component (we recall that by a W G H-disk in this case we mean the disjoint union of |W G H| copies under the Weyl action of a disk). If the dimension of X Hi is 0, this means that X Hi = X Hi and the disks are actually points. This map now is not taut.
For i = 1 . . . γ Hi let ind(h Hi |p
−1
Hi C l ) be the fixed point index of a taut W G H iapproximation h
Hi of f Hi , where p Hi : X Hi → X Hi /W G H i denotes the projection over the quotient. It is easy to see that for every l = 1 . . . γ Hi ,
where deg P (f Hi |D l ) is the local degree at a point P inside D l of the map restricted to the W G H i -disk D l . Note also that the local degree of f Hi |D l at any point Q outside the W G H i -disk D l is simply deg P (f Hi |D l )−1. Now we can define a function
as follows. For every l = 1 . . . γ Hi , let
where P l is as above a point inside 
first, note that f −1 P ′ contains P ′ (because f (P ′ ) = P ′ with multiplicity 1 (f is the identity on a neighbourhood of P ′ ), and then |W G H i | · γ Hi disjoint subsets of points, contained in D 1 ∪ · · · ∪ D γH i . Hence, because the subsets contained in D s with s = l contribute with a term
while D l (i.e. when s = l) contributes with a term
the following equality holds:
But this is what we wanted to prove, therefore the proof is complete.
Corollary 3.3. The above defined function δ : K i−1 → Z γH i is a homomorphism, with respect to the sum in Z γH i . Moreover, the composition
is trivial, where ǫ(y) is defined as the sum of the coordinates of y.
Proof. We need to prove that given [f ] and [g] in
Because of Proposition 3.2, this is equivalent to prove that if [f ] and
Since [f ] and [g] are in K i−i , which is contained in ker d G , it is necessary that deg(f Hi ) = 1. This simply means, by the additivity of the degree, that 1 +
This implies that
and therefore our claim. Furthermore, we implicitly proved also that the homomorphism ǫ • δ, as defined above, is zero.
The next step in the proof of Proposition 3.1 is the following Lemma:
Lemma 3.4. If n(H i ) > 0, then the following sequence is exact:
Proof. The arrow K i → K i−1 is simply the inclusion, so that the sequence is exact in K i .
It is clear by the definition of δ that if a map f is in K i , then it can be deformed G-homotopically to be the identity on X i , and therefore δ([f ])(l) = 0 for every l = 1 . . . γ Hi . On the other hand, because of the classification theorem 2.5, it is not difficult to see that ker δ ⊂ K i , and therefore the sequence is exact in K i−1 . Now the exactness in Z γH i : we already proved that ker ǫ ⊃ Im δ: we need to show that for every γ Hi -uple y of integers whose sum is zero, there is an element [f ] in K i−1 such that δ([f ]) = y: again, this follows easily from the classification theorem 2.5. Now we can prove Proposition 3.1: in fact, we have exhibited an abelian series {K i } whose factors are isomorphic to the kernels of the homomorphisms ǫ : Z γH i → Z, and these of course are torsion-free abelian groups with γ Hi − 1 generators, whenever n(H i ) > 0. If n(H i ) = 0, then X Hi s is empty, and therefore K i−1 = K i , so that there is nothing to say. 
Proof. It is an immediate corollary of Proposition 3.1.
The image Im d G
Now we are going to prove the second half of the main Theorem.
Proposition 4.1. The image Im d G is an elementary abelian 2-group, whose order is equal to the number of solutions in Z N of
where T is the N × N 
Moreover, because of the definition of β,
and thus
We want to show that the inclusion is actually an equality. If y = (y 1 , . . . , y N ) ∈ (H) Z is a solution of y · T ∈ {0, 2} N , then consider the following commutative diagram:
where ǫ is, with an abuse of notation, the direct product of all the ǫ : Z γH → Z, as in Corollary 3.3, and j is simply the inclusion. The homomorphism ǫ is of course onto, so that we can select aỹ ∈ (H) Z γH such that ǫ(ỹ) = y. Now, consider the (H)-coordinate y(H) of y: if the dimension dim X H is zero, then the isotropy group H is maximal, and therefore in the (H)-column of T there is just the element in the diagonal, namely |W G H|. Also, because by assumption y · T ∈ {0, 2} N , reading the (H)-coordinates of both sides of this equation implies
This means that either |W G H| = 1 and y(H) is 0or 2, or |W G H| = 2 and y(H) is 0 or 1. In both cases, it is easy to see that there is a W G H-homotopy equivalence φ : X H → X H such that ind(φ) = 2 or ind(φ) = 0 (just take the identity on X H = S 0 , or the antipodal map). The same argument applies to all the orbit types (K) such that dim X K = 0. Now, this means we have defined a G-map φ ′ : Y → Y , where Y is the union of all the 0-dimensional fixed spheres in X. This map can be easily extended equivariantly to the whole X, so that actually we can modifyỹ in a way that ǫ(ỹ) = y andỹ ∈ j(A ′ (X)). Again, because of the James-Siegal theorem, actuallyỹ ∈ α(E G (X)) ⊂ A ′ (X), and therefore y ∈ L(E G (X)). So far, we have proved that L(E G (X)) = T −1 {0, 2} N . Now, because the matrix of T is triangular, as noticed before, it induces a bijection
and this concludes the proof.
Corollary 4.2. The image Im d G has at most κ(X) generators, so that its order
where κ(X) denotes the number of isotropy types (H) ∈ Iso(X) such that
Proof. The elements of T −1 {0, 2} are less then 2 k , where k denotes the number of diagonal entries of the matrix T equal to 1 or 2. But we already know that the diagonal entries are just the orders of the Weyl groups W G H, therefore the thesis. Mat79]) ). Let G be a finite abelian group, and V an orthogonal representation of G such that dim V G ≥ 2. Then we have
where k is the number of isotropy subgroups of S(V ) of index 2 in G.
Proof. Let X denote the sphere S(V ). In this case G itself is an isotropy subgroup of X, with trivial Weyl group, and the isotropy subgroups with |W G H| = 2 are simply those of index 2, because W G H = G/H for every H in G. There are no self-normalizing subgroups in G other than G. Therefore the number κ(X) is equal to k + 1. Also, because G is abelian,
H | = 0 otherwise. Another key point is that if an isotropy group has index 2 in G, then it cannot contain other isotropy groups with index 2, and so the solutions of y · T ∈ {0, 2} N are exactly 2 κ(x) .
Consequences
Corollary 5.1. Let G be a finite 2-split group, V an orthogonal real representation of G, and X = S(V ) the unit sphere in V . Then
where Z k 2 denotes the elementary abelian 2-group of order 2 k , and the order of E G (X) is equal to the number of integer solutions y of
where T denotes the Table of Isotropy Marks of V , and h the number of isotropy types in V . Furthermore, k ≤ κ(X), where κ(X) denotes the number of isotropy types in V whose Weyl group W G H has order either 1 or 2.
Proof. I have proved in [Fer00] that if the group G is finite, then for every isotropy subgroup H of G the quotient space X H /W G H is connected. That is, for every H, γ H = 1. This means that the Kernel ker d G is trivial, and therefore
Z is mono. Moreover, because of the main theorem, Im d G is an elementary abelian 2-group with that order.
Corollary 5.2. If G is an odd-order nilpotent group and X is an orthogonal G-sphere, then
Because G is nilpotent, there are no self-normalizing subgroups of G other than G itself. Because the order of G is odd, there are no subgroups with the Weyl group of order 2. Thus, if X G = ∅, then κ(X) = 0, and d G is the trivial homomorphism. Because every nilpotent group is 2-split, the kernel of d G is trivial, and this concludes the proof in the first case. On the other hand, if X G = ∅, then it is easy to see that the equation y · T ∈ {0, 2} h has at least the two solutions y 1 = (0, 0, . . . , 0) and y 2 = (0, 0, . . . , 2). Thus |E G (X)| ≥ 2. But in this case κ(X) = 1, and therefore
Corollary 5.3. Let G be a finite group. If G is not 2-split, then there is an orthogonal G-sphere X such that ker d G is not trivial; hence E G (X) contains at least one copy of Z and is infinite.
Proof. This is also a consequence of the main theorem of [Fer00] : if G is not 2-split, then there is a representation V and a self-normalizing subgroup H of G such that H is an isotropy subgroup of G, dim V H = 1 and V G = 0. Thus, if we add to V a copy of the field of the real numbers R, with trivial G-action, and take the unit sphere in the G-module that we obtain, we get a G-sphere with the property that X H /W G H = X H (because W G H is trivial by assumption), and X H is homeomorphic to a 1-sphere minus a 0-sphere. Hence γ H = 2, and dim X H > 0: we can apply the main theorem to get that the kernel ker d G has at least 1 (free) generator. That is, it contains a copy of Z.
Corollary 5.4. If G is a finite group, and X the unit sphere in the real regular representation of G, then ker d G is trivial.
Proof. In case of a regular representation, if K and H are two isotropy subgroups such that K ⊃ H, then the codimension of X K in X H is at least 2. Therefore X H itself is connected, if H = G. Thus γ H = 1, whenever H = G. On the other hand, dim X G = 0, and thus because of the main theorem the kernel is trivial.
Examples
We have seen that, because of Matsuda's Theorem, if G is abelian, then the order of E G (X) is equal to the number 2 κ(X) , where κ(X) is the number of isotropy types of X whose Weyl group has order 1 or 2. This means that the inequality given in Corollary 4.2
is actually an equality for abelian groups. It is natural to ask whether the equality holds in a wider class of finite groups. In the following example we show that, at least without additional hypotheses, this is not the case.
Example 6.1. We now consider the 2 non-isomorphic non-abelian 2-groups of order 8. Let G be the 2-group of order 8 with the presentation:
and let L be the one presented as follows:
Consider now the G-sphere X contained in the regular real representation of G, and the L-sphere Y contained in the regular real L-representation of L. Because G and L are 2-groups, and hence 2-split groups, the kernel of d G and d L is trivial (this follows also from Corollary 5.4), and hence the order of E G (X) and E G (Y ) is given by the number of solutions of y · T ∈ {0, 2} h . Thus we have to compute the Table of (Isotropy) Marks.
The Tables of Isotropy Marks are exactly the Tables of Marks, because It is clear that κ(X) = 6 and κ(Y ) = 4, and so as a first result we conclude that
To get the exact order of E G (X) and E G (Y ), we just compute the number of solutions of y · T ∈ {0, 2} h . It is a simple task to preform it (e.g. using GAP), and to conclude that the number of solutions for the matrix of G is 32, while it is 16 for the matrix of L, i.e.
Thus even for 2-groups the bound of Corollary 4.2 cannot be improved, in general.
Example 6.2. Using the same ideas of the previous example, it is possible to compute κ(X) and E G (X) for the unit spheres in the regular real representation of the small groups (that is, the units of the Burnside groups). Because of Corollary 5.4, the degree homomorphism d G is mono, and therefore we have directly the order of E G (X). We state the results of this computation in the tables at the end of the paper. We preformed the computation for all the 213 non-abelian groups of order less than 63 (the time needed to perform the computations can be long: for example, an Intel Pentium II with 386M of RAM, took 97 hours to compute the order of E G (X) for the regular G-sphere of the group [54, 14]).
In the tables, the first column is the Id of the groups, as stored in the library of small groups in GAP. The second column is the 2-logarithm of the order of E G (X), while the third column is the number of subgroups of G with Weyl group of order 1 or 2 (which is equal to κ(X), in this case).
A small recursive function which computes the number of solutions of the equation yT ∈ {0, } might be the following (it does not print out the percentage of the computation in progress, so that it might take long time without warning. rsols:=function(M,K) # M is a nxn matrix # K is a n x 2 matrix local nsols,n,j,k,l,ll,RedMat,RedK,RedK1,RedK2 Example 6.3. Let G be the dihedral group of order 6, acting on the plane in the canonical way, and X the corresponding unit sphere. The isotropy types of G are (H 1 ) and (1), where H 1 denotes a subgroup of order 2 of G. The Table of Marks is 1: 6 2: 3 1 3: 2 . 2 4: 1 1 1 1 and therefore the Table of Isotropy Marks T is 1: 6 2: 3 1 The number of solutions is therefore 2, and thus Im d G = Z 2 = {+1, −1}. Now let us compute the Kernel ker d G : γ 1 = 1 and γ H1 = 2. The dimension dim X H1 = 0, so that the number of generators of ker d G is 0, and thus
Example 6.4. As in the previous example, consider the dihedral group G of order 6, but this time consider the representation given by the sum of the canonical one and one copy of the trivial one. That is, G acts on the 3-dimensional Euclidean space, and it is generated by reflections of three planes crossing at angles of π/3 along the fixed line. The G-sphere X now has three isotropy types: (1), (H 1 ) as before, and (G). Thus the Table of The number of solutions of y · T ∈ {0, 2} 3 is 4, and thus
. About the Kernel of d G : γ 1 = 1, γ H1 = 2 and γ G = 2, with dim X H1 = 1 and dim X G = 0. Thus ker d G has 1 generator, and this means that it is isomorphic to Z. Therefore there is an exact sequence Example 6.5. Consider now the alternating group A 4 , and its non-trivial real irreducible representation on the 3-dimensional space (that is, orientation preserving symmetries of a standard Euclidean 3-simplex). This is the 
Example 6.6. Let G be the alternating group A 5 , acting on the 4-dimensional Euclidean space as permutations of the standard 4-simplex in the canonical way (the representation is irreducible). We already computed its is the union of three disjoint 0-spheres: 2 copies (by the W G H 2 -action) of X H6 , and 1 copy of X H8 . The action of W G H 2 must send X H8 into itself, and must swap the two copies of X H6 . Therefore it acts as a reflection along X H8 . It is now a simple task to check that X H2 has 6 components, and therefore X H2 /W G H 2 has 3 components. Thus γ H2 = 3. Note that we even didn't properly need to know the action of the Weyl group W G H 2 , because we only need the number of components of X H2 /W G H 2 . That is, we have used the following formula.
The same arguments hold for H 3 , and therefore
This now concludes the computations: in the exact sequence of the degree homomorphism
2 → 0 the kernel is a torsion-free, solvable group, with 4 generators, and derived length at most 2.
Concluding remarks
One can expect, by looking at the examples, that it is reasonable to search for a solution of the following problems:
1. To find an algorithm that computes the exact group structure of the kernel K, once given the usual data of the representation sphere (Table of Marks , character values, group structure). I don't know whether E G (X) need to be commutative or not, for G-spheres. 2. To ask something easier than in the previous point: to find an algorithm to compute just the number γ H , for each H. I have started working on it, using some easy techniques about arrangements, but it is still in development stage. 3. To find a way to avoid computing the solutions of the equation y·T ∈ {0, 2} h , to know their number. For example, the similar equation y · T ∈ {0, 1} h gives rise to the Dress' famous characterization theorem [Dre69] , and the number of its solutions can be computed simply by noting that if H and K are two subgroups with [H : K] = p > 1 prime, then the corresponding H-column and K-column in the Table of Marks are congruent mod p (and this allows to compute exactly the number of solutions, in term of perfect subgroups of G). This relation in the set of conjugacy classes of subgroups of G generates an equivalence relation, whose classes are named Dress classes. In our case, we can use the same argument, but for all primes p = 2. Unfortunately, in our settings the number of Dress classes doesn't give the number of solutions of the equation, but just an upper bound. Anyhow, it can be computed by a GAP function like the following:
DressClasses 4. To understand, at least for some class of groups, like nilpotent finite groups, an easy way to compute E G (X) from the Table of Isotropy Marks (as in Matsuda's Theorem), or from the group structure of G, without solving the equation y · T ∈ {0, 2} h . There are induction and restriction theorems on Table Of Marks, that might give rise to corresponding induction and restriction properties of groups of self homotopy equivalences (i.e. a Mackey functors prespective). 5. We have seen that there are upper bounds of the order of E G (X): κ(X) and the number of Dress classes. It is reasonable to investigate under which (algebraic) conditions these bounds become equalities. 
