We present a catalog of 5,290 RR Lyrae stars (RRLs) with metallicities estimated from spectra of the LAMOST Experiment for Galactic Understanding and Exploration (LEGUE) and the Sloan Extension for Galactic Understanding and Exploration (SEGUE) surveys. Nearly 70 per cent of them (3,642 objects) also have systemic radial velocities measured. Given the pulsating nature of RRLs, metallicity estimates are based on spectra of individual exposures, by matching them with the synthetic templates. The systemic radial velocities are measured by fitting the observed velocity as a function of phase assuming an empirical pulsating velocity template curve. Various tests show that our analyses yield metallicities with a typical precision of 0.20 dex and systemic radial velocities with uncertainties ranging from 5 to 21 km s −1 (depending on the number of radial velocity measurements available for a given star). Based on the well calibrated near-infrared PM W 1 Z or PM Ks Z, and M V -[Fe/H] relations, precise distances are derived for these RRLs. Finally, we include Gaia DR2 proper motions in our catalog. The catalog should be very useful for various Galactic studies, especially of the Galactic halo.
INTRODUCTION
Probing the Galactic structure is an important task to help understand the assemblage history of our Milky Way as well as that of galaxies in general. The Millky Way halo contains some of the oldest stars and structures found in our Galaxy, and thus provides information of the earliest stage of evolution of our Galaxy. Despite its crucial importance, our knowledge of the stellar halo is still far from complete, partly due to the lack of large samples of halo tracers to probe its properties.
Hitherto, the main halo tracers employed include blue horizontal branch (BHB) stars (e.g. Xue et al. 2008; Deason et al. 2011 Deason et al. , 2014 Das et al. 2016 ), K giants (e.g. Xue et al. 2015; Xu et al. 2018) , near-main-sequence turnoff stars (nMSTO) (e.g. Sesar et al. 2011; Pila-Diez et al. 2015) and RR Lyrae stars ((RRLs; e.g. Watkins et al. 2009 ). The available number of BHB stars is small since they are difficult to identify; distance estimation of K giants is not easy considering that their intrinsic luminosities vary by two orders of magnitude (depending on stellar age and metallicity); and the luminosities of nMSTO are not high enough to be useful for probing the distant outer halo of the Galaxy.
Compared to the other tracers, RRLs are ideal for studying the halo properties. First, RRLs are old (>9 Gyr), low-mass metal-poor stars that reside in the instability strip of the horizontal branch (HB) and thus represent a fair sample of the halo populations (Smith 2004) . Secondly, their well defined period-luminosity relation makes them good standard candles, allowing one to accurately map out the 3D structure of the halo. Thirdly, they retain a record of the chemical composition of the environment in which they were born, thus can be used to study the early stage chemical evolution of the Galaxy formation. Finally, they are relatively easy to identify based on their colors and variabilities, enabling the construction of samples of few contaminations. In short, RRLs are excellent tracers to study the structure, formation and evolution of the Galactic halo.
Nevertheless, time-domain photometric surveys alone can not provide precise measurements of metallicity and systemic radial velocity of RRLs. Such information has to be extracted from spectroscopic observations. Fortunately, a number of large-scale spectroscopic surveys have been carried out in the past two decades, including the RAVE (Steinmetz et al. 2006) , the SDSS/SEGUE (Yanny et al. 2009 ), the SDSS/APOGEE (Majewski et al. 2017) , the LAMOST (Deng et al. 2012; Liu et al. 2014 ) and the GALAH (De Silva et al. 2015) surveys.
The spectroscopic data, combined with information (e.g. period, phase and amplitude) derived from light curves provided by photometric surveys and astrometric information (e.g. parallax and proper motions) from the Gaia DR2, allow one to construct a large sample of RRLs with full phase space information of 3 dimensional position and velocity, as well as of metallicity, and to use the sample to probe the formation and evolution of the Galactic halo.
Values of metallicity and radial velocity of RRLs can not be measured by treating them as normal, steady stars, as RRLs are pulsating and their spectra vary with time on short time scales. To measure the metallicities of RRLs, the most precise method is to utilize high resolution spectra. High resolution spectroscopy is however quite costly of big telescope time, and no more than a hundred bright local RRLs have been observed this way (e.g. For et al. 2011; Kinman et al. 2012; Nemec et al. 2013; Govea et al. 2014; Pancino et al. 2015) .
For low resolution spectra, the traditional method to measure the metallicities of RRLs is the so-called ∆S method, first proposed by Preston (1959) . The ∆S index describes the difference between the spectral types as given by the H I Balmer lines and by the Ca II K line measured with low-resolution spectra obtained at minimum light. Many studies have been carried out with this method to derive metallicities of RRLs, by calibrating the ∆S relation with either spectroscopic or photometric observations (e.g. Butler 1975; Freeman et al. 1975; Layden 1994) . Although this method is efficient, the scale relation between ∆S and [Fe/H] show some nonlinear variations in some cases, leading to some random and systemic errors in the final results.
In this paper, we present a new method to measure the metallicities of RRLs. For the modern large-scale spectroscopic surveys (e.g. the LAMOST and SDSS surveys), there are often two to three exposures made per visit, yielding two to three spectra on a short time span. In addition to the multiple spectra from a single visit, some fields are visited more than once. Excluding spectra affected by shock waves, the metallicity can be measured from the individual single-exposure spectra with a template matching technique (see Section 3.1 for detail). The mean value, weighted by the signal-to-noise ratios (SNRs), of estimates yielded by the individual single-exposure spectra, is then adopted as the final metallicity of the RRL.
In addition to metallicity, it is also crucial to precisely measure the systemic radial velocities of RRLs since they are of vital importance for a variety of Galactic studies, such as identifying halo substructures and exploring their origins by kinematics (e.g. Vivas et al. 2001; Keller et al. 2008; Miceli et al. 2008; Casetti-Dinescu et al. 2009; Watkins et al. 2009; Carlin et al. 2012) , and constraining the mass distribution of the Milky Way (e.g. Xue et al. 2008; Huang et al. 2016) .
However, accurately measuring systemic velocities of RRLs is quite challenging since the observed radial velocities contain a pulsation component which, of a typical amplitude of several tens of km s −1 , needs to be accounted for. To derive the values of systemic velocity (RV), two approaches are generally adopted. In one approach, one schedules the observations at the right phase (i.e. ∼ 0.5 ± 0.1) such that the pulsation has nearly zero contribution to the observed radial velocity, i.e. RV γ = RV obs . This approach is however not suitable for data collected with large scale, multi-object spectroscopic surveys as in our case. Alternatively, one can correct the measured radial velocities for contribution of pulsation assuming a pulsation model (or an empirical template), that describes the pulsation velocity as a function of phase. In this paper, we utilize the latter approach to measure the systemic velocities of RRLs, by adopting the empirical template of radial velocity curves of ab-type RRLs as constructed by Sesar (2012) .
The paper is the first one in a series that utilize RRLs to explore the formation and evolution of the Galactic halo. The data used in the current work is described in Section 2. Estimation of metallicities of RRLs from the spectra is introduced in Section 3. Determinations of systemic radial velocities and distances are presented in Sections 4 and 5, respectively. In Section 6, we present the final catalog and describe its general properties. Finally, a summary is given in Section 7.
DATA
In this Section, we first collect known RRLs identified in the various time-domain photometric surveys or variable source catalogs. Then available spectra are searched for those stars in the various large-scale spectroscopic surveys.
RR Lyrae stars from photometric surveys
To collect known RRLs, we use the catalogs of variable stars from the QUEST (Vivas et al. 2004; Mateu et al. 2012; Zinn et al. 2014) , NSVS (Kinemuchi et al. 2006; Hoffman et al. 2009 ), LONEOS (Miceli et al. 2008) , GCVS (Samus et al. 2009 ), LINEAR (Sesar et al. 2013 ) and the Catalina (Drake et al. 2013a (Drake et al. , 2014 surveys. Data of the southern Hemisphere are not included since only spectroscopic data in the northern sky are used (see next Section). A prior is set to each survey (see Table 1 ), according to their observational epochs (higher prior for those surveys more close to the spectroscopic observations described as follows) and the typical number of photometric observations. For each survey, we compile all the available parameters of identified RRLs into a single catalog, including period, amplitude, epoch, mean V -band magnitude, variable star type and distance if derived. In total, we obtain a list of 32,243 unique RRLs from those surveys. Table 1 summarizes the properties of the individual surveys included in the current study. Fig. 1 plots the distributions of the stars in Galactic coordinates, in distances (adopted directly from the literature), in mean V band magnitudes and in periods. If a parameter of a given star is available from more than one survey, then the value from the survey with highest prior is adopted.
Finally, we note that the catalogs of Drake et al. (2013b) and Drake et al. (2014) do not provide the epochs of maximum light for the catalogued RRLs. For those stars, we have calculated the missing values by ourselves from the light curves provided by the Catalina survey 10 .
Spectroscopy
In the current work, our major spectroscopic data set comes from the LAMOST Galactic spectroscopic surveys (Deng et al. 2012; Zhao et al. 2012; Liu et al. 2014) . LAMOST (also named Guoshoujing Telescope) is an innovative quasimeridian reflecting Schmidt telescope capable of simultaneously recording spectra of up to 4000 objects in a large field of view (FoV) of 5 degrees in diameter. The spectra cover the wavelength range from 3700 to 9100 Å with a resolving power R ∼ 1800. Typically 2 ∼ 3 exposures are obtained for each plate, with typical integration time per expsystemic velocityosure of 10 to 40 minutes, depending on the brightness of targeted sources. Since the LAMOST FoV is circular, field overlapping cannot be avoided in order to achieve a contiguous sky coverage. About 25 percent of all targets have been observed twice and over 2 percent three times . This greatly benefits the measurements of systemic radial velocity of RRLs reported in this work. By June 2016, the LAMOST Galactic surveys, initiated in October 2012, have obtained ∼ 6 million quality spectra, mostly of Galactic stars. This number is still increasing at a rate of 1 million per annum.
Another main source of spectra comes from the SDSS/SEGUE (Yanny et al. 2009 ). As a major component of the SDSS-II, SEGUE operated from 2005 August to 2008 July, and obtained more than 240,000 spectra of Galactic stars of magnitudes 14.0 < g < 20.3, with a spectral coverage and resolution similar to those of LAMOST. In Notes. order to obtain spectra of sufficient signal-to-noise ratios (SNRs), the typical total integration time for bright plates of sources of (14.0 < r < 17.8) is 1 hr and that for plates of fainter sources of 17.8 < r < 20.1 is 2 hr. The integration time of the individual exposures ranges between 10 − 30 minutes. SEGUE-2, the successor of SEGUE, obtained additional 155,520 spectra with the same instrument. All the data from SEGUE and SEGUE-II are included in the SDSS Data Release 12 (SDSS DR12; Alam et al. 2005) . The spectral database of SDSS DR12 is downloaded and then cross-matched with the aforementioned compiled catalog of photometrically identified RRLs. In total, 3,834 common stars are found, with a total of 20,772 single-exposure spectra. Similarly, a total of 3,016 common sources (with a total of 10,667 single-exposure spectra) are found between the photometric catalog of RRLs and the LAMOST DR2 of value-added catalog (Xiang et al. 2015 (Xiang et al. , 2017 . By combining the two data sets, a total of 6,268 RRLs with a total 31,439 single-exposure spectra are obtained. Typical SNRs of those single-exposure spectra are around 15.
SPECTROSCOPIC METALLICITIES
As mentioned, we utilize single-exposure spectra instead of those combined to measure the metallicities, given the pulsating nature of RRLs.
Measurement method
To estimate the metallicities of RRLs from single-exposure spectra, we adopt a template matching method by comparing the observed spectra with the synthetic ones based on the least-χ 2 technique. The synthetic spectra library was generated with code SPECTRUM (Gray 1999) of version 2.76, utilizing the Kurucz stellar model atmospheres of Castelli & Kurucz (2004) that cover the wavelength range from 3850 to 5600 Å at a resolution of 2.5 Å. We degrade the model spectral resolution to match that of LAMOST and SDSS (R ∼ 1800). Considering the typical ranges of atmospheric parameters of RRLs, we limit our synthetic spectra to parameter ranges: effective temperature 6000 ≤ T eff ≤ 7500 K in step of 100 K, surface gravity 1.5 ≤ log g ≤ 4.0 dex in step of 0.25 dex, and metallicity −3.0 ≤ [Fe/H] ≤ 0.0 dex in step of 0.1 dex. Considering the old (typically > 9 Gyr) and metalpoor nature of RRLs, we fix the value of α-element to iron abundance ratio [α/Fe] to 0.4.
In order to more precisely obtain the parameters T eff and [Fe/H], we match the observed spectra with the synthetic ones by two steps. Firstly, we measure the effective temperature T eff by least-χ 2 fitting. Considering that the Balmer lines are most sensitive to effective temperature, we give twice weights (weighted by the inverse variances of the spectral fluxes) to spectral pixels that cover for Hα, Hβ, and Hγ lines when comparing the full observed spectra with the synthetic ones of wavelength range from 3850 to 5600 Å pixel by pixel. At this step, effective temperatures are well determined from single exposure spectra. 11 The derived effective temperatures are then set as input values at the following second round of fitting. In the second step, values of the Ca II K line (mostly sensitive to metallicity) and the continum with the synthetic one but fixing T eff to the value deduced in the first step. In this step, spectral pixels covering CaII H and the Balmer lines, i.e. pixels of the wavelength ranges 3960 to 3980, 4092 to 4112, 4330 to 4350 and 4851 to 4925 Å are masked out. Best-fit values of [Fe/H] and log g yielded this second round of optimization are adopted for the star. Fig. 2 plots the resulted stellar atmospheric parameters of an RRL as a function of phase. For this particular target, a total of 12 single-exposure spectra are available. We find that the estimated values of T eff and log g vary with the phase of pulsation, largely in consistent with the theoretical predictions.
By above two steps, the metallicities of RRLs are obtained from the individual single-exposure spectra. In principle, no matter what the pulsation stage of the RRL is when targeted, its metallicity should unchange and keep the same value. However, due to the effects of shock waves on the hydrogen and metal lines of RRL spectra (Fokin 1992; Gillet & Fokin 2004; Pancino et al. 2015) , the estimated [Fe/H] could change significantly depending on the phase when the spectrum was taken. As Fig. 2 shows, the metallicities of an RRLs estimated during phase between 0 and 0.15 vary dramatically, reflecting the significant effects of shock waves during those phases during the pulsation cycle. To avoid the potential bias in the metallicity determinations caused by shock waves, we try to exclude single-exposure spectra possibly affected by the shock effects for parameter estimates. In general, shock waves mostly occur during the phase 0 to 0.15, and 0.85 to 1.0, but they also can happen at other phases. Considering 11 Surface gravity and metallicity are also estimated at this step but they are not well constrained due to high weights on Balmer lines and thus not been used. that the Ca II K line is easily affected by the shock wave effects, here, we adopt its equivalent width (EW) as a criteria to asses whether a spectrum in concern is affected by shock waves or not.
We first calculate the values of equivalent width of the Ca II K line, EW(Ca II K), of all model spectra and find the minima for each effective temperature. Then we fit the minima as a function of temperature with a second-order polynomial and find Min[EW(Ca II K)]=15.62 − 0.0037 T eff + 2.21×10 −7 T 2 eff . At the same time, we also calculate the EW(Ca II K) for each of the single-exposure spectra of our sample stars. As Fig. 2 shows, we find that the values of metallicity measured from single-exposure spectra of EW(Ca II K) less than the corresponding Min[EW(Ca II K)], are different from those measured at other phases [c.f. Panel (d) of Fig. 2 ]. This indicates that those former spectra are affected by shock waves and metallicities yielded by those spectra are consequently ignored. The final adopted metallicity and its error are weighted mean by its errors, yielded by single-exposure spectra (see the Section 3.2.1 ), if having metallicity measurement greater than 2. If only one single spectrum available for a star, we directly use the metallicity of this single spectrum as the final adopted value of this star. Finally, we obtain the metallicities for 5,290 RRLs. It should be noted that, Fabrizio et al. (2019) also have estimated the metallicities of 2,382 fundamental RRLs by ∆S method very recently.
By comparing the metallicity estimate of common stars selected from LAMOST and SEGUE surveys with similar SNRs (i.e., ∆ SNR ≤ 5), a negligible offset (around 0.04 dex) is found between the metallicity measurements from the spectra obtained by the two surveys. We therefore assume the metallicitiy scales yielded from the two surveys are the same.
Validation of metallicities
In this Section, we examine the accuracy of metallicities of RRLs measured by above method in the following ways: 1) Check the internal uncertainties using duplicate-observations; 2) Check both the random and systemic errors by comparing with metallicity measurements from high resolution spectroscopy.
Comparison of results from multi-epoch observations
To estimate the internal errors of the metallicities derived, we use multi-epoch observations of our sample stars. Doing so, the differences of two metallicity measurements of similar SNRs (i.e. ∆SNR < 10) as a function of the mean SNR are shown in Fig. 3 . As the figure shows, the median differences are almost zero, with no significant systemic trend. As expected, the standard deviations of the differences decreases with SNR. We fit the standard deviations (divided by √ 2) as a function of SNR, and find s.d./ √ 2 = 0.08 + 2.04/SNR. For the observations reported here, the typical standard deviation is about 0.2 dex. We use the standard deviations derived by above function as the error (σ i ) of the metallicity estimated by individual single-exposure spectrum when it's SNR less than 40, and for SNR ≥40, the error are fixed to the value of 0.08 + 2.04/40 = 0.13 dex.
Comparison of results with reference stars
In order to check the zero points of our metallicity measurements, we collect reference stars from the literature with reliable metallicity estimates either from high resolution spectroscopy or as a member star of a globular cluster(GC). For GC member stars, we use a compiled catalog of over 3000 variable stars in 103 GCs (Clement 2017 ). The properties (e.g. metallicities, radial velocities and distances) of those GCs are taken from Harris W. E. (2010) . The metallicity scale adopted here is the one established by Carretta et al. (2009) , which is a fundamental shift from the older metallicity scale (Zinn & West 1984) with superior abundance analysis methods based on more advanced model atmospheres. In addition, we have collected stars with metallicity and systemic radial velocity estimates measured with high resolution spectroscopy (e.g. Clementini et al. 1995; For et al. 2011; Kinman et al. 2012; Nemec et al. 2013; Govea et al. 2014; Pancino et al. 2015) . We have cross-matched our RRLs spectroscopic sample with above compiled catalogs and obtained 47 stars in common. Those common stars form our reference star sample. Tables 2 and 3 present respectively relevant information of the reference stars, for GC members and from high resolution spectroscopy.
As Fig. 4 shows, the values of metallicity estimated in the current work agree well with those of the compiled reference stars, with a negligible offset (−0.04) and a standard deviation of 0.22 dex. The dispersion is comparable to that yielded by Nemec et al. (2013) multi-epoch observations. All the tests manifest that intrinsic consistency of our measurements is good.
In addition, we have also compared the metallicity measurements yielded by the default SEGUE and LAMOST pipelines with the literature values for reference stars. As Fig.  4 shows, both pipelines over estimate the metallicities, sigificantly.
SYSTEMIC RADIAL VELOCITIES
As mentioned in Section 1, it is of crucial importance to measure the systemic radial velocities of RRLs. In this Section, we use the empirical template radial velocity curves of RRLs to fit the observed radial velocities as a function of phase as derived from the individual single-exposure spectra of RRLs in order to obtain their systemic radial velocities.
Measurement method
Here, we adopt the empirical template radial velocity curves of ab-type RRLs constructed by Sesar (2012) for Hα, Hβ and Hγ lines. According to Fig. 3 of Sesar (2012) , the uncertainty of systemic velocity yielded by fitting the empirical templates increases dramatically for observational phase greater than 0.7. On the other hand, spectra at phases less than 0.1 are liable to strong effects of shock waves. Consequently, we decide to only use single-exposure spectra taken at phases between 0.1 and 0.7. Amongst those, spectra af-fected by shock waves , as implied by the criteria EW(Ca II K) < Min[EW(Ca II K)], are further excluded when deriving the systemic velocity by fitting with the radial velocity template.
For those adopted single-exposure spectrum, we derive the observed RV by fitting Hα, Hβ, and Hγ line profiles with a Gaussian function, together with a first-order polynomial, and measure their centers (wavelength coverage from 4325 to 4357 Å for Hγ line, 4845 to 4878 Å for Hβ line and 6548 to 6580 Å for Hα line, are respectively used in the fits.). Considering that we use spectra from two surveys (LAMOST and SDSS), radial velocities derived from spectra of the two surveys need be calibrated to a common scale. Doing so, common sources from the two surveys of similar phases (∆phase < 0.05) and high SNRs (> 50) are selected, yielding a total of 72 targets. Distributions of the RV differences (LAMOST values minus SDSS ones) for different lines (i.e. Hα, Hβ, and Hγ) are shown in Fig. 5 . The medians and standard deviations estimated from the distributions are, respectively, 9.82 ± 33.51, 9.69 ± 17.23, and 14.39 ± 36.14 km s −1 for Hα, Hβ, and Hγ. We then calibrate LAMOST RVs derived from the three lines to the scales of SDSS, using the median differences found above.
For a given star that has RV obs measured at several phases, one can derive the systemic velocity RV by fitting the following equation, 
where Φ obs is the observational phase, A rv the amplitude of the radial velocity curve, fixed to the mean values reported in Table 1 . of Sesar (2012) , i.e. 111.9, 90.9 and 82.1 km s −1 for Hα, Hβ, and Hγ respectively, and T (Φ obs ) the radial velocity curve template. If only one radial velocity measurement is available, we directly interpolate the template to get the systemic radial velocity. As an example, Fig. 6 shows the fit for a source with 9 phase data points. With above procedure, the final systemic radial velocity adopted for a given star is given by the weighted mean (by uncertainties) of measurements yielded by the three Balmer lines, i.e. RV Hα , RV Hβ and RV Hγ . Basically, the measure-ment uncertainties are highly dependent on the number of radial velocity measurements used in the fitting.
To derive the random errors of systemic velocity measurements from the individual lines, we solve the following equations:
Here n is the number of available radial velocity measurements for a given star and σ αβ (n), σ αγ (n), and σ βγ (n) are standard deviations of the differences of systemic velocities measured from two out of three lines for given n. Table 4 lists those σ values for different values of n for Hα, Hβ, and Hγ lines. We compare values of RV Hα and RV Hβ with those of RV Hγ and obtain mean values of differences 14.59, and 5.83 km s −1 for RV Hα − RV Hγ , and RV Hβ − RV Hγ , respectively. The non-zero mean RV differences between Hα, Hβ and Hγ lines are largely due to the existing of a wavelength-dependent residual after the wavelength calibration. We therefore convert RV Hα and RV Hβ to the scale of RV Hγ by subtracting 14.59 and 5.83 km s −1 from the measured values, respectively.
The final value of RV of a target is calculated by combining results from all three Balmer lines, namely,
We note that the systemic radial velocities of Type c RRLs can also derived, using the template radial velocity curves for Types ab RRLs, but only the systemic radial velocities of Type ab RRLs are recommended.
Validation with reference stars
In order to check the uncertainties (both random and systemic) of our measurements, we collect RRLs from the literature with reliable radial velocity measurements from high-resolution spectroscopy, GC members are also included (Dambis 2009; Harris W. E. 2010; Kinman et al. 2012; Britavskiy 2018) . In total, 108 common stars are found and their relevant information is listed in Table. 5 (The information of 29 GC members has been listed in Tables 2). Fig. 7 shows the comparisons. The standard derivations of the differences are 20.6, 14.6, 9.7 and 4.5 km s −1 for n = 1, 2, 3, and ≥4, respectively. The median values of the differences are all around 2 km s −1 , indicating no significant systemics of our final derived radial velocities. We do not correct such a small offset since it is much smaller than the standard deviations. The results show that once the number of radial velocity measurements available to fit the radial velocity curve is great than 2, the standard deviation of the systemic velocity derived is likely to be less than 10 km s −1 . The expected uncertainty drops to only 4.5 km s −1 for n ≥ 4. This indicate our velocity measurements are quite robust.
Although the pulsation nature of RRLs makes the determinations of their systemic radial velocities more difficult than for other nonpulsating normal stars (e.g. Layden 1994; Vivas et al. 2005; Prior et al. 2009 ), the current work shows that one can still use the large numbers of low resolution spectroscopic observations to derive systemic radial velocities with a precisions between 5 and 21 km s −1 . This precision is adequate for studying the Galactic halo properties considering that the line-of-sight velocity dispersion of halo stars is around 100 km s −1 (e.g. Huang et al. 2016 ). Sesar (2012) shows the amplitude of the template radial velocity curve of RRLs is a function of the amplitude of V- band light curve ( A V ) . However, only part of the RRLs in our catalog with A V available, we therefore fixed the amplitude of the template radial velocity curve in the fitting to derive the systemic radial velocity (see Section 4.1). To evaluate the effects of our constant radial velocity curve amplitude choice on deriving the systemic radial velocities of RRLs, we re-determine the systemic radial velocities of > 2000 RRLs with A V known. At this time, we repeat the fitting described in Section 4.1 by using the values of A rv determined by A V from the functions provided by Sesar (2012) and obtain their new systemic radial velocities. By comparing the new results with our adopted ones, the median velocity difference is found around 2 km s −1 and the standard deviation of the velocity difference is only about 4 km s −1 . According to the above test, our constant radial velocity curve amplitude choice show minor effects on deriving the systemic radial velocities of RRLs.
Discussion
The new values of systemic radial velocity determined in this section is also released in the final catalog for reference.
5. DISTANCES 5.1. Measurement method Generally, RRLs are divided into three types: Type ab RRLs (RRab) pulsates in the fundamental mode and Type c RRLs (RRc) pulsates in first-overtone mode and Type d RRLs (RRd) pulsates in both modes simultaneously. In our sample, the number of RRd is small, so we do not discuss them separately. Being standard candles, RRLs obey the well-defined relations between absolute visual magnitude and metallicity,
and the near-or mid-infrared period-absolute magnitudemetallicity (PMZ),
Coefficients a, b, c, d, e are different for Type ab and Type c RRLs. In this paper, for RRab, coefficients a, b, c, d, e are taken from Muraveva et al. (2018) , derived using the latest data of Gaia DR2 (please refer to their Table 4 for more detail). For RRc, coefficients a, b given by Ferro et al. (2017) are used. We adopt the mid-infrared period-absolute magnitude relation provided by Klein et al. (2014) ,
Compared to the visual M V -[Fe/H] relation, the near-or mid-infrared PMZ relations is less affected by the interstellar extinction. In the following calculations, we prefer distances derived from the near/mid-infrared PMZ relations as the final ones.
We cross match our sample with the 2MASS and WISE catalogs to obtain apparent magnitudes in K s and W 1 bands for our sample stars. For sources selected from the Catalina survey, Catalina V band magnitudes are converted to Johnson V band magnitudes using the transformation equation of Graham et al. (2015) , assuming an intrinsic (B − V ) 0 color of 0.2 for RRLs. We then use above relations to obtain the absolute magnitudes and further derive the distances, after the interstellar extinction corrections.
Actually, the WISE magnitudes could been taken as mean magnitudes since they are the mean values typically of ≥ 10 single-epoch observations obtained by the WISE survey (Wright et al. 2010) . We therefore derive the distances of RRLs from W 1 band if uncertainties smaller than 0.1 mag. For only 13 stars without good W 1 but K s band photometry, we derive their distances from K s band. If both K s and W 1 band photometric uncertainties do not meet our requirements, we use the visual M V -[Fe/H] relation to obtain the distance.
Totally, we obtain distances for 4,919 RRLs with the above procedures ( 4,061 from W 1 band, 13 from K s band and 845 from V band).
Validation of distances 5.2.1. Comparison with reference stars
In order to check the reliability of our calculations, we firstly compare the distances obtained above with those in the literature for the reference sample, for which the reference distances obtained from the star cluster catalog. As shown in Fig. 8 , the average relatives difference ( ∆d d ) is about 1 per cent, with a dispersion of about 5 per cent. We also collect information of distances from other sources in the literatures (Vivas et al. 2006; Miceli et al. 2008; Watkins et al. 2009; Suveges et al. 2012; Drake et al. 2013a,b; Sesar et al. 2013 ). The comparison is also shown in Fig. 8 . We find that they all agree very well with each other.
Comparison with Gaia parallaxes
We also compare our distances measurements with the Gaia parallaxes. We first convert our distances estimates of uncertainties less than 10 per cent, derived from near-or mid infrared or visual magnitudes, into photometric parallaxes, then compare them with those from the Gaia DR2. Fig. 9 shows the comparison for RRab stars. The mean deviation is −0.04 mas, consistent with the offset of zero point reported by the Gaia collaboration (Gaia Collaboration 2018). As seen in Fig. 9 , four outliers are significantly deviate the one-to-one line. We have checked the distances derived here to those from the literatures and find they are all in great consistent. The reason of those outliers are still unclear and one possible explanation is that their parallax solutions are somehow wrong. Similar results are found for RRc stars.
6. THE FINAL CATALOG By combing the SDSS and LAMOST spectroscopic data with literature the photometric data of objects, we have compiled a catalog of RRLs containing 6,268 uniq RRLs. For objects with individual single-exposure SNRs greater than 10 and not affected by shock waves, we measure the metallicities by a least χ 2 fitting technique. The weighted mean metallicity of the individual spectra, are adopted as the final values. In total, metallicities for 5,290 RRLs are obtained in this way. We then fit the templates of systemic velocity of RRLs provided by Sesar (2012) to the observed ones and derive the systemic radial velocity for 3,642 RRLs. Finally, we use the PMZ or M V -[Fe/H] relations to calculate distances of our sample stars and obtain distance estimates for 4,919 RRLs. All the information derived is compiled into an online catalog containing 6,268 RRLs (Table 6) . Table 6 lists the columns contained in the main catalog. Fig. 10 shows the distributions of metallicities, systemic radial velocities, distances and Galactocentric distances of stars in the final, main catalog.
In the near future, we plan to enlarge our sample by including data from additional spectroscopic surveys, e.g., the GALAH survey (De Silva et al. 2015) , as well as additional photometrically identified RRLs from the recent time-domain surveys, e.g. the Pan-STARRS1 (Chamber et al. 2016; Sesar et al. 2017) ; the Gaia DR2 (Clementini et al. 2019) . We expect to have precise measurements of metallicities, systemic radial velocities and distances of RRLs for the whole sky. The data shall be very helpful for the study of the formation and evolution of the Galactic halo.
CONCLUSION
We present a catalog of 5,290 RRLs with metallicity estimates. Nearly 70 per cent of them also have systemic radial velocity measurements. We use the single-exposure spectra rather than the combined spectra for metallicity and velocity estimation. We develop a criterion based on the measured equivalent width of Ca II K line, EW(Ca II K), to diagnose whether a spectrum is affected by shock waves or not. Those affected are excluded, from the metallicity and velocity estimation.
We measure the systemic radial velocities using the empirical template radial velocity curves of RRLs provided by Sesar (2012) and obtain results for 3,642 RRLs in total. The typi- cal error is about 5 ∼ 21 km s −1 , dependent on the number of radial velocity measurements available at different phases.
Finally, with the well calibrated near-infrared PM Ks Z or PM W 1 Z, and M V -[Fe/H] relations, precise distances are derived for 4,919 RRLs.
The results provide vital information to study many issues related to the Galactic halo.
