The method presented here is a modeling technique for surface zero-offset multiples in 3D. It does not require any picking, and the multiples are modeled from the data themselves by using post-stack migration tools and a demigration with a delayed exploding reflector condition (DDERC). This leads to a kinematically exact technique for modeling the zero-offset double travel-path surface multiples produced by any generator with any dip, such as the sea-floor first-order multiple, for example. The 3D multiple model thus found can then be subtracted from the zero-offset input sections by using waveform and amplitude adaptive techniques. The cost-effectiveness of this modeling method resides in the different levels of approximations that can be accepted, either in the migration or demigration stage, or the in the kind of multiples that we intend to model. This 3D multiple modeling method has been implemented in the f-k domain by using the phase-shift technique. It is thus in principle absolutely exact for 1D velocity backgrounds only. Nevertheless, the robustness of the method has been verified in laterally variant velocity media in deep seafloor contexts. An approximation of the kinematics of the demigration with the delayed exploding reflector condition (DDERC), based on Taylor's expansions of the traveltimes curves corresponding to the DDERC operator, leads us to a cheaper approach for the constant velocity case based on Stolt's migration and demigration techniques by modifying the velocity value. At last, we can show that some additional approximations allow us not only to model accurately the double travel path multiples, but also the peg-legs and the diffracted multiples.
Introduction
Among the multiple modeling and subtraction methods, the surface-related multiple attenuation technique (SMA) proposed by Verschuur et al. (1992) has the advantage of avoiding any picking or interpretation of the seismic sections. This method is also free from any previous knowledge of the subsurface macro-model, as the recorded data itself is used to predict the later behavior of the seismic waves reaching the recording surface. Then the subtraction stage can be correctly performed by estimating the source wavelet(s), or by any means allowing the adaptation of the multiple model to the input data, such as the pattern recognition technique presented by Doicin and Spitz (1992) . Theoretically the SMA approach is valid for any dimension, 1D, 2D, or 3D. But, in practice, most of the recording devices are almost 2D and the method therefore works on the assumption that the input data is acquired dip over a 2D subsurface with unaliased sampling in the shot and receiver domain. When the seismic data recorded contain out-of-plane information, the accuracy of the multiple prediction becomes poorer, reducing the efficiency of the subtraction stage. One solution can involve transforming the acquired data in 3D: Nekut (1998) put this idea into practice with a synthetic example and he accomplished the required data interpolation and extrapolation by using least-squares migration and demigration procedures. Nevertheless, this ambitious approach remains expansive as the author compares it to the cost of a 3D Pre-SDM. More synthetic cases have also been shown by Van Dedem et al (1999) also based on the interpolation of input data. Later showed a practical approach for deep water multiple attenuation working in the zerooffset domain. They implemented a 2D Kirchhoff-type weighted summation algorithm applied to the stacked sections, designed for modeling and removing by adaptive subtraction the free-surface multiples in the near-offset range. They showed, with some real data examples, the efficiency of this zero-offset based multiple subtraction methodology by applying it to any offset range after NMO correction. However, we can also assume that the suitability of a 2D modeling in such a case results from dealing with a dip acquired dataset. Nevertheless, they demonstrated the advantage that can be taken from the modeling and subtraction techniques even by simplifying and reducing the problem to a zero-offset case. More recently, Levin (2000) , and Bannagi and Verschuur (2003) , proposed two different zero-offset multiple modeling techniques in 3D based directly on the surfacerelated multiple modeling theory. According to the theory, the autoconvolution of the zero-offset traces and the Green's function corresponding to the considered locations are needed. For Levin (2000) , the Green's functions were approximated by inverse NMO of the zero-offset traces, while Bannagi and Verschuur (2003) built those functions by pre-stack demigration of the migrated sections. In both cases, the authors showed successful results obtained through a reasonably low computing effort. The modeling method presented here-below is designed for building 3D multiple models in the zero-offset domain at extremely low computing costs. It uses as input either stacked data or zero-offset data. This method is designed for being kinematically exact for modeling the zero-offset double travel-path surface multiples produced by any generator with any dip. Within a certain level of approximation, it can be extended to peglegs and diffracted multiple cases.
Fast zero-offset surface multiple modeling in 3D
Antonio Pica and Michel Manin CGG The 3D multiple model thus found can then be subtracted from the zero-offset input sections, or from the offset data approximately transformed to zero offset, by using waveform and amplitude adaptive techniques. These models can also be used as an interpretation tool, since the results are robust, reliable and are actual 3D predictions of the multiple wavefield. In addition, we show that implementation of this technique in the f-k domain requires little computational effort.
Modeling method for double travel-path multiples
The modeling method presented here results from the particular behavior in the zero-offset case of double travel-path multiples. While the characteristic of a zerooffset wave path is a two-way trajectory ending with a normal incidence on the considered reflector, the double travel-path surface multiple trajectory is characterized by a normal reflection on the (flat) surface. The wave-field emitted from the source hits a reflector, then the reflected wave-field emerges toward the surface, reflects on the free surface with normal incidence, and follows the same path on the way back to the receiver located at the same position as the source (figure 1).
the phase-shift technique (Gazdag, 1978) , this time interval is given by the position on the time axis of the input samples from the processed section. The demigration with this delayed exploding reflector condition (DDERC) simply consists in applying a time shift (a multiplication by e iωt ) to the considered sample in addition to application of the exploding reflector condition. This operation generates naturally an up-going wave-front following the specular reflection paths. In fact, it models the reflected wave field resulting from the illumination of the model by a horizontal plane wave emitted from the surface at instant zero. The results thus obtained are kinematically correct but as a consequence of the band-limited aspect of the data, the result is stretched: the length of the wavelets is double the initial wavelengths (figure 2). These phenomena result from the band-limited vision that we have of the earth's interior when using seismic data.
The double travel-path multiples could thus be generated by modeling each of those paths with migration and demigration algorithms. The first step consists in positioning the multiple generators at their geological location, by migrating the zero-offset section or the stacked section. In the second step, the migrated section has to be demigrated, not by using the zero time-lag exploding reflector condition, but by applying a delay to the "explosions". This delay is in fact the time interval required by a plane wave emitted from the surface to reach the considered reflector. When using a time demigration algorithm designed for 1D media, such as This difficulty can be avoided by using instead as input, not the raw data, but the autoconvolution, windowed or not, either of the migrated traces, or of the zero-offset traces. By halving arbitrarily the time sampling interval of those auto-convolved traces, the spectral content of the delayed demigration result will then be preserved. In addition, the auto-convolution will square the reflectivity of the reflectors as it is expected in the multiple models. Of course, when using the resampled auto-convolution of the zero-offset traces, the result will need to be migrated before its submission to the delayed demigration procedure. The method can also be generalized to depth processing into laterally variant media in 3D by using Kirchhoff techniques by introducing the DDERC condition into the precomputed traveltime tables: the demigration mapping Figure 2: distortion of the up-going demigrated wavelet due to the delayed exploding condition. The upward extrapolation occurs when the down-going plane wave reaches a signal on the section (sample by sample). This difficulty is avoided by using the auto-convolution of the input traces, and by halving the sampling interval.
thus require the use of the traveltime tables corresponding to a plane and horizontal wave emitted from the surface.
Approximated delayed demigration procedure
In the constant-velocity case, the behavior of this unusual kind of demigration can be sketched as follows: its impulse responses are shifted (by t 0 /2) hyperbolas. The first-order Taylor's expansion of its analytical expansion shows that the procedure can be imitated when using a conventional demigration tool, by using V/ instead of the actual migration and demigration velocity V. In fact, we can obtain a better fit between the delayed demigration and the convention demigration by using a slightly different scaling factor: instead of 1/ better results are obtained by using 2/(1+G), where G=( +1)/2 is the "golden" number.
Examples
As an illustration, we used a synthetic velocity model (figure 3) containing a rough sea-floor, and several buried diffractors and reflectors. A zero-offset section was extracted from the results of the two-way wave equation solutions obtained in this velocity model (figure 4) by using a FD technique. The exact double travel-path surface multiple model was obtained by applying the delayed demigration proceedure to the windowed and resampled auto-convolution of the migrated section (figure 5). Unfortunately, the exact solution represents only a small part of the set of multiples observed in the zero offset section from figure 4. Instead, by applying the delayed demigration proceedure to the migrated autoconvolved zero offset section, almost all the multiple events observed in figure 4 can be retrieved (figure 6). In this example, the migration and delayed demigrations were performed by using constant velocity. Although the data were generated into a variable velocity fied, the method is sufficiently robust for accurate modelling of the multiple model.The same conclusions were reached when dealing with 3D real data. The main withdraw of the method is that a zero-offset model, however accurate it is, is NOT suitable for a stacked section, as a stacked section is NOT a zero-offset representation of the data. In the particular case of diffracted multiples, the stack will indicate the apex position of the diffactions, but not its zero-offset location. 
Conclusions
A very fast zero-offset surface multiple modeling technique in 3D has been developed by applying the delayed demigration procedure to the migrated autoconvolved zero offset traces. The method is kinematically exact only for the double travel-path multiples, but its robustness makes it also suitable for peg-leg modeling. Unfortunately, stacked sections are not a reliable representation of zero-offset sections.
Figure 3: Velocity model user for the forward modeling. The acoustic wave equation was solved by using a finite-difference technique. Each shot-point recorded on a zero-offset receiver was computed within an extension of 3000 meters by each side. 
