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KMS STATES ON PIMSNER ALGEBRAS ASSOCIATED
WITH C*-DYNAMICAL SYSTEMS
EVGENIOS T.A. KAKARIADIS
Abstract. We examine the theory of the KMS states on Pimsner al-
gebras arising from multivariable unital C*-dynamical systems. As an
application we show that Pimsner algebras of piecewise conjugate clas-
sical systems attain the same KMS states, even though it is still an open
problem whether or not they are ∗-isomorphic.
1. Introduction
In the most part of this paper we investigate the structure of the KMS
states on Pimsner algebras associated with C*-dynamical systems. The mo-
tivation for this work is two-fold. First of all we are inspired by the growing
interest on the structure of the KMS states that involves: the Cuntz algebra
[35], Cuntz-Krieger algebras [14], Hecke algebras [3], C*-algebras associ-
ated with subshifts [32], Pimsner algebras [26], the Toeplitz algebra of
N⋊N× [27, 28], C*-algebras of dilation matrices [29], C*-algebras of self-
similar actions [30], topological dynamics [1, 37, 38], higher-rank graphs
[2], and Nica-Pimsner algebras [21]. Secondly we are interested in analyz-
ing further equivalence relations on multivariable classical systems [12, 23].
Our motivation relies on the interaction of that theory with other fields
of mathematics. In a series of papers Cornelissen [7] and Cornelissen and
Marcolli [8, 9] illustrate such a strong link by inserting and applying the
seminal work on piecewise conjugacy of Davidson and Katsoulis [12] into
number theory and the reconstruction of graphs. It remains an open problem
whether piecewise conjugacy implies unitary equivalence for multivariable
classical systems, and thus whether these two notions coincide. A positive
answer would allow the use of the flexible local features of piecewise conju-
gacy in order to overpass the inconvenient attributes of the global aspect of
unitary equivalence. Since unitary equivalent systems admit ∗-isomorphic
Pimsner algebras, we use the KMS states to test this question.
Given d ∗-endomorphisms αi of a C*-algebra A there is a Toeplitz-Pimsner
algebra T (A,α) and a Cuntz-Pimsner algebra O(A,α) that one can form.
Both of them admit an action σ of R induced by the gauge action. We show
that there is a phase transition at the inverse temperature β = log d in the
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following sense: (a) for β ∈ (−∞, log d) there are no KMS states (Proposi-
tion 3.1); (b) for β ∈ (log d,+∞) there is an affine weak*-homeomorphism
from the simplex of the tracial states on A onto the (σ, β)-KMS states on
T (A,α) (Theorem 3.3). Moreover there is an affine weak*-homeomorphism
from the simplex of the tracial states (resp. states) on A onto the simplex
of the KMS∞ states (resp. ground states) on T (A,α) (Proposition 3.4 and
Proposition 3.5). By using that O(A,α) is a quotient of T (A,α) we show
that the same results pass over for the tracial states on A that vanish on the
ideal (∩di=1 kerαi)
⊥ (Theorem 3.6 and Corollary 3.8). However when (A,α)
is injective then there are no (σ, β)-KMS states on O(A,α) for all β 6= log d
(Proposition 3.7).
Different phenomena appear for the critical temperature β = log d, mak-
ing a unification hard to achieve. Our analysis in this case does not yield a
parametrization. For example if A = C(X) and d = 1 then O(A, id) =
C(X × T) admits plenty of (σ, 0)-KMS states, i.e. tracial states. For
A = C(X) and d > 1 we have that any state on A induces a (σ, log d)-KMS
state on O(A, id); in particular if A = C and d > 1 then O(C, id) = Od has
a unique (σ, log d)-KMS state [35, 15, 4]. We show that there are (finite
dimensional) cases where the (σ, log d)-KMS state is unique and other (finite
dimensional) cases where there are more than one (Remark 3.12). In addi-
tion we give a sufficient and necessary condition for O(A,α) to have KMS
states at log d when (A,α) is injective and d > 1 (Proposition 3.11). This
approach gives a direct way for obtaining (σ, log d)-KMS states on O(A,α)
for injective classical systems (Remark 3.12). This is achieved by using the
operator that averages over the actions αi, and it is inspired by the Perron-
Frobenius type theory of Matsumoto, Watatani and Yoshida [32]. The case
where d = 1 is reduced to finding tracial states on a usual C*-crossed product
(Proposition 3.13). A key tool in this approach is the tail adding techniques
of the author with Katsoulis [19, 22].
The analysis of Laca and Neshveyev [26] on Pimsner algebras makes also
use of a Perron-Frobenius type operator. Moreover it concerns actions of
R beyond the ones inherited from the gauge action. Their approach is
rather illuminating but it seems hard to be adopted in our specific example
to provide a parametrization of the KMS states. It is the recent works of
Laca and Raeburn [28], and Laca, Raeburn, Ramagge and Whittaker [30]
that supply us with the efficient tools and algorithms for our purposes. We
inform the reader that [26] follows Pimsner’s setting [36], and the results
about Cuntz-Pimsner algebras require a small reformulation to agree with
the modern language of C*-correspondences set by Katsura [25]. In [25]
Katsura introduced a version of a Cuntz-Pimsner algebra that effectively
treats non-injective C*-correspondences. Katsura’s Cuntz-Pimsner algebra
has become a rather important C*-algebra. A key feature is that it is the
smallest relative Cuntz-Pimsner algebra that contains an isometric copy of
the C*-correspondence [20]. This information is crucial when associating
the KMS states of O(A,α) to those of T (A,α) in the proof of Theorem 3.6.
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Indeed the quotient mapping q : T (A,α)→ O(A,α) does not interfere with
the restriction of a KMS state on A, and so with it being tracial on A.
The tensor algebra of a C*-dynamical system in the sense of Muhly and
Solel [33] consists of the lower triangular non-involutive part of T (A,α).
The author and Katsoulis [23] have shown that isometric isomorphisms of
the tensor algebras is a complete invariant for unitary equivalent systems
when A = C(X). On the other hand Davidson and Katsoulis [12] show
that piecewise conjugacy is implied by algebraic isomorphism of the tensor
algebras. The converse is known to hold in specific cases (e.g. n = 2, 3) and
gives stronger isomorphisms by isometric maps [12]. The combination of
[12] and [23] suggests that the converse in full generality could be achieved
by proving that unitary equivalence and piecewise conjugacy are equivalent.
We note here that unitary equivalent systems are piecewise conjugate (e.g.
Proposition 4.1), and it is the converse of this fact that concerns us.
It is immediate that unitary equivalent systems admit ∗-isomorphic Pim-
sner algebras. Therefore an examination of the aforementioned problem can
be conducted within the class of C*-algebras; in particular by analyzing the
invariants of C*-algebras. The form of the KMS states that we obtain is
accommodating for this task. As an application we show that Pimsner al-
gebras of piecewise conjugate systems admit the same theory of KMS states
(Corollary 4.3). This gives evidence that unitary equivalence and piecewise
conjugacy may be equivalent. However the same conclusion is derived for
any equivalence relation that respects the orbit of a point in the sense of
Lemma 4.2. Even more this conclusion can be reformulated to cover non-
classical systems as well: if (A,α) and (C, γ) are dynamical systems of the
same multiplicity and there is a ∗-isomorphism φ̂ : A→ C such that
{ταw(a) | w ∈ F
d
+, |w| = m} = {τ φ̂
−1γwφ̂(a) | w ∈ F
d
+, |w| = m}
for all a ∈ A and m ∈ Z+, then T (A,α) and T (C, γ) (resp. O(A,α) and
O(C, γ)) admit the same KMS states in the strong sense of Corollary 4.3.
2. Preliminaries
2.1. Kubo-Martin-Schwinger states. Let σ : R→ Aut(A) be an action
on a C*-algebra A. Then there exists a norm-dense σ-invariant ∗-subalgebra
Aan of A with the following property: for every a ∈ Aan the functionR ∋ t 7→
σt(a) ∈ A is analytically continued to an entire function C ∋ z 7→ σz(a) ∈ A
(see [5, Proposition 2.5.22]). A state ψ of A is called a (σ, β)-KMS state if
it satisfies
ψ(ab) = ψ(bσiβ(a)),
for all a, b in a norm-dense σ-invariant ∗-subalgebra of Aan. If β = 0 or if
the action is trivial then a KMS state is a tracial state on A.
The KMS condition follows as an equivalent for the existence of particular
continuous functions. More precisely, for β > 0 let
D = {z ∈ C | 0 < Im(z) < β}.
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Then a state ψ is a (σ, β)-KMS state if and only if for any pair a, b ∈ A
there exists a complex function Fa,b that is analytic on D and continuous
(hence bounded) on D such that
Fa,b(t) = ψ(aσt(b)) and Fa,b(t+ iβ) = ψ(σt(b)a),
for all t ∈ R (see [6, Proposition 5.3.7]).
A state ψ of a C*-algebra A is called a ground state if the function z 7→
ψ(aσz(b)) is bounded on {z ∈ C | Imz > 0} for all a, b inside a dense analytic
subset Aan of A. A state ψ of T (A,α) is called a KMS∞ state if it is the
w*-limit of (σ, β)-KMS states as β −→ ∞. The reader should be aware
of the fact that this distinction is not apparent in [5, 6] and is coined in
[28, 30].
2.2. C*-dynamical systems. A C*-dynamical system (A,α) of multiplic-
ity d consists of d ∗-endomorphisms αi of a C*-algebra A. In particular
when A = C0(X) for a locally compact Hausdorff space X then each αi is
identified by a proper continuous map σi : X → X. In this case we will call
(A,α) ≡ (X,σ) a multivariable classical system. We will say that (A,α) is
unital if A has a unit and every αi is unital for i = 1, . . . , d. We will say that
(A,α) is non-degenerate if all the αi are non-degenerate for i = 1, . . . , d. We
will say that (A,α) is injective if ∩di=1 kerαi = (0). The required ideal in
A for the covariant representations is coined by Katsura in [25, Definition
3.2]. It is defined by
J(A,α) := (∩
d
i=1 kerαi)
⊥.
It is immediate that (A,α) is injective if and only if J(A,α) = A.
There is a C*-correspondence construction associated with (A,α). It goes
back to the work of Davidson and Katsoulis on classical systems [12], ex-
ploited further by Davidson and Roydor [13], and by the author with Kat-
soulis [22, 23]. It is not necessary for our purposes to review the whole the-
ory of C*-correspondences. Instead we will give the appropriate definitions
in terms of (A,α), and provide brief comments to facilitate comparisons.
We denote by T (A,α) the universal C*-algebra generated by the formal
monomials vwa with a ∈ A and w ∈ F
d
+, such that [v1, . . . ,vd] is a row
isometry and avi = viαi(a) for all a ∈ A and i = 1, . . . , d. We will refer to
T (A,α) as the Toeplitz-Pimsner algebra of (A,α). The existence of T (A,α)
can be checked by using a general result of Loring [31, Theorem 3.1.1], or the
usual C*-folklore technique; alternatively see [11, Chapter 2]. In particular
there is a well known construction that gives (resp. faithful) representations
of T (A,α). Let π : A→ B(H) be a (resp. faithful) representation of A. On
the Hilbert space K = H ⊗ ℓ2(Fd+) let the orbit representation
π˜(a) = diag{παw(a) | w ∈ F
d
+}, for all a ∈ A,
where w = im . . . i1 = i1 . . . im is the reversed word of w = im . . . i1. By
defining Viξ ⊗ ew = ξ ⊗ eiw we form a row isometry [V1, . . . , Vd]. Then the
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mappings
a 7→ π˜(a) and vi 7→ Vi
lift to a (resp. faithful) representation V × π˜ of T (A,α) onto the C*-algebra
C∗(π˜, V ) generated by Vwπ˜(a) for all a ∈ A and w ∈ F
d
+. Due to the
relations on the generators we check that
C∗(π˜, V ) = span{VµaV
∗
ν | a ∈ A,µ, ν ∈ F
d
+}.
Consequently, injectivity of V × π˜ when π is faithful follows by a usual
gauge-invariant-uniqueness-theorem argument as in [25, Theorem 6.2]. A
simplified proof of [25, Theorem 6.2] can be found in [20]. From now on
let us fix such a family (π˜, {Vi}
d
i=1) where π is faithful. Since A embeds
isometrically in T (A,α) we will drop the use of π˜.
Remark 2.1. Let us briefly describe the C*-correspondence associated
with (A,α). Full details are left to the interested reader. Let the C*-
correspondence E =
∑d
i=1 Ei such that Ei = A is a C*-correspondence over
A endowed with the operations
〈ξ, η〉 = ξ∗η and a · ξ · b = αi(x)ξb
for all a, b ∈ A and ξ, η ∈ Ei = A. Then the Toeplitz-Pimsner algebra
T (E) is ∗-isomorphic to T (A,α). The reader is addressed to [12, Theorem
2.10] modulo [24, Remark 8.4]. In the case of unital systems [12, Theorem
2.10] suffices. These ideas extend to cover non-classical dynamical systems
in general. Alternatively one may check that the representation V × π˜ for
a faithful π : A→ B(H) satisfies the required conditions of [25, Proposition
6.1], and thus gives a faithful representation of T (E) as well. Another sug-
gestion is to use [17, Theorem 2.1]. This line of reasoning requires some
more elaboration on the construction of the C*-correspondence E associated
with (A,α).
We just mention that the Cuntz-Pimsner algebra O(E) in the sense of
Katsura [25, Definition 3.5] is ∗-isomorphic to the C*-algebra O(A,α) we
describe below. The reader is addressed also to [23]. We remark that we
make use of the gauge invariant uniqueness theorems in their general form
as proven by Katsura [25, Theorem 6.2 and Thoerem 6.4]. The reader
is addressed also to [20] for an alternative proof and an overview on the
subject.
We denote by O(A,α) the Cuntz-Pimsner algebra related to (A,α), i.e.
the quotient of T (A,α) by the ideal generated by the differences
a−
d∑
i=1
Viαi(a)V
∗
i = a(I −
d∑
i=1
ViV
∗
i ), for all a ∈ J(A,α).
We denote by q : T (A,α) → O(A,α) the quotient map. Since A embeds
isometrically inside O(A,α) we will make the identification a ≡ q(a) for
all a ∈ A. Moreover we denote by Sµ = q(Vµ) for all µ ∈ F
d
+. Therefore
O(A,α) is the universal C*-algebra generated by the formal monomials swa
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with a ∈ A and w ∈ Fd+, such that [s1, . . . , sd] is a row isometry, asi = siαi(a)
for all a ∈ A and i = 1, . . . , d, and
a(I −
d∑
i=1
sis
∗
i ) = 0, for all a ∈ J(A,α).
In particular, when (A,α) is injective then O(A,α) is the universal C*-
algebra generated by the sia such that [s1, . . . , sd] is a row unitary and
asi = siαi(a) for all a ∈ A and i = 1, . . . , d.
When (A,α) is unital then 1 ∈ A is also the unit for T (A,α) and O(A,α).
If (A,α) is not unital then we form the unitization (A(1), α(1)) so that α
(1)
i (a+
λ) = αi(a)+λ. We denote by A
(1) = A+C the unitization of A, even when
A has a unit. We make the convention that A(1) = A only when (A,α)
is unital. Since the unitization is an extension of the original system we
get that T (A,α) can be realized as a C*-subalgebra of T (A(1), α(1)). Indeed
consider a Fock representation (π˜, {Vi}
d
i=1) of (A
(1), α(1)), take (π˜|A, {Vi}
d
i=1)
and use the gauge invariant uniqueness theorem for the Toeplitz-Pimsner
algebras. On the other hand, when A is not unital then A is an essential
ideal of A(1), and when A is unital then A(1) = A⊕C. Therefore we obtain
that J(A,α) = J(A(1),α(1)). By the gauge invariant uniqueness theorems we
have that O(A,α) is a C*-subalgebra of O(A(1), α(1)) respectively.
There is a well-known tail adding technique due to Muhly and Tom-
forde [34] for dilating a non-injective C*-correspondence E to an injective
one X such that the Cuntz-Pimsner algebra O(E) is a full corner of the
Cuntz-Pimsner algebra O(X ). This process follows a pattern similar to the
tail adding technique for eliminating sources in graphs. The construction of
Muhly and Tomforde [34] has found several applications, however it has also
some limitations. The author and Katsoulis have observed in [22, Proposi-
tion 3.12] that it does not preserve classes in the following sense. There is
an example of a non-injective C*-dynamical system whose dilation, as con-
structed in [34], is not a C*-correspondence of an injective C*-dynamical
system. In order to tackle this problem the author and Katsoulis [22] intro-
duced a technique that takes into consideration a variety of different tails
[22, Theorem 3.10]. A careful choice of the appropriate tail then does the
trick. Among others this technique generalizes the one variable technique
of the author [19, Theorem 4.8] and fixes an error in the original technique
of Davidson and Roydor [13, Section 4] for classical multivariable systems,
see [22, Example 4.3] and [22, Example 4.4] respectively.
Once more we will not require the full theory of C*-correspondences to
review the dilation in the case of C*-dynamical systems. More details may
be found in [22, Section 4]. Let (A,α) be a non-injective C*-dynamical
system. Let the direct sum C*-algebra
C = C0 ⊕ (⊕w∈Fd+
Cw)
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where C0 = A and Cw = A/J(A,α) for all w ∈ F
d
+. Note that C0 is not to
be mistaken with C∅. We then define the ∗-endomorphisms γi : C → C such
that
(
γ1(a, (cw))
)
µ
=

α1(a) if µ = 0,
qJ(a) if µ = ∅,
c1n if µ = 1
n+1, n ≥ 0,
cw if µ = 1w,µ 6= 1
n, n ≥ 1,
0 otherwise,
where qJ : A→ A/J(A,α), and
(
γi(a, (cw))
)
µ
=

αi(a) if µ = 0,
cw if µ = iw,
0 otherwise,
for i = 2, . . . , d. For d = 2 this is depicted in the following diagram
. . .
✤
✤ . . .
✤
✤
C21
✤
✤ C121
oo . . .oo
A

CC
✘
✍❘✕
✡
// C∅ // C1 // . . .
C2
OO✤
✤
C12oo . . .oo
. . .
OO✤
✤
✤
. . .
OO✤
✤
✤
where the solid arrows represent γ1 and the broken arrows γ2, with the
understanding that we don’t write the cases where the elements are sent to
zero. When (A,α) is non-degenerate then (C, γ) is non-degenerate as well;
however when (A,α) is unital then (C, γ) is no longer unital. We call (C, γ)
the injective dilation of (A,α). (Here the ∗-endomorphisms {γi}
d
i=1 should
not be confused with the gauge action {γz}z∈T on the Pimsner algebras.)
In particular when d = 1 we write α1 = α and γ1 = γ. In this case we
have that C = A⊕ c0(A/ ker α
⊥) and
γ(a, (cn)) = (α(a), a + kerα
⊥, (cn)).
In turn we may extend the injective system (C, γ) of multiplicity 1 to the
direct limit automorphic system (C˜, γ˜) given by the diagram
C
γ //
α

C
γ //
α

C
γ //
α

· · · // C˜
γ˜

C
γ // C
γ // C
γ // · · · // C˜
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Then we have that O(C, γ) = O(C˜, γ˜) = C˜⋊γ˜Z. The system (C˜, γ˜) is called
the automorphic dilation of (A,α). The interested reader is addressed to [19,
Section 4] for the pertinent details.
Finally we mention that we will write |µ| = n for the length of a word
µ = µn . . . µ1 ∈ F
d
+.
3. KMS states on Pimsner algebras
3.1. The Toeplitz-Pimsner algebra. Given the gauge action {γz}z∈T of
T (A,α) we let σ : R → Aut(T (A,α)) be the action with σt = γeit . The
linear span of the monomials VµaV
∗
ν , with µ, ν ∈ F
d
+ and a ∈ A, is dense in
T (A,α), and
σt(VµaV
∗
ν ) = e
i(|µ|−|ν|)tVµaV
∗
ν .
Since the function t 7→ σt(VµaV
∗
ν ) extends to the entire function
z 7→ ei(|µ|−|ν|)zVµaV
∗
ν ,
then the (σ, β)-KMS condition for a state ψ is equivalent to
ψ(VµaV
∗
ν · VκbV
∗
λ ) = ψ(VκbV
∗
λ · σiβ(VµaV
∗
ν ))
= e−(|µ|−|ν|)βψ(VκbV
∗
λ · VµaV
∗
ν )
for all a, b ∈ A and µ, ν, κ, λ ∈ Fd+. Let us begin with the following conditions
on the form of KMS states.
Proposition 3.1. Let (A,α) be a unital C*-dynamical system with multi-
plicity d.
(i) Suppose that β < log d. Then T (A,α) has no (σ, β)-KMS states.
(ii) Suppose that β ≥ log d and β > 0. Then ψ is a (σ, β)-KMS state for
T (A,α) if and only if ψ|A is tracial and
ψ(VµaV
∗
ν ) = δµ,νe
−|µ|βψ(a),
for all a ∈ A and µ, ν ∈ Fd+.
Proof. Let ψ be a (σ, β)-KMS state of T (A,α). Let the unit 1 ∈ A, which
is also a unit for T (A,α). Then we obtain
1 = ψ(1) ≥
d∑
k=1
ψ(ViV
∗
i ) =
d∑
k=1
ψ(V ∗i σiβ(Vi)) = e
−β
d∑
i=1
ψ(1) = e−βd,
where we used that 1−
∑d
i=1 ViV
∗
i ≥ 0; thus β ≥ log d.
For item (ii) fix β ≥ log d such that β > 0 and suppose first that ψ is
a (σ, β)-KMS state. Since σt|A = idA we obtain that ψ|A is tracial. By
applying the KMS condition twice we have that
ψ(Vµa) = ψ(aσiβ(Vµ)) = e
−|µ|βψ(Vµa),
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therefore ψ(Vµa) = 0 for all a ∈ A and ∅ 6= µ ∈ F
d
+. By taking adjoints we
have that ψ(aV ∗µ ) = 0 for all a ∈ A and ∅ 6= µ ∈ F
d
+. Similarly we have that
ψ(aVµ) = 0 for all a ∈ A and ∅ 6= µ ∈ F
d
+. Therefore we have that
ψ(VµaV
∗
ν ) = ψ(aV
∗
ν σiβ(Vµ)) = e
−|µ|βψ(aV ∗ν Vµ) = δµ,νe
−|µ|βψ(a)
for all a ∈ A and µ, ν ∈ Fd+. Thus a (σ, β)-KMS state must have the form
of the statement.
Conversely suppose that ψ is as in the statement for some β ≥ log d. We
will verify the KMS condition. To this end let f = VµaV
∗
ν and g = VκbV
∗
λ .
A direct computation shows that
fg =

VµaV
∗
ν′bV
∗
λ when ν = κν
′,
VµaVκ′bV
∗
λ when κ = νκ
′,
0 otherwise,
=

Vµaαν′(b)V
∗
λν′ when ν = κν
′,
Vµκ′ακ′(a)bV
∗
λ when κ = νκ
′,
0 otherwise.
In a similar way we have that
gf =

Vκbαλ′(a)V
∗
νλ′ when λ = µλ
′,
Vκν′αµ′(b)aV
∗
ν when µ = λµ
′,
0 otherwise.
Referring to the comments preceding the statement, we aim to show that
ψ(fg) = e−(|µ|−|ν|)βψ(gf).
First we deal with the case where ν = κν ′ and λ = µλ′. By assumption
we have that
ψ(fg) = δµ,λν′e
−|µ|βψ(aαν′(b)),
and
ψ(gf) = δκ,νλ′e
−|κ|βψ(bαλ′(a)) = δκ,νλ′e
−|κ|βψ(αλ′(a)b),
since ψ|A is tracial.
Claim. Under the assumption that ν = κν ′ and λ = µλ′, we have that
µ = λν ′ if and only if κ = νλ′. Each of them implies that ν ′ = λ′ = ∅, µ = λ
and κ = ν.
Proof of the Claim. If µ = λν ′ then we obtain that λ = µλ′ = λν ′λ′.
Therefore ν ′ = λ′ = ∅ and as a consequence we obtain that ν = κν ′ = κ,
thus κ = νλ′. The converse follows by symmetry which completes the proof
of the claim.
Therefore if µ = λν ′ or κ = νλ′ then we have that ψ(fg) = e−|µ|βψ(ab) and
e−(|µ|−|ν|)βψ(gf) = e−(|µ|−|ν|)βe−|κ|βψ(ab) = e−|µ|βψ(ab),
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since |µ| − |ν|+ |κ| = |µ|. Otherwise we get that ψ(fg) = 0 = ψ(gf) which
satisfies the KMS condition trivially.
Secondly we deal with the case where ν = κν ′ and µ = λµ′. By assump-
tion we have that
ψ(fg) = δµ,λν′e
−|µ|βψ(aα
ν′
(b)),
and
ψ(gf) = δν,κν′e
−|ν|βψ(αµ′(b)a) = δν,κν′e
−|ν|βψ(aαµ′(b)),
since ψ|A is tracial.
Claim. Under the assumption that ν = κν ′ and µ = λµ′, we have that
µ = λν ′ if and only if ν = κµ′. Each of them implies that ν ′ = µ′.
Proof of the Claim. If µ = λν ′ then λµ′ = λν ′, which implies that µ′ = ν ′;
thus ν = κν ′ = κµ′. The converse follows by symmetry and the proof of the
claim is complete.
Therefore if µ = λν ′ or ν = κµ′ we obtain that ψ(fg) = e−|µ|βψ(aαν′(b))
and
e−(|µ|−|ν|)βψ(gf) = e−(|µ|−|ν|)βe−|ν|βψ(aα
µ′
(b)) = e−|µ|βψ(aα
ν′
(b)).
Otherwise we have that ψ(fg) = 0 = ψ(gf) and the KMS condition is
satisfied trivially.
The case where κ = νκ′ reduces to the previous computation by substi-
tuting the roles of f and g by g∗ and f∗ respectively, for which we have just
showed that the KMS equation holds. Finally in the above computations
we also established that if ν 6= κν ′ or κ 6= νκ′ then we cannot have that
λ = µλ′ and κ = νλ′, or that µ = λµ′ and κµ′ = ν. In these cases the KMS
condition is satisfied trivially.
We mention here a subtle point in item (ii) of Proposition 3.2. The only
case where a KMS state does not fall in this characterization is when d = 1
and β = log d = 0. However in this case a KMS state is simply a tracial
state and we will exhibit a different path. On the other hand when d > 1
then the arguments of item (ii) of Proposition 3.2 still hold for the critical
temperature β = log d > 0. We will leave these cases for later. At this point
we continue with our examination for the case β > log d, where we may
apply item (ii) of Proposition 3.2 for any finite multiplicity d.
Proposition 3.2. Let (A,α) be a unital C*-dynamical system of multiplicity
d and let β > log d. Then for every tracial state τ of A there exists a (σ, β)-
KMS state ψτ of T (A,α) such that
ψτ (VµaV
∗
ν ) = δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a),
for all a ∈ A and µ, ν ∈ Fd+.
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Proof. Fix a tracial state τ of A and let (Hτ , πτ , ξτ ) be the GNS construc-
tion associated with τ . Then the pair (π˜τ , Vτ ) on Hτ ⊗ ℓ
2(Fd+) defines a
representation Vτ × π˜τ of T (A,α). For every word κ ∈ F
d
+ let the vector
states
ψκ(f) = 〈(Vτ × π˜τ )(f)ξτ ⊗ eκ, ξτ ⊗ eκ〉 , for all f ∈ T (A,α).
We define the functional ψτ : T (A,α)→ C by
ψτ (f) := (1− e
−βd)
∞∑
m=0
e−mβ
∑
|κ|=m
ψκ(f).
Indeed, since e−βd < 1 we have that ψτ is well defined as a norm limit of
vector states. Moreover ψτ is positive since every finite sum is so as a sum
of positive vector states. If f = 1A then we get ψκ(1A) = 1 hence
ψτ (1A) = (1− e
−βd)
∞∑
m=0
e−mβ
∑
|κ|=m
ψκ(1A)
= (1− e−βd)
∞∑
m=0
e−mβdm
= (1− e−βd)
∞∑
m=0
(e−βd)m = 1,
since by assumption e−βd < 1. Thus ψτ is a state on T (A,α).
Next we show that ψτ is as in the statement. For f = VµaV
∗
ν with µ 6= ν
we directly verify that ψκ(f) = 0. For f = VµaV
∗
µ we have that
ψκ(f) =
〈
(Vτ )µ π˜τ (a) (Vτ )
∗
µ ξτ ⊗ eκ, ξτ ⊗ eκ
〉
=
〈
π˜τ (a) (Vτ )
∗
µ ξτ ⊗ eκ, (Vτ )
∗
µ ξτ ⊗ eκ
〉
=
{〈
πτακ′(a)ξτ , ξτ
〉
when κ = µκ′,
0 otherwise,
=
{
τακ′(a) when κ = µκ
′,
0 otherwise.
Therefore we obtain that
ψτ (f) = (1− e
−βd)
∞∑
m=0
e−mβ
∑
|κ|=m
ψκ(f)
= (1− e−βd)
∞∑
m=|µ|
e−mβ
∑
|κ|=m,κ=µκ′,κ′∈Fd+
τακ′(a)
= (1− e−βd)
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a).
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Finally we show that ψτ is a (σ, β)-KMS state. A direct computation shows
that
e−|µ|βψτ (a) = e
−|µ|β(1− e−βd)
∞∑
m=0
e−mβ
∑
|w|=m
ταw(a) = ψτ (VµaV
∗
µ ),
and the proof is then completed by Proposition 3.1.
In the following theorem we show that the (σ, β)-KMS states are exactly
of this form when β > log d.
Theorem 3.3. Let (A,α) be a unital C*-dynamical system of multiplicity d
and β > log d. Then there is an affine weak*-homeomorphism τ 7→ ψτ from
the simplex of the tracial states on A onto the simplex of the (σ, β)-KMS
states on T (A,α) with
ψτ (VµaV
∗
ν ) = δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a),
for all a ∈ A and µ, ν ∈ Fd+.
Proof. The fact that τ 7→ ψτ is an affine weak*-continuous mapping follows
by the standard arguments of [30, Proof of Theorem 6.1].
First we show that the mapping is onto. To this end, given a (σ, β)-KMS
state ϕ of T (A,α) we will construct a tracial state τ of A such that ϕ = ψτ .
By Proposition 3.1 it suffices to show that ϕ(a) = ψτ (a) for all a ∈ A. In
what follows the key is to isolate a projection in T (A,α) that commutes
with A. To this end we will use the projection
P := I −
d∑
i=1
ViV
∗
i ∈ T (A,α).
Indeed recall that
aViV
∗
i = Viαi(a)V
∗
i = ViV
∗
i a,
hence Pa = aP for all a ∈ A. Moreover
ϕ(P ) = 1−
d∑
i=1
ϕ(ViV
∗
i ) = 1−
d∑
i=1
e−βϕ(V ∗i Vi) = 1− e
−βd.
Notice here that the quantity ϕ(P ) is constant for all (σ, β)-KMS states ϕ.
We aim to show that the function
ϕP : A→ C : a 7→
ϕ(PaP )
ϕ(P )
gives the appropriate tracial state on A. Since σiβ(P ) = P and σiβ(a) = a
we have that
ϕ(PabP ) = ϕ(bPPa) = ϕ(PbaP ).
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Thus ϕP is indeed a tracial state on A. Let the elements
pm :=
m∑
k=0
∑
|w|=k
VwPV
∗
w ∈ T (A,α).
By definition we have that (1 −
∑d
i=1 ViV
∗
i )Vw = 0, hence PV
∗
u VwP = 0
when w 6= u. Therefore each pm is a projection. Furthermore we obtain
ϕ(pm) =
m∑
k=0
∑
|w|=k
ϕ(VwPV
∗
w)
=
m∑
k=0
∑
|w|=k
e−|w|βϕ(P )
= (1− e−βd)
m∑
k=0
∑
|w|=k
e−|w|β
= (1− e−βd)
m∑
k=0
(e−βd)k
= 1− (e−βd)m+1.
Thus limm ϕ(pm) = 1 and by [29, Lemma 7.3] we get that limm ϕ(pmfpm) =
ϕ(f) for all f ∈ T (A,α). In particular for a ∈ A we get that
ϕ(a) = lim
m
ϕ(pmapm)
= lim
m
m∑
k=0
m∑
l=0
∑
|w|=k
∑
|u|=k
ϕ(VwPV
∗
waVuPV
∗
u )
= lim
m
m∑
k=0
m∑
l=0
∑
|w|=k
∑
|u|=k
e−|w|βϕ(PV ∗waVuPV
∗
u VwP )
= lim
m
m∑
k=0
∑
|w|=k
e−|w|βϕ(PV ∗waVwP )
= lim
m
m∑
k=0
∑
|w|=k
e−|w|βϕ(Pαw(a)P )
=
∞∑
k=0
∑
|w|=k
e−|w|βϕPαw(a),
which shows that ϕ = ψτ for τ = ϕP .
Finally we show that the mapping is one-to-one. To this end it suffices
to show that if ψτ is the state associated with a tracial state τ of A as in
Proposition 3.2 then (ψτ )P (a) = τ(a). Indeed if this is true then ψτ = ψτ ′
will imply that τ = τ ′. Since ψτ (P ) = 1− e
−βd for any τ , it suffices to show
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that
ψτ (PaP ) = (1− e
−βd)τ(a), for all a ∈ A.
A direct computation shows that
ψτ (PaP ) = ψτ (a)−
d∑
i=1
(
ψτ (ViV
∗
i a) + ψτ (aViV
∗
i )
)
+
d∑
i,j=1
ψτ (ViV
∗
i aVjV
∗
j )
= ψτ (a)−
d∑
i=1
(
e−βψτ (V
∗
i aVi)− e
−βψτ (V
∗
i aVi) + e
−βψτ (V
∗
i aVi)
)
= ψτ (a)−
d∑
i=1
e−βψταi(a),
where we have used that
ψτ (Vi · V
∗
i a) = e
−βψτ (V
∗
i aVi), ψτ (aVi · V
∗
i ) = e
−βψτ (V
∗
i aVi),
and that
ψτ (Vi · V
∗
i aVjV
∗
j ) = δi,je
−βψτ (V
∗
i aVi).
By the definition of ψτ we then obtain
ψτ (PaP ) = (1− e
−βd)
∞∑
m=0
( ∑
|w|=m
ταw(a)−
d∑
i=1
ταwαi(a)
)
= (1− e−βd)
∞∑
m=0
( ∑
|w|=m
ταw(a)−
d∑
i=1
ταiw(a)
)
= (1− e−βd)
∞∑
m=0
( ∑
|w|=m
ταw(a)−
∑
|w|=m+1
ταw(a)
)
= (1− e−βd)τ(a),
and the proof is complete.
We continue with the examination of the ground states.
Proposition 3.4. Let (A,α) be a unital C*-dynamical system of multiplicity
d. Then the mapping τ 7→ ψτ with
ψτ (VµaV
∗
ν ) =
{
τ(a) for µ = ∅ = ν,
0 otherwise,
is an affine weak*-homeomorphism from the state space S(A) onto the space
of the ground states on T (A,α).
Proof. First we show that if ψ is a ground state then it is of the aforemen-
tioned form. Suppose that ν 6= ∅; by assumption the map
r + it 7→ ψ(Vµσr+it(aV
∗
ν )) = e
−i|ν|re|ν|tψ(VµaV
∗
ν ),
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must be bounded when t > 0, for all a ∈ A. Therefore ψ(VµaV
∗
ν ) = 0 in this
case. When ν = ∅ but µ 6= ∅, then the function
r + it 7→ ψ(a∗σr+it(V
∗
µ )) = e
−i|µ|re|µ|tψ(a∗V ∗µ )
must be bounded for t > 0. This implies that ψ(a∗V ∗µ ) = 0. Taking adjoints
yields ψ(Vµa) = 0.
Conversely let ψ be a state on T (A,α) that satisfies the condition of the
statement. Then for f = VµaV
∗
ν and g = VκbV
∗
λ we compute
|ψ(fσr+it(g))|
2 = |ei(|κ|−|λ|)(r+it)ψ(fg)|2
= e−(|κ|−|λ|)2t|ψ(fg)|2
≤ e−(|κ|−|λ|)2tψ(f∗f)ψ(g∗g)
≤ e−(|κ|−|λ|)2tψ(Vνa
∗aV ∗ν )ψ(Vλb
∗bV ∗λ ).
When ν 6= ∅ or λ 6= ∅ then the above expression is 0. When ν = λ = ∅ then
|ψ(fσr+it(g))| = e
−|κ|t|ψ(VµaVκb)| = e
−|κ|t|ψ(Vµκακ(a)b)|,
which is zero when µ 6= ∅ or λ 6= ∅. Finally when µ = ν = κ = λ = ∅ then
ψ(fσr+it(g)) = ψ(ab), which is bounded for all a, b ∈ A.
To end the proof it suffices to show that every state on A gives rise to a
ground state on T (A,α). Fix τ ∈ S(A) and let (Hτ , πτ , ξτ ) be the associated
GNS representation. Then for the Fock representation (π˜τ , Vτ ) we define the
state
ψ(f) = 〈fξτ ⊗ e∅, ξτ ⊗ e∅〉 , for all f ∈ T (A,α).
It is readily verified that ψ(a) = τ(a) for all a ∈ A. For f = VµaV
∗
ν we
compute
ψ(VµaV
∗
ν ) = 〈(Vτ )µ π˜τ (a) (Vτ )
∗
ν ξτ ⊗ e∅, ξτ ⊗ e∅〉
=
〈
π˜τ (a) (Vτ )
∗
ν ξτ ⊗ e∅, (Vτ )
∗
µ ξτ ⊗ e∅
〉
= δµ,∅δν,∅ 〈πτ (a)ξτ , ξτ 〉
=
{
τ(a) when µ = ∅ = ν,
0 otherwise,
=
{
ψ(a) when µ = ∅ = ν,
0 otherwise,
and the proof is complete.
We continue with the analysis of the KMS∞ states on T (A,α).
Proposition 3.5. Let (A,α) be a unital C*-dynamical system of multiplicity
d. Then the mapping τ 7→ ψτ with
ψτ (VµaV
∗
ν ) =
{
τ(a) for µ = ∅ = ν,
0 otherwise,
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is an affine weak*-homeomorphism from the tracial state space T (A) onto
the space of the KMS∞ states on T (A,α).
Proof. First we show that if ψ is a KMS∞ state then it is of the aforemen-
tioned form. Let ψβ be (σ, β)-KMS states on T (A,α) for β > log d that
converge in the w*-topology to ψ. By Proposition 3.1 we obtain that every
ψβ|A is a tracial state on A and that
ψβ(VµaV
∗
ν ) = δµ,νe
−|µ|βψβ(a)
which tends to zero when β −→∞. Consequently ψ is as in the statement.
Conversely, let ψτ be as in the statement with respect to a tracial state τ
of A. Let ψτ,β be as defined in Proposition 3.2 for β > log d, i.e.
ψτ,β(VµaV
∗
ν ) = δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a).
By the w*-compactness we may choose a sequence of such states that con-
verges to a state, say ψ. By definition ψ is then a KMS∞ state, and we aim
to show that ψτ = ψ. When µ 6= ∅ or ν 6= ∅ then we get that
ψ(VµaV
∗
ν ) = lim
β→∞
ψτ,β(VµaV
∗
ν ) = 0 = ψτ (VµaV
∗
ν ),
as in the preceding paragraph. When µ = ν = ∅ we obtain
ψτ,β(VµaV
∗
ν ) = (1− e
−βd) ·
∞∑
m=0
e−mβ
∑
|w|=m
ταw(a)
= (1− e−βd) ·
(
τ(a) +
∞∑
m=1
e−mβ
∑
|w|=m
ταw(a)
)
.
However we have that
|
∞∑
m=1
e−mβ
∑
|w|=m
ταw(a)| ≤ ‖a‖ ·
∞∑
m=1
e−mβdm
= ‖a‖ (−1 + (1− e−βd)−1).
Taking β −→ ∞ yields that the quantity
∑∞
m=1 e
−mβ
∑
|w|=m ταw(a) tends
to zero. Since limβ→∞(1−e
−βd) = 1, we then obtain that limβ→∞ ψτ,β(a) =
τ(a). Therefore we get
ψ(VµaV
∗
ν ) = ψ(a) = lim
β→∞
ψτ,β(a) = τ(a) = ψτ (a) = ψτ (VµaV
∗
ν )
which completes the proof that ψ = ψτ on T (A,α). The last part follows in
the same way as in the proof of Proposition 3.4.
KMS STATES ON PIMSNER ALGEBRAS ASSOCIATED WITH C*-DYNAMICS 17
3.2. The Cuntz-Pimsner algebra. The gauge action on O(A,α) induces
an action of R on O(A,α) as in the case of T (A,α). We will denote it by
the same symbol σ. (The reason being that) the gauge actions on T (A,α)
and O(A,α) intertwine the quotient map q : T (A,α)→ O(A,α) on the ideal
generated by
a · (I −
d∑
i=1
ViV
∗
i ), for all a ∈ J(A,α).
Recall here that J(A,α) = (
⋂d
i=1 kerαi)
⊥. Therefore the (σ, β)-KMS states
on O(A,α) define (σ, β)-KMS states on T (A,α). In Theorem 3.6 we show
that there is actually a bijection. As we observed in the introduction we
cannot apply directly the analysis of Laca and Neshveyev [26].
Theorem 3.6. Let (A,α) be a unital C*-dynamical system of multiplicity d
and β > log d. Then there is an affine weak*-homeomorphism τ 7→ ϕτ from
the simplex of the tracial states on A that vanish on J(A,α) = (
⋂d
i=1 kerαi)
⊥
onto the simplex of the (σ, β)-KMS states on O(A,α) such that
ϕτ (SµaS
∗
ν) = δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a),
for all a ∈ A and µ, ν ∈ Fd+.
Proof. Let τ be a tracial state on A and let ψτ be a state of T (A,α) as in
Proposition 3.2. As in Theorem 3.3 let the projection P = I −
∑d
i=1 ViV
∗
i
and recall that aP = Pa for all a ∈ A. By the last computation of Theorem
3.3 we have that
ψτ (aP ) = ψτ (PaP ) = (1− e
−βd)τ(a)
for all a ∈ A. As a consequence, if τ vanishes on J(A,α) then ψτ vanishes on
ker q and a (σ, β)-KMS state on O(A,α) is defined by ϕτ q = ψτ . Conversely
if ϕτ is as in the statement then let ψτ = ϕτ q and the above equation shows
that τ vanishes on J(A,α).
Proposition 3.7. Let (A,α) be an injective unital C*-dynamical system of
multiplicity d. Then O(A,α) does not attain (σ, β)-KMS states for β 6= log d.
Proof. If (A,α) is injective then J(A,α) = A, hence
∑d
i=1 SiS
∗
i = 1 in
O(A,α). Proceed as in the proof of Proposition 3.1 to obtain an estimation
for β by using the Si in the place of Vi. However now we obtain equality
which shows that β = log d.
We conclude with the analogues for the ground states and the KMS∞
states on O(A,α). The proofs are left to the reader. We remark that in the
case of the KMS∞ states one has to make use of Theorem 3.6.
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Corollary 3.8. Let (A,α) be a unital C*-dynamical system. Then the map-
ping τ 7→ ϕτ with
ϕτ (SµaS
∗
ν) =
{
τ(a) for µ = ∅ = ν,
0 otherwise,
is an affine weak*-homeomorphism from the simplex of the states S(A) (resp.
the tracial states T (A)) that vanish on J(A,α) = (
⋂d
i=1 kerαi)
⊥ onto the
simplex of the ground states (resp. KMS∞ states) on O(A,α).
3.3. KMS states at β = log d. We continue with the examination of the
(σ, log d)-KMS states. First we show the connection between (σ, log d)-KMS
states on T (A,α) with (σ, log d)-KMS states on O(A,α).
Proposition 3.9. Let (A,α) be a unital C*-dynamical system of multiplicity
d. Then ψ is a (σ, log d)-KMS state on T (A,α) if and only if it factors
through a (σ, log d)-KMS state on O(A,α).
Proof. If ψ is a (σ, log d)-KMS state on T (A,α) then
1 = ψ(1) = ψ(V ∗i Vi) = e
log dψ(ViV
∗
i ) = dψ(ViV
∗
i ),
for all i = 1, . . . , d. As in Theorem 3.3 let the projection P = I−
∑d
i=1 ViV
∗
i
which is an element of T (A,α). By the Cauchy-Schwartz inequality we then
obtain
|ψ(aP )|2 ≤ ψ(aa∗) · ψ(P )
for all a ∈ A, since P is a projection in T (A,α). However we have that
ψ(P ) = ψ(1−
d∑
i=1
ViV
∗
i ) = 1−
d∑
i=1
ψ(ViV
∗
i ) = 0
which shows that ψ(a(1 −
∑d
i=1 ViV
∗
i )) = 0 for all a ∈ A and in particular
for all a ∈ J(A,α). Hence ψ vanishes on ker q and thus defines a state ϕ
on O(A,α). The converse follows by the fact that the actions of R on the
Pimsner algebras intertwine q, and the proof is complete.
One advantage of the approach of Laca and Raeburn [28] is that the
analysis of the KMS states of T (A,α) implies existence of (σ, log d)-KMS
states on O(A,α). In short, begin with a sequence of {ψn} such that every
ψn is a (σ, βn)-KMS state of T (A,α) with βn ↓ log d. By passing to a
subsequence and re-labeling we may assume that the ψn converge to a state
ψ in the weak*-topology. Then ψ is a (σ, log d)-KMS state for T (A,α) [6,
Proposition 5.3.23] and Proposition 3.9 gives the required state on O(A,α).
This scheme has been applied in several cases to give details about the
form of (σ, log d)-KMS states. For example we mention [30, Theorem 7.3],
where a concrete context is available.
However this route seems difficult to be pursued at the generality we aim
here. Our analysis is derived at the level where we make a distinction be-
tween injective and non-injective C*-dynamical systems. Below we present
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an alternative pathway for producing directly (σ, log d)-KMS states. For do-
ing so we use the tail adding technique from [22] exhibited in Subsection 2.2.
For the next proposition let (C, γ) be the injective dilation of (A,α) with
the same multiplicity d. Also let (C(1), γ(1)) be the unitization of (C, γ).
Proposition 3.10. Let (A,α) be a unital C*-dynamical system and let
(C, γ) be its injective dilation as in [22]. Then a (σ, log d)-KMS state on
O(C, γ) or O(C(1), γ(1)) defines a (σ, log d)-KMS state on O(A,α) by re-
striction.
Proof. By construction, we have that A ⊆ C and that pγi(a)p = αi(a) for
all a ∈ A and p = 1 ∈ A. In addition O(A,α) is the full corner of O(C, γ)
by the projection p. Moreover O(C, γ) (and consequently O(A,α)) is a C*-
subalgebra of O(C(1), γ(1)). All these inclusions are canonical in the sense
that if (π, {Si}
d
i=1) defines a faithful representation of O(C
(1), γ(1)), then
(π|C , {Si}
d
i=1) defines a faithful representation ofO(C, γ) and (π|A, {Sip}
d
i=1)
defines a faithful representation of O(A,α). As a consequence the gauge
action, and thus the action σ, is compatible with the inclusions.
Therefore we may produce (σ, log d)-KMS states from the injective dila-
tions. We will thus restrict now our attention to injective systems (A,α).
We examine separately the cases d = 1 and d > 1. The main reason is
because when d = 1 then the KMS states at critical temperature amount to
tracial states. Motivated by [32] we obtain the following result for d > 1.
Proposition 3.11. Let (A,α) be an injective unital C*-dynamical system
of multiplicity d > 1. We write τ ∈ AV T (A,α) for the τ ∈ T (A) such that
τ(a) =
1
d
d∑
i=1
ταi(a), for all a ∈ A,
and we write ϕ ∈ AV T (O(A,α)γ) for the ϕ ∈ T (O(A,α)γ) such that
ϕ(f) =
1
d
d∑
i=1
ϕ(S∗i fSi), for all f ∈ O(A,α)
γ .
Then there is an affine weak*-homeomorphism between the three simplices
of AV T (A,α), of AV T (O(A,α)γ), and that of the (σ, log d)-KMS states on
O(A,α).
Proof. Recall that the fixed point algebra is O(A,α)γ = ∪nAn where An =
span{SµaS
∗
ν | |µ|, |ν| ≤ n}. On the other hand let the C*-subalgebras
Bn = span{SµaS
∗
ν | |µ| = |ν| = n}
of O(A,α)γ so that An = ∪
n
m=0Bm. Since the system is injective and unital
we may use that 1 =
∑d
i=1 SiS
∗
i to obtain
Bm ∋ SµaS
∗
ν = Sµa · 1 · S
∗
ν =
d∑
i=1
Sµiαi(a)S
∗
νi ∈ Bm+1.
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Consequently An = Bn for all n ∈ Z+ and O(A,α)
γ is the inductive limit
of the Bn for n ∈ Z+ via the connecting ∗-homomorphisms
Bn ∋ SµaS
∗
ν 7→
d∑
i=1
Sµiαi(a)S
∗
νi ∈ Bn+1.
In what follows we will use this form of O(A,α)γ .
For τ ∈ AV T (A,α) we define the extension ϕn on Bn by
ϕn(SµaS
∗
ν) :=
1
dn
∑
|w|=|µ|
τ(S∗wSµaS
∗
νSw) =
1
dn
δµ,ντ(a).
Every ϕn is positive being the average on the diagonal of Bn. The family
{ϕn}n is compatible with the directed sequence on the Bn, because
ϕn+1
( d∑
i=1
Sµiαi(a)S
∗
νi
)
=
d∑
i=1
1
dn+1
δµi,νiταi(a)
= δµ,ν
1
dn
d∑
i=1
1
d
ταi(a) = ϕn(SµaS
∗
ν).
Therefore {ϕn}n defines a positive functional ϕτ : O(A,α)
γ → C. The unit
1 ∈ A is mapped to fn :=
∑
|ν|=n SνS
∗
ν via the inclusion A →֒ Bn. The
computation
ϕn(fn) =
1
dn
∑
|w|=|µ|
∑
|v|=n
τ(S∗wSvS
∗
vSw) =
1
dn
∑
|w|=|v|=n
δw,vτ(1) = 1
shows that each ϕn is a state and consequently ϕ is a state. In addition, for
the elements SµaS
∗
ν , SκbS
∗
λ ∈ Bn we have
ϕn(SµaS
∗
ν · SκbS
∗
λ) = δν,κϕn(SµabS
∗
λ) = δν,κδµ,λ
1
dn
τ(ab)
which gives a symmetrical formula (since τ is tracial), and implies that every
ϕn is tracial. Thus ϕτ is a tracial state on O(A,α)
γ . Now let f = SµaS
∗
ν ∈
O(A,α)γ and compute
1
d
d∑
i=1
ϕτ (S
∗
i fSi) =
1
d
d∑
i=1
ϕτ (S
∗
i SµaS
∗
νSi)
=
1
d
d∑
i=1
δµ,iµ′δν,iν′ϕτ (Sµ′aS
∗
ν′)
=
1
d
d∑
i=1
δµ,iµ′δν,iν′δµ,ν
1
d|µ|−1
τ(a)
=
1
d|µ|
τ(a) = ϕτ (f)
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which shows that ϕτ ∈ AV T (O(A,α)
γ). Due to the form of ϕτ we obtain
that the mapping τ 7→ ϕτ is one-to-one. In order to show injectivity fix
ϕ ∈ AV T (O(A,α)γ) and compute
ϕ(a) =
1
d
d∑
i=1
ϕ(S∗i aSi) =
1
d
d∑
i=1
ϕ(S∗i Siαi(a)) =
1
d
d∑
i=1
ϕαi(a),
hence τ = ϕ|A ∈ AV T (A,α).
For the second part fix ϕτ ∈ AV T (O(A,α)
γ) for some τ ∈ AV T (A,α)
and define the state ψτ = ϕτE : O(A,α) → C where E is the conditional
expectation onto the fixed point algebra. Then ψ|A = τ is tracial and
ψτ (SµaS
∗
ν) = δ|µ|,|ν|ϕτ (SµaS
∗
ν) = δ|µ|,|ν|δµ,ν
1
d|µ|
τ(a) = δµ,ν
1
d|µ|
ψτ (a).
By Proposition 3.1 and Proposition 3.9 we obtain that ψτ is a (σ, log d)-
KMS state on O(A,α). Conversely if ψ is a (σ, log d)-KMS state on O(A,α)
let τ = ψ|A. Then τ is tracial and a similar computation as before yields
τ ∈ AV T (A,α). By the form of ψ we obtain that the mapping τ 7→ ψτ is
an affine isomorphism.
Furthermore due to the formulas of ϕτ and ψτ we obtain that the affine
isomorphisms are weak*-homeomorphisms.
Remark 3.12. We use Proposition 3.11 and the ideas of [32, Section 4] to
show directly that O(A,α) attains KMS states at the critical temperature
log d, when (A,α) ≡ (X,σ) is a classical system of multiplicity d > 1 such
that X is a compact Hausdorff space with ∪di=1σi(X) = X. Notice here that
the assumption that ∪di=1σi(X) = X is equivalent to (A,α) being injective.
In short, let the positive contractive map λ : A→ A such that
λ(a) =
1
d
d∑
i=1
αi(a).
The spectral radius of λ equals 1 ∈ R because (λ − idA)(1A) = 0 so that
1 ∈ C is in the spectrum of λ. Let us denote by λ# : A# → A# the induced
operator on the continuous linear functionals of A. Since sp(λ) = sp(λ#)
we have that the spectral radius of λ# is 1 ∈ R. Therefore for the resolvent
R#(t) = (t − λ#)−1 of λ# there is a ϕ0 ∈ A
# such that
∥∥R#(t)ϕ0∥∥ is
unbounded as t ↓ 1. By the Jordan decomposition we may assume that ϕ0
is a state and let the states
ϕn =
R#(1 + 1
n
)ϕ0∥∥R#(1 + 1
n
)ϕ0
∥∥ for n ≥ 1.
By weak*-compactness let ϕ be an accumulation point of (ϕn) for which we
obtain that ϕ = λ#ϕ = ϕλ. Therefore ϕ = 1
d
∑d
i=1 ϕαi and moreover ϕ is a
tracial state; consequently ϕ ∈ AV T (A,α).
There are cases where the (σ, log d)-KMS state is unique. Suppose that
A is commutative and finite dimensional, and let λ : A → A defined by
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λ(a) = 1
d
∑d
i=1 αi(a). We say that λ is irreducible if λ(J) ⊆ J holds only for
the trivial ideals J of A. In this case the system (A,α) is injective and λ
corresponds to a non-negative irreducible matrix. By the Perron-Frobenius
Theorem then the eigenvalue 1 ∈ C is simple and thus ϕ is unique.
Finally for d = 1 we have that the KMS states coincide with the tracial
states by definition. For the next proposition let (Ĉ, γ̂) be the automorphic
dilation of (A,α) with the same multiplicity d = 1 as exhibited in Subsection
2.2.
Proposition 3.13. Let α : Z+ → End(A) be a unital C*-dynamical system
and let γ̂ : Z+ → Aut(Ĉ) be its automorphic dilation as in [19]. For any
tracial state τ of Ĉ there exists a tracial state ψ of O(A,α) such that
ψ(SnaS
∗
m) = δn,mτ γ̂
−n(a) for all a ∈ A and n,m ∈ Z+.
Proof. Recall that O(A,α) is a full corner of Ĉ ⋊γ̂ Z [19]. Hence a tracial
state on the crossed product defines by restriction a tracial state on O(A,α).
If τ is a tracial state on Ĉ then let ψ := τE : Ĉ ⋊γ̂ Z → C where E is the
conditional expectation of the crossed product. It is then readily verified
that ψ|O(A,α) satisfies the condition of the statement.
Remark 3.14. The difference between Proposition 3.11 and Proposition
3.13 is in having a parametrization for the states. A review of the proof of
Proposition 3.1 highlights this phenomenon. Even though the tracial states
of Proposition 3.13 satisfy τ = τγ (where (C, γ) is the injective dilation of
(A,α)) these are far from being the only choices. For example for d = 1 if
A = C and α = id then O(A,α) = C(T) and obviously there are plenty of
other tracial states than the trivial one. However for d > 1 and αi = id then
O(A,α) = Od has a unique (σ, log d)-KMS state given as in Remark 3.12
[32].
4. Applications
Let (A,α) ≡ (X,σ) and (C, γ) ≡ (Y, ρ) be two classical systems on the
compact Hausdorff spaces X and Y . There are several notions of equiva-
lences for (X,σ) and (Y, ρ).
We say that (X,σ) and (Y, ρ) are unitarily equivalent if there is a homeo-
morphism φ : X → Y and a unitary U ∈Mdσ ,dρ(C(Y )) that intertwines the
diagonal actions
diagφσ(f) := diag(fφσi | i = 1, . . . , dσ)
and
diagρφ(f) := diag(fρiφ | i = 1, . . . , dρ).
As a consequence the multiplicities dσ and dρ must coincide. Unitary equiv-
alence of (X,σ) and (Y, ρ) is in fact unitary equivalence of the associated
C*-correspondences. Therefore unitarily equivalent systems have isomorphic
tensor algebras and Pimsner algebras (and so the Pimsner algebras attain
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the same KMS-theory). Recall that the tensor algebra of (A,α) in the sense
of Muhly and Solel [33] is the closed subalgebra of T (A,α) generated by
vwa with a ∈ A and w ∈ F
d
+. The author and Katsoulis [23, Theorem 5.2]
showed a converse: unitary equivalence is a complete invariant for isometric
isomorphic tensor algebras of multivariable classical systems. Such a result
does not hold for the Cuntz-Pimsner algebras. For d = 1 unitary equiva-
lence is just conjugacy of the systems and Hoare and Parry [18] have given
a counterexample of a homeomorphism that is not conjugate to its inverse
(however the crossed products are ∗-isomorphic).
Davidson and Katsoulis [12, Definition 3.16] introduced the notion of
piecewise conjugacy. Two classical systems (X,σ) and (Y, ρ) are called
piecewise conjugate if they have the same multiplicities and there is a home-
omorphism φ : X → Y such that for every x ∈ X there is a neighborhood U
of x and a permutation π on d symbols so that
ρiφ|U = φσpi(i)|U , for all i = 1, . . . , d.
Piecewise conjugacy is weaker than unitary equivalence and let us include a
short proof for completeness of the discussion.
Proposition 4.1. If (A,α) ≡ (X,σ) and (C, γ) ≡ (Y, ρ) are unitarily equiv-
alent then they are piecewise conjugate.
Proof. Since the systems are unitarily equivalent, they have the same mul-
tiplicities. For simplicity let d = dσ = dρ. Suppose that there is a homeo-
morphism φ : X → Y and a unitary U = [uij ] ∈Md(C(Y )) such that
diagφσ(f)U = U diagρφ(f), for all f ∈ C(Y ).
By substituting ρi with φ
−1ρiφ we may assume that X = Y and φ = id. Fix
a point x ∈ X and set U (1) = U . Since U(x) = [uij(x)] is a unitary inMd(C)
there is at least one u1j such that u1j(x) 6= 0. Choose a neighborhood U1 of
x such that u1j |U1 6= 0. By using this element perform the first step of the
Gaussian elimination as in [23, Lemma 3.3] to obtain a second invertible
matrix U (2). Again by invertibility there is a neighborhood U2 of x and
an element in the second row of U (2) that is nowhere zero on U2. Use this
element to perform Gaussian elimination on U1 ∩ U2. Inductively and by
using the last step of [23, Lemma 3.3] we finally obtain a permutation π on
d symbols and d elements, say vii, such that
diagσpi|U (f) · diag(vii|U )
d
i=1 = diag(vii|U )
d
i=1 · diagρ|U (f),
where U = U1∩U2∩· · ·∩Ud. Furthermore vii(x) 6= 0 for all x ∈ U . Therefore
the equation fσpi(i)|U · vii|U = vii|U · fρi implies that σpi(i)|U = ρi|U for all
i = 1, . . . , d.
Davidson and Katsoulis [12, Theorem 3.22] showed that piecewise con-
jugacy is an invariant for algebraic isomorphism of tensor algebras. The
converse also was provided in several cases, including the cases of d = 2, 3
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where algebraic isomorphism can be replaced by the stronger isometric iso-
morphism [12, Theorem 3.25]. In fact this is proven by showing that piece-
wise conjugacy implies unitary equivalence in these specific cases. It remains
an open problem whether or not the converse of Proposition 4.1 is true in
full generality.
In particular it is not known whether the Pimsner algebras of piecewise
systems are ∗-isomorphic for any multiplicity. Nevertheless, we aim to show
that they have the same KMS-theory. We begin with the following lemma.
Lemma 4.2. Suppose that (A,α) ≡ (X,σ) and (C, γ) ≡ (Y, ρ) are piece-
wise conjugate by the homeomorphism φ : X → Y . If φ̂ : C → A is the
implemented ∗-isomorphism then∑
|w|=m
ταw =
∑
|w|=m
τ φ̂−1γwφ̂
for all τ ∈ S(A) and m ∈ Z+.
Proof. By substituting ρi with φ
−1ρiφ we may assume that X = Y so that
for every x ∈ X there is a neighborhood U of x and a permutation π on d
symbols such that ρi|U = σpi(i)|U for all i = 1, . . . , d. In particular for any
x ∈ X we obtain
{σi(x) | i = 1, . . . , d} = {ρi(x) | i = 1, . . . , d}.
For the inductive step suppose that for any x ∈ X we have that
{σw(x) | w ∈ F
d
+, |w| = n} = {ρw(x) | w ∈ F
d
+, |w| = n}
holds for all n ≤ m. Let a word µ ∈ Fd+ of length m+ 1 such that µ = i0w
with |w| = m. For the point y = σw(x) we have that
σµ(x) = σi0(y) ∈ {ρi(y) | i = 1, . . . , d}.
On the other hand by the inductive hypothesis we have that
y = σw(x) ∈ {ρw′(x) | w
′ ∈ Fd+, |w
′| = m},
therefore
ρi0(y) = ρi0σw(x) = ρi0ρw′(x) ∈ {ρν(x) | ν ∈ F
d
+, |ν| = m+ 1}.
Thus we obtain that
σµ(x) ∈ {ρν(x) | ν ∈ F
d
+, |ν| = m+ 1}.
Since µ was arbitrary and by symmetry we have that
{σw(x) | w ∈ F
d
+, |w| = m+ 1} = {ρw(x) | w ∈ F
d
+, |w| = m+ 1},
for any x ∈ X. Consequently we obtain that
{σw(x) | w ∈ F
d
+, |w| = m} = {ρw(x) | w ∈ F
d
+, |w| = m},
for all m ∈ Z+.
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Let τ be a state on A that is a finite convex combination of pure states,
i.e. τ =
∑N
k=1 λk evxk with
∑N
i=1 λk = 1. Then we compute∑
|w|=m
ταw =
N∑
k=1
λk
∑
|w|=m
evxk αw =
N∑
k=1
λk
∑
|w|=m
evσw(xk)
=
N∑
k=1
λk
∑
|w|=m
evτw(xk) =
∑
|w|=m
τγw
for all m ∈ Z+. The proof is completed by taking limits of such states τ .
Corollary 4.3. Suppose that (A,α) ≡ (X,σ) and (C, γ) ≡ (Y, ρ) are piece-
wise conjugate by the homeomorphism φ : X → Y and let φ̂ : C → A be the
induced ∗-isomorphism. If β > log d, then the affine weak*-homeomorphism
S(A)→ S(C) : τ 7→ τ φ̂
lifts to an affine weak*-homeomorphism between the (σ, β)-KMS states on
T (A,α) and on T (C, γ).
In particular if β > log d and τ 7→ ψτ is the parametrization obtained by
Theorem 3.3 then the diagram
τ ✤ //❴

τ φ̂
❴

ψτ
✤ //❴❴❴❴❴ ψ
τφ̂
is commutative in the sense that
ψ
τφ̂
(VµcV
∗
ν ) = ψτ (Vµφ̂(c)V
∗
ν ), for all c ∈ C and ν, µ ∈ F
d
+.
The same holds for the parametrization of Proposition 3.11 for β =
log d > 0, and for the parametrization of Theorem 3.6 on the KMS states
on O(A,α) and O(C, γ).
Proof. Without loss of generality we may assume that A = C and φ̂ = id
by substituting every ρi by φ
−1ρiφ. Indeed this yields a unitary equiva-
lence between (Y, ρ) and (X,φ−1ρφ) which in turn implies that the Pimsner
algebras are ∗-isomorphic. Note that the ∗-isomorphism is given by
VµcV
∗
ν 7→ Vµφ̂(c)V
∗
ν , for all c ∈ C and µ, ν ∈ F
d
+,
and respects the statement.
Furthermore it suffices to prove the claims for the Toeplitz-Pimsner alge-
bras. Indeed by piecewise conjugacy we have that
σi(x) ∈ ∪
d
i=1ρi(x)
for all x ∈ X and i = 1, . . . , d, therefore
∪di=1σi(X) = ∪
d
i=1ρi(X).
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As a consequence we have that J(A,α) = J(A,γ).
For d = 1 piecewise conjugacy coincides with unitary equivalence and so
the Pimsner algebras coincide. When d > 1 then the analysis on the ground
states and the KMS∞ states implies the required. In particular notice that
the ground states and the KMS∞ states coincide.
Let β ≥ log d > 0 and let τ ∈ S(A). Under the simplifications we have
to show that the induced (σ, β)-KMS state on T (A,α) of Proposition 3.2
coincides with the induced (σ, β)-KMS state on T (A, γ) of Proposition 3.2.
To this end let ψτ,α be the state on T (A,α), and let ψτ,γ be the state on
T (A, γ). Recall that by Lemma 4.2 we have that∑
|w|=m
ταw(a) =
∑
|w|=m
τγw(a), for all a ∈ A.
We then obtain
ψτ,α(VµaV
∗
ν ) = δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
ταw(a)
= δµ,ν · (1− e
−βd) ·
∞∑
m=0
e−(m+|µ|)β
∑
|w|=m
τγw(a)
= ψτ,γ(VµaV
∗
ν ),
for all VµaV
∗
ν ∈ T (A,α). Similarly, if τ ∈ AV T (A,α) then
τ =
1
d
d∑
i=1
ταi =
1
d
d∑
i=1
τγi,
hence τ ∈ AV T (A, γ) which completes the proof.
Remark 4.4. It is evident that any equivalence relation between dynamical
systems (even non-classical) that implies an equation as that of Lemma 4.2
automatically produces a result similar to Corollary 4.3. In particular one
just needs to check the equation of Lemma 4.2 just for pure states. The
proof follows in the same way as above and it is left to the reader.
Acknowledgements. The author would like to thank the anonymous ref-
eree for the helpful remarks and comments.
The author would like to thank Guy Salomon and Natali Svirsky for
their warm hospitality in Be’er Sheva. Thankfully, the best part of one’s life
consists of his friendships.
References
[1] Z. Afsar, A. an Huef and I. Raeburn, KMS states on C*-algebras associated to local
homeomorphisms, Intern. J. Math. 25:8 (2014), 1450066.
[2] A. an Huef, M. Laca, I. Raeburn and A. Sims, KMS states on C*-algebras associated
to higher-rank graphs, J. Funct. Anal. 266:1 (2014), 265–283.
KMS STATES ON PIMSNER ALGEBRAS ASSOCIATED WITH C*-DYNAMICS 27
[3] J.-B. Bost and A. Connes, Hecke algebras, type III factors and phase transitions with
spontaneous symmetry breaking in number theory, Selecta Math. (N.S.) 1:3 (1995),
411–457.
[4] O. Bratteli, G.A. Elliott and A. Kishimoto, The temperature space of a C*-dynamical
system, I, Yokohama Math. J. 28:1-2 (1980), 125–167.
[5] O. Bratteli and D.W. Robinson, Operator algebras and quantum statistical mechanics:
C*- and W*-algebras. Symmetry groups. Decomposition of states, Second Edition,
Texts and Monographs in Physics, vol. 1, Springer, New York, 1987.
[6] O. Bratteli and D.W. Robinson, Operator algebras and quantum statistical mechanics:
Equilibrium states. Models in quantum statistical mechanics, Second Edition, Texts
and Monographs in Physics, vol. 1, Springer, Berlin, 1997.
[7] G. Cornelissen, Curves, dynamical systems and weighted point counting, Proc. Nat.
Acad. Sci. U.S.A. 110:4 (2013), 9669–9673.
[8] G. Cornelissen and M. Marcolli, Quantum statistical mechanics, L-series and an-
abelian geometry, preprint (arXiv:math.NT/1009.0736).
[9] G. Cornelissen and M. Marcolli, Graph reconstruction and quantum statistical me-
chanics, J. Geom. Phys. 72 (2013), 110–117.
[10] J. Cuntz, C. Deninger and M. Laca, C*-algebras of Toeplitz type associated with
algebraic number fields, Math. Ann. 355:4 (2013), 1383–1423.
[11] K.R. Davidson, A.H. Fuller and E.T.A. Kakariadis, Semicrossed products of operator
algebras by semigroups, preprint (arXiv:math.OA/1404.1906).
[12] K.R. Davidson and E.G. Katsoulis, Operator algebras for multivariable dynamics,
Memoirs Amer. Math. Soc. 209 (2011), no. 982.
[13] K. Davidson, J. Roydor, C∗-envelopes of tensor algebras for multivariable dynamics,
Proc. Edinb. Math. Soc. (2) 53:2 (2010), 333–351; corrigendum, Proc. Edinb. Math.
Soc. (2) 54:3 (2011), 643–644.
[14] M. Enomoto, M. Fujii and Y. Watatani, KMS states for gauge action on OA, Math.
Japon. 29:4 (1984), 607–619.
[15] D.E. Evans, On On, Publ. Res. Inst. Math. Sci. 16:3 (1980), 915–927.
[16] R. Exel and M. Laca, Partial dynamical systems and the KMS condition, Comm.
Math. Phys. 232:2 (2003), 223–277.
[17] N. Fowler, I. Raeburn, The Toeplitz algebra of a Hilbert bimodule, Indiana Univ.
Math. J. 48:1 (1999), 155–181.
[18] H. Hoare and W. Parry, Affine transformations with quasi-discrete spectrum I, J.
London Math. Soc. 41 (1966), 88–96.
[19] E.T.A. Kakariadis, Semicrossed products of C*-algebras and their C*-envelopes, Jour-
nal d’Analyse Mathe´matique, to appear.
[20] E.T.A. Kakariadis, A note on the gauge invariant uniqueness theorem for C*-
correspondences, Israel Journal of Mathematics, to appear.
[21] E.T.A. Kakariadis, On Nica-Pimsner algebras of C*-dynamical systems over Zn+,
preprint (arXiv:math.OA/1411.4992).
[22] E.T.A. Kakariadis and E.G. Katsoulis, Contributions to the theory of C*-correspond-
ences with applications to multivariable dynamics, Trans. Amer. Math. Soc. 364:12
(2012), 6605–6630.
[23] E.T.A. Kakariadis and E.G. Katsoulis, Isomorphism invariants for multivariable C*-
dynamics, J. Noncomm. Geom. 8:3 (2014), 771–787.
[24] E.T.A. Kakariadis and O.M. Shalit, On operator algebras associated with monomial
ideals in noncommuting variables, preprint (arXiv:math.OA/1501.06495).
[25] T. Katsura, On C*-algebras associated with C*-correspondences, J. Funct. Anal.
217:2 (2004), 366–401.
[26] M. Laca and S. Neshveyev, KMS states of quasi-free dynamics on Pimsner algebras,
J. Funct. Anal. 211:2 (2004), 457–482.
28 E.T.A. KAKARIADIS
[27] M. Laca and S. Neshveyev, Type III1 equilibrium states of the Toeplitz algebra of the
affine semigroup over the natural numbers, J. Funct. Anal. 261:1 (2011), 169–187.
[28] M. Laca and I. Raeburn, Phase transition on the Toeplitz algebra of the affine semi-
group over the natural numbers, Adv. Math. 225:2 (2010), 643–688.
[29] M. Laca, I. Raeburn and J. Ramagge, Phase transition on Excel crossed products
associated to dilation matrices, J. Funct. Anal. 261:12 (2011), 3633–3664.
[30] M. Laca, I. Raeburn, J. Ramagge and M.F. Whittaker, Equilibrium states on the
Cuntz-Pimsner algebras of self-similar actions, J. Funct. Anal. 266:11 (2014), 6619–
6661.
[31] T.A. Loring, Lifting solutions to perturbing problems in C*-algebras, American Math-
ematical Society, Providence, RI, 1997.
[32] K. Matsumoto, Y. Watatani and M. Yoshida, KMS states for gauge actions on C*-
algebras associated with subshifts, Math. Z. 228:3 (1998), 489–509.
[33] P.S. Muhly and B. Solel, Tensor algebras over C*-correspondences: representations,
dilations and C*-envelopes, J. Funct. Anal. 158:2 (1998), 389–457.
[34] P. S. Muhly, M. Tomforde, Adding tails to C*-correspondences, Doc. Math. 9 (2004),
79–106.
[35] D. Olesen and G.K. Pedersen, Some C*-algebras with a single KMS-state, Math.
Scand. 42:1 (1978), 111–118.
[36] M.V. Pimsner, A class of C*-algebras generalizing both Cuntz-Krieger algebras and
crossed products by Z, Free probability theory (Waterloo, ON, 1995), 189–212, Fields
Inst. Commun., 12, Amer. Math. Soc., Providence, RI, 1997.
[37] K. Thomsen, On the C*-algebra of a locally injective surjection and its KMS states,
Comm. Math. Phys. 302:2 (2011), 403–423.
[38] K. Thomsen, KMS states and conformal measures, Comm. Math. Phys. 316:3 (2012),
615–640.
School of Mathematics and Statistics, Newcastle University, Newcastle
upon Tyne, NE1 7RU, UK
E-mail address: evgenios.kakariadis@ncl.ac.uk
