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SUBSAMPLING LARGE GRAPHS AND INVARIANCE IN NETWORKS
Peter Orbanz
Columbia University
Specify a randomized algorithm that, given a very large graph or
network, extracts a random subgraph. What can we learn about the
input graph from a single subsample? We derive laws of large numbers
for the sampler output, by relating randomized subsampling to dis-
tributional invariance: Assuming an invariance holds is tantamount
to assuming the sample has been generated by a specific algorithm.
That in turn yields a notion of ergodicity. Sampling algorithms induce
model classes—graphon models, sparse generalizations of exchange-
able graphs, and random multigraphs with exchangeable edges can
all be obtained in this manner, and we specialize our results to a num-
ber of examples. One class of sampling algorithms emerges as spe-
cial: Roughly speaking, those defined as limits of random transforma-
tions drawn uniformly from certain sequences of groups. Some known
pathologies of network models based on graphons are explained as a
form of selection bias.
1. Introduction. Consider a large graph or network, and invent a randomized al-
gorithm that generates a subgraph. The algorithm can be understood as a model of an
experimental design—a protocol used to collect data in a survey, or to sample data from
a network—or as an actual program extracting data from a data base. Use the algorithm
to extract a sample graph, small relative to input size. What information can be obtained
from a single such sample? Certainly, that should depend on the algorithm. We approach
the problem starting from a simple observation: Fix a sequence yn with n entries. Generate
a random sequence Xk by sampling k elements of yn, uniformly and independently with
replacement. Then Xk is exchangeable, and it remains so under a suitable distributional
limit n→∞ in input size. Similarly, one can generate an exchangeable graph (a random
graph whose law is invariant under permutations of the vertex set) by sampling vertices of
an input graph independently, and extracting the induced subgraph. The resulting class of
random graphs is equivalent to graphon models [14, 15, 22]. Exchangeability is an example
of distributional symmetry, that is, invariance of a distribution under a class of transfor-
mations [36]. Thus, a randomized algorithm (independent selection of elements) induces
a symmetry principle (exchangeability of elements), and when applied to graphs, it also
induces a model class (graphon models). The purpose of this work is to show how the in-
terplay of these properties answers what can be learned from a single subgraph, both for
the example above and for other algorithms.
1.1. Overview. Start with a large graph y. The graph may be unadorned, or a “net-
work” in which each edge and vertex is associated with some mark or observed value. We
always assume that the “initial subgraph of size n”, denoted y|n , is unambiguously defined.
This may be the induced subgraph on the first n vertices (if vertices are enumerated), the
subgraph incident to the first n edges (if edges are enumerated), the neighborhood of size
n around a fixed root, et cetera; details follow in Section 2. Now invent a randomized al-
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2gorithm that generates a graph of size k < n from the input y|n , and denote this random
graph Sn→k(y). For example:
Algorithm 1.
i.) Select k vertices of y|n independently and uniformly without replacement.
ii.) Extract the induced subgraph Sn→k(y|n) of y|n on these vertices.
iii.) Label the vertices of Sn→k(y|n) by 1, . . . , k in order of appearance.
We assume y is so large that it is modeled as infinite, and hence ask for a limit in input size:
Is there a random variable S∞(y) that can be regarded as a sample of infinite size from an
infinite input graph y? That is, a variable such that, for each output size k, the restriction
S∞(y)|k is the distributional limit in input size n,
Sn→k(y)
d−→ S∞(y)|k as n→∞ .
Necessary and sufficient conditions are given in Theorem 1. By sampling and passing to the
limit, some information about y is typically lost—y cannot be reconstructed precisely from
the sample output, which is of some importance to our purposes; see Remark 2.
The main problem we consider is inference from a single realization: By a model on X,
we mean a set P of probability measures on X. Observed is a single graph Xk of size k. We
choose a sampling algorithm as a modeling assumption on how the data was generated, and
take its limit as above. For a given set Y of input graphs, the algorithm induces a model
P := {Py|y ∈ Y} where Py := L(S∞(y)) .
The observed graph Xk is modeled as a sample Xk = Sk(y) of size n from an infinite input
graph. Even as n→∞, this means that only a single draw from the model distribution is
available. When k is finite, this is further constrained to a partial realization.
We have already observed the sampler output S∞(y) is exchangeable for certain algo-
rithms, or more generally invariant under some family of transformations of X. A fundamen-
tal principle of ergodic theory is that invariance under a suitable family of transformations
T defines a set Erg(T ) of distinguished probability measures, the T -ergodic measures. Sec-
tion 4 reviews the relevant concepts. The utility of invariance to our problem is that ergodic
measures of suitable transformation families are distinguishable by a single realization: If
a model is chosen as a subset P of these T -ergodic measures, and a single draw X ∼ P
from some (unknown) element P of P is observed, the distribution P is unambiguously
determined by X. The following consequence is made precise in Section 5:
If the limiting sampler can be shown to have a suitable invariance property, then inference
from a single realization is possible in principle.
We make the provision in principle as the realization S∞(y) only determines Py abstractly—
for an actual algorithm, there is no obvious way to derive Py from an observed graph. We
hence ask under what conditions the expectations
E[f(S∞(y))] = Py(f) for some f ∈ L1(Py)
can be computed or approximated given an observed realization. (Here and throughout,
we use the notation P (f) =
∫
fdP .) Theorem 5 provides the following answer: If T is
3sec. sampling scheme symmetry induced model class
8.1 k independent vertices vertices exchangeable graphon models [14]
8.4 select vertices by coin flips underlying point process generalized graphons
+ delete isolated vertices exchangeable [16, 48]
10.2 k independent edges edges exchangeable “edge-exchangeable graphs”
(input multigraph) [21, 18]
11.2 neighborhood of random vertex involution invariance [1] certain local weak limits [8]
Table 1
specifically a group satisfying certain properties, one can choose a specific sequence of finite
subsets Ak of of T and define
Fxk :=
1
|Ak|
∑
t∈Ak
δt(x) hence Fxk(f) =
1
|Ak|
∑
t∈Ak
f(t(x)) .
The sequence (Fxk) can be thought of as an empirical measure, and satisfies a law of large
numbers: If a sequence (fk) of functions converges almost everywhere to a function f , then
(1) FS∞(y)k (fk)
k→∞−−−→ E[f(S∞(y))]
under suitable conditions on the sampler. Theorem 5 formulates such convergence as a law
of large numbers for symmetric random variables, and subsumes several known results on
exchangeable structures, graphons, etc.
The graph S∞(y) in (1) is typically infinite. To work with a finite sample Sk(y), we
formulate additional conditions on T that let transformations act on finite structures, which
leads to a class of groups we call prefix actions. We then define sampling algorithms by
randomly applying a transformation: Fix a prefix action T , draw a random transformation
Φn uniformly from those elements of T that affect only a subgraph of size n, and define
Sn→k(y) = Φn(y|n)|k .
In words, randomly transform y|n using Φn and then truncate at output size k < n. These
algorithms turn out to be of particular interest: They induce various known models—
graphons, edge-exchangeable graphs, and others—and generically satisfy T -invariance and
other non-trivial properties; see Theorem 9. The law of large numbers strengthens to
(2) FSk(y)k (fk)
k→∞−−−→ E[f(y)] .
In contrast to (1), the approximation is now a function of a finite sample of size k, and the
right-hand side a functional of the input graph y, rather than of S∞(y). See Corollary 10.
With the general results in place, we consider specific algorithms. In some cases, the
algorithm induces a known class of random graphs as its family {Py|y ∈ Y} of possible
output distributions; see Table 1. Section 8 concerns Algorithm 1, exchangeable graphs,
and graphon models. We consider modifications of Algorithm 1, and show how known
misspecification problems that arise when graphons are used to model network data can be
explained as a form of selection bias. Section 9 relates well-known properties of exchangeable
4sequences and partitions to algorithms sampling from fixed sequences and partitions. That
serves as preparation for Section 10, on algorithms that select a random sequence of edges,
and report the subgraph incident to those edges. If the input graph y is simple, a property
of y can be estimated from the sample output if and only if it is a function of the degree
sequence of y. If y is a multigraph and the limiting relative multiplicities of its edges sum to 1,
the algorithm generates edge-exchangeable graphs in the sense of [21, 18, 33]. The two cases
differ considerably: For simple input graphs, the sample output is completely determined
by vertex degrees, for multigraphs by edge multiplicities. If a sampling algorithm explores
a graph by following edges—as many actual experimental designs do, see e.g. [40]—the
stochastic dependence between edges tends to become more complicated, and understanding
symmetries of such algorithms is much harder. Section 11 puts some previously known
properties of methods algorithms that sample neighborhoods in the context of this work.
1.2. Related work.1 Related previous work largely falls into two categories: One con-
cerns random graphs, exchangeability, graph limits, and related topics. This work is mostly
theoretical, and intersects probability, combinatorics, and mathematical statistics [14, 15,
22, 36, 5, 10, 27, 39, 45]. A question closely related to the problem considered here—what
probabilistic symmetries aside from exchangeability of vertices are applicable to networks
analysis problems—was posed in [45]. One possible solution, due to Caron and Fox [19], is to
require exchangeability of an underlying point process. This idea can be used to generalize
graph limits to sparse graphs [48, 16]. Another answer are random multigraphs whose edges,
rather than vertices, are exchangeable [21, 18, 33]. These are exchangeable partitions, in the
sense of Kingman [38], of the upper triagonal of the set N2. The second related category of
work covers experimental design in networks, and constitutes a substantial literature, see
[40] for references. This literature tends to be more applied, although theoretical results
have been obtained [e.g. 41]. The two bodies of work are largely distinct, with a few notable
exceptions, such as the results on identifiability problems in [20].
The specific problem considered here—the relationship between sampling and symmetry—
seems largely unexplored, but Aldous reasons about exchangeability in terms of uniform
sampling in [2], and, in joint work with Lyons [1], extends the work of Benjamini and
Schramm [8] from a symmetry perspective. (Kallenberg [34] and other authors use the term
sampling differently, for the explicit generation of a draw from a suitable representation of
a distribution.) More closely related from a technical perspective than experimental design
in networks are two ideas popular in combinatorics. One is property testing, which samples
uniform parts of a large random structure X, and then asks with what probability X is
in a certain class; see [4]. The second is used to define convergence of discrete structures:
Start with a set X of such structures, and equip it with some initial metric (so convergence
in distribution is defined). Invent a randomized algorithm that generates a “substructure”
S(x) of a fixed structure x ∈ X, and call a sequence (xn) convergent if the laws L(S(xn))
converge weakly. The idea is exemplified by [8], but seems to date back further, and is
integral to the construction of graph limits: The topology on dense graphs defined in this
manner by Algorithm 1 is metrizable, by the “cut metric” of Frieze and Kannan [14, 15].
1The ideas proposed here are used explicitly in forthcoming work of Veitch and Roy [49] and Borgs,
Chayes, Cohn, and Veitch [17], both already available as preprints. Cf. Section 8.4.
52. Spaces of graphs and discrete structures. Informally, we consider a space X
of infinite structures, spaces Xn of finite substructures of size n, and a map x 7→ x|n that
takes a structure of size ≥ n to its initial substructure of size n. For example, if X (resp.
Xn) consists of labeled graphs vertex set N (resp. [n]), then • |n may map to the induced
subgraph on the first n vertices. More formally, these objects are defined as follows: Let Xn,
for n ∈ N, be countable sets. Require that for each pair m ≤ n, there is a surjective map
(3) •
∣∣
n
: Xn → Xm such that xn
∣∣
m
∣∣
k
= xn
∣∣
k
if xn ∈ Xn and k ≤ m ≤ n .
We write xm  xn whenever xn|m = xm. In words, xm is a substructure of xn. An infinite
sequence
(4) x := (x1, x2, . . .) with xn ∈ Xn and xn  xn+1 for all n ∈ N
can then be regarded as a structure of infinite size. The set of all such sequences is denoted
X. The maps • |n can be extended to X by defining x|n = xn if x = (x1, x2, . . .) as above.
If each point in X is an infinite graph, two natural ways to measure size of subgraphs is
by counting vertices, or by counting edges. Since the notion of size determines the defini-
tion of the restriction map x 7→ x|n , the two lead to different types of almost discrete spaces:
(i) Counting vertices. Choose X as the set of graphs a given type (e.g. simple and undi-
rected) with vertex set N, and Xn as the analogous set of graphs with vertex set [n]. The
restriction map x 7→ x|n extracts the induced subgraph on the first n vertices, i.e. x|n is the
graph with vertex set [n] that contains those edges (i, j) of x with i, j ≤ n. Graph size is
the cardinality of the vertex set.
(ii) Counting edges. A graph x with vertices in N is represented as a sequence of edges,
x = ((i1, j1), (i2, j2), . . .), where ik, jk ∈ N. Each set Xn ⊂ (N2)n consists of all graphs with
n edges, xn = ((i1, j1), . . . , (in, jn)), and vertex set {ik, jk|k ≤ n} ⊂ N. The restriction map
(5) x 7→ x∣∣
n
:= ((i1, j1), . . . , (in, jn))
extracts the first n edges, and graphs size is cardinality of the edge set.
To define probabilities on X requires a notion of measurability, and hence a topology. We
endow each countable set Xn with its canonical, discrete topology, and X with the smallest
topology that makes all maps x 7→ x|n continuous. A topological space constructed in this
manner is called procountable. Any procountable space admits a canonical “prefix metric”
(6) d(x, x′) := inf
n∈N
{
2−n
∣∣x|n = x′|n} ,
which is indeed an ultrametric. The ultrametric space (X, d) is complete. An almost dis-
crete space is a proucountable space that is separable, and hence Polish. Throughout, all
sets of infinite graphs are almost discrete spaces, or subsets of such spaces. If every set Xn is
finite, X is called profinite (or Boolean, or a Stone space) [28]. A space is profinite iff it is
almost discrete and compact. A random element X of X is defined up to almost sure equiv-
alence by a sequence X1, X2, . . . satisfying (4) almost surely. A probability measure P on X
6is similarly defined by its “finite-dimensional distributions” Pn = P |n on the spaces Xn, by
standard arguments [e.g. 35]. This representation can be refined to represent a measures on
topological subspaces of X; see Appendix A.
For example, if Xn is the finite set of simple, undirected graphs with vertex set [n], and
• |n extracts the induced subgraph on the first n vertices, X is the space of all simple,
undirected graph on N, and its topology coincides with the one inherited from the product
topology on {0, 1}∞. This space X is the natural habitat of graph limit theory. The “cut
norm” topology [14] coarsens the almost discrete topology on X.
3. Subsampling algorithms. To formalize the notion of subsampling, first consider
a finite input graph yn ∈ Ym. The algorithm has access to a random source, which gener-
ates a sequence U1, U2, . . . of i.i.d. uniform random variables in [0, 1], with joint law Palg.
Given yn and the first k uniform variables, the algorithm generates a random output graph
Sn→k(yn, U1, . . . , Uk) in Xk. Formally, this is a (jointly) measurable map
(7) Sn→k : Yn × [0, 1]k → Xk ,
which we will often read as an Xk-valued random variable Sn→k(yn), parametrized by yn.
Since each sampling step augments the previously sampled graph, we require these random
variables to cohere accordingly, as
(8) Sn→k(yn)  Sn→k+1(yn) almost surely.
It suffices to require that Sn→k(y) exists for n sufficiently large: For each y and k, there is
an n(k) such that Sn→k(y) is defined for all n ≥ n(k). A sampling algorithm is a family
(Sn→k)k∈N,n≥n(k) as in (7) that satisfies (8).
To explain sampling from an infinite graph y ∈ Y, we ask whether there is a limiting
variable Sk(y) such that convergence Sn→k(y|n)→ Sk(y) holds in distribution as n→∞.
For that to be the case, it is certainly necessary that the limits
txk(y) := limn→∞Palg
{
Sn→k(y|n) = x|k
}
exist for all x ∈ X, k ∈ N. We call the limit txk(y) a prefix density. These prefix densities
can be collected into a vector,
t(y) :=
(
txk(y)
)
k∈N,xk∈Xk which is a measurable map t : Y → [0, 1]
∪kXk .
Our first main result shows the necessary condition that t exists is indeed sufficient:
Theorem 1. Let Y be an almost discrete space, and Y any subset, equipped with the
restriction B(Y) of the Borel sets of Y. Let S = (Sn→k) be a sampling algorithm Y → X. If
the prefix densities t(y) exist on Y, there exists a jointly measurable function
S∞ : Y × [0, 1]→ X satisfying Sn→k(y|n , U) d−−→ S∞(y, U)
∣∣
k
as n→∞
for all y ∈ Y and k ∈ N.
7There is hence a random variable S∞(y), with values in X, which can be interpreted as
an infinite or “asymptotically large” sample from an infinite input graph y. Each restriction
Sk(y) = S∞(y)|k represents a sample of size k from y. If repeated application of sampling
preserves the output distribution, i.e. if
Sm→k(Sm(y))
d
= Sk(y) and Sm→k(Sn→m(y))
d
= Sn→k(y) whenever k ≤ m ≤ n ,
we call the algorithm idempotent.
Remark 2. The limit in output size k is an inverse limit: A growing graph is assembled
as in (4), and all information in Sk can be recovered from S∞. In contrast, the limit in
input size is distributional, so the input graph y can typically not be reconstructed, even
from an infinite sample S∞(y). The limit of Algorithm 1, for example, will output an empty
graph if y has a finite number of edges, or indeed if the number of edges in y|n grows sub-
quadratically in n. We regard S as a measurement of properties of a “population” (see [40]
for a discussion of populations in network problems, and [45] for graph limits as populations
underlying exchangeable graph data). An infinitely large sample S∞(y) makes asymptotic
statements valid, in the sense that any effect of finite sample size can be made arbitrarily
small, but does not exhaust the population.
4. Background: Invariance and symmetry. We use the term invariance to describe
preservation of probability distributions under a family of transformations; we also call an
invariance a symmetry if this family is specifically a group. Let X be a standard Borel space,
and T a family of measurable (but not necessarily invertible) transformations X→ X. A
random element X of X is T -invariant if its law remains invariant under every element of
T ,
(9) t(X)
d
= X for all t ∈ T .
Analogously, a probability measure P is T -invariant if the image measure t(P ) = P ◦ t−1
satisfies t(P ) = P for all t ∈ T . We denote the set of all T -invariant probability measures
on X by Inv(T ). It is trivially convex, though possibly empty if the family T is “too large”.
4.1. Ergodicity. Inference from a single instance relies on the concept of ergodicity. A
Borel set A ⊂ X is invariant if t(A) = A for all t ∈ T , and almost invariant if
P (A M t−1A) = 0 for all t ∈ T and all P ∈ Inv .
We denote the system of all invariant sets σ(T ), and that of all almost invariant sets σ(T ).
Both are σ-algebras. Recall that a probability P is trivial on a σ-algebra σ if P (A) ∈ {0, 1}
for all A ∈ σ. For a probability measure P on X, we define:
P is T -ergodic :⇔ P is T -invariant, and trivial on σ(T ) .
The set of all ergodic measures is denoted Erg(T ).
84.2. Groups and symmetries. We reserve the term symmetry for invariance under trans-
formation families T that form a group. A useful concept in this context is the notion of
a group action: For example, if X is a space of graphs, a group of permutations may act
on a graph x ∈ X by permuting its vertices, by permuting its edges, by permuting certain
subgraphs, etc. Such different effects of one and the same group can be formalized as maps
T (φ, x) that explain how a permutation φ affects the graph x. Formally, let G be a group,
with unit element e. An action of G on X is a map T : G× X→ X, customarily denoted
Tφ(x) = T (φ, x), with the properties
(i) Te(x) = x for all x ∈ X and (ii) Tφ ◦ Tφ′ = Tφφ′ for all φ, φ′ ∈ G .
If G is equipped with a topology, and with the corresponding Borel sets, T is a measurable
action if it is jointly measurable in both arguments. Any measurable action T on X defines
a family T := T (G) := {Tφ|φ ∈ G} of transformations X→ X. Clearly, each element of T
is a bimeasurable bijection, and T is again a group. The orbit of an element x of X under a
group action is the set TG(x) := {Tφ(x), φ ∈ G}. The orbits of T form a partition of X into
disjoint sets. If there exists a Polish topology on G that makes T measurable, each orbit is
a measurable set [7, §2.3].
4.3. Characterization of ergodic components. The main relevance of ergodicity to our
purposes is that, informally, the elements of a model P chosen as a subset P ⊂ Erg(T )
can be distinguished from one another by means of a single realization, provided that T
is not too complex. In other words, if a random variable X is assumed to be distributed
according to some distribution in P, then a single draw from X determines this distribution
unambiguously within P. That is a consequence of the ergodic decomposition theorem,
whose various shapes and guises are part of mathematical folklore. To give a reasonably
general statement, we have to formalize that T be “not too complex”: Call T separable if
a countable subset T0 ⊂ T exists that defines the same set of invariant measures as T ,
(10) Inv(T0) = Inv(T ) .
If so, we call T0 a separating subset. Criteria for verifying separability are reviewed in
Appendix A. If T0 is separating, both the ergodic probability measures and the almost
invariant sets defined by the two families coincide,
(11) Erg(T0) = Erg(T ) and σ(T0) = σ(T ) .
The following form of the decomposition theorem is amalgamated from [25, 29, 43]:
Theorem 3 (Folklore). Let T be a separable family of measurable transformations of
a standard Borel space X. Then the T -ergodic measures are precisely the extreme points of
Inv(T ), and for every pair P 6= P ′ of ergodic measures, there is a set A ∈ σ(T ) such that
P (A) = 1 and P ′(A) = 0. A random element X of X is T -invariant if and only if there is
a random probability measure ξ on X such that
(12) ξ ∈ Erg(T ) and P [X ∈ • |ξ] = ξ( • )
almost surely. If so, the law of ξ is uniquely determined by the law of X.
9The decomposition theorem can be understood as a generalization of the representation
theorems of de Finetti, of Aldous and Hoover, and similar results: In expectation, the almost
sure identity (12) takes the weaker but more familiar form
P ( • ) =
∫
Erg(T )
ν( • )µξ(dν) where µξ := L(ξ) .
In de Finetti’s theorem, the ergodic measures are the laws of i.i.d. sequences; in the Aldous-
Hoover theorem applied to simple, undirected, exchangeable graphs, they are those distri-
butions represented by graphons; etc. The generality of Theorem 3 comes at a price: The
theorems of de Finetti, Kingman, and Aldous-Hoover provide constructive representations
of (12): There is a collection (Ui) of independent, uniform random variables on [0, 1], and a
class of measurable mappings H, such that each ergodic random element X can be repre-
sented as X
d
= h
(
(Ui)
)
for some h ∈ H. The representation is non-trivial in that each finite
substructure X|
k
can be represented analogously by a finite subset of the collection (Ui).
Kallenberg [36] calls such a representation a coding. Existence of a coding can be much
harder to establish than (12), and not all invariances seem to admit codings.
4.4. Definitions of exchangeability. The term exchangeability generically refers to invari-
ance under an action of either the finitary symmetric group SF, or of the infinite symmetric
group SN of all bijections of N. For the purposes of Theorem 3, both definitions are typically
equivalent: The group SN inherits its natural topology from the product space NN, which
makes the subgroup SF a dense subset. If T is a continuous action of SN on a metrizable
space, the image T (SF) hence lies dense in T (SN) in pointwise convergence, which in turn
implies T (SF) is a separating subset for T (SN) (see Appendix A.2).
In terms of their orbits, the two actions differ drastically: If X = {0, 1}∞, for example,
and T permutes sequence indices, each orbit of SF is countable. Not so for SN: Let A ⊂ X
be the set of sequences containing both an infinite number of 0s and of 1s. For any two
x, x′ ∈ A, there exists a bijection φ ∈ SN with x′ = Tφ(x). The set A thus constitutes a sin-
gle, uncountable orbit of SN, which is complemented by a countable number of countable
orbits. That illustrates the role of almost invariant sets: By de Finetti’s theorem, the er-
godic measures are factorial Bernoulli laws. For all Bernoulli parameters p ∈ (0, 1), these
concentrate on A, and A does not subdivide further into strictly invariant sets. In other
words, σ(SN) does not provide sufficient resolution to guarantee mutual singularity in The-
orem 3, but the almost invariant sets σ(SN) do. Vershik [50] gives a detailed account. Unlike
Theorem 3, more explicit results like the law of large numbers in Section 6 rely on the orbit
structure, and must be formulated in terms of SF.
5. Sampling and symmetry. We now consider the fundamental problem of drawing
conclusions from a single observed instance in the context of sampling. For now, we assume
the entire, infinite output graph S∞(y) is available. Consider a sampling algorithm S, with
input set Y ⊂ Y and output space X, defined as in Section 3, whose prefix densities t(y)
exist for all y ∈ Y. We generically denote its output distributions
Py := L(S∞(y)) .
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Suppose a model P is chosen as a subset of {Py|y ∈ Y}. Can two elements Py, Py′ ∈ P be
distinguished from another given a single sample S∞(y)? That can be guaranteed only if
(13) Py(A) = 1 and Py′(A) = 0 for some Borel set A ⊂ X .
To decide more generally which distribution in {Py|y ∈ Y} (and hence which input graph
y) accounts for S∞(y), we define
Σ :=
⋂
y∈Y
Σy where Σy :=
{
A ∈ B(X) ∣∣Py(A) ∈ {0, 1}} .
Then Σ is a σ-algebra. From (13), we conclude:
Determining the input graph based on a single realization of S∞ is possible if the output
laws Py are pairwise distinct on Σ.
The sampling algorithm does not typically preserve all information provided by the input
graph, due to the distributional limit defining S∞. Thus, demanding that all pairs y 6= y′
be distinguishable may be too strong a requirement. The σ-algebra Σ defines a natural
equivalence relation on Y,
y ≡S y′ :⇔ Py(A) = Py′(A) for all A ∈ Σ .
More colloquially, y ≡S y′ means y and y′ cannot be distinguished given a single realization
S∞(y). We note y ≡S y′ does not generally imply Py = Py′ : The measures may be distinct,
but detecting that difference may require multiple realizations. We call the algorithm re-
solvent if
(14) y ≡S y′ implies Py = Py′ .
Let yˆ denote the equivalence class of y. If S is resolvent, we can define Pyˆ := Py, and
formulate the condition above as
(15) Pyˆ and Pyˆ′ are mutually singular on Σ whenever yˆ 6= yˆ′ .
Establishing mutual singularity requires identifying a suitable system of sets A in (13),
which can be all but impossible: Since X is Polish, each measure Py has a unique support
(a smallest, closed set F with Py(F ) = 1), but these closed support sets are not generally
disjoint. To satisfy (13), A is chosen more generally as measurable, but unlike the closed
support, the measurable support of a measure is far from unique. One would hence have to
identify a (possibly uncountable) system of not uniquely determined sets, each chosen just
so that (13) holds pairwise.
If an invariance holds, Theorem 3 solves the problem. That motivates the following defi-
nition: A measurable action T of a group G on X is a symmetry of the algorithm S if all
output distributions Py are G-ergodic. If G is countable, that is equivalent to demanding
(16) (i) Tφ(S∞(y))
d
= S∞(y) for all y ∈ Y, φ ∈ G and (ii) σ(G) ⊂ Σ .
If G is uncountable, (ii) must be strengthened to σ(G) ⊂ Σ. Clearly, an algorithm that
admits a separable symmetry is resolvent; thus, symmetry guarantees (15). We note mutual
singularity could be deduced without requiring T is a group action; this condition anticipates
the law of large numbers in Section 6.
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5.1. A remark: What can be said without symmetry. If we randomize the input graph
by substituting a random element Y of Y with law ν for y, the resulting output distribution is
the mixture
∫
Pyν(dy). We define the set of all such laws asM := {
∫
Y Pyν(dy) | ν ∈ PM(Y)},
where PM(Y) is the space of probability measures on Y. Clearly, M is convex, with the
laws Py as its extreme points. Without further assumptions, we can obtain the following
result. It makes no appeal to invariance, and cannot be deduced from Theorem 3 above.
Proposition 4. Let S be a sampling algorithm with prefix densities. Then for every
P ∈M , there exists a measurable subset QP ⊂ PM(X) of probability measures such that
all measures in QP are (i) mutually singular and (ii) 0–1 on Σ. There exists a random
probability measure ξP on X such that ξP ∈ QP and P [X ∈ • |ξP ] = ξP almost surely.
A structure similar to Theorem 3 is clearly recognizable. That said, the result is too weak
for our purposes: The set of QP of representing measures depends on P , which means it
cannot be used as a model, and the result does not establish a relationship between the
measure Py and the elements of QP . Note it holds if, but not only if, P ∈M .
6. Symmetric laws of large numbers. Consider a similar setup as above: A random
variable X takes values in a standard Borel space X, and its distribution P is invariant under
a measurable action T of a group G. Let f : X→ R be a function in L1(X). If T is separable,
Theorem 3 shows that X is generated by drawing an instance of ξ—that is, by randomly
selecting an ergodic measure—and then drawing X|ξ ∼ ξ. The expectation of f given the
instance of ξ that generated X is
ξ(f) = E[f(X)|ξ] = E[f(x)|σ(G)] a.s.
Again by Theorem 3, observing X completely determines the instance of ξ. In principle, X
hence completely determines E[f(X)|σ(G)]. These are all abstract quantities, however; is
it possible to compute E[f(X)|σ(G)] from a given instance of X?
If the group is finite, the elementary properties of conditional expectations imply
E[f(X)|σ(G)] = 1|G|
∑
φ∈G
f(Tφ(X)) almost surely,
so ξ(f) is indeed given explicitly. The groups arising in the context of sampling are typically
countably infinite. In this case, the average on the right is no longer defined. It is then natural
to ask whether ξ(f) can be approximated by finite averages, i.e. whether there are finite
sets A1,A2, . . . ⊂ G such that
1
|Ak|
∑
φ∈Ak
f(Tφ(X))
n→∞−−−→ E[f(X)|σ(G)] almost surely.
Since E[f(X)|σ(G)] is invariant under each φ ∈ G, each average on the left must be invariant
at least approximately: A necessary condition for convergence is certainly that, for any
φ ∈ G, the relative size of the displacement φAkMAk can be made arbitrarily small by
choosing k large. That is formalized in the next condition, (17)(i).
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A countable group is amenable if there is a sequence A1,A2, . . . of finite subsets of G
with the property: For some c > 0 and all φ ∈ G,
(17) (i) |φAk ∩Ak| n→∞−−−→ |Ak| and (ii)
∣∣∪j<kA−1j Ak∣∣ ≤ c|Ak| for all k ∈ N.
A sequence (Ak) satisfying (i) is called almost invariant. This first condition turns out to
be the crucial one: If a sequence satisfying (i) exists, it is always possible to find a sequence
satisfying (i) and (ii), by passing to a suitable subsequence if necessary [42, Proposition
1.4]. Thus, G is a amenable if it contains a sequence satisfying (i). Amenable groups arise
first and foremost in ergodic theory [e.g. 24], but also, for example, in hypothesis testing,
as the natural class of groups satisfying the Hunt-Stein theorem [13]. If (17) holds, and T
is a measurable action of G on X, we call the measurable mapping
(18) (x, k) 7→ Fxk( • ) :=
1
|Ak|
∑
φ∈Ak
δTφ(x)( • )
an empirical measure for the action T .
Theorem 5. Let X be a random element of a Polish space X, and f, f1, f2, . . . functions
X→ R in L1(X), such that fk → f almost surely under the law of X. Let T be a measurable
action of a countable group satisfying (17), and F the empirical measure defined by (Ak).
If X is invariant under T , then
(19) FXk (fk)
n→∞−−−→ ξ(f) almost surely,
where ξ is the random ergodic measure in (12). If moreover there is a function g ∈ L1(X)
such that |fk| ≤ g for all k, convergence in (19) also holds in L1(X).
The finitary symmetric group SF satisfies (17) for Ak := Sk. The law of large numbers (19)
hence holds generically for any “exchangeable random structure”, i.e. for any measurable
action of SF. Special cases include the law of large numbers for de Finetti’s theorem, the
continuity of Kingman’s correspondence [46, Theorem 2.3], and Kallenberg’s law of large
numbers for exchangeable arrays [34]. They can be summarized as follows:
Corollary 6. If a random element X of a Polish space is invariant under a measurable
action T of SF, the empirical measure 1k!
∑
φ∈Sk δTφ(X) converges weakly to ξ as k →∞,
almost surely under the law of ξ.
For sequences, the empirical measure can be broken down further into a sum over sequence
entries, and redundancy of permutations then shrinks the sum from k! to k terms. Now
suppose that X is specifically the output S∞ of a sampling algorithm:
Corollary 7. Let S : Y → X be a sampling algorithm whose prefix densities exist for
all y ∈ Y. Suppose a countable amenable group G is a symmetry group of S under a mea-
surable action T . If S samples from a random input graph Y , then
FS∞(Y )k (fk)
k→∞−−−→ PY (f) L(Y )-a.s.
holds for any functions f, f1, f2, . . . satisfying f ∈ L1(Py) and (fk)→ f Py-a.s. for L(Y )-
almost all y.
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For example, one can fix a finite structure xj of size j, and choose f as the indicator
f(x) := I{x|j = xj}. Corollary 7 then implies
1
Ak
∑
φ∈Ak
I{Tφ(S∞(y))|j = xj} k→∞−−−→ txj (y) ,
which makes FS∞(y)k (I{ • = xj}) a (strongly) consistent estimator of the prefix density txj
from output generated by the sampler. Here, S∞(y) is still an infinite structure. If the action
T is such that the elements of each set Ak affect only the initial substructure of size k, we
can instead define fk(xk) := I{xk|j = xj} for graphs xk of size k ≥ j. Thus, fk : Xk → {0, 1},
and fk(x|k) = f(x). If a sample S1(y)  S2(y)  . . . is generated from y using S,
1
Ak
∑
φ∈Ak
I{Tφ(Sk(y))|j = xj} k→∞−−−→ txj (y)
consistently estimates txk(y) from a finite sample of increasing size. The sampling algorithms
discussed in the next section admit such estimators.
7. Sampling by random transformation. We now consider group actions where
each element φ of the group G changes only a finite substructure: Tφ(x) replaces a prefix
x|
k
of x by some other structure of size n. We can hence subdivide the group into subsets Gn,
for each n, consisting of elements which only affect the prefix of size n. Thus, Gn ⊂ Gn+1.
If φ only affects a prefix of size ≤ n, then typically so does its inverse, and each subset Gn
is itself a group. If each subgroup Gn is finite, the group G is hence of the form
(20) G = ∪n∈NGn for some finite groups G1 ⊂ G2 ⊂ . . . .
A group satisfying (20) is called direct limit or direct union of finite groups. Since it is
countable, any measurable action satisfies Theorem 3. Plainly, G also satisfies (17), with
An = Gn. Thus, for any measurable action T ,
(x, n) 7→ Fxn( • ) =
∑
φ∈Gn
δTφ(x)( • )
is an empirical measure, and satisfies the law of large numbers (19).
If each φ affects only a finite substructure, the action must commute with restriction, in
the sense that
(21) Tn(φ, x|n) = T (φ, x)
∣∣
n
for an action Tn : Gn × Xn → Xn and all φ ∈ Gn, x ∈ X .
We call any action of a direct limit group that satisfies (21) a prefix action. In most cases,
one can think of a prefix action Tφ as a map that removes the subgraph x|n from x by some
form of “surgery”, and then pastes in another graph Tn(φ, x|n) ∈ Xn of the same size. The
action Tn is hence a subset of the group SXn of all permutations of Xn. If Xn is finite, so
is SXn , which is hence a valid choice for Gn. Prefix actions include, for example, the case
where Tn is the action of Sn on the first n vertices, but it is worth noting that Gn can be
much larger: SXn is typically of size exponential in Sn. We observe:
Proposition 8. Prefix actions on almost discrete spaces are continuous.
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7.1. Random transformations. Transformation invariance can be built into a sampling
algorithm by constructing the algorithm from a random transformation. For a random
element Φn of Gn, we define
(22) Sn→k(y) := T (Φn, y)
∣∣
k
for each y ∈ Y ⊂ X .
If T is prefix action, one can equivalently substitute y|n for y on the right-hand side. Algo-
rithm 1 can for instance be represented in this manner, by choosing Φn as a uniform ran-
dom permutation of the first m vertices. The next results assume the following conditions:
(i) T is a prefix action of a direct limit G on an almost discrete space X.
(ii) The sampling algorithm S is defined by (22), where each Φn is
uniformly distributed on the finite group Gn.
(iii) Its prefix densities t exist for all y in a T (G)-invariant subset Y ⊂ X.
(23)
The uniform random elements Φn used in the construction are only defined on finite sub-
groups, but whenever prefix densities exist, one can once again take the limit in input size
and obtain a limiting sampler S∞. These samplers are particularly well-behaved:
Theorem 9. Let S be a sampling algorithm satisfying (23). Then for all φ ∈ G,
(i) t ◦ Tφ = t for φ ∈ G (ii) t(S∞(y)) a.s.= t(y) (iii) t(y) = t(y′) iff y ≡S y′ .
Each output distribution Py is G-invariant, and the law of a sample Sk(y) of size k is Gk-
invariant. The algorithm is idempotent and resolvent, and any two output distributions Py
and Py′ are either identical, or mutually singular.
One can ask whether it is even possible to recover properties of the input graph: If Y ⊂ X
and f : X→ R is a statistic, can f(y) be estimated based on S∞(y)? Since the sampling
algorithm does not resolve differences between to equivalent input graphs y ≡S y′, a minimal
requirement is that f be constant on equivalence classes,
(24) f(y) = f(y′) whenever y ≡S y′ .
For algorithms defined by random transformations, the law of large numbers strengthens
to:
Corollary 10. Suppose a sampling algorithm S satisfies (23), and f : X→ R is a
Borel function satisfying (24). Require S∞(y) is T (G)-ergodic. Let (fm) be a sequence of
functions on X. Then for every y with (i) f ∈ L1(Py) and (ii) fm → f Py-a.s.,
1
|Gk|
∑
φ∈Gk
fk(S∞(y))
k→∞−−−→ f(y) Py-a.s.
If y is replaced by a Y-valued random variable Y , and (i) and (ii) hold L(Y )-a.s., convergence
holds L(Y )-a.s.
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7.2. The topology induced by a sampling algorithm. Any sampling algorithm S whose
prefix densities exist on a set Y induces a topology on this set, the weak topology of t
(i.e. the smallest topology on Y that makes each prefix density txk : Y → [0, 1] continuous).
Informally speaking, if the equivalence classes of ≡S coincide with the fibers of t (as is the
case in Theorem 9), this is the smallest topology that distinguishes input points whenever
they are distinguishable by the sampler. If S is defined by Algorithm 1, the prefix densi-
ties are precisely the “homomorphism densities” of graph limit theory—depending on the
definition, possibly up to normalization [22]. The weak topology of t is hence the cut norm
topology [14]. The cut norm topology is defined on the set of undirected, simple graphs
with vertex set N, and coarsens the almost discrete topology on this set. One may hence
ask how this property depends on the sampler: Under what conditions on the subsampling
algorithm does the topology induced by the sampler coarsen the topology of the input space?
If the algorithm is defined by random transformation as above, that is always the case:
Proposition 11. Let S be a sampling algorithm defined as in (22) by a prefix action T
on an almost discrete space X. Let Y be any topological subspace of X such that the prefix
densities exist for each y ∈ Y. Then t is continuous on Y.
8. Selecting vertices independently. Throughout this section, we choose both input
space Y and the output space X as the set of simple, undirected graphs with vertex set N,
and • |
k
extracts the induced subgraph on the first k vertices.
8.1. Exchangeability and graphons. Algorithm 1 selects a subgraph uniformly from the
set of all subgraphs of size n of the input graph y|n . Such uniform random subgraphs
are integral to the definition of graphons [14, 15], and the prefix densities are in this case
precisely the homomorphism densities of graph limit theory (up to normalization). It is thus
a well-known fact that Algorithm 1 induces the class of graphon models, whose relationship
to exchangeable random graphs has in turn be clarified by Diaconis and Janson [22] and
Austin [6].
Applied to this case, our results take the following form: Algorithm 1 can equivalently be
represented as a random transformation (22). Define T as the action of SF that permutes
the vertex labels of a graph, and rewrite Algorithm 1 as:
Algorithm 1’.
i.) Draw Φn ∼ Uniform(Sn).
ii.) Generate the permuted graph Xn := Φn(y|n).
iii.) Report the subgraph Sn→k(y) := Xn|k .
Clearly, Algorithm 1’ and 1 are equivalent. It is possible to construct pathological in-
put graphs y for which prefix densities do not exist; we omit details, and simply define
Y := {y ∈ Y |Algorithm 1’ has prefix densities}. Then Y is invariant under SF, and we ob-
tain from Theorems 5 and 9:
Corollary 12. Algorithm 1 is idempotent, and the limiting random graph S∞(y) is
exchangeable. Let f ∈ L1(Py) be a function constant on each equivalence class of ≡S. Then
16
(i) (ii) (iii) (iv)
Fig 1. (i) Input graph. (ii) A subsample Xk generated by an algorithm that extracts the n-neighborhood of
a random vertex, here n = 2. The sample Xk has 16 vertices. (iii) A sample of the same size generated by
Algorithm 1. (iv) Reconstruction of the input graph (i), i.e. a sample of with the same number of vertices as
(i), from a graphon model fit to the sample (ii).
if functions fk : Xk → R satisfy fk(x|k)→ f(x) for all x outside a Py-null set,
1
k!
∑
pi∈Sk
fk(Tpi(Sk(y))
k→∞−−−→ f(y) almost surely.
The equivalence classes of ≡S are the fibers of t.
Let w be a graphon, i.e. a measurable function w : [0, 1]2 → [0, 1] symmetric in its argu-
ments [14]. Let Xw be a random graph with the canonical distribution defined by w: The
(symmetric) adjacency matrix of Xw is given by(
I{Uij < w(Ui, Uj)}
)
i<j∈N where (Ui)i∈N and (Uij)i,j∈N are i.i.d. Uniform[0, 1] .
Let tw denote the (suitably normalized) vector of homomorphism densities of w [14, 22].
Comparing the definitions of homomorphism and prefix densities, we have t(Xw) = tw al-
most surely. Since the fibers of t are the equivalence classes of ≡S, we can choose a fixed
graph y ∈ t−1(tw), and obtain
Xw ≡S y a.s. and Xw d= S∞(Xw) d= S∞(y) .
For every graphon w, there is hence a graph y such that Xw
d
= S∞(y). It is well-known that
the law of Xw remains unchanged if a Lebesgue-measure preserving transformation ψ of
[0, 1] is applied to w: If w′ = w ◦ (ψ ⊗ ψ), then Xw′ d= Xw. Equivalence classes of graphons
hence correspond to equivalence classes of graphs under ≡S,
Xw′ ≡S Xw ≡S S∞(Xw) almost surely.
8.2. Misspecification of graphon models as a sample selection bias. A model P is mis-
specified for data generated by a random variable X if L(X) 6∈ P. If X is with positive
probability a sparse graph, that implies, without any further knowledge of X, that a graphon
model is misspecified for X. This fact is well known [e.g. 31, 19, 45].
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A sample selection bias is an erroneous assumption on what properties of the under-
lying population a sample is representative of. One way in which such biases occur is if
the sampling protocol is known, but either its behavior or the underlying population are
insufficiently understood—for example, in opinion polling problems if the protocol has a
systematic tendency to exclude individuals with certain properties. Another is if false as-
sumptions are made about which sampling protocol has been used. A sampling algorithm
S∞ with input set Y induces a model P = {Py|y ∈ Y}. Analyzing data generated by an-
other algorithm S′∞ using P thus constitutes a selection bias. Such a selection bias results
in misspecification if S′∞(y) 6∈ P.
Explicitly considering sampling makes the nature of graphon misspecification more pre-
cise: As noted above, Algorithm 1 induces the model P = {L(Xw)|w graphon}. Explaining
data by a graphon model hence implicitly assumes the data is an outcome of Algorithm 1.
One might argue, for example, that the distinction between sparse and dense is of limited
relevance for small graphs, and that a small sample can hence be fit without concern using
a graphon model. Fig. 1 illustrates the implicit sampling assumption assumption can have
drastic consequences, even for small samples.
Consider a sample Xk := Sk(y) generated by the limit of Algorithm 1 from an infinite
input graph y. If Xk contains a subgraph xj of size j ≤ k, y must contain infinitely many
copies of xj . There are
(
k
j
)
possible subgraphs of size k in Xk. If xj occurs m times in Xk,
a graphon model assumes a proportion m/
(
k
j
)
of all subgraphs of size j in y match xj . A
consequence of the rapid growth of
(
k
j
)
is:
• Small observed patterns are assigned much higher probability than larger ones.
For example, if a sample X20 contains a subgraph xk exactly once, a graphon reconstruction
of X20 contains xk with probability 1/1140 if j = 3, compared to 1/38760 if j = 6.
A single edge in Xk is a subgraph of size two. An isolated edge, however, is a subgraph of
size k: One edge is present, all other edges between its terminal vertices and the remaining
graph are absent. A further consequence of the above is hence:
• Graphon models tend not to reproduce (partially) isolated subgraphs.
That is illustrated by Fig. 2, which compares a protein-protein interaction network to its
reconstruction from a graphon model. The semi-isolated chains in the input graph, for
example, are not visible in the reconstruction; they are present, but not isolated.
8.3. Sparsified graphon models. To address denseness, “sparsified” graphon models have
been proposed as a remedy, and recent work in mathematical statistics frequently invokes
these random graphs as network models. They are equivalent to random graphs originally
introduced in [12], and are defined as follows: Fix a graphon w and a monotonically de-
creasing function ρ : N→ [0, 1]. A graph of size k is then generated as(
I{Uij < ρ(k)w(Ui, Uj)}
)
i<j≤k where (Ui)i≤k and (Uij)i,j≤k are i.i.d. Uniform[0, 1] .
A graph of this form can equivalently be generated by generating k vertices of the graph Xw
defined by the graphon, followed i.i.d. bond percolation, where each present edge is deleted
independently with probability 1 − ρ(k). This model is hence generated by the following
sampling algorithm:
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Fig 2. A protein-protein interaction network (left) and its reconstruction (a sample with the same number
of vertices) from a graphon model (right).
Algorithm 2.
i.) Select k vertices of y|
k
independently and uniformly without replacement.
ii.) Extract the induced subgraph Sn→k(y|n) of y|n on these vertices.
iii.) Label the vertices of Sn→k(y|n) by 1, . . . , k in order of appearance.
iv.) Delete each edge in Sn→k(y|n) independently with probability p(k).
Although the random graphs generated by such models can be made sparse by suitable
choice of ρ, this modification clearly does not alleviate the misspecification problems dis-
cussed above. To emphasize:
Sparsified graphon models still assume implicitly that the input graph is dense, and explain
sparsity by assuming the data has been culled after it was sampled.
Note the application of Algorithm 1 and the bond percolation step (iv) in Algorithm 2
cannot be exchanged: One cannot equivalently assume the input graph has been sparsified
first, and then sampled.
8.4. Graphon models on σ-finite spaces. Generating a draw from a graphon model in-
volves a generic sequence of i.i.d. random variables. The joint law of these variables is a
probability measure. Caron and Fox [19] have proposed a random graph model that, loosely
speaking, samples from a σ-finite measure by substituting a Poisson process, which makes it
possible to generate sparse graphs. Veitch and Roy [48], Borgs, Chayes, Cohn, and Holden
[16] and Janson [31, 32] have extended this idea to a generalization of graph limits that can
represent certain sparse graphs. It can be shown that this approach substitutes Algorithm 1
by a form of site percolation:
Algorithm 3.
i.) Select each vertex in y|n independently, with a fixed probability p ∈ [0, 1].
ii.) Extract the induced subgraph Xm of y|n on the selected vertices.
iii.) Delete all isolated vertices from Xm, and report the resulting graph.
Note the size of the output graph is now random. Algorithm 3 is derived by Veitch and
Roy [49] (who refer to the site percolation step as p-sampling) as the sampling scheme that
describes the relation between σ-finite graphon models at different sizes. Borgs, Chayes,
Cohn, and Veitch [17] show it defines the model class, and characterize the associated
topology.
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8.5. Biasing by degree. Algorithm 1 and 2 fail to resolve sparse input graphs since they
select vertices independently of the edge set. Algorithm 3 circumvents the problem by
oversampling—it selects a much larger number of vertices, and then weeds out insufficiently
salient bits. We compare this to an example that still selects vertices independently, but
includes some information about the edge set, in the form of the vertex degrees:
Algorithm 4.
i.) Select n vertices of y|n independently w/o replacement from the
degree-biased distribution.
ii.) Extract the induced subgraph Sn(y|n) of y|n on these vertices.
iii.) Label the vertices of Sn(y|n) by 1, . . . , n in order of appearance.
We observe immediately this algorithm is not idempotent: Suppose an input graph y4 for
S4→3 is chosen as follows:
1
23 4
y4
2 1
3
x3
2 1
3
x′3
If S4→3 is defined by Algorithm 1, it generates x3 and x4 with equal probability. Under
Algorithm 4, the probabilities differ. See also Fig. 3. This effect becomes more pronounced
in the input size limit, and permits the limiting algorithm S∞(y) to distinguish sparse from
empty input graphs. Consider an input graph y with vertex set N, defined as follows:
1
· · ·
2 3 4 5
(25)
In y|n , vertex 1 has degree m− 1; all other vertices have degree 1. Under Algorithm 1,
the probability of vertex 1 being selected converges to 0 as n→∞. Consequently, S∞(y)
is empty almost surely. If Algorithm 4 is used instead, each step Sm(y) selects vertex 1
with probability ≥ 1/2 until it is selected, and S∞(y) is almost surely connected. Thus,
Algorithm 4 resolves sparse graphs.
On the other hand, analysis of the algorithm becomes considerably more complicated
than for Algorithm 1. It is not clear, for example, which input graphs have prefix density,
although the example of the graph in (33) shows graphs with prefix densities exist.
8.6. Reporting a shortest path. In a sparse input graph, uniformly selected vertices are
not connected by an edge with (limiting) probability 1, but they may be connected by a path
of finite length. A possible way sample vertices independently of the edge and to resolve
sparse graphs is hence to report path length, rather than presence or absence of edges.
Choose Y ⊂ Y as the set of undirected, simple graphs that are connected and have finite
diameter. In other words, these are graphs on N in which any two vertices are connected by
a path of finite length.
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(i) (ii) (iii)
Fig 3. Biasing by degree. (i) Input graph. (ii) A uniform subsample generated by Algorithm 1. (iii) A degree-
biased subsample of the same size, generated by Algorithm 4.
Algorithm 5.
i.) Select n vertices of y|n independently and uniformly w/o replacement.
ii.) Choose Sn→k(y) as the complete graph on n vertices, and mark each edge
(i, j) by the length of the shortest path between i and j in y|n .
iii.) Label the vertices of Sn→k(y) by 1, . . . , n in order of appearance.
The example graph in (33) again illustrates this algorithm can resolve sparse graphs.
In this case, Y 6= X, since the output graphs have weighted edges. The algorithm does gen-
erate exchangeable output: If Sn→k(y) is regarded as a symmetric, n× n adjacency matrix
with values in N, its distribution is invariant under joint permutations of rows and columns.
Thus, the output is a jointly exchangeable array. Since Y 6= X, the algorithm cannot be
represented as a random permutation, and Theorem 9 is not directly applicable. One can,
however, define a map h : Y → X that takes an infinite graph y to a graph h(y) on the same
vertex set, with each edge marked by the corresponding shortest path. Then Algorithm 5
is equivalent to application of Algorithm 1 to h(y) (where Algorithm 1 additionally reports
edge marks).
9. Subsampling sequences and partitions. If a sampler selects edges rather than
vertices of a graph, it produces a sequence of edges. If this sequence is exchangeable, the
output graph properties are closely related to those of exchangeable sequences and par-
titions. It is hence helpful to first consider sequences and partitions from a subsampling
perspective, even though the results so obtained are known [see e.g. 46, 9].
9.1. Exchangeable sequences vs exchangeable partitions. A partition pi subdivides N into
subsets, called blocks, such that each element of N is contained in one and only one block.
The blocks of pi can be ordered uniquely by their smallest elements, and then numbered
consecutively; denote the set of ordered partitions of N so defined by P. A partition can be
identified with the sequence of block labels of its elements, i.e. the sequence x(pi) with
xn(pi) = number of the block containing n in pi .
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Any sequence in N thus defines a partition, though not necessarily with ordered blocks—the
blocks are ordered iff
(26) xn ≤ |{x1, . . . , xn}| for all n .
Two partitions pi and pi′ are isomorphic, pi ∼= pi′, if they differ only in the enumeration of
their blocks. A sequence representing a possibly unordered partition can be turned into an
isomorphic, ordered one by means of the relabeling map
r(x) := x∗ where x∗n :=
{
x∗j if xn = xj for some j < n
|{x∗1, . . . , x∗n−1}|+ 1 otherwise
.
Then P = r(N∞) = N∞/∼=. The permutation group SF naturally acts on N∞ as
(27) T (φ, x) = (xφ(1), xφ(2), . . .) ,
and on P by acting on the underlying set N, which defines an action T ′ as
(28) i in block j of T ′(φ, pi) ⇔ φ(i) in block j of pi .
For simplicity, we write φ(pi) = T ′(φ, pi) and φ(x) = T (φ, x). The two actions correspond as
x(φ(pi)) = r(φ(x(pi))) .
In other words, if a sequence x is an ordered representation of pi ∈ P, then r(φ(x)) is an
ordered representation of φ(pi), and the maps x 7→ r(φ(x)) define an action of SF on the
subset of sequences in N∞ that satisfy (26).
A random sequence X in N∞ and a random partition Π in P are respectively called
exchangeable if φ(X)
d
= X and φ(Π)
d
= Π, for all φ ∈ SF. Kingman’s theory of exchangeable
partitions [38] exposes a subtle difference between the two cases: Suppose X is a random
sequence such that pi(X) ∈ P almost surely. Then
X exchangeable sequence ⇒ pi(X) exchangeable partition,
but the converse is not true: Since X is exchangeable, de Finetti’s theorem implies there
is a random probability measure µ on N such that X1, X2, . . . |µ ∼iid µ. Hence, every value
that occurs in X also reoccurs infinitely often with probability 1, and every block of the
partition pi(X) is almost surely of infinite size. Kingman’s representation theorem shows that
an exchangeable partition can contain two types of blocks, infinite blocks and singletons.
Aldous’ proof of Kingman’s theorem [e.g. 9] shows that every exchangeable partition Π
can be encoded as an exchangeable sequence X ′ in [0, 1]: The numbers i and j are in the
same block of Π iff X ′i = X
′
j . Again by de Finetti’s theorem, there is a random probability
measure ν on [0, 1] such that X ′1, X ′1, . . . |ν ∼iid ν. Atoms of ν account for infinite blocks of
Π = pi(X ′), whereas the continuous component of ν generates singleton blocks. Thus, de
Finetti’s theorem on [0, 1] subsumes Kingman’s theorem; de Finetti’s theorem on N does
not. The latter fails precisely for those partitions that contain singleton blocks.
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9.2. Subsampling sequences. Now consider both cases from a subsampling perspective.
To generate exchangeable sequences, we define an algorithm with input y ∈ N∞ as:
Algorithm 6.
i.) Select k indices J1, . . . , Jk in [n] uniformly without replacement.
ii.) Extract the subsequence Sn→k(y) = (yJ1 , . . . , yJn).
The algorithm can be represented as a random transformation, using the action (27),
Sn→k(y) = Φn(y)
∣∣
k
for Φn uniform on Sm .
A sequence y has prefix densities under this algorithm if, for each k ∈ N and every finite
sequence (x1, . . . , xk) in N, the scalar
p(x1, . . . , xk) := lim
n→∞
|{φ ∈ Sn : φ(y)|k = (x1, . . . , xk)}|
|Sn|
exists. Let Y ⊂ N∞ be the set of all sequences y satisfying this condition. Then Theorem 9
holds on Y, which shows that S∞(y) is an exchangeable random sequence in N. Moreover,
the algorithm is idempotent, which implies
(29) p(x1, . . . , xk) = p(x1) · · · p(xk) .
By Fatou’s lemma,
p¯ :=
∑
m∈N|p(m) exists
p(m) satisfies p¯ ≤ 1 .
If Xn,1 denotes the first entry of the sequence output by the sampler on input of length n,
then p(m) = limn P{Xn,1 = m}, and as these events are mutually exclusive for different m,
(30) y ∈ N∞ has prefix densities ⇔ p¯ = 1 ⇔
∑
m∈N
p(m) = 1 .
We note every ergodic exchangeable sequence can be obtained in this way: For y ∈ Y fixed,
S∞(y) is ergodic, with de Finetti measure
∑
m∈N p(m)δm. It is not hard to see that for every
choice of scalars p(m) with
∑
m p(m) = 1, one can construct a sequence y ∈ Y that yields
these scalars as prefix limits. By Theorem 3, all exchangeable sequences can be obtained
by randomization, as S∞(Y ), for some (not necessarily exchangeable) random sequence Y .
The factorization (29) can be read as a combinatorial explanation of de Finetti’s theorem
on N.
9.3. Subsampling partitions. For an input partition pi ∈ P, define subsampling as:
Algorithm 7.
i.) Select k indices J1, . . . , Jk in [n] uniformly without replacement.
ii.) Extract the block labels (xJ1(pi), . . . , xJk(pi)).
iii.) Report the ordered sequence Sn→k(pi) = r(xJ1(pi), . . . , xJk(pi)).
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The algorithm can again be represented as a random transformation,
Sn→k(pi) := Φn(pi)
∣∣
k
= r(Φn(x(pi)))
∣∣
k
for Φn ∼ Uniform(Sn) .
The second identity shows that it can be reduced to Algorithm 6: Transform pi to the
sequence x(pi), apply Algorithm 6, and reorder the output sequence.
If the input partition pi is regarded as a sequence y = x(pi), its prefix densities under
Algorithm 7 clearly exist if they do under Algorithm 6, and hence if (30) holds. That
condition is sufficient, not necessary: Suppose for every element m ∈ N, the limit p(m) as
above exists for x(pi), and let N0(pi) ⊂ N be the set of all m with p(m) = 0. Require that
p0 := lim
n→∞
|{j ≤ n : xj(pi) ∈ N0(pi)}|
n
exists, hence p0 + p¯ = p0 +
∑
m
p(m) = 1 .
If p0 > 0, the sequence x(pi) does not have prefix densities under Algorithm 6, since p¯ < 1. In
contrast, Algorithm 7 has prefix densities even for p0 > 0, since it does not resolve differences
between elements of N0(pi).
To make this more precise from the algorithmic perspective, assume Algorithm 6 is ap-
plied to the sequence representation x(pi) of pi, and similarly regard the partition output by
Algorithm 7 as a sequence. Fix an index i ≤ k, and suppose the ith entry of the sequence
generated in step (ii) of either algorithm takes a value in N0(pi). We can distinguish two
cases: A specific value m ∈ N0(pi) is reported, or we only report whether or not the value
is in N0(pi). These correspond to the events
Aim := {xJi(pi) = m} for some m ∈ N0(pi) and Ai0 := {xJi(pi) ∈ N0(pi)} .
Under Algorithm 6, the events Aim are observable, and hence measurable in σ(Sn→k(y))
for every i ≤ k ≤ n. Since p0 is the probability of Ai0 under the limiting output distribution
Py, where y = x(pi), we have
p0 = Px(pi)(Ai0) =
∑
m∈N0(pi)
Px(pi)(Aim) =
∑
m∈N0(pi)
p(m) .
Since p(m) = 0 by assumption and N0(pi) is countable, that excludes the case p0 > 0 for
Algorithm 6. Under Algorithm 7, the events Aim are not measurable, since they are masked
by step (iii), and so p0 > 0 does not lead to contradictions. In summary, the set of sequences
which have prefix densities under Algorithm 6 is
Y = {y ∈ N∞ | p(m) exists for all m ∈ N and ∑
m
p(m) = 1
}
.
Algorithm 7 has prefix densities on the strictly larger set
Y ′ = {y ∈ N∞ | p(m) exists for all m ∈ N and ∑
m
p(m) ≤ 1} ,
and the input sequences in Y ′ \ Y are precisely those that generate ergodic exchangeable
partitions with singleton blocks. Theorem 9 holds on Y ′ for Algorithm 7, which in particular
implies idempotence of the algorithm, and this property is indeed used by Kingman: Note
identity (1.3) in [38] is precisely idempotence, if not by the same name.
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10. Selecting edges independently. We next consider undirected input graphs y,
with vertex set N and infinitely many edges, represented as sequences y = ((ik, jk)k∈N) of
edges as described in Section 2. The sequence representation makes this case similar to
the sequences and partitions in the previous section. In analogy to the set P of partitions
represented by sequences with ordered labels, we define
G := {y ∈ (N2)∞ | ik < jk for all k ∈ N and (i1, j1, i2, j2, . . .) satisfies (26)} .
These are those undirected graphs on N that have infinitely many edges, and whose vertices
are labeled in order of appearance in the sequence. The set contains both simple graphs
(if each edge occurs only once), and multigraphs. We select edges uniformly by applying a
version of Algorithm 7 to the edge sequence y. That requires a suitable adaptation of the
relabeling map r: For any finite sequence x = ((i1, j1), . . . , (in, jn)) of edges, define
r′(x) := swap(r(x)) where swap
(
(ik, jk)k≤n
)
= (min {ik, jk},max {ik, jk})k≤n .
In words, apply the relabeling map r for sequences to the sequence of edges (read as a
sequence of individual vertices, rather than of pairs), and then swap each pair of vertices if
necessary to ensure ik ≤ jk. The sampling algorithm is defined as follows:
Algorithm 8.
i.) Select k indices J1, . . . , Jk in [n] uniformly without replacement.
ii.) Extract the sequence ((iJ1 , jJ1), . . . , (iJn , jJn)).
iii.) Report the relabeled graph Sn→k(y) := r′((iJ1 , jJ1), . . . , (iJk , jJk)).
As in the partition case, the algorithm can be represented by a permutation followed by an
application of r′: Define
(31) T
(
φ, ((ik, jk)k)
)
:= r′((iφ(k), jφ(k))k) for φ ∈ SF .
Then T is a prefix action of SF on the set G, and leaves the set invariant, T (G) = G. Algo-
rithm 8 satisfies Sn→k(y)
d
= T (Φn, y)|k if Φn is uniformly distributed on Sn. For a sequence
xk of k edges, labeled in order, the prefix density is
txk(y) = limn→∞
# of k-edge subgraphs of y|n isomorphic to xk
# of k-edge subgraphs of y|
n
,
provided the limit exists.
10.1. Sampling edges of simple graphs. Suppose first the input graphs are simple: We
choose the input set Y as
Y := {y ∈ G | (ik, jk) 6= (il, jl) whenever k 6= l} .
Since T does not change the multiplicities of edges, Y is a measurable, T -invariant subset
of G, and T restricted to Y is again a prefix action of SF. Define the limiting relative
degree of vertex i as
d(i, y) := lim
n→∞
1
2n
deg(i, y|n) .
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If d(i, y) = 0 for all vertices i in y—for example, if all degrees are finite—the limiting prob-
ability of any vertex reoccuring in S∞(y) is zero. If so, sequences of isolated edges occur
almost surely, and txk(y) = 1 if xk = ((1, 2), (3, 4), . . . , (2k − 1, 2k)), or 0 otherwise.
In analogy to Section 9, define
p¯(y) =
∑
i∈N
d(i, y) .
If p¯(y) > 0, there is at least one vertex i with d(i, y) > 0, and as for partitions, p¯(y) ≤ 1.
An infinite simple graph y with p¯(y) > 0 satisfies
lim
n→∞
1
n
∑
k≤n
I{d(ik, y)d(jk, y) > 0} = 0 ,
i.e. those edges contained in the induced subgraph on all vertices with positive relative
degree make up only an asymptotically vanishing fraction of all edges in the graph. Roughly
speaking, many more vertices than those with positive relative degree are needed to account
for such large degrees on some vertices.
The limiting probability that step (ii) of the algorithm selects an edge connecting two
vertices with positive relative degree is hence zero. Every edge (ik, jk) thus has at least one
terminal vertex with d = 0, and by definition of the relabeling map r′, this implies jk always
corresponds to a vertex with d = 0. It then follows by comparison to Algorithm 7 that the
sequence (i1, i2, . . .) represents an exchangeable random partition, and all arguments in
Section 9 apply, with p(m) := d(m, y) and p0 := 1− p¯(y). By Theorem 5, the normalized
number of edges connected to a vertex converges to d. We have shown:
Corollary 13. If the input graph y ∈ G of Algorithm 8 is simple, each connected com-
ponent is of S∞(y) is either a star or an isolated edge. Let Dk(i) be the number of edges in
the ith-largest star Sk(y), and Dk(0) the number of isolated edges. Then
(32) Dk(0)→ 1− p¯(y) and Dk(i) k→∞−−−→ ∆i almost surely ,
where ∆i is ith-largest limiting relative degree of y.
Since the algorithm essentially extracts an exchangeable partition from y whose block
sizes correspond to the relative limiting degrees, but no other information, a statistic of y
can be estimated using Algorithm 8 if and only if it is a measurable function of the limiting
degree sequence of y. In conclusion: Uniform sampling of edges from large simple graphs is
useful if and only if the objective is to estimate a property of the degree sequence.
10.2. Sampling edges of multigraphs. Now suppose the input y is a multigraph, i.e.
edges may reoccur in the sequence y = ((ik, jk)k). The limiting relative multiplicity of
a multiedge is
m(i, j, y) := lim
n→∞
1
n
∑
k≤m
I{(i, j) = (ik, jk)} .
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We assume there exists at least one edge with m(i, j, y) > 0. In analogy to p¯(y) above, we
define a similar quantity in terms of multiplicities as
µ¯(y) :=
∑
i<j
m(i, j, y) .
Since we are effectively sampling from a sequence, the discussion in Section 9 shows we have
to distinguish input graphs with p¯(y) = 1 and p¯(y) < 1. The next few results apply only to
the former, i.e. we consider the input set
Y := {y ∈ G | p¯(y) = 1} .
Corollary 14. If Algorithm 8 applied to input graph with µ¯(y) = 1, then S∞(y) is
“edge-exchangeable” in the sense of [21] and [18], and all edge-exchangeable graphs can be
obtained in this manner, with y randomized if the output graph is non-ergodic.
That follows immediately from the definition of edge-exchangeable graphs as exchange-
able sequences of pairs i < j in N in [21], and our analysis of Algorithm 6 above. We also
conclude from Section 9 that Theorem 9 and Corollary 10 are applicable, hence:
Corollary 15. On Y, the action (31) is a symmetry of Algorithm 8, and the algorithm
is idempotent and resolvent on Y. Moreover:
(i) If two input graphs y and y′ have identical prefix densities, then Py = Py′; otherwise,
there exists a T -invariant Borel set A ⊂ X such that Py(A) = 1 and Py′(A) = 0.
(ii) Let f be a function in L1(Py), and (fk) a sequence of Borel functions fk : Xk → R
with fk(x|k)→ f(x) as k →∞, for all x outside a Py-null set. Then almost surely
1
k!
∑
φ∈Sk f(Tφ(Sk(y))→ f(y) as k →∞.
Statement (ii) implies in particular that multiplicities converge: If νk(y) denotes the kth-
largest limiting relative multiplicity in a graph y, then
νk(S∞(y)) = νk(y) almost surely.
The behavior of Algorithm 8 changes significantly compared to simple input graphs: S∞(y)
discovers an edge location (i, j) in y if and only if m(i, j, y) > 0, and a vertex i in y if
and only if it is the terminal vertex of such an edge. Thus, the output distribution is now
governed entirely by edge multiplicities, rather than by vertex degrees as in the simple case.
Remark 16. If one allows more generally input graphs y with µ¯(y) ≤ 1, the situation
becomes more complicated: Singleton blocks in partitions now correspond to edges with
m = 0. In partitions, singleton blocks can exist only because they are not individually
identifiable (see Section 9), but edges with m = 0 become partly identifiable if they share
a terminal vertex with an edge with positive relative multiplicity. The following example
shows, however, that there are input graphs with µ¯(y) < 1 whose prefix densities exist:
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Suppose the input graph y of Algorithm 8 is chosen such that y|n , for n even, is
y|n =
· · ·
n
2
1
1
1
n
2 times
(33)
For finite n, each draw in step (ii) of the algorithm selects the single “large” multiedge
with multiplicity n/2 with probability 1/2, and each of the other edges with probability
1
2n . Clearly, the output graph is of the same form—a single edge whose relative multiplicity
converges to 1/2, and ∼ n/2 edges with mulitplicity 1.
11. Selecting neighborhoods and random rooting. Instead of extracting individ-
ual edges or induced subgraphs, one can draw neighborhoods around given vertices. One
such problem, where one extracts the immediate neighborhoods of multiple vertices, is of
great practical interest, but we do not know its invariance properties. Another, where one
extracts a large neighborhood of a single random vertex, reduces to well-known results, but
turns out be of limited use for “statistical” problems.
11.1. Multiple neighborhoods. Let Bk(v) denote k-neighborhood of vertex v in the graph,
i.e. the ball of radius k around v.
Algorithm 9.
i.) Select k vertices V1, . . . , Vk in y|n uniformly at random.
ii.) Report the 1-neighborhoods of these vertices, Sn→k(y) := {B1(V1), . . . , B1(Vn)}.
The networks literature often refers to the 1-neighborhood as the ego network of v. Data
consisting of a collection of such ego networks is of considerable practical relevance, and it is
hence an interesting question what the invariance properties of Algorithm 10 are; at present,
we have no answer. This question is related to a number of open problems; for example,
how many vertices need to be sampled to obtain a good reconstruction of an input graph,
known as the shotgun assembly problem [44].
11.2. The Benjamini-Schramm algorithm. A different strategy is to report not small
neighborhoods of many vertices, but a large neighborhood of a single vertex; in this case,
a number of facts are known. A rooted graph is a pair x∗ = (x, v), where x is a graph
and v a distinguished vertex in x, the root. Let X be the space of undirected, connected,
rooted graphs with finite vertex degrees on the vertex set N. For x∗ ∈ X, define x∗|k as the
induced subgraph on those vertices with distance ≤ n to the root of x; that is, the ball
Bn(v, x) of radius n in x centered at the root v. Then Xn = X|k is the set of finite, rooted,
undirected, connected graphs with diameter 2n+ 1 (rooted at a vertex “in the middle”).
As Xn is countably infinite, X is procountable but not compact. It is separable, and hence
almost discrete, by Lemma 18.
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Algorithm 10.
i.) Select a root vertex V in y|n uniformly at random.
ii.) Report the ball of radius k centered at the root, Sn→k(y) := Bk(V )
Benjamini and Schramm [8] introduced this algorithm to define a notion of convergence of
graphs: A graph sequence (y(k)) in Y is locally weak convergent to y if Sk(y(k))→ Sk(y) in
distribution as k →∞, for every n ∈ N.
Aldous and Lyons [1] have studied invariance properties of such limits, and their work
provides—from our perspective—a symmetry analysis of Algorithm 10. An automorphism
φ of a graph x, with vertex set V and edge set E, is a pair of bijections φV : V→ V and
φE : E→ E that cohere in the sense that, for each edge e ∈ E, φV maps terminal vertices
of e to the terminal vertices of φE(e). Let Aut(x) denote the set of automorphisms of x;
clearly, it is a group. Let T be the family of all maps from V × {i, j ∈ N|i < j} to itself.
Then Aut(x) ⊂ T . For each φ ∈ T , define
tφ : X→ X as tφ(x) :=
{
φ(x) if φ ∈ Aut(x)
x otherwise
Then the set G := {tφ|φ ∈ T } is a group of measurable bijections of X. Aldous and Lyons
[1] call a probability measure on X∗ involution invariant if it is G-invariant. Involution
invariance can be understood as a form of stationarity: Draw a rooted graph X with root
V at random. Perform a single step of simple random walk: By definition, the root has at
least one and at most finitely many neighbors. Choose one of these neighbors uniformly
at random, and shift the root to that neighbor, which results in a random rooted graph
X ′. Then X is involution invariant if X d= X ′. In other words, in an involution invariant
graph, the distribution of neighborhoods of arbitrary diameter around the current root
remains invariant under simple random walk on the graph. Involution invariance is closely
related to the concept of unimodularity, which can be formulated on unrooted graphs as a
“mass-transport principle”; we omit details and refer to [8, 1].
Fact (Aldous and Lyons [1]). Let S∞ be defined by Algorithm 10, and Y a random
element of Y. Then S∞(Y ) is G-invariant if and only if the random (rootless) graph Y is
unimodular. For every y ∈ Y, the output distribution Py = L(S∞(y)) is G-ergodic.
Whether all G-invariant measures can be obtained as Py for some fixed y ∈ Y, or more
generally as weak limits P = limk Py(k) for some sequence (y
k) in Y, is an open problem [1].
Acknowledgments. This work has greatly benefited from discussions with Nate Acker-
man, Morgane Austern, Benjamin Bloem-Reddy, Christian Borgs, Jennifer Chayes, Cameron
Freer (who also suggested the term idempotent and pointed me to [50]), Svante Janson,
Daniel M. Roy, and Victor Veitch. It has been supported by grant FA9550-15-1-0074 of
AFOSR.
29
APPENDIX A: TECHNICAL ADDENDA
A.1. Almost discrete spaces (Section 2). To check whether a procountable space
is almost discrete, one has to verify separability. The combinatorial character of these spaces
makes it possible to formulate conditions in terms of the elements of Xn: One is by verifying
each finite structure xn ∈ Xn can be extended to an element of X in some canonical way,
which is the case if there is a map
(34) τ : ∪nXn → X with τ(xn)|n = xn for all n ∈ N and xn ∈ Xn .
For example, τ may pad a finite graph xn with isolated vertices (if the graphs in X are not
required to be connected).
Lemma 17. (i) A procountable space is compact if and only if it is profinite. If so, it is
almost discrete. (ii) Any procountable space admitting a map τ as in (34) is almost discrete.
Proof. (i) Inverse limits of topological spaces are compact iff each factor is compact.
Compact metrizable spaces are Polish. (ii) By definition of the metric d, the preimage of
x|n under the map • |n is the d-ball Bn(x) of radius 2−n at x, so τ(x|n) ∈ Bn(x). Since the
metric balls form a base of the topology, the countable set τ(∪nXn) is dense in X.
Discrete spaces and continua can be distinguished by their abundance of sets that are
clopen (simultanuously closed and open): In a discrete space, each subset is clopen; in
Euclidean space, no proper subset is clopen. An almost discrete spaces can contain sets
that are not clopen, but clopen sets determine all toplogical properties: There is a clopen
base of the topology (the metric balls), and the space is hence zero-dimensional in the
parlance of descriptive set theory. Informally, an almost discrete space is as close to being
discrete as an uncountable space can be if it is Polish. The following lemma adapts standard
results on weak convergence and inverse limits to this setting:
Lemma 18. Let X be almost discrete. (i) A sequence (Pi) of probability measures on X
converges weakly to a probability measure P if and only if Pi(B)→ P (B) for all metric balls
B of finite radius. (ii) Let X′ be a topological subspace of X, and Pn a probability measure on
Xn for each n ∈ N. Then there exists a probability measure P on X′ that satisfies P |n = Pn
for all n if an only if, for all n,
Pn+1|n = Pn and if Pn(xn) > 0 then x|n = xn for some x ∈ X′ .
If P exists, it is tight on X′.
A.2. Separability of transformation families. Whether a given family T is separa-
ble (cf. Section 4) can be established by a number of criteria. A general sufficient condition
is: If T0 ⊂ T is dense in the topology of point-wise convergence on X, it is separating [25].
If T is a group action, a sufficient condition can be formulated in terms of the group: If T
is an action of a group G, and if there exists a second-countable, locally compact topology
on G that makes the action measurable, then T is separable [25]. Since a second-countable,
locally compact group is Polish, each orbit of the action is measurable. Countable groups
have countable orbits, and are trivially separable, but that does not imply that a separable
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group action has countable orbits—the infinite symmetric group (the set of all bijections of
N) is a counterexample. There is, however, the following remarkable converse, the Feldman-
Moore theorem [26]: If Π is a partition of a standard Borel space X into countable sets,
there is a measurable action of a countable group on X whose orbits are the constituent sets
of Π. In particular, if each orbit of T is countable, then T is separable.
A.3. Left-inversion of prefix densities. The proof of Corollary 10 establishes that
f(S∞(y)) = f(y) almost surely, by constructing a map f ′ : [0, 1]∞ → R that factorizes f
as f = f ′ ◦ t outside a null set. This map f ′ depends on the law Py, or more generally on
L(Y ) if y is randomized. A measure-dependent result suffices for Corollary 10, but from an
analytic perspective, it is interesting to ask whether the statement can be strengthened to
be measure-free. That is possible if t preserves measurability of open sets:
Proposition 19. Let S be a sampling algorithm defined as in (22) by a prefix action T
on a almost discrete space, and require all prefix densities exist. If t(A) is Borel whenever
A is open, there exists a Borel map σ : [0, 1]∞ → X such that σ ◦ t(y) ≡S y for all y.
Proof. Since ≡S is a partition of a standard Borel space, it follows from the theory of
measurable partitions that the map σ exists if (1) each equivalence class is a closed set and
(2) for every open set A, the ≡S-saturation A∗ := {y ∈ X|y ≡S y′ for some y′ ∈ A} is Borel
[e.g. 37, Theorem 12.16]. By Theorem 9, the equivalence classes of ≡S are the fibers of t.
Since t is continuous by Proposition 11, the equivalence classes are closed. Observe that the
saturation of any set A is A∗ = t−1t(A). Thus, if t(A) is measurable, so is A∗.
APPENDIX B: PROOFS
B.1. Existence of a limiting sampler. We denote be PM(Y) the space of probabil-
ity measures on Y (topologized by weak convergence). The proof uses a continuity result of
Blackwell and Dubins [11]: If Y is Polish, PM(Y) the space of probability measures on X,
and (U, λ) a standard probability space, there exists a mapping ρ : PM(Y)× U→ Y and a
λ-null set Nρ ⊂ U such that
(35) ρ( • , u) is continuous for all u 6∈ Nρ and L(ρ(P,U)) = P ,
where the latter holds for any P ∈ PM(Y) and any random variable U with law λ.
Proof of Theorem 1. Abbreviate U := (U1, U2, . . .) and P (n, k, y) := L(Sn→k(y, U)).
Since X is almost discrete, it is Polish, and so is each space Xn. The spaces of PM(X) and
PM(Xn) are hence again Polish in their weak topologies.
• First fix k. Since the prefix densities exist, the sequence limn P (n, k, y) converges
weakly to a limit P (k, y). Since Y is measurable and Xk Polish, measurability of each
y 7→ P (n, k, y) implies measurability of the limit as a function y 7→ P (k, y).
Now write the restriction explicitly as a map prk(x) := x|k , and recall it is continuous.
It induces a map PM(Xk+1)→ PM(Xk) on probability measures, as Pk+1 7→ Pk+1 ◦ pr−1k ,
which is again continuous.
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• The distributional limits above preserve projectivity of laws: By (8), we have
prkP (n, k + 1, y) = P (n, k, y) and hence prkP (k + 1, y) = P (k, y)
by continuity of prk.
• For y fixed, the measures (P (k, y))k hence form a projective family, and by Lemma 18,
there is a probability measure P (y) on X satisfying prkP (y) = P (k, y) for each k.
This already suffices to guarantee that any random variable S∞ with law P (y) satisfies
(1), pointwise in y. What remains to be shown is only that this variable can be chosen
as a measurable function of (y, u). To this end, let ρ : PM(X)× [0, 1]→ X be the rep-
resentation map guaranteed by (35), and N the associated null set. Additionally, define
f : Y× [0, 1]→ PM(X)× [0, 1] as f(y, u) := (P (y), u). Then set
S∞(y, u) := ρ(f(y, u)) which implies S∞(y, U) ∼ P (y) for each y .
Suppose a function of two arguments, say g : Z1 × Z2 → Z3, is continuous in its first argu-
ment and measurable in the second. If Z1 is separable metrizable, Z2 measurable, and Z3
metrizable, that suffices to make g jointly measurable [3, Lemma 4.51].
• The restriction of ρ to PM(X)× ([0, 1] \N) is continuous in its first argument and
measurable in the second, hence jointly measurable. Since its range X is Polish, it can
be extended to a measurable function on all of PM(X)× [0, 1] [23, Corollary 4.27].
• Since [0, 1] is Polish, [0, 1] \N is separable metrizable. By the same device as above,
f is jointly measurable, which makes ρ ◦ f is measurable as a function Y× [0, 1]→ X.
Thus, S∞ is indeed jointly measurable.
B.2. Law of large numbers. The main ingredient of the proof of Theorem 5 is the
pointwise ergodic theorem of Lindenstrauss [42]. For countable discrete groups, it states:
Theorem 20 (E. Lindenstrauss). Let G be a countable group, (An) a sequence of finite
subsets of G satisfying (17), and T a measurable action of G on a standard Borel space X.
If X is a random element invariant under T , and f ∈ L1(X), there is T -invariant function
f¯ ∈ L1(X) such that |Ak|−1
∑
φ∈Ak f(Tφ(X)) −→ f¯ almost surely as k →∞.
We need a lemma relating convergence of a sequence of functions fi and of averages µk(f)
to convergence of the diagonal sequence µk(fk). It involves random measures defined on a
probability space X that take values in the set of measures on the same space—that is,
measurable mappings µ : X→ PM(X). We denote these x 7→ µx.
Lemma 21. Let (X,B(X), P ) be a standard Borel probability space, and f, f1, f2, . . . mea-
surable functions X→ R such that fi → f uniformly on some set A ∈ B(X). Let µ1, µ2, . . .
be measurable mappings X→ PM(X), such that the limits
(36) τi(x) := lim
k
µxk(fi) and τ(x) := lim
k
µxk(f) exist for P -almost all x ∈ X .
Then there is a conull set A′ such that µxk(fk)→ τ(x) for all x ∈ A ∩A′, and τ is measurable
as a function on X.
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For the proof, consider a real-valued net (τik)i,k∈N, with the product order on N× N.
Recall that such a net is said to converge to a limit τ if, for every ε > 0, |τik − τ | < ε
for all i exceeding some iε and k exceeding some kε. Recall further that a sufficient con-
dition for convergence is that (i) the limits limk τik exist for all i ∈ N, and (ii) conver-
gence to the limits limi τik holds and is uniform over k. If so, the limits commute, and
limk(limi τik) = limi(limk τik) = τ .
Proof. Let N be the union of all null sets of exceptions in (36), and A′ := X \N . On
A ∩A′, define τik(x) := Fxk(fi). Fix some x ∈ A ∩A′. The net (τik(x)) converges uniformly
over n as n→∞: Let ε > 0. Uniform convergence of (fi) implies |fi(z)− f(z)| < ε for all
z ∈ A ∪A′ and all i exceeding some i0, and therefore
(37) |µxk(fi)− µxk(f)| ≤ µxk(|fi − f |) ≤ ε for all k ∈ N, i ≥ i0 .
If i is fixed instead, limk τik(x) exists, by (36). The entire net hence converges for x ∈ A ∩A′,
to some limit τ(x), and extracting the diagonal sequence yields µxk(fk)→ τ(x). Since τ is a
limit of measurable functions into a metrizable space, it is measurable.
Recall that (fi) converges almost uniformly if, for every δ > 0, convergence is uniform
on a set of probability at least (1− δ). To move between almost sure and almost uniform
convergence, we use Egorov’s theorem [30, 47]: For a sequence of L1 functions, almost
sure implies almost uniform convergence [30, Theorem 11.32], and vice versa [47, Lemma
1.9.2(iii) and Theorem 1.9.6].
Proof of Theorem 5. By Lindenstrauss’ pointwise ergodic theorem above, there ex-
ists a T -invariant function f¯ ∈ L1(P ) such that FXk (f)
k→∞−−−→ f¯ almost surely. For any in-
variant set B ∈ σS, we hence have
(38)
∫
B
f¯dP = lim
k
1
|Ak|
∑
φ∈Ak
∫
B
f(φ(x))P (dx) =
∫
B
fdP ,
since P is T -invariant. Since G is countable, Theorem 3 implies there is a random ergodic
measure ξ such that P [ • |σS] = P [ • |ξ] = ξ( • ) almost surely. Thus,
(39) f¯ = E[f |ξ] = ξ(f) and hence FXk (f) −→ ξ(f) a.s.
Almost sure convergence. Consider the sequence (fi). Since fi → f almost everywhere,
Egorov’s theorem implies that for every δ > 0, there is a set Bδ/2 of measure at least
1− δ/2, such that fi → f uniformly on Bδ/2. Applying Lemma 21 to the functions fi and
random measures µk = Fk shows there is a conull set A such that
(40) τ(x) := lim
k
Fxk(fk) exists for all x ∈ Bδ/2 ∩A .
Again by Egorov’s theorem, one can find a further set B′δ/2 with P (B
′
δ/2) ≥ 1− δ/2, such
that convergence is even uniform on Bδ/2 ∩B′δ/2. Thus, for every δ > 0, there is a set B of
probability P (B) ≥ 1− δ such that Fxk(fk)→ τ(x) holds uniformly on B, and hence almost
uniformly on X. As noted above, that implies FXk (fk)→ τ(X) almost surely, and by (39),
τ(X) = ξ(f) a.s.
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Convergence in the mean. Define hk(x) := Fxk(g). By (39), hk(X) converges in L1, which
makes (hk) uniformly integrable. There is hence, for any ε > 0, an integrable function hε ≥ 0
such that
∫
{|hk|>hε} hk(x)P (dx) < ε holds for all k. The same hε then also satisfies∫
{|Fk(fk)|>hε}
Fxk(fk)P (dx) < ε since |Fxk(fk)| ≤ Fxk(|fk|) ≤ Fxk(g) ≤ |Fxk(g)|
for all k. That likewise makes (Fk(fk))k∈N uniformly integrable.
B.3. Sampling by random transformation. Prefix actions on almost discrete spaces
are continuous:
Proof of Proposition 8. Fix φ ∈ Gk. Then Tk(φ, x|k) = Tn(φ, x|n)
∣∣
k
for n ≥ k, by
hypothesis (21). That makes T (φ, • ) the inverse limit of the mappings Tn(φ, • ), for n ≥ k.
Since each space Xn is discrete, each such map is continuous; as an inverse limit of continuous
maps, T (φ, • ) is again continuous. As this is true for each φ ∈ G by (20), and G is discrete,
the assembled map T ( • , • ) is continuous.
For the proof of Theorem 9, we note an immediate consequence of the definition (21) of
prefix actions: If Φn is a uniform random element of Gn, for each n ∈ N, then
(41) T (Φn, T (Φm, y))
d
= T (Φmax {m,n}, y) and T (Φk, T (φ, y))
d
= T (Φk, y)
for every φ ∈ G and all sufficiently large k.
Proof of Theorem 9. Since T is (jointly) measurable, Sn→k is jointly measurable, and
satisfies (8) by construction, so S∞ exists by Theorem 1.
Invariance of Py. Let φ ∈ G; we have to show φ(S∞(y)) d= S∞(y). Choose k(φ) such that
φ ∈ Gk(φ). Then for any k ≥ k(φ),
T (φ, S∞(y))
∣∣
k
(21)
= Tk(φ, lim
n≥k
T (Φn, y)|k)
continuity
= lim
n
Tk(φ, Tn(Φn, y)|k) in distribution,
where the second identity holds by continuity of Tn and • |k . The limit on the right satisfies
lim
n
Tk(φ, Tn(Φn, y)|k)
(41)
= lim
n
Tn(Φn, y)|k = limn T (Φn, y)|k = S∞(y)
∣∣
k
in distribution.
Whenever φ ∈ Gk(φ), we hence have TφPy|k = Py|k for all k ≥ k(φ), and since the finite-
dimensional distributions Py|k completely determine Py, that implies TφPy = Py.
Idempotence. Fix k ≤ m ≤ n. By definition of the sampler in (22),
Sm→k(Sn→m(y))
d
= Tm(Φm, Tn(Φn, y))
∣∣
k
d
= T (Φn, y))
∣∣
k
d
= Sn→k(y) ,
where the second identity holds by (41). That implies, using Theorem 1, that also
Sn→k(Sk(y))
d
= Sk(y) ,
so idempotence holds.
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Prefix density vector. Since the prefix densities exist, the vector t(y) exists for all y ∈ Y.
Fix φ ∈ G. Since Y is invariant, t(Tφ(y)) is well-defined. The vector has one entry for each
k ∈ N and xk ∈ Xk, and by definition of prefix densities,
txk(Tφ(y)) = limn
Palg{T (Φn, T (φ, y))
∣∣
k
= xk} (41)= txk(y) ,
so indeed t = t ◦ Tφ. For a random draw, idempotence implies
txk(S∞(y)) = limn Palg{Sn→k(Sn(y)) = xk} = limn Palg{Sn→k(y) = xk} = txk(y) a.s.,
and hence t(S∞(y)) = t(y) almost surely.
Relation between the measures Py. The above implies Py(t
−1t(y)) = 1. Thus, if y and y′ are
such that t(y) = t(y′), then Py and Py′ concentrate on the same set. Otherwise,
t(y) 6= t(y′) ⇒ t−1t(y)) ∩ t−1t(y′)) = ∅ ⇒ Py(t−1t(y′))) = 0 .
Hence, t(y) = t(y′) if and only if y ≡S y′. Moreover, since Py|k(xk) = txk(y), that implies
Py = Py′ if and only if y ≡S y′, so the algorithm is resolvent. Since t = t ◦ Tφ, the set t−1t(y)
is invariant, so Py and Py′ are mutually singular on σ(G) unless y ≡S y′.
Proof of Proposition 11. Recall that t is a map X→ [0, 1]∪kXk . Denote the subvec-
tor of densities of prefixes in Xk by t(k) : y 7→ (txk(y))xk∈Xk . The latter is precisely the law
L(Sk(y)), represented as a vector of probabilities on the countable set Xk,
t(k)(y) = L(Sk(y)) = lim
n
T (L(Φn), y)
∣∣
k
.
Clearly, t is continuous if and only if t(k) is continuous for each k. Fix k, and any sequence
(yi) in X with limit y, and define the net
αin := T (L(Φn), yi)
∣∣
k
.
Consider row- and column-wise convergence of the net:
(i) Hold i fixed: Since the prefix densities exist, αin converges as n→∞.
(ii) Hold n fixed: Since X is almost discrete, yi → y implies, for every n ∈ N, that yi|n = y|n
for all sufficiently large i. Since T is a prefix action, that in turn means
T (L(Φn), yi)|k = T (L(Φn), y)|k hence αin i→∞−−−→ T (L(Φn), y)
∣∣
k
uniformly.
Since (αin) converges separately in i and n, and convergence in i is even uniform, (αin)
converges as a net to a limit α, and limn limi αin = limi limn αin = α. Thus,
lim
i
t(k)(yi) = lim
i
lim
n
T (L(Φn), yi)
∣∣
k
= lim
n
T (L(Φn), y)
∣∣
k
= t(k)(y) whenever yk → y ,
and t(k) is indeed continuous for every k ∈ N.
The next lemma is adapted from a standard result on Borel sections [35, A1.3], using the
fact that measurable functions between suitable spaces have a measurable graph [3, 4.45]:
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Lemma 22. Let f : X→ Y be a Borel map from a standard Borel into a second-countable
Hausdorff space, the latter equipped with its Borel σ-algebra. Then for every probability mea-
sure P on Y, there exists a Borel map σP : Y → X such that
f(σP (y)) = y for P -almost all y ∈ Y .
The image f(X) is measurable in the joint completion of the Borel sets on Y under all
probability measures on Y
Proof of Corollary 10. It suffices to show the randomized case. AbbreviateQ := L(Y ).
The vector t is a map Y ⊂ X→ [0, 1]∞. The law Q defines an image measure Q′ := t(PY )
on [0, 1]∞. Since Y ⊂ X is invariant, it is measurable, so its relative topology makes it a
standard Borel space [37, 13.4]. By Lemma 22, there exists a map σQ : [0, 1]
∞ → X satisfying
t(σQ(s)) = s for Q
′-a.a. s ∈ [0, 1]∞ and hence t(σQ(t(y))) = t(y) for Q-a.a. y ∈ Y .
By (iii) in Theorem 9, the equivalence classes of ≡S are the fibers of t. Since f is hence
constant on each fiber, the map f ′ := f ◦ σQ satisfies f = f ′ ◦ t almost surely under Q.
Hence, by (ii), f(S∞(y)) = f(y) almost surely.
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