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A Note on Sequential Decision Approach to Pattern 
Recognition and Machine Learning ~ 
Cm-HAU CHEN 
ADCOM, Inc., Cambridge, Massachttsetts 
A pattern recognition system has been formulated with the frame- 
work of sequential decision theory. Recognition of multiple pattern 
class with features properly ordered is considered. The system can 
switch from supervised learning to unsupervised learning to continu- 
ously improve the performance. Application of the work to computer 
recognition of handprinted and handwritten English characters i
examined in detail. 
LIST OF SYMBOLS 
A(H~) = stopping threshold of ith pattern class 
p(x/H~) = conditional probability given ith pattern class is true 
Uk(x/Hi) = generalized sequential probability ratio 
m = number of pattern classes 
L~ = le-mling observations of ith pattern class 
Uj(n) = statistic for j th feature when n observations have been 
taken 
~- = conditional estimate of the random parameter 0 
x = observation of input l)attcrn 
F~ = feature 
K^- = covariance matrix due to additive noise 
¢~ = estimated covariance matrix of random parameter when 
N learning observations have been taken 
M = mean vector 
I. INTRODUCTION 
The problems in statistical pattern recognition have been divided into 
two parts: the receptor and the categorizer. For several years, many 
* Part of the work ri~ported in this paper was done for a Ph.D. dissertation 
submitted to Purdue University, and was supported by David Ross Grant PRF 
3373. 
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research efforts have been concentrated on the investigation of a classi- 
tication criterion in discriminating one pattern class from tile others, 
i.e., the categorizer problems. Abramson and Braverman (1962) have 
considered the use of learning observations of which the class of pattern 
is specified. The learning scheme in pattern recogaition employed by 
Sebestyen (1962) is to determine from sample inputs the best method of 
partitioning the sample space into nonoverlapping decision regions. An 
adaptive pattern recognition system with unsupervised learning has 
been developed by Cooper and Cooper (1964). Pattern recognition and 
machine learning using Wiener's canonical forms have been investi- 
gated by Brick (1965). t{ecently, the decision-directed a aptive re- 
ceiver has been examined by Scudder (1965). In designing a pattern 
recognition machine, the required time (or obsel~,ations) for recognition 
and learning is usually as important a factor as the number of errors in 
recognition. The sequential decision theory (e.g., Wald (1950)) has been 
aimed at properly compromising number of observations and errors. 
Application of sequential tests to pattern recognition was proposed by 
Fu (1962). In this report, the concept of sequentially taking observa- 
tions and making decisions applied to problems of pattern recognition 
and machine learning is extensively investigated. A rejection criterion 
for recognition of multiple pattern class is presented. The coordination 
of receptor and eategorizer of a recognition system is considered. From 
the samples of known classification, the system can learn the probability 
distributions of pattern classes. After this supervised activity has 
ceased, the system can use its own decisions to further improve the 
performance. 
The application of theory of pattern recognition to character recog- 
nition and in particular, recognition of handwriting characters, lms been 
examined by a number of authors (e.g., Eden (1962); Mccmclstein and 
Eden (1964)). An excellent review can be obtained from the recent paper 
by Lindgren (1965). In tlfis report, the advantages of using sequential 
decision theory in recognition of handprinted and lmndwritten English 
clmracters have bccn demonstrated by computer sinmlation results. 
Throughout this paper, we assume ach unknown input pattern will be 
assigned to one of a finite number of categories, each of which is called 
a patter n class. The pattern ctmracteristic is denoted as a feature; the 
vector wlmse components are features is called a feature set. 
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II. SEQUENTIAL RECOGNITION OF MULTIPLE PATTERN 
CLASSES 
In this section, it is assumed that the distribution of each pattern class 
is characterizcd by certain known parameters which may be estimated 
from a limited number of samples from that class. If there are two pattern 
classes, Wald's (1947) sequential probability ratio test (S.P.R.T.) can 
be uscd, which requires the computation of likelihood ratio and com- 
parison with two stopping thresholds. For more than two pattern classes, 
the generalized sequential probability ratio test (G.S.P.R.T.) call be 
used. At kth observation, the generalized sequential probability ratio 
for ith l)attern class is computed as 
p(x/H~) 
Uk(x/U, )  = [II'~-i p(x /Uq)]  '''~ i = 1, . . . ,  m 
where m is the number of pattern class. 
The Uk(x/II~) is compared with stopping threshold of ith pattern 
class, A(H~), i = 1, -.- , m and the optimal procedure isto reject he ith 
pattern class if Uk(x/II~) < A(H~).  After rejection of ith pattern class, 
the total number of classes is reduced by one and a new gcneralizcd 
sequential probability ratio is formed. After taking each observation, tile 
decision of whether to continue taking observation or to reject certain 
pattern classes is bascd on the complete previous information thus far ob- 
tained, and no information is lost, even after rejection of certain pattern 
classes. The pattern classes are rejected sequentially until only one is 
left which is accepted as the recognized class. The rejection criterion, 
though somewhat conservative, will lead to a high percentage of correct 
recognition bccause only the pattern classes which are most unlikely to be 
true are rejected. As the number of pattern classes is reduced, the pattern 
class which is most likely to be true becomes more evident. Let e~q be the 
probability of deciding ith pattern class if actually qth pattern class is 
true. The error probabilities can be specified to compute the stopping 
thresholds defined as 
1 - e .  
d(U, )  = [ I I~ ,  (1  - -  e,q)] ~1" i = 1, . . .  ,m 
where e,(O) = L~(O). 
For two pattern classes, this test is equivalent to Wald's sequential 
probability ratio test and tlle optimality of S.P.R.T. holds. For more 
than two pattern classes--whether the optimality is valid remains to be 
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justified--the test, however, is close to optinmm in that the average 
number of samples required to reject a pattern class is nearly minimum 
when two hypotheses are considered: a pattern class is rejected and not 
rejected. 
It  is noted that Reed (1960) proposed the generalized sequential prob- 
ability ratio test ill which the previous knowledge is discarded when a 
pattern class is rejected. 
III. TttE STATISTICAL PATTERN RECOGNITION SYSTEM 
Whell the categorizer decides to continue takillg ot)servatious, there 
may be more than one feature or feature set available for subsequent data 
processing. Each observation may be a single feature or a k-dimensional 
feature set. At each stage, the selection of the feature to bc observed e- 
pends on the outcome of all features that have bcen chosen at earlier 
observations. 
The main purpose of feature-ordering is to provide, at successive ob- 
servations, the feature which is most "informative" among all possible 
choices of features, for the next observation. In determining which 
feature is more "informative" than the others, our knowledge of which 
pattern class is more likely to be true should be fully utilized, as each 
feature plays a different role of importance among all pattern classes. 
Lewis (1962) examined a conditional entropy type function as a measure 
of the "goodness" of a feature or feature set. I t  is desired to choose a 
feature which extremizes a statistic which is an expected value of some 
function. Such function call be a measure of correlation of pattern class, 
feature and previous observations of features. Let r be the available num- 
ber of features and F j ,  j = 1, - . . ,  r be the j th  feature. Such statistics 
can bc written as 
Uj (n )  = ~ P (F~ , H i ,x1 ,  . . .  , x , )  l og  
i=1 
P(F I ,  H i ,  x l  , " " , x , )  
P (F j )P (H i )P (x~,  " "  , x , )  j = 1, . "  , r 
after n observations were taken. 
Since 
P (F j ,  H i ,  x l ,  - - .  , x,) 
= P(F i /x l ,  " "  , x , ,  H~)P(Hdx l ,  . . .  , x , )P (x l ,  . . .  , x , )  
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and P(x~,  • . .  , x,,) are independent of feature or pattern class, we can 
obtain more insight of the statistic by writing 
Ui(n)  = ~ P (F f fx l ,  
iffil 
• .. , x , ,  H~)P(H I /x l ,  . . .  , x , )  
• log P(F f fx l ,  . . .  , x , ,  H i )P (Hdx l ,  . . .  , z , )  
P(F j )  P(H,)  
and the sclection procedure is to compute the a posteriori probabilities of 
all patter~ classes and the conditional probabilities of all features remain- 
ing unobserved and choose the feature for the (n + 1)th observation 
which gives the largest Ui(n) ,  j = 1, . . .  , r. 
As the number of observations increases, the a postcriori probability, 
corresponding to the unknown input pattern class, gradually plays a 
dominant role in U¢(n), and the features which best charactcrize the in- 
put pattern class are most likely chosen earlier than the others. 
The block diagram of the statistical pattern recognition system is 
shown in Fig. 1. The receptor extracts from input pattern, k important 
features represented by a vector x = (xl,  . . .  , xk), k = r + n. The 
categorizcr will then make a decision on the basis of observations 
(xl,  • ." , x,). Before a terminal decision is made, a proper feature is 
chosen for subsequent observation. 
IV. SEQUENTIAL LEARNING IN PATTERN RECOGNITION 
Let the a priori probability associated with each pattern class be 
P(H~), i = 1, . - .  , m, the learning observation of the ith pattcrn class be 
Li = ( /x l ,  12~, - ' -  , lxi), the observation of an unknown input pattern 
be x. The a posteriori probability of the ith pattern class is given by 
p (Li, x/II~)P(H~) 
P (H~/L ,  , x)  = ~__,~_, p(L ,  , x /H , )P (H , )  
and 
where 
p(L , ,  x /H i )  = p(x/Oi , H , )p (LdH, )  
F 
p(x /L , ,  H,) = J p (x /L , ,  0, ,  H , )p (O, /L , ,  H,)  dO, 
in which 01 is the random parameter for the ith pattern class. The classi- 
fied learning observations provide us with the knowledge of the random 
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Fla. 1. The functional block diagram of the recognition system 
parameter 0~, thus p(x/L~ , 0~ , H~) = p(x/Oi , H~). The remaining prob- 
lem of obtaining the a posteriori probability isto compute the a posteriori 
density function p(O~/L~, H~). The regularity conditions (Berk, 1964) 
that p(OJL~, H~) will approach to Dirac delta function at the tree 
parameter value 0~0 are satisficd in practice. Furthermore, it can be 
shown (Chen, 1965) that if a sequential probability ratio based on the 
densities satisfying the conditions of convergence each having unique true 
parameter value and Prob. [p(111/01o) = p(121/0~o)] ~ 1, then the S.P.R.T. 
and G.S.P.R.T. based on likelihood ratios of this nature terminate with 
probability one. 
As a measure of the performance of the sequential learning system, 
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let r(O, ~¢) be the loss function which is the distance betweea the random 
parameter and the conditional estimate of the parameter ~ = E(O/L) 
where L denotes N learning observations. A reasonable condition for 
terminating the sequential learning procedure is that the conditional ex- 
pected risk with ~ at the termination is equal to the cost of taking an 
additional observation. ~ If Q(L/O) is the probability of taking Nobserva- 
tions and terminating the sequential learning procedure, then this con- 
dition can be written as 
f Q(L/O)r(O, ~)p(O/L) d8 = C 
For Gaussian assumptons of input observations and random param- 
eter, i.e., 
r (0 ,  = I 0 ;1 (o  - 0 )l x ,-~ n(M, KN) 
and 
I(K , + _- x/ C 
the number of iterations N is the number of learningobservati0ns re- 
quired to achieve the desired performance. 
Learning observations of known classification are ,lot readily available 
in many practical situations. It may be desired to operate the recognition 
machine such that the improvement of performance is made by the 
recognitiou system itself without relying ell an external aid. As the 
system is expected to make some errors the convergence to the true pa- 
rameter cannot be achieved. However, by using the best a priori knowl- 
edge to start with, the bias on the parameter estimate caused by such 
errors can be greatly reduced. The decision to continue or to stop taking 
learning observations can be made each time a learning observation is
classified. If an additional observatiou is requested, the parameters of
the recognized class are re-estimated and a decision is made from the 
most updated knowledge of these parameters. Recognition of successive 
learning observations i  performed by a sequential decision procedure; 
thus the error probability can be reduced below the desired level with a 
minimum average sample ,lumber. 
The re-estimation of parameters of each pattern class will move the 
' Dr. J. J. Bussgang kindly mentioned tothe author the related work by Goode 
and Birdsall (University of Michigan). 
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estimated parameter point to a new location in parameter space. Assume 
the patterns are contaminated byadditive white Gaussian oise of power 
spectral density No~2. Consider a pair of pattern classes, with error 
probability (see e.g., Wozencraft and Jacobs (1965)) 
( d,, ~ l 
where 
f = 1 x 2 Q(y) = ~ exp - ~ d~v 
and d~i is the distance between the two estimated parameter points in 
parameter space. For more than two pattern classes, the average rror 
probability is 
f d,, 
v( , )  =< o 
for m pattern classes. The probability of correct recognition is
1 P(c) = 1 -- P ( , )  >= 1 - ,=, Q \ ~ }  => 1-  -~ (m - 1) 
The tightest lower bound occurs when m = 2, thus P(c) >= ½ is the 
minimum requirement for the a priori distribution of each pattern class. 
That is, the probability integral evaluated over the nonoverlapping 
regions enclosing the true parameter of each pattern class in the param- 
eter space should be greater than ½. This condition may correspond to 
the minimum signal-to-noise ratio requirement in an unsupervised a apt- 
ive sequential detection system. 
By coImccting the two learning processes, the system may start with 
supervised learning process. When desirable system performance is
achieved, the supervised activity is ceased and the system then relies on 
its own judgement in further improving the performance. 
V. APPLICATION OF SEQUENTIAL DECISION THEORY TO COMPUTER 
RECOGNITION OF IIANDPRINTED AND HANDWRITTEN 
ENGLISH CHARACTERS 
The sequential pattern recognition scheme has been developed inprevi- 
ous sections without a particular type of pattern in mind. A more specific 
application of the theory to computer recognition of handprinted and 
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handwritten English characters i described in this section for illustrative 
purposes. The samples used in the experimcnt wcre obtained by asking 
three subjects to print characters in a two inch squarc or to write charac- 
tcrs in a circle with a two inch diameter. The characters are fairly central- 
ized and normalized. Eight features x l ,  • • • , x8 were selected for hand- 
printed characters, and cightecn features x l ,  • -- , xls for handwritten 
characters as shown in Fig. 2. Features are numbered consecutivcly, in a 
counterclockwise direction, starting from the upper left position of the 
grid. Each feature is assigned by a number which is the distance, meas- 
ured along the predetermined path, from the edge of the square or the 
circle to the first intersection of the character. The features elected for 
2" ' LI -!
Fro. 2(a). Typical handprinted charactem 
Fro. 2(b). Typical handwritten characters 
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handprinted characters were essentially the same as those chosen by 
Marill and Green (1960), in their character recognition experiment using 
the fixed sample decision procedure. This choice of features is somewhat 
arbitrary with the hope of being close to Gaussian distribution. The 
mean vectors and eovariance matrices of these features were computed 
from 50 test samples for each character. The recognition procedure is 
truncated at the 8th observation for handprinted characters and at the 
18th observation for handwritten characters. I t is noted that as the aver- 
age sample number 2 increases, corresponding to the increase of stopping 
thresholds and the increase of number of truncations, the average number 
of errors does not increase monotonically; the use of all eight features in 
handprinted characters and all eighteen features in handwritten charac- 
ters does not lead to the smallest number of misrecognitions. This fact 
indicates that there is some optimum sample number, hoot with 
0 < nopt < N,~= (total number of features) which will do the best job in 
recognition. This is shown in :Fig. 3 for the recognition of handwritten 
English characters a and b. The recognition result for four pattern classes 
(handwritten a, b, c, d) is indicated in Table I where E~(n) denotes the 
average sample number to reach the decision that the ith pattern class 
is true. There is a saving of nearly half of total number of features. 
If feature ordering is considered, the recognition result is as shown in 
Table II. 
Although no general conclusion can be made from this result, experi- 
mental evidence based on a number of tests indicates that with a slight 
sacrifice of the percentage rror in some pattern classes, the average 
number of observations required to reach a decision when successive ob- 
servations are properly ordered can be much reduced. With feature order- 
ing, a selection of good features will result in faster termination of the 
recognition procedure. 
To illustrate the improvement of system performance from using the 
system's own decisions, assumptions are still made on Gaussian dis- 
tribution of features, i.e., x N n(M, K~) where M is the mean vector 
and K.v is the covariance nmtrix of the additive noise. The mean vector 
M is considered as a random variable with normal distribution, i.e., 
M ~ ~(~, ¢). The mean vector and the covariance matrix of the recog- 
nized pattern class can be re-estimated as follows 
2 IIere, average sample number means the average number of feature measure- 
ments made from an unknown input pattern. 
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FIG. 3. ANE vs. ASN and ST vs. ASN for handwritten English characters. 
ANE: Average Number of Errors. ASN: Average Sample Number. ST: Stopping 
Threshold. 
pn = KN(¢~-I + K~-)-~pn-1 -~- Cn-l(¢a-1 -~- KN)-'X,, 
¢, = KN(¢,-1 + KN)-1¢~-1 
when n learning observations have been classified as belonging to the 
same pattern class. 
The mean vector and the covariance matrix are updated after each 
observation. Oxfly the parameters of the recognized pattern class are 
modified and the parameters of other pattern classes arc unchanged. The 
scheme does not require any external supervision during operation. Only 
560 CIIEN 
TABLE I 
I n  
Out 
a b c d 
a 28 0 1 2 
b 1 27 0 0 
c 0 3 29 1 
d 1 0 0 27 
In 
Out 
a b c d 
Stopping Threshold: log A (H~) 
fo r i  = 1, 2, 3,4 
E,:(n) = 10.40 
Eb(n) = 9.32 
Ec(n) = 15.80 
Ea(n) = 11.65 
=- -4  
TABLE I I  
Stopping Threshold: p(Hi/x) = 0.9 
i = 1, 2, 3, 4 
a 26 4 8 5 
b 0 25 4 4 
c 4 1 18 0 
d 0 0 0 21 
E,:(n) = 4.73 
Eb(n) = 3.00 
Ec(n) = 4.70 
Ea(n) = 3.62 
I O.4 
2 0.3 
rt 
0.2 
W 
0.! 
o 
o ~ ,'o l's 2'0 2'5 3'0 3'5 .~G 
~t.,5~9 n (Number of Observotions) 
t 
(b l2~~ 
Fro. 4. Learning curve for recognition of (a) handprinted (b) handwritten 
English characters. Covariance matrix K~ is an identity matrix. 
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the best initial knowledge (~0 and ¢0 in this case) will be needed and it 
will become less important as tlle number of learning observations in- 
creases. The nmchine learns and recognizes patterns which may not be- 
long to the same class. For the present unsupervised learning experiment, 
fairly good initial samples ,ire provided to the recognition system with- 
out informing their classifications. Successive learning observations are 
classified with a different but minimum number of features. 
For two pattern classes, when the error probability is small, it can be 
approximated by 1/](A - Z)/a~ I where A > 1 is the stopping thresIlold, 
= EZ~, ~" = var. Z , ,  and Z, = log pl(x)/p2(x).  
A plot of the learning curve with error probability vs lmmber of learn- 
ing observations based on the experiments for recognition of (a) hand- 
printed (b) handwritten English cllaracters is shown in Fig. 4. 
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