In this paper, we study various parallelization schemes for the Variable Neighborhood Search (VNS) metaheuristic on a CPU-GPU system via OpenMP and OpenACC. A hybrid parallel VNS method is applied to recent benchmark problem instances for the multi-product dynamic lot sizing problem with product returns and recovery, that appears in reverse logistics and is known to be NP-hard. We report our findings regarding these parallelization approaches and present promising computational results.
Introduction
Variable Neighborhood Search [4] is a simple, although efficient, metaheuristic method for the solution of various types of optimization problems. A system- atic change of neighborhoods consists the core function of VNS, in order to intensify the search for better solutions and also to diversify local optimum solutions. VNS obtains a neighbor solution from the current solution and runs a local search procedure to reach a local optimum. If an improved solution is obtained through any of the neighborhood structures, then it is the new current solution. Otherwise, the perturbation (shaking) procedure searches for another neighboring solution to perform a new local search.
All the state-of-the-art optimization solvers are already parallelized for exploiting the modern multiprocessor hardware systems. Similarly, researchers are motivated to parallelize their heuristic methods for performance tuning. Thus, one can find either parallel VNS heuristic implementations using either CPU parallelization schemes (MPI VNS [2] , OpenMP / threads VNS [3, 5] ), or even hybrid CPU-GPU VNS parallelization schemes [1] . This paper considers a hybrid CPU-GPU parallelization of a variable neighborhood search method that was recently presented in [6, 7] for the solution of the uncapacitated multi-item economic lot-sizing problem with remanufacturing. The remainder of this note is organized as follows. Section 2 briefly describes the uncapacitated multi-item economic lot sizing problem with product returns and recovery. In Section 3, we present the research methodology and the limitations of our study. The experimental results are shown in Section 4. Finally, conclusions and future work are discussed in Section 5.
Inventory optimization problem
The uncapacitated multi-item economic lot-sizing problem with remanufacturing aims to compute i) the number of new x M (k, t) and/or remanufactured products x R (k, t) and also ii) the inventory level of serviceable items y M (k, t) and/or items that can be remanufactured y R (k, t), per period. The objective of the problem is to minimize the total cost due to i) manufacturing and/or remanufacturing setup cost, and also due to ii) holding cost for the serviceable items and/or recoverable items per unit time. The number of periods (T ), different products (K), setup/holding costs (
, the demand for each time period and product (D(k, t)) and also the number of returned items per period and product (R(k, t)) that can be completely remanufactured and sold as new, constitute the parameters of this problem. The mathematical formulation of this problem is analytically presented in [7] .
The initialization method, and also the neighborhood structures of the proposed variable neighborhood search method are the same as those presented in [7] and are, thus, omitted in this short paper. Due to the construction of the neighborhood structures [7] , a strong data dependency was noticed by using the NVIDIA Visual Profiler. Thus, it was not possible to parallelize the "find the best neighbor" function (see Algorithm 1) of the VND method. Therefore, the products-period loop was rather parallelized so that for each product we can, in parallel, calculate the new objective value (the problem is uncapacitated, and thus no link exist between the products). The only drawback is that the "find the best neighbor" function requires to be serially executed.
Algorithm 1 Parallel VND using OpenACC
Furthermore, we have tried OpenACC bearing in mind that our program is not compute-intensive and it has many memory transfers. However, using the $acc data copy directive several useless memory transfers were avoided and thus, this version managed to perform better than the four-threaded version OpenMP. Also, the parallelization strategy was exactly the same in both versions.
Finally, the hybrid CPU-GPU version aims to execute in parallel the shaking and VND functions of the General Variable Search (GVNS) algorithm using OpenMP, on two GPUs (see Algorithm 2) . Each thread, which corresponds to a GPU, sends data from host memory to GPU and receives data from GPU to host memory (see Figure 1) . Afterward, the objective values of each thread are compared with each other, the minimum one is selected and the process continues until the time limit is reached. The VND function is using OpenACC as previously explained. Using PGI University Developer License the maximum available OpenMP threads were limited to four. Thus, it is possible that the OpenMP performance with eight OpenMP threads -equal to the processor's cores-could be improved than both OpenACC and hybrid solutions.
Algorithm 2 GVNS using two GPUs
The computational experiments were performed on a computer running Ubuntu Linux 14.04 64bit with an Intel Core i7 CPU 920 at 2.793 GHz with 8 MB SmartCache and 6 GB DDR3 400 MHz main memory. Also, the following two graphic cards were used: an NVIDIA GPU GeForce GTX 980 and an NVIDIA GPU GeForce GTX 960, on PCI Express x16 Gen2 bus. These GPUs featured 4 GB of memory and 2048 Cuda cores, and 2 GB of memory and 1024 Cuda cores, respectively. The VND implementation was implemented in Fortran and compiled using the PGI Accelerator Fortran/C/C++ Workstation for Linux -University Developer License.
The experimental computational study compared the performances of i) the serial implementation of VND presented in [7] , ii) an OpenMP implementation of GVNS, iii) an OpenACC implementation of GVNS, and finally iv) a hybrid OpenMP -OpenACC implementation of GVNS. The results presented in [7] were based on a VND and due to its serial implementation no shaking could be succesfully completed in a short amount of time. However, the new parallel implementations provided us the ability to successfully complete the shaking phase in the given time period and thus we now present more complete VNS schemes.
Each implementation was tested using a recent set of large benchmark instances presented in [7] with 300 products and 52 periods, and executed for 60 secs. The results of the comparative computational study are depicted in In this paper a new hybrid CPU-GPU GVNS metaheuristic algorithm based on OpenMP and OpenACC programming languages was proposed. The algorithm was applied on a recent set of 108 benchmark instances of a hard inventory optimization problem and produced better quality solutions not only from the corresponding sequential version but also from other two parallel implementations. Moreover, it would be interesting to use other programming languages either for CPU parallel programming (i.e., MPI) or for GPU parallel programming (i.e., CUDA, OpenCL), in order to assess their benefits.
