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The goal in this work was to design a circuit that could classify objects by color in real-
time that can be used for quality improvement. A circuit that performs color analysis of
an image and, according to that analysis, classifies the object was designed. A histogram of
the Spherical Coordinate Transform of the image is computed and compared to histogram
patterns to make a classification decision. The circuit was tested on the classification of cof-
fee fruits in four maturity stages: immature, under-mature, mature and over-mature. The
results showed that it is possible to build a system for color object classification that works
in real-time and that can be affordable and portable. The designed circuit is implemented on
a Field Programmable Gate Array (FPGA), acquires video at 64 frames per second, classi-
fies the coffee fruits at a rate of 25 fruits per second and achieved an average efficacy of 75.7%.
Keywords: Real-time, image processing, color analysis, classification.
Resumen
El objetivo de este trabajo fue diseñar un circuito que lograra clasificar objetos basado
en su color funcionando en tiempo real y que pueda ser usado en aplicaciones de control de
calidad. Se diseñó un circuito que toma una imagen, analiza sus caracteŕısticas de color y,
de acuerdo a este análisis, asigna el objeto a una categoŕıa. La imagen se transforma del es-
pacio RGB a coordenadas esféricas, se calcula el histograma de la imagen transformada y se
compara con los patrones de cada categoŕıa para realizar la asignación. El circuito fue usado
para clasificar frutos de café en cuatro estados de maduración: inmaduro, pintón, maduro
y sobremaduro. Los resultados mostraron que es posible construir un sistema que clasi-
fique objetos basado en su color, que funcione en tiempo real y que además sea económico
y portátil. El circuito diseñdo adquiere video a una velocidad de 64 cuadros por segundo,
clasifica frutos de café a una tasa de 25 frutos por segundo y obtuvo una eficacia promedio
de 75.7%.
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1 Introduction
The aim of this work was to design a circuit for the classification of objects by color in
real-time, which could be used for coffee quality improvement. The principal motivation
for designing such a circuit was to help getting a solution for a regional need. As it is well
known, coffee is a very important product of the coffee belt region and nowadays there is
an imperative need of increasing the competitiveness of this agricultural sector. To do that,
the produced coffee have to be of high quality or to have some added value. Either of these
possibilities demand a system for separating coffee fruits by maturity stages. To achieve this
objective, the most important characteristic that has to be measured is the coffee fruit color.
On the other hand, any machine designed for this purpose must not affect the production
rate. So, a real-time image processing system is needed.
The strategies commonly used for the development of real-time image processing systems
are the use of temporal, spatial or logical parallelism and streaming. These strategies can be
implemented by using multicores, Graphical Processing Units (GPUs), Programmable Logic
Devices (PLDs) and heterogeneous architectures. Multicores and GPUs are processor devices
with a fixed hardware, where each core can follow sequences of instructions. Whereas PLD
are circuits with interconnections that can be reconfigured and can perform parallel tasks.
Processor-based image processing systems can perform complex image processing tasks easily
but they require storing the images in memory before starting the processing, which is a time
and power consuming process. On the other hand, PLD-based systems have constrained pro-
cessing resources, but they can implement parallel circuits and process images via streaming
without the need of storage resources. Taking into account considerations such as processing
speed, resource usage, affordability and portability aspects, a PLD-based system is proposed.
The circuit, designed for a Field Programmable Gate Array (FPGA), analyzes a video stream
at 64 frames per second, computes a histogram of the Spherical Coordinate Transform of the
frames and compares them to histogram patterns. The result of the comparison indicates
the category to be assigned. All of this processing is carried out on an FPGA device. This
circuit was tested on the classification of coffee fruits in four maturity stages: immature,
under-mature, mature and over-mature. To carry out this test, it was necessary to imple-
ment an experimental set-up that emulated a feeder. The circuit could classify coffee fruits
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at a rate of 25 fruits per second with an efficacy of 75.7%.
The structure of this document focuses on the five key elements that were studied to achieve
the solution to the problem stated namely real-time image processing and object recognition
tasks, color image segmentation, histogram based characterization and classification, hard-
ware implementation and coffee fruits classification. The document structure is as follows:
• Chapter 2 Real-time image processing and object recognition tasks
• Chapter 3 Image acquisition and color image segmentation
• Chapter 4 Histogram based characterization and classification
• Chapter 5 Hardware implementation of the algorithms
• Chapter 6 Coffee fruits classification
• Chapter 7 Conclusions
2 Real-time image processsing and
object recognition tasks
This chapter presents a brief discussion of the state of the art of real-time image processing as
well as object recognition works that use color as the main characteristic to classify objects.
It is also presented a summary of the work developed in image processing stages such as:
acquisition, segmentation, characterization and classification likewise a practical application
and the system architecture. Section 2.4 includes a description of the lighting selected and
of the set-up designed to present moving objects to the camera at certain speeds. Section
2.5 states the importance of choosing a good segmentation strategy and of selecting the
most adequate color space for the image representation. In addition, the reasons for the
selection of the Spherical Coordinate Transform to segment the coffee images are mentioned.
Section 2.6 comments about the feature vector used and the classifiers that were tested. The
application of the design to the classification of coffee fruits is outlined in Section 2.7 and
the architecture of the design is shown in Section 2.8.
2.1 Real-time image processing
Machine vision systems have become very important in a great variety of automation sys-
tem, due to its accuracy, uninterrupted operation, objectivity but most of all because they
can obtain and process a large amount of information about the properties of objects even
those that humans cannot directly observe. Besides, these systems are cost-effective and
non-destructive [1, 32, 65].
There are many application fields for machine vision systems: medical, forensics, geographic,
industrial, agricultural, etc. In industrial and agricultural applications the main goal is the
quality inspection of products. All this applications try to take advantage of the properties
mentioned before, specially non-destructive and non-visible properties.
For a machine vision system to be successful, as any other automation system, it has to fulfill
all the requirements imposed by the specific application and nowadays time constrains are
one of the most important aspects in industrial applications. However, one of the drawbacks
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of these systems is that image processing algorithms are very computationally expensive.
Moreover, technological advances have increased the need for real-time image processing
solutions. Mobile devices, high definition cameras and television, and hyper-spectral cam-
eras have influenced greatly every aspect of our daily lives. Surveillance systems, industrial
inspection systems, robot guiding systems, medical applications, forensic applications, agri-
cultural applications and many others, need real-time image processing capabilities due to
the amount of information that new technologies provide. Hence, strategies for real-time
image processing have to be developed [53].
Real-time image processing is difficult to define. The acceptable time response of a real-time
image processing algorithm depends on the specific application. An algorithm is consider to
work in real-time if it can process a video without losing any frame, it can meet the deadlines
imposed by the application and of course, if its time response is predictable. To achieve that,
digital image processing algorithms have to be accelerated.
Digital image processing algorithms are the core of a machine vision system [23]. At the
beginning these algorithms were developed mainly on software. But with the increment in
resolution (size and bit depth) and dimensionality (3D and hyper-spectral) of images, the
amount of information that has to be processed has increased considerably, making the PC
performance inadequate for applications that use this kind of information. Because of this,
traditional software based solutions are not the most adequate for applications with con-
strained time requirements.
Much research has been done on real-time image processing. There are papers that present
solutions for real-time specific applications [35, 78, 16, 8, 55, 79, 56, 25, 66, 44] and there
are others that tries to achieve a better performance for specific image processing algorithms
[26, 12, 90, 27, 68].
In [56] a system for the real-time monitoring of wide areas based on CPU is proposed. They
optimize the feature selection process in order to get real-time performance. The maximum
speed at which the system can track in a reliable way an object is 60 km/h. A system for
real-time crop/weed discrimination is presented in [25]. The camera is mounted on a tractor,
which will spray the weed and will be moving at a speed of 7Km/h. Therefore the system
had to work at 25 frames/s. To achieve this speed, they proposed a system composed of two
parts. The first one detects the crop rows under any acquisition condition and without time
requirements in order to be as accurate as possible. The result of this stage is a reference
image of crop rows location. This reference image is used for the fast image processing sub-
system (second part) to deliver results in real-time.
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Eklund et al. [35] presented a survey on the application of GPU in accelerating algorithms
for medical image processing. They begin with basic image processing algorithms such as
filtering, passing trough the most common algorithms used in medical imaging for registra-
tion, segmentation and denoising and finally specific algorithms for CT, MRI, ultrasound
and some other medical images. They state the importance of using GPU to enable the
practical use of image processing in medical applications by taking advantage of its parallel
computing capabilities, which allows the fast processing of the large amount of information
of medical images. Smistad et al. [78] presented a more specific survey only on accelerating
medical image segmentation methods using GPU. Besides, they presented a framework for
rating the suitability of accelerating an algorithm on a GPU. In [16] a performance compar-
ison between a GPU-, FPGA- and multicore-based solutions for the acceleration of image
reconstruction of 3D ultrasound computer tomography is presented. They measure the per-
formance using the throughput of reconstructed voxels per second and obtained the better
performance with the GPU.
Souani et al. [79] designed a system for the automatic recognition of road signs that was
implemented on FPGA. The segmentation is made based on color and shape characteristics
and the classification is achieved by using neural networks. The system got 82% of efficacy
running on a vehicle at a speed of 120Km/h. In [8] a system for the intelligent acquisition
of fingerprints is described. They acquire an image, measure its quality and find singular
points in 0.04 ms for images of size 96 x 96 or 0.67 ms for images of size 374 x 388. Meng
et al. [55] implemented a system for the real-time recognition of three hand gestures. They
accomplished this task reliably on video sequences at 12 frames/s.
A high-speed low-cost sorting machine to be used to separate white wheat from red wheat
or for rejecting popcorn having blue-eye damage was developed in [66]. A profile in the
gray intensity image was used to determine whether a popcorn had blue-eye damage or not.
The standard deviation of intensity image and a count of the darker blue pixels was used
to determine the kind of wheat. The system uses a CMOS camera and an FPGA device to
process the images achieving real-time performance.
In [44] a system for foreground object segmentation was designed. They used color, edge
and texture information to accomplish this task. The system was implemented on FPGA
and works at 60 fps with images of size 1920 x 1080. Cao et al. [26] proposed an architecture
to achieve buffering of images without the need of using external memory to be used in any
image processing system. They tested this architecture in a stop sign detection system. The
system was implemented on FPGA and achieved a rate of 60 fps at a resolution of 752 x 480.
In [12] it was presented an FPGA implementation of serial morphological filters that could
work near the 100Hz HDTV 1080p standard. Wang et al. [90] accelerated the retinex algo-
rithm on a GPU-based architecture. They obtained an acceleration of 74 times with respect
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to the CPU implementation at a resolution of 4096 x 4096. A hardware implementation
on FPGA of a 3D surface model reconstruction was presented in [27]. Piovoso et al. [68]
presented various proposals for the implementation of Kalman filters for different imaging
settings to work in real-time.
As could be observed, the principal strategies described to achieve real-time image processing
are the use of multicores, GPUs, programmable logic devices such as FPGA and heteroge-
neous architectures. Brodtkorb et al. [22] presented a comparison of three architectures:
multicore, GPU and FPGA. They found that multicore-based solutions are very versatile,
have good performance with double precision arithmetic but are expensive. GPU-based so-
lutions perform well in single floating point operations and have good relation between price
and power consumption. However, its performance is not so good when the algorithms re-
quire considerable synchronization and communication capabilities. FPGA are better suited
for applications that use fixed point, integer or bit operations. In these cases the speed
response and power consumption are outstanding, but FPGA are difficult to program. So,
the specific application has to be analyzed in order to decide the more adequate approach.
2.2 Object recognition applications
Object recognition applications, specially where efficiency is needed, are based on the mea-
surement of low-level features such as color, shape and texture [5, 10, 80]. Color is an
important feature used by humans to recognize an object and is very simple to compute. In
addition, color is invariant to distortion and scale [93], because of these reasons, this feature
is widely used in object detection tasks. Shape is also an important feature since some kinds
of objects can be recognized by observing only this attribute. However, the extraction of this
feature is more complex than color. A shape measure can be obtained by analyzing either
the edge- or the region-pixels. Texture is complementary to color and shape features, since
it cannot distinguish between different objects that share color characteristics, and shape
can be easily affected by occlusions or perspective [93]. But texture is yet more complex
than any of them. This complexity is even found on the lack of a standard definition for this
feature [89, 93].
In [15] several color descriptors for parquet sorting were analyzed. The descriptors were com-
puted on three different color spaces in order to select the best: RGB, HSV and CIE Lab.
They compared simple and complex color descriptors: mean, standard deviation, homogene-
ity, color percentiles, marginal histograms and 3D color histograms. The results showed no
statistical difference between the color spaces and that the use of simple statistical descrip-
tors is enough to solve the problem. In addition they stated that all of the approaches are
suitable for real-time image processing.
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Safavi et al. [73] proposed an automated system for the sorting of polypropylene plastics
based on color. Plastics of five colors were distinguished: blue, red, green, white and yellow.
They used a UV-VIS-NIR spectrometer in the visible range to measure the reflectance of
the material at three different wavelengths: 450 nm, 521 nm and 650 nm. After that, they
computed two relative reflectance: the ratio r521nm/r450nm and the ratio r650nm/r521nm. The
first ratio was used to distinguish between blue, green and yellow plastics whereas the second
was used to distinguish between red and white plastics. It is important to mention that the
sample has to be checked for blue and yellow before red or white because of some similarities
of these colors in the first ratio. The classification is accomplished by comparing the ratios
to predefined thresholds that were obtained by observation of several measures. From the
experiments they concluded that VIS spectroscopy is a reliable technique for the sorting of
polypropylene plastics based on color.
In agricultural applications, color, shape and texture joined to size measures are the key
attributes to define the quality of agricultural products [42, 94]. However, color is the first
and most important aspect that consumers use to evaluate quality. The importance of prod-
uct color is derived from the fact that it is related to product aspects such as freshness and
maturity [92].
In [13] color was used to separate foreign material and reddish wheat from bulgur. Oil palm
fresh fruit bunches were classified by maturity using four spectral bands: 570, 670, 750 and
870 nm in [72]. Blasco et al. [18] used the R/G ratio to classify pomegranate arils in four
categories: white, pink, red and brown arils. They developed the software in C language
and do not use any commercial library in order to ensure real-time processing. Besides, they
used two cameras in order to optimize the acquisition. While the image of one camera was
being processing the other camera was acquiring the next image. The algorithm separated
the blue background from the arils by using a manual threshold, selected by an expert, in the
R channel. Pixels with R values lower than the threshold were considered to be part of the
background. After that, the regions were labeled and very small or large objects were not
considered. In [39] the relationship between the peel color and the quality of fresh mangoes
was studied. A model based on CIE L*a*b* color space was developed, which could predict
the mango quality from its peel color.
Histogram color vectors were used in [38] to classify nectarines by variety. Several color
spaces (RGB, HSV YCbCr, and normalized RGB) were tested, which were used to compute
mixed histogram vectors. The results showed that the histogram vectors composed of the R
and the gray layer (Rg) and luminance Y and normalized R (Y R̄) could get an efficacy of
100% when compared using Pearson correlation coefficient. Whereas when using cumulative
subtraction for histogram comparison, a maximum efficacy of 90% was achieved with HSV
histogram vector. In [69] an index computed from the RGB components was used to classify
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dates in three categories by using predefined thresholds. The system was successful only for
two of the three classes. In [28] the V color component of the YUV color space was used to
recognized ripe tomatoes using a simple threshold.
In [77] HSV color space was used to identify amber gemstones by color. They divide the ROI
in several segments. The segments are obtained by forming rings with the same number of
pixels starting from the center. The feature vector is composed of mean, standard deviation,
kurtosis and skewness of the color components. The efficacy of the system was 79%. In
[19] wood is classified by color. The color features used are the mean of the L, a and b
components of CIE Lab color space and the homogeneity of L and the hue component of
HSV color space. Image processing was used for fish freshness assessment in [34]. This as-
sessment was made by analyzing color characteristics of gills and eyes. Values from the CIE
Lab color space were used. The rating of cherries by color in an outdoor environment was
studied in [88]. They use the mean in the R channel to compare it to predefined thresholds.
In [58] the mean of R, G and b* were used to grade persimmon fruits by ripeness. In [95]
a 2D-histogram in the R-G plane are used to classify dates by maturity. Some other works
have been presented for nut, apple, starfruit, tomato [48, 3, 4, 96] or to identify an specific
color [31, 67].
Some attempts have been made to classify coffee fruits [76, 74, 54, 70]. All of them use color
as the principal characteristic to achieve the classification since this feature has been proven
to be correlated with the coffee fruit ripening process [7]. In [76] the RG plane was divided in
five regions one for each category (immature, under-matue, mature, over-mature and dry).
The average efficacy of the system was 76%. In [74] a vector composed of color, texture and
shape features was used to classify the fruits. The color features are obtained from six color
spaces. Each color space has three components so, the vector is composed of 18 values. Each
value is the mean for each color component. The efficacy of the system was 96.88%. In [54]
RGB and HSI color spaces were used. the histogram for each component is computed. The
mean, deviation and symmetry of each histogram is calculated. These six values are used to
classify. The efficacy was 90%. In [70] a prototype machine for classification of coffee fruits
was designed. It uses optical sensors. Every coffee fruit passes in front of the sensors then,
a profile of its reflectance is computed, and according to it, is classified.
2.3 Problem statement
As it was stated at the beginning of this chapter, a system for separating coffee fruits by
maturity stages is needed to make the Colombian coffee more competitive in the worldwide
market. To be useful for small coffee producers, a coffee sorting machine must analyze be-
tween 43 and 86 fruits per second for a middle size crop of five hectares in 24 hours, in order
to process between 1500 Kg and 3000 Kg of coffee per day. So, developing a machine like that
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requires a fast, portable, low-cost and power-efficient system. Considering the advantages
and disadvantages of multicore, GPU and FPGA, and the needs of the coffee classification
system, FPGA approach is selected. It is important to say that the streaming capabilities
of FPGA-based systems were also considered to make the decision. The streaming helps in
reducing the power consumption and the need for resources other than the FPGA chip.
On the other hand, it is clear that color is a very important feature in the sorting of fruits and
coffee is not an exception. Besides, since the solution will be FPGA-based, color is adequate
because it is easy and fast to compute. Then, it will not require a great amount of resources
from the FPGA. For all these reasons, color is the feature selected to classify the coffee
fruits. In addition, the researches carried out at Cenicafé had consider four maturity stages
for coffee fruits. Hence, in this work it is proposed the development of an electronic system
for the classification of coffee fruits in four maturity stages based on color characteristics.
Next sections present an overview of the work developed to achieve this goal.
2.4 Image acquisition
As it is known acquisition conditions are crucial for the development of a successful image
processing solution. This means that if possible, they have to be controlled. The aspects
to be evaluated at this stage are: illumination and sensor features (camera). In this work
can be assumed that it will be possible to locate lamps that provide controlled illumination
conditions. Concerning the camera, the principal aspects that are evaluated to take a deci-
sion are price, frames per second, spatial and color resolution. However, for this application
there is an additional consideration. Since the camera has to send the information to the
FPGA, it is better if the camera can be easily connected to it. So, it was decided to use the
TRDB D5M 5 megapixel Terasic camera, which comes with a demonstration design to be
used on DE2-70 development board and has a low cost (85 USD).
For the selection of the lamps only two kinds of illumination were tested warm (4000K)
and cold (6500K) light. A test with the two lamps was carried out. This test support the
fact that color food is better seen with warm illumination [51]. The final set-up used was
composed of four led lamps of warm light, which consume 9 W each.
In addition, at one moment of the research, it was necessary to implement a set-up that
could allow the presentation of the objects at different speeds to the camera. This was
accomplished by the building of a wooden wheel joined to a step motor. This wheel was
covered using a blue chamois to get a blue background and an infrared encoder was located
on the wheel axle with the aim of indicating the moments to start and to end the video
acquisition.
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2.5 Segmentation
As was stated in section 2.2 color is an important characteristic to achieve a successful object
recognition, specially in the coffee application. On the other hand, segmentation is a neces-
sary step in any machine vision system to accomplish the recognition task. So, techniques
for color image segmentation has to be studied. The basic approaches to get image seg-
mentation are histogram-based, region-based or edge-based. However the majority of these
techniques have been developed for monochrome images and have been adjusted for its use
in color images. This approach does not always provide the best results. Then the per-
formance of different color spaces in color image segmentation have been researched. From
these studies a preference for perceptual color spaces such as HSV, HSI, HSL, CIE L*a*b*
or CIE L*u*v* has emerged. Keeping in mind the final application, HSV color space and
Spherical Coordinate Transform (SCT) were considered. The SCT is a color transformation
that showed good performance in this kind of problem in a previous work [59].
Two segmentation algorithms based on HSV and SCT color transformations were tested.
Knowing that obtaining ground truth to compare segmentation results is a very laborious
and time consuming process, it was decided to use the objective performance measures used
in [84, 37]. These measures try to evaluate the performance of a segmentation result based
on criteria such as homogeneity, simplicity (not many holes within a region) and difference
between regions.
Three experiments were carried out to compare the performance of the two segmentation
algorithms with general, colorful and coffee images. The results show that in general and
colorful images the HSV algorithm perform better than SCT. However in the case of coffee
images SCT perform better than HSV, and the difference is significant. One cause of error
was that the HSV algorithm generate a very fragmented background. Then the measures
were repeated without taking into account the background. Although the measures for HSV
improve, still SCT was better in the general average. But when the results were observed
per stage, SCT was better for immature and over-mature fruits whereas HSV was better in
under-mature and mature fruits. This occurred because the brights in the immature and
over-mature fruits generate more regions in HSV segmentation than in SCT segmentation.
From all the results, SCT was chosen to be implemented in the hardware system.
2.6 Characterization and classification
In order to recognize an object, it has to be described. Depending on the distinctive char-
acteristics of the object the features can be internal or external. Internal characteristics
describe color and texture whereas external characteristics inform about the shape of the
object. So, according to the principal characteristics, the feature vector is built.
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To select the feature vector, experiments with three different kinds of objects were devel-
oped. Table tennis balls of seven colors (green, yellow, orange, red, magenta, purple and
blue), painted wooden balls (green, yellow, orange, and red) and coffee fruits in four ma-
turity stages (immature, under-mature, mature and over-mature) were characterized. The
table tennis balls were used to verify that the SCT had discriminant capacity. The wooden
balls were painted of three tones of green, two tones of yellow, two tones of orange and four
tones of red with the aim of finding if the SCT could represent the different tones as the
same color. Finally the coffee fruits were used to check out if the four maturity stages could
be differentiated. The characterization was made with the objects static and moving. From
these experiments a color histogram was selected as the feature vector.
Once the feature vector has been obtained, it is used by the classification stage. The classifier
has to assign the object to one of several categories. In this work a supervised classifier based
on histogram comparison was implemented. The principal bin-to-bin histogram comparison
classifiers, namely intersection distance, Manhattan distance, Euclidean distance and χ2
distance, were tested. Image retrieval and coffee classification experiments were used to
select the histogram comparison classifier to implement. These experiments showed that
intersection distance and Manhattan distance are equivalent and that all the classifiers had
a similar performance, slightly favoring χ2 distance. Then to select the classifier, one aspect
that was taken into account was their computational complexity. This is an important
aspect to take into account since the system will be implemented on FPGA, which has
limited resources. So, the histogram comparison classifier selected was intersection distance.
2.7 Coffee fruits classification
Sorting machines in the agricultural industry can help to increase the product quality and to
reduce production costs. Because of this, machine vision technology has been applied to the
grading of many types of fruits and vegetables. One of the motivations of this work was to
research the possibility of using the circuit designed to sort coffee fruits in real-time in four
maturity stages: immature, under-mature, mature and over-mature. A machine that can
achieve this goal would increase the outcome of coffee producers, for example by allowing
them to enter to new markets (i.e. coffee blends). There are commercial sorting machines for
coffee but mostly for dry coffee. Very few can be found for coffee cherries and the majority
can classify coffee fruits in two categories: immature and mature.
The circuit designed was tested on the classification of coffee fruits. The fruits were presented
to the system one by one and in sequences of 24. When the fruits were presented one by
one the efficacy was 90%. But when the fruits were presented in sequences the efficacy was
reduced to 75.7%. This reduction was caused mainly by synchronization issues between
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the camera and the shooting system. The circuit could classify coffee fruits at a rate of
25 fruits per second. However, it is important to say that for this application, besides the
histogram comparison classifiers, a heuristic classifier was designed. The performance of this
last classifier was similar to the performance of histogram comparison classifiers. Nonetheless,
the classification mistakes of the heuristic classifier were less costly for the coffee quality.
2.8 System architecture
The architecture used for the classification of objects is composed of a module for video
capture followed by one for color image segmentation. Subsequently, there is a module that
computes a color histogram that is used for the next module to classify the object depending
on its color. The described architecture is shown in Fig. 2-1. Following is a brief description
of each module.
Figure 2-1: System architecture
2.8.1 Video capture
The TRDB-D5M 5 megapixel camera from Terasic is used for video acquisition. It is config-
ured with an exposure time of approximately 15 ms, a clock pixel frequency of 25 MHz and
a resolution of 640 x 480. This settings provide an acquisition rate of 64 fps. In addition,
the color pixel information send by the camera has to be converted from Bayer pattern to
RGB color space. Although the bit-depth of a pixel is 12-bit, this conversion module reduces
it to 10-bit for storing purposes. It is important to note that this storing is needed only to
visualize the image on a monitor.
2.8.2 Color image segmentation
The SCT algorithm was modified in order to be implemented as a circuit on the FPGA.
These modifications had the aim of reducing the complexity of the operations needed to
accomplish the transformation. The modified version uses simple arithmetic and shifting
operations on integer values. In this stage, the pixel bit-depth was further reduced to 8-
bit. The validity of all the modifications were verified by comparing the circuit results
to the Matlab implementation. Since SCT is a pixel-oriented algorithm, this process is
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accomplished in streaming. This means that the pixels are processed in the order and at the
time that they are being received. Moreover, the SCT had to be adjusted to the acquisition
conditions.
2.8.3 Histogram calculation
The histogram calculation module is composed of a set of counters and a maxima finder.
These counters received the information of the color segmentation module regarding the
cluster in which the pixel is located and the corresponding counter is incremented. When the
last pixel of the frame is processed, the histogram is already available for further processing.
Since the system analyzes a video stream, which is composed of a sequence of frames, a
global histogram has to be computed. This objective is achieved by the implementation of
a sub-module that stores the maximum value of each bin in the video stream.
2.8.4 Classification
The global histogram is used for this module to classify the objects. A histogram comparison
classifier was implemented. The decision is shown on a set of leds located in the DE2-70
development board. Since this module has to wait for the global histogram to be computed,
it introduces a latency. However, this latency is not considerable because the classifier is
implemented as a combinational circuit.
Finally, an important aspect of the proposed architecture is that it can be replicated to
work with multiple cameras without affecting its real-time performance due to the parallel
functioning of the circuits, whereas a processor-based system would be affected with such a
modification.
2.9 Final remarks
The current challenges of real-time image processing had been addressed. For an image
processing system to be considered to work in real-time it has to meet all the deadlines
imposed by the specific application. The need for real-time image processing has increased
considerably with technology advances that bring image processing applications into daily
people lives. Many automation systems are based on machine vision systems taking ad-
vantage of visual information. Medical, forensic, industrial, agricultural and many others
areas have been influenced by machine vision systems, mainly because its non-destructive
and non-invasive nature.
Although, there had been a lot of research on image processing algorithms, real-time image
processing is still an open research area. A brief set of real-time image processing applica-
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tions has been presented to contextualize on the strategies used to accomplish the objective
of real-time image processing. Although some strategies stand on software optimization,
some others stand on the use of hardware to accelerate algorithms. In this area, multicore
systems, GPUs and programmable logic devices had been used.
The most commonly used features for object recognition were described: color, shape and
texture. Some advantages and disadvantages were presented. Color features were selected
in this work focusing in the specific application and the need for computing efficiency. A
summary of the work developed in each one of the stages followed in the developing of an
image processing system was presented.
The system architecture used for the solution of the proposed problem was specified. This
architecture was proposed to take advantage of the parallel processing capabilities of the
FPGA. This allows the system to be replicated for using it with more than one camera,
without affecting the real-time performance. The system consist of four modules: video
capture, color image segmentation, histogram calculation and classification.
3 Image acquisition and color image
segmentation
Image segmentation is an important task in any machine vision system. The success of the
entire system is highly influenced by the result of this stage. The objective is to partition the
image into meaningful regions that have to be homogeneous. Several approaches have been
proposed to solve this problem: histogram-based, region-based or edge-based but most of
them were developed for monochrome images. Although many of them can be extended to
color images easily, there has been a lot of effort to develop segmentation algorithms for color
image segmentation [29]. This tendency is encouraged by the fact that have been demon-
strated that color plays an important role in object recognition, specially when the objects
that have to be recognized are color diagnostic objects (objects strongly associated with a
specific color) [21, 61]. Moreover, when the inner characteristics of the objects are of interest.
Two important factors to take into account to achieve a successful color image segmentation
are the acquisition conditions and the selection of the color space. Concerning the acqui-
sition conditions, they were chosen carefully, taking into consideration the color processing
algorithms that will be applied on the images. Regarding the color space, the selection was
made paying special attention to its computational complexity.
This chapter shows the considerations for the selection of the acquisition conditions and the
color space used for the experiments. Next, a brief description is presented for HSV color
space and also for the Spherical Coordinate Transform just as the proposed segmentation
algorithms based on them. Following is a comparison between the performance, of HSV and
SCT segmentation algorithms, in color image segmentation. This evaluation was performed
using three sets of images: general, colorful and coffee images.
3.1 Acquisition conditions
The perceived color of an object depends on its reflectance properties, the incident illumi-
nation and the sensor characteristics. So, if the illumination is changed, the measured color
of the object changes too [11, 40]. Of course, this situation would affect the result of color
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image processing algorithms. Then the illumination to be used has to be chosen with the
application in mind.
In [51] an experiment was conducted to observe the effect of the change in the illumination
source on the acquired CIE L*a*b* values from the scene. Three illumination sources were
used, D65 (the reference illumination source for CIE L*a*b* color space), A (tungsten illu-
mination) and 83 (fluorescent warm illumination 3000K). MacDougall stated that the two
last types of illumination allows to relate the food color with the visual color so, they are
better suited for food applications. The results of the experiment showed that the values
with D65 illumination were more blue than the other two. And the values with A illumina-
tion were more red than with 83. These results are compatible with the characteristics of
each illumination source.
Images of the database presented in [71], taken under warm and cold lighting, were used to
prove the hypothesis that warm light is better suited for food applications. An example of
the result on one image is shown in Fig. 3-1. In Fig. 3.1(b) and 3.1(d) can be noted the
effect of the illumination change. Fig.3.1(b) shows how a cold illumination source turns the
scene blueish, and reddish in the case of warm illumination (see Fig. 3.1(d)).
(a) (b)
(c) (d)
Figure 3-1: Example of SCT applied on an image with cold and warm illumination
In addition, two led lamps of warm and cold light each were used to prove that in this appli-
cation warm light should be preferred too. The color segmentation algorithm was applied on
images acquired with the two kinds of illumination. The results from the test showed that
the SCT transform get better segmentation results when the warm lighting is used, because
with the cold lighting more pixels from the fruit were segmented as background than with
the warm lighting. So, based on these results, warm light is selected.
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Another important aspect that have to be taken into account in color measurement is the
calibration procedure. However in color sorter machines used in the food industry it is
customary to calibrate the measures according to the acquiring conditions that are present
at a specific time and with a specific product [49]. In this work, this procedure was followed.
The illumination conditions were fixed to obtain the better color segmentation. After that,
the color histograms were computed for a sample of objects and the patterns to be used
for the classifier were obtained. All of the subsequent tests used these patterns to get the
classification results. It is important to say that this procedure was carried out only once.
Although in a more real application it is recommendable to repeat this procedure some times
to ensure that the system is working under the actual illumination conditions, in this work
the lighting was stable enough to achieve good performance using the initial calibration.
So the color measurements that were obtained are valid only under the lighting conditions
described. If another illumination is used, the measurements have to be repeated, in order
to evaluate the effect.
3.2 Color spaces
Different color spaces have been studied to achieve color image processing. But none of them
is suitable for all the possible applications. Instead, they have to be chosen depending on
the application [29]. The RGB color space is an additive color space designed to be used in
visualization devices and based in the fact that the eyes have sensors (cones) for the red, green
and blue wavelengths. On the other hand, the subtractive CMYK color space was designed
for printing applications, since it is based in pigment mixing. Other color spaces such us YIQ
and YUV are used for sending the image information for TV. But these color spaces have no
relation with the way the humans perceive the color because a person describes a color by its
hue, saturation and brightness. Hue is a description of the dominant wavelength perceived,
saturation is a description of the purity of the color and brightness is how illuminated the
color is. Then perceptual color spaces such as HSI, HSV, HSL, CIE L*a*b* or CIE L*u*v*
have been proposed to solve this situation. Generally CIE color spaces perform better than
other ones in segmentation applications [33]. In [59] the Spherical Coordinate Transform
(SCT) had a good performance in a color segmentation application. SCT transform and
HSV color space are easier to compute than CIE L*a*b* or CIE L*u*v* color spaces. Then
in this work only SCT and HSV are used to obtain color segmentation of objects.
3.2.1 HSV color space
HSV is a perceptual color space that maps the RGB cube to a cylinder. Its hue and satu-
ration components contain the chroma information and the value component indicates the
intensity value, which means that this color space tries to decouple the color from the bright-
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V = MAX (3-3)
The hue component is the angle around the vertical axis of the cylinder starting at red and
its range lies between 0 and 360 degrees. Saturation is the distance from the axis to the point
and ranges from 0 to 1, and value is computed from the height of the point in the cylinder
and ranges from 0 to 255. The color segmentation is based on hue component. The range
of this component is divided into 25 different regions beginning from 0 and increasing by an
amount of 360/25. The color assigned to each block is the RGB mean for the segmented
region.
3.2.2 Spherical coordinate transform
SCT is a transform not a color space. Originally it was proposed as a clustering algorithm
for the segmentation of melanoma images. This transform as HSV does, tries to decouple
the brightness from the color. This is achieved by transforming the RGB coordinates to
spherical coordinates as it is shown in Fig. 3-2 [87].
(a) (b)
Figure 3-2: Spherical Coordinate Transform. a) RGB Color space b) SCT triangle
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The angles α and β contain the chroma information and the distance from the origin to the
point is its intensity. As the chroma is the information of interest, only the two-dimensional
triangle defined by the angles is used (see Fig. 3.2(b)). The clustering is made on this
triangle using the Ui values as thresholds that define the size of the divisions. The number
of clusters depends on the application and for this work 25 clusters are used based on the
previous work carried out in[59]. For every pixel the values of angles α and β are computed
and they are grouped into 25 clusters according to these values as it is shown in Fig. 3.2(b).
The angles range goes from 0 to π/2 radians, and then each block is defined by the following
thresholds:
















In Fig. 3.2(b) can be observed the location of the thresholds. The equations that are used










The color assigned to each segmented region is its RGB mean.
The number of clusters selected (25) is based on results obtained in a previous work [59]. In
this work a good segmentation performance was achieved using this number of clusters. In
addition, it is not a good idea to increase this number, since this will require more resource
usage from the FPGA, resources that have to be optimized.
3.3 Color segmentation results
The performance of HSV color space and SCT transform in color segmentation is com-
pared. To do that, it is necessary to define a methodology for performance comparison.
Three methodologies have been used to achieve this goal: Qualitatively (visually), using
ground truth (labeling regions manually) and objective performance measures such as the









































where I is the segmented image, N × M is the image size, R is the number of segmented
regions, Aj and ej are the size and the color error of the jth region respectively, S(k) is the
number of regions with size k and MaxArea is the size of the larger region. The color error
ej is the sum of the Euclidean distances between the color vector assigned to the region j in





∥pn − cj∥ (3-10)
The first measure F (I) (in equation (3-7)) was proposed by Liu and Yang [47]. With this
proposal they tried to avoid the tedious, inaccurate and sometimes difficult procedure of
labeling images, but still, evaluate the performance of the segmentation result based on cri-
teria such as homogeneity, simplicity (not many holes within a region) and difference between
regions. These three criteria are directly or indirectly measured by F . If there are too many
regions and many of them are small, F is increased because the number of regions R is large,
causing that the second and third criteria are not met. On the other hand if there are few
regions, the color error of each region ej may be large, then F is also increased, because there
is a lack of homogeneity. Then, the smaller the value of F , the better is the segmented image.
Borsotti et al. [20] identified that the evaluation function F failed in evaluating noisy seg-
mentations. Then, they proposed two new evaluation functions F ′ in equation (3-8) and Q
in equation (3-9). These functions keep the form of F but refine some terms to obtain a








The aim of this replacement is to make F ′ more sensitive to segmentations that generate
many small regions (noisy segmentations). This objective is accomplished by the exponent
(1 + 1/a). This new term is close to
√
R when there are few regions and increases the value
of F ′ when there are many small regions. However they note that F ′ was not as sensitive as
necessary for small segmentation differences. After analyzing the functions F and F ′, they
concluded that the problem was their structure. Because of that, they change the structure
of the function and proposed the Q measure (see equation (3-9)) that modifies the last term
of F and F ′ as it is shown in equation (3-12).

















In equation (3-12) the first term penalizes non-homogeneous regions and the second term
penalizes noisy segmentations by increasing the value of Q when there are many regions with
the same area (typically small regions).
Three experiments were performed to evaluate the performance of the segmentation algo-
rithms. The results are evaluated from a qualitative point of view and using the objective
performance measures. In the first experiment, 70 Images from the public Berkeley database
were used to compare HSV and SCT segmentation algorithms. The three evaluation mea-
sures were computed. The median and the standard deviation from them for the two seg-
mentation algorithms are shown in Tables 3-1 and 3-2.
F (I) F ′(I) Q(I)
SCT 0,99 19,77 484,01
HSV 1,37 19,88 99,79
Table 3-1: Median for the evaluation measures for general images
F (I) F ′(I) Q(I)
SCT 1,21 38,03 11110,09
HSV 2,05 62,2 2927,43
Table 3-2: Standard deviation for the evaluation measures for general images
As can be observed the SCT algorithm perform better than HSV when F (I) and F ′(I) are
computed, but HSV is better when Q(I) is calculated. This result can be explained by
analyzing some segmented images.
Fig. 3-3. shows the segmentation result of the two algorithms and their evaluation measures
are shown in Table 3-3. From this values it can be noted that F (I) and F ′(I) are similar
for the two algorithms, but Q(I) evaluate much better HSV algorithm. However the SCT
result in both images is better from a qualitative viewpoint.
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(a) (b) (c)
(d) (e) (f)
Figure 3-3: Example 1 of segmented images. First column original images. Second column
HSV segmentation. Third column SCT segmentation
(a) (b) (c)
Figure 3-4: Example 2 of segmented image. (a) original images. (b) HSV segmentation.
(c) SCT segmentation
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F (I) F ′(I) Q(I)
SCT HSV SCT HSV SCT HSV
Fig. 3.3(a) 2,48 2,83 49,3 36,5 265,84 64,56
Fig. 3.3(d) 4,46 6,75 164,4 205,8 24016,73 7405,72
Table 3-3: Evaluation measures for Fig. 3-3
The reason why Q(I) penalizes so much the SCT segmentation is because this algorithm
retains more texture information generating many small regions, situation that is specifi-
cally penalized by Q(I). Besides, in some images like the one shown in Fig. 3-4, the three
measures evaluate better the HSV segmentation, but again SCT is clearly better from a
qualitative viewpoint, since SCT differentiates the faces of the two people and them from
the coat better than HSV.
Fig. 3-5 shows more examples of segmented images where Q(I) penalizes heavily the SCT
segmentation, but the qualitative result is not so different and it is even better than HSV
segmentation.
After having tested the segmentation algorithms in general images, they were tested to eval-
uate the capacity of discriminating colors. Then, a set of colorful images were selected from
the internet and the evaluation measures were computed. The results are shown in Fig. 3-6
and Tables 3-4 and 3-5.
F (I) F ′(I) Q(I)
SCT 1,61 26,78 295,09
HSV 1,79 43,92 272,82
Table 3-4: Median for the evaluation measures for colorful images
F (I) F ′(I) Q(I)
SCT 2,72 104,68 11130,75
HSV 3,83 138,75 6710,81
Table 3-5: Standard deviation for the evaluation measures for colorful images
The median and standard deviation values of F (I) and F ′(I) are similar for the two al-
gorithms. Again, Q(I) penalizes very hard the SCT algorithm. Analyzing these results it
can be noted that the two algorithms have no big difference in the way they discriminate
saturated colors.




Figure 3-5: Example 3 of segmented images. First column original images. Second column
HSV segmentation. Third column SCT segmentation




Figure 3-6: Example of segmented colorful images. First column original images. Second
column HSV segmentation. Third column SCT segmentation
Finally, the algorithms were tested on coffee images since this is the final application on
which the system will be tested. Results are shown in Tables 3-6 and 3-7 and Fig.3-7.
Tables 3-6 and 3-7 show that SCT algorithm is better than HSV algorithm for the seg-
mentation of coffee fruits. After analyzing the segmentation results it could be noted that
the reason for this low quality in the HSV algorithm was the big fragmentation of the back-
ground. Then, the measures were repeated but without taking into account the background.
The results are shown in Tables 3-8 and 3-9. These tables show that HSV and SCT have
the same behavior in the first two measures but SCT is better in Q(I).





Figure 3-7: Example of segmented coffee images. First column original images. Second
column HSV segmentation. Third column SCT segmentation
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F (I) F ′(I) Q(I)
SCT 0,25 6,28 396,85
HSV 0,57 30,39 114752,4
Table 3-6: Median for the evaluation measures for coffee images
F (I) F ′(I) Q(I)
SCT 0,15 5,31 1477,52
HSV 0,15 12,51 217660,5
Table 3-7: Standard deviation for the evaluation measures for coffee images
However, when these measures are analyzed in every state of maturation of the coffee fruits
HSV is better than SCT in under-mature and mature fruits but SCT is much better in
immature and over-mature ones as it is shown in Tables 3-10 to 3-17.
These results can be explained by observing Fig. 3-7. In this figure can be noted that
HSV is more affected by the brights in the immature and over-mature stages, making the
segmentation noisy, then affecting the performance measures.
F (I) F ′(I) Q(I)
SCT 0,24 5,65 272,57
HSV 0,28 8,12 1359,74
Table 3-8: Median for the evaluation measures for coffee images without background
F (I) F ′(I) Q(I)
SCT 0,16 5,33 1272,42
HSV 0,11 4,86 4355,93
Table 3-9: Standard deviation for the evaluation measures for coffee images without back-
ground
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F (I) F ′(I) Q(I)
SCT 0,09 1,08 6,26
HSV 0,36 12,83 6289,18
Table 3-10: Median for the evaluation measures for immature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,04 0,58 4,38
HSV 0,07 3,51 6183,82
Table 3-11: Standard deviation for the evaluation measures for immature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,39 10,34 775,96
HSV 0,27 6,77 309,88
Table 3-12: Median for the evaluation measures for under-mature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,15 5,75 2256,81
HSV 0,11 3,99 602,01
Table 3-13: Standard deviation for the evaluation measures for under-mature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,24 5,58 284,83
HSV 0,20 4,82 181,53
Table 3-14: Median for the evaluation measures for mature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,13 3,86 346,54
HSV 0,06 1,69 267,93
Table 3-15: Standard deviation for the evaluation measures for mature coffee fruits
3.4 Final remarks
The importance of the image segmentation stage in a machine vision system has been stated.
The basic approaches used to achieve this goal are histogram-based, region-based or edge-
based. Many algorithms have been developed for monochrome images and have been ex-
tended to color images. But this is not the best solution for all applications. Since color has
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F (I) F ′(I) Q(I)
SCT 0,24 6,31 419,72
HSV 0,28 9,70 2725,51
Table 3-16: Median for the evaluation measures for over-mature coffee fruits
F (I) F ′(I) Q(I)
SCT 0,11 3,19 430,88
HSV 0,11 4,44 2135,79
Table 3-17: Standard deviation for the evaluation measures for over-mature coffee fruits
been pointed out as an important feature that helps in the process of object recognition,
specific color image segmentation algorithms have been proposed. Then, in order to get good
color measures, the acquisition conditions and the color space had to be chosen carefully.
Warm and cold light were tested to select the more adequate for the application. The results
supported the asseveration of MacDougall indicating that warm light is better for food ap-
plications. Although there are many color spaces proposed for image processing tasks, none
of them is useful for every application. In object recognition tasks, perceptual color spaces
such as HSI, HSV, HSL, CIE L*a*b* or CIE L*u*v* are preferred. However, taking into
account the target application, only HSV was used, joined to SCT transform that was found
useful in the segmentation of coffee fruits in a previous work. The transformation from the
RGB color space to HSV and SCT and the segmentation algorithms proposed based on them
were presented. The segmentation is accomplished by clustering. The number of clusters
used was 25 taking into account the results obtained in [59]. Besides, this decision helps in
optimizing the resource usage of the FPGA but still obtaining good performance.
The performance in segmentation tasks of these two algorithms was compared using objective
performance measures F (I), F ′(I) and Q(I). The bases of these performance measures were
explained. Segmentation tests on general, colorful and coffee images were carried out. The
results showed that HSV perform better than SCT on general and colorful images according
to the performance measures. However, from a qualitatively point of view there were no
great difference, even favoring the SCT algorithm. In coffee images instead, SCT perform
better than HSV, although when observing the results by maturation stages, HSV perform
better than SCT in under-mature and mature stages. This could be explained by the fact
that brights affected the HSV algorithm generating noisy segmentations. SCT was then
chosen for the application based on these tests.

4 Histogram based characterization and
classification
Object characterization is critical for its successful recognition. Then, the selection of fea-
tures that can describe the object correctly has to be done very carefully. Features can be
external or internal. If the shape of the object is important, then external features that
describe the boundary have to be measured. Instead, if features such as color or texture are
needed, then internal features have to be used.
Once the feature vector has been chosen, it has to be passed through a classifier in order
to perform object recognition. Pattern recognition is the process of assigning a label to an
unknown sample, in other words, is to classify an object into one of several categories. There
are two types of pattern recognition techniques: Supervised and unsupervised.
Supervised techniques use training data, which consist of a set of feature vectors and its
corresponding category, to learn how to identify new samples. Some of these techniques
include: Support vector machines, probabilistic summaries, decision trees, among others.
Unlike supervised techniques, unsupervised techniques do not have a labeled training data
set. Instead, they try to learn how to identify new samples by looking for natural clusters
or structures in the training feature vectors. Some of these techniques include: clustering,
hidden Markov models, neural networks etc.
In applications where color is the important feature, the most used feature vector is color
histogram. It is easy to compute and to compare. Color histograms can be composed of
one color component or combination of components, even from different color spaces. His-
togram comparison classifiers are commonly used for classification based on color histograms.
This chapter presents the selection of the feature vector used and the classifiers considered
for this application. Three kinds of objects where characterized: table tennis balls, wooden
balls and coffee fruits. Table tennis balls and wooden balls were characterized in motion,
whereas coffee fruits were characterized static and in motion because they have a more
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complex color information. The experiments showed that the feature vector can distinguish
between green, yellow, orange and red. In addition, two experiments were carried out to
compare the performance of the different classifiers: one for image retrieval and another
one for coffee fruits classification. From the experiments it could be noted that there was
no significant difference between the four histogram comparison classifiers considered. The
histograms used for characterization were acquired using a low-cost camera and an FPGA.
These devices were used on the experimental prototype.
4.1 Characterization
Since color is the principal feature of the application, the feature selection was made taking
into consideration its computational load and its capacity to represent the color of the ob-
jects. Color histogram is the most used representation of colored objects because it is easily
computed and it contains very useful information of the statistical characteristics of data
[89]. However, color histogram does not contain any spatial information. For applications
where color and spatial distribution of color is important, color correlogram is more appro-
priate.
Three kinds of objects were used to test if the SCT histogram can be used to describe the
objects. First, table tennis balls of seven colors (yellow, blue, red, magenta, green, orange
and purple) were used. Next, wooden balls painted of different tones of green, yellow, orange
and red were used. Finally, coffee fruits in different maturation stages were characterized.
Knowing that in the final application the objects will be moving, and that table tennis balls
and wooden balls are from one color, these objects were characterized only in motion. Coffee
fruits instead were characterized static and in motion because a single coffee fruit has many
colors. It can be hypothesized that the presence of different colors will make more difficult
the differentiation between classes. So, it is important to study the effect on the feature
vector when the fruit is moving.
The table tennis balls used in the first test are shown in Fig. 4-1. The aim of this test was
to determine if the SCT could differentiate between the green, yellow, orange, magenta, red,
purple and blue colors, when the object was moving. To do that, a video of each table tennis
ball in free fall was acquired, a histogram of each video frame was computed, and a global
histogram composed of the maxima of each bin in the set of frame histograms is stored. This
last histogram is used to characterize each table tennis ball. The background used was a
blue chamois.
After having done the procedure just described with a total of 100 table tennis balls, a pat-
tern histogram for each color was built by computing the average of all the histograms of
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Figure 4-1: Table tennis balls used for SCT histogram based characterization
the same color. The result of this operation is shown in Fig. 4-2. In this figure, the bins
that are greatly influenced by specific colors are highlighted.
Figure 4-2: Average SCT histograms of the tested table tennis balls. X axis: histogram
bins corresponding to SCT clusters
Fig. 4-2 shows the histogram for the first 15 divisions of the SCT. This is done because
the last ten divisions correspond to blue background pixels. This is also the reason why the
colors blue and purple do not appear in the graphic, since they are confused with the blue
background. It can be observed that the five colors green, yellow, orange, red and magenta








Table 4-1: Table tennis ball characterization
Once it was proven that the SCT can distinguish between different colors, the next step was
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to prove if it can identify different tones of the same color. To do that, a total of 200 wooden
balls painted of different tones of green (3), yellow (2), orange (2) and red (4) colors were
characterized. The wooden balls used are shown in Fig. 4-3.
Figure 4-3: Wooden balls used for SCT histogram based characterization
A video of each wooden ball was taken when they where passing in front of the camera at a
speed of 1,57 m/s. Histograms were computed using the same procedure described for the
table tennis balls. The average histograms are shown in Fig. 4-4. By observing Fig. 4-4, it
can be noted that no matter the tone, the base color can be distinguished. Table 4-2 shows





Orange 2, 8, 13
Table 4-2: Wooden balls characterization
Finally, it has to be proven if the ability to distinguish the colors can help to differentiate
the four maturation stages (immature, under-mature, mature and over-mature) of the coffee
fruits. To do that, ten coffee fruits per maturity stage were photographed in four static
positions (see Fig. 4-5). These different positions were used to study the effect that the
point of view of the coffee fruit can have on the ability to recognize the maturity stage.
The histograms of the 40 photos per maturity stage and the average histograms per position
were computed. Fig. 4-6 shows the average histograms per maturity stage for each of the
four positions. In Fig. 4-6 can be observed that the histograms of the first and the second
position are very similar for each stage. However, this is not the case with the third and
fourth position. In some cases the third or the fourth positions generate histograms very
different from the first two positions (see Fig. 4.6(h), 4.6(k), 4.6(o)). In other cases, the







Figure 4-4: Average histograms of the tested wooden balls. X axis: histogram bins corre-
sponding to SCT clusters
the size of the fruit from these points of view is smaller.
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(a) (b)
(c) (d)











Figure 4-6: Average histograms of the tested coffee fruits. X axis: histogram bins corre-
sponding to SCT clusters
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Besides these aspects, it is important to note that these changes in the histograms are caused
because the maturation process of a fruit is not homogeneous as can be observed in Fig. 4-5.
This process starts at the bottom of the fruit (see Fig. 4.5(c)) and continues until the pe-
duncle attached to the tree is reached (see Fig.4.5(d)). Then, if an under-mature coffee fruit
is seen from the bottom it can appear as a mature fruit, or if it is seen from the peduncle it
can appear as an immature fruit. Because of this, for the rest of the tests it is assumed that
the fruit will be presented to the system in the first or second positions only. This means
that the feeder has to be designed to guarantee this constraint.
Fig. 4-6 also shows that some colors appear mainly in some maturity stages. This is
the case of cluster 9 in immature fruits, clusters 3 and 4 in under-mature fruits, cluster 1 in





Over-mature 7, 8, 13
Table 4-3: Coffee fruits static characterization
A final experiment was carried out to verify if this discriminant capacity is maintained even
if the coffee fruits are moving. So, the coffee fruits were presented to the system moving at
a speed of 1,57 m/s (25 fruits per second) and the characterization process was repeated.
Results are shown in Fig. 4-7.
From the histograms shown in Fig. 4-7 it can be concluded that the discriminant capacity is
kept, but it can be noted too, that there are more pixels on the right side of the histograms
than the ones in the static position. This effect is caused by the blurring of the image. It is
well known that when a camera captures a moving scene, the sensor is exposed to different
points of the scene during the exposure time, so the measured color value is an average of
several points instead of one. The resulting image is then blurred. This situation causes a
lack in color details. Although there are still clusters that characterize each maturity stage,
they are different from the ones in Table 4-3. Table 4-4 shows the clusters for coffee fruits
in motion.
From these results it can be hypothesized that using strobe lighting could provide better
feature vectors, since the difference between maturity stages is more noticeable in a static
position. However, in this work this possibility was not explored.
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(a) (b)
(c) (d)
Figure 4-7: Median histograms per maturity stage at first position moving at 1,57 m/s. X
axis: histogram bins corresponding to SCT clusters. (a) Immature, (b) Under-
mature, (c) Mature, (d) Over-mature
Maturity stage Divisions




Table 4-4: Coffee fruits moving characterization
4.2 Classification
The classifiers selected for the test of the system were based on histogram distances, since
the feature vector is a color histogram. Again, this choice was guided by the need of low
computational load.
4.2.1 Histogram comparison
Histogram comparison can be made using different similarity measures based on the com-
putation of the distance between the histograms that are being compared [50, 45]. All of
the proposed distances fall in one of two categories: Bin-to-bin distances or cross-bin dis-
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tances. Bin-to-bin distances compare the corresponding bins of the histograms, making these
measures very suitable for its use in large amounts of data, due to its low computational
load. However, they have the disadvantage of being sensitive to histogram translation and
the size of the bin. Cross-bin distances compare corresponding bins and non-corresponding
bins, which solves some of the drawbacks of bin-to-bin distances for some applications, but
they increase the computational load. Taking into account that the histograms that will be
compared contain color information and that the difference between two objects will gener-
ate histogram translation, bin-to-bin distances will be used. The four most commonly used
bin-to-bin distances are: Intersection distance, Manhattan (L1) distance, Euclidean (L2)



















Where H and G are two histograms with i bins, to be compared.
In order to compare the performance of the four histogram distances using the feature vector
selected, an image retrieval experiment was carried out. A group of 100 images were selected
from the database used in [14]. Only ten groups from the 80 that compose the database
were used. For each group a set of 10 images were chosen to measure the performance.
The groups used are: balloon, drinks, car, ship, horse, sunset, primates, nests, texture2 and
flower.
Each image from the database was compared to the other 99, using the four histogram dis-
tances. The five images more similar to the query image were retrieved. For each image the
efficacy is computed. Then, the efficacy of the ten images from each category is averaged.
This results are shown in Table 4-5. Examples of the result for some query images are shown
in Fig. 4-8.
The results show that there is no significance difference between the four histogram distance
measures in the image retrieval experiment. The errors in the retrieval such as those shown
in Fig. 4.8(o) and 4.8(q) for query image shown in Fig. 4.8(m) are caused by the use of only
color information and also because of the size of the color clusters, since only 25 divisions
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Category DI DL1 DL2 Dχ2
Ballon 70 70 64 64
Drinks 88 88 80 94
Car 32 32 24 34
Ship 60 60 56 62
Horse 70 70 70 80
Sunset 60 60 56 64
Primates 54 54 54 58
Nests 86 88 76 92
Texture2 72 74 78 80
Flower 62 64 66 64
Table 4-5: Image retrieval efficacy
are being used.
A final experiment was carried out for the classification of coffee fruits. 80 images of coffee
fruits classified in four categories (immature, under-mature, mature and over-mature) were
used, ten to compute the pattern histogram for each class and ten for performance evalua-
tion. However, this time only three histogram distances were used: Intersection, Euclidean
and χ2 distances. This decision is based on the fact that intersection and Manhattan dis-
tances have no difference in the similarity measure when the images are of the same size (the
proof can be found in [43]) and this can be noted in Table 4-5.
From Tables 4-6, 4-7 and 4-8 it can be noted that the efficacy of the three distance measures
is basically the same, with a slightly better performance of Dχ2 . However this measure is
more complex from a computational point of view.
Immature Under-mature Mature Over-mature Efficacy (%)
Immature 10 0 0 0 100
Under-mature 2 8 0 0 80
Mature 0 0 6 4 60
Over-mature 0 0 0 10 100
Table 4-6: Confusion Matrix DI Classifier
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o)
(p) (q) (r)
Figure 4-8: Example of retrieval results. a), g) and m) Query images
Immature Under-mature Mature Over-mature Efficacy (%)
Immature 10 0 0 0 100
Under-mature 2 8 0 0 80
Mature 0 0 6 4 60
Over-mature 0 0 0 10 100
Table 4-7: Confusion Matrix DL2 Classifier
Immature Under-mature Mature Over-mature Efficacy (%)
Immature 10 0 0 0 100
Under-mature 1 9 0 0 90
Mature 0 0 7 3 70
Over-mature 0 0 0 10 100
Table 4-8: Confusion Matrix Dχ2 Classifier
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4.3 Final remarks
This chapter mentioned the importance of a careful selection of features to get a successful ob-
ject recognition. The two categories of features namely internal and external were described.
The difference between supervised and unsupervised pattern recognition systems was stated.
Based on the needs of the final application, a feature vector composed of the color histogram
of the segmented image was chosen. The validity of this approach was verified through
three experiments. The first one use table tennis balls of seven colors (green, yellow, orange,
magenta, red, purple and blue) to measure the color discriminant capacity of the proposed
feature vector. The second one had the objective of measure the ability of the feature vector
to recognize as the same color different tones of it. Finally the third one explored the capac-
ity of the feature vector to distinguish between the four coffee maturity stages. This final
experiment showed that there was discriminant capacity but that it depends on the position
of the fruit. In addition, coffe color characteristics vary from static to moving scenes, having
more color detail when static. So, it may be possible to have a better feature vector using
strobe lighting.
Subsequently, four bin-to-bin histogram comparison based classifiers namely Intersection
distance, Manhattan distance, Euclidean distance and χ2 distance were tested. Cross-bin
distances were not considered because they are not sensitive to histogram translation and
that is an important aspect to differentiate between the coffee maturation stages.
Two experiments were carried out to measure the performance of the four classifiers. The
first experiment was an image retrieval application. 100 images from a modified database
of the Corel collection were used. They were grouped into ten categories and each category
had ten images. The categories were: balloon, drinks, car, ship, horse, sunset, primates,
nests, texture2 and flower. The results of this experiment showed no big difference between
the classifiers.
Finally, the classifiers were used to classify coffee fruits into four categories: immature,
under-mature, mature and over-mature. This experiment showed again no big difference
between the classifiers. Then based on its low computational load, Intersection distance was
chosen.
5 Color analysis and histogram
comparison algorithms: hardware
implementation
The previous chapters have described the algorithms chosen for the color analysis of the ob-
jects and for its classification. This chapter will show how these algorithms are implemented
on a Field Programmable Gate Array (FPGA), because in general, an algorithm has to be
modified from its processor implementation. This modification has the aim of getting good
performance hardware implementation to take advantage of the parallel and streaming ca-
pabilities, and to make and efficient use of the limited resources that an FPGA has. Initially,
the differences between programmable capabilities of processors and programmable logic de-
vices are stated. Subsequently, it will be briefly described the FPGA internal structure and
the advantages of using it for image processing applications. After that, the proposed system
based on the DE2-70 development board with a cyclone II R⃝FPGA is outlined. Finally, it
will be explained the implementation on hardware of the color analysis algorithm and the
classifier. Some tests to verify the correct hardware implementation and to compare the time
response with processors are carried out.
5.1 Processors vs. programmable logic devices
Both processors and programmable logic devices have a flexible functionality, but the way
in which they change its function is different [9]. Processors are generic circuits that can be
programmed for a specific application. The core to achieve this flexibility is the Arithmetic
Logic Unit (ALU). The ALU can perform several operations, one at a time. A set of control
signals indicate which operation the ALU has to perform. In general, for an application one
operation is not enough, then, the ALU has to perform several operations in a predefined
sequence, which is called a program.
Whereas the flexibility of processors is based on the capability of changing its behavior by
executing a sequence of instructions, programmable logic devices are based on the capability
of reconfiguring its components and the connections between them to achieve a specific
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functionality. This feature allows to generate parallel systems rather than sequential. FPGAs
are a kind of programmable logic devices.
5.2 Field programmable gate array
A Field Programmable Gate Array (FPGA) is a semiconductor device that can be pro-
grammed by the end user many times. This reprogram capability is possible due to the
FPGA architecture based on Logic Blocks (LBs), that allow the FPGA to implement any
logical function, and moreover, to change it at any moment as needed. Although Applica-
tion Specific Integrated Circuits (ASICs) are better in terms of speed, power and space than
FPGAs, once they are built they cannot be changed. If any part of the circuit has to be
redesigned, a new ASIC has to be built, making this process very costly. A design on FPGA
instead, can be redesigned all the times that it is needed. Because of this feature FPGAs are
preferred in many applications over the ASICs. In this work an FPGA from Altera was used,
specifically a DE2-70 development board from Terasic with a cyclone II R⃝FPGA. Following
is a description of the architecture of this FPGA.
5.2.1 FPGA architecture
The cyclone II R⃝FPGA is composed of programmable logic array blocks, programmable
routing and I/O blocks arranged as can be seen in Figure 5-1.
Figure 5-1: CycloneII R⃝architecture
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The connections between the different blocks can be made through programmable routing.
There are various programmable technologies that are used in FPGAs. The most popular
programmable technology, the one used by the cyclone II R⃝, is SRAM-based.
Logic Elements
A logic element (LE) is a very important component of an FPGA. It contains the basic
elements that allow the FPGA to implement a wide range of combinational and sequential
circuits. It can be as simple as a transistor or as complex as a processor. If it is very simple,
the FPGA will suffer from area inefficiency but if it is very complex, it will waste resources
when the function to implement is small. Then, the FPGA designers have to be very careful
in the selection of the architecture of a logic element in order to make a balance in area,
speed and power consumption.
The logic element of a Cyclone II R⃝2C70 FPGA is shown in Fig. 5-2 [2].
Figure 5-2: CycloneII R⃝Logic Element
This FPGA contains [86]:
• 68,416 LEs
• 250 M4K RAM blocks
• 1,152,000 total RAM bits
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• 150 embedded multipliers
• 4 PLLs
• 622 user I/O pins
• FineLine BGA 896-pin package
and it costs approximately 450 USD.
5.2.2 FPGA and image processing
As it was said before, the most important characteristics of FPGAs are that many circuits
can work in parallel, this is known as concurrence, and that these circuits can be easily
redesigned. Taking into account that one of the difficulties of real-time image processing is
the huge amount of data that have to be processed, the FPGA architecture seems to be a
promising alternative to give a solution to this difficulty. It can implement most of the forms
of parallelism used to speed up image processing algorithms (temporal, spatial or logical
parallelism and streaming) [9].
5.3 Proposed system
The system is developed in a DE2-70 development board. This board has many resources
that allows the user to implement circuits based on the Cyclone II R⃝2C70 FPGA. The
hardware elements available on this board comprise memories, pushbutton switches, toggle
switches, LEDs, oscillators, audio CODEC, TV decoder, VGA DAC, Ethernet controller,
USB Host/Slave controller, RS-232 transceiver, IrDA transceiver, PS/2 mouse/keyboard
connector and Expansion Headers. Some standard I/O interfaces support 3.3V and some
others support 5V [85]. All computations are done inside the FPGA. To facilitate the
adjustment of some parameters of the segmentation algorithm, it was necessary to add a
visualization module to observe the segmentation results. The general system is shown in
Fig. 5-3 and it is composed of:
• TRDB-D5M 5 Megapixel CMOS Camera
• DE2-70 Development Board with Cyclone II R⃝2C70 device
• LCD monitor
The modules implemented on the FPGA for the acquisition, the processing and the visu-
alization circuits are shown in Fig. 5-4. This figure shows the flow of every pixel data
through the system, from the CMOS camera until the visualization on the monitor with a
color depending on its block classification. It is important to note that the memory is used
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Figure 5-3: General system
in this system only for visualization purposes.
Figure 5-4: Classification system
5.4 Implementation of the acquisition module on the
FPGA
The TRDB-D5M 5 megapixel camera from Terasic is used. This is a CMOS sensor that
uses a I2C communication protocol for its configuration. Before starting the capture process
some parameter have to be initialized. From all the parameters that can be changed the
most important for this application are:






The readout mode is used to reduce the resolution without reducing the field-of-view, objec-
tive that can be achieved by two ways: skipping or binning. If no skipping or binning is used,
the resolution can be reduced but the field-of-view is also reduced. In this application this
last option was used and the resolution was set to 640 x 480. The operating mode indicates
to the camera if it will delivered continuous frames (video) or if instead, snapshots will be
captured. For this application video capture was chosen. The exposure time was set at 15
ms approximately. The rows were mirrored and the clock frequency was selected as 25 MHz.
The modules provided in the DE2-70 demonstration application for the use of the camera
were modified to obtain the configuration described.
Pixels are output from the camera in a Bayer pattern format so, besides the module that cap-
tures the data from the camera, a Bayer-color-pattern to RGB conversion module is needed.
Although the camera provides 12-bit data, the conversion module outputs only 10-bit per
RGB-component for each pixel. This reduction allows the data to be stored in the SDRAM
memory of the DE2-70 board in order to visualize the images in a VGA monitor device.
Once the data are available, they are passed through the processing modules for image
segmentation, histogram calculation and classification. The hardware implementation of
these modules are described in the following sections.
5.5 Implementation of the color analysis algorithm on the
FPGA
The objective of this research was to design a circuit that could classify objects by color in
real-time. Then, a circuit for color analysis had to be designed. As was said in the chapter
3, in image processing there are several color spaces that can be used to obtain color infor-
mation. For this application, HSV and Spherical Coordinate Transform (SCT) were tested
but only SCT was chosen for hardware implementation. SCT is a clustering algorithm that
aims to decouple the brightness from the color by transforming the RGB color space to a
spherical color space as it is shown in Fig. 5-5 [87].
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(a) (b)
Figure 5-5: SCT triangle
The clustering is made on the two-dimensional space defined by the angles α and β. For
every pixel the values of angles α and β are computed and they are grouped into clusters
according to these values as it is shown in Fig. 5-5. The angles range goes from 0 to π/2
radians, and then each block is defined by the following thresholds:
















In Fig. 5-5 can be observed the location of the thresholds. The equations that are used to










Since this algorithm is going to be implemented on the FPGA, it is necessary to modify
equations (5-2) and (5-3) to be more efficiently computed. In the following paragraphs the
modifications are explained.
Taking into account that the values of R, G and B are immediately available and that the
calculation of the arctangent can be avoided, the angles are not computed but their tangents.
Therefore, the thresholds shown in equation (5-1) are modified to these ones:
ûi = tan(ui) (5-4)
The five divisions in angle α, are now defined by the following ranges:
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and the ones of the angle β, by these ranges:




As a result, when a pixel is read it is possible to locate it at one of the 25 blocks shown in
Fig. 5-5. For example, if a pixel has a (R,G,B) value of (250,10,5), after applying equations
(5-5) and (5-6) it can be located at the lower left corner of the triangle, since it belongs to
α5 and β1 divisions. Knowing that circuits that use floating point representation are more
complex and time consuming than the ones that use integers, some additional modifications
are made. Moreover, time consuming operations like square root, divisions, multiplications
and comparisons are avoided. So the equations are reorganized to work with integers and
shifting operations as follows:
αi : Kαi−1B
2 ≤ 256(R2 +G2) < KαiB2 (5-7)
βi : Kβi−1R ≤ 256G < KβiR (5-8)
Where the constants Kαi and Kβi have the values shown in equations (5-9) and (5-10). The
circuit designed for the implementation on the FPGA is shown in Fig. 5-6.
Kα0 = 0, Kα1 = 27, Kα2 = 135, Kα3 = 485, Kα4 = 2425, Kα5 = ∞ (5-9)
Kβ0 = 0, Kβ1 = 83, Kβ2 = 186, Kβ3 = 352, Kβ4 = 788, Kβ5 = ∞ (5-10)
To verify that the proposed modifications do not affect the computation of the transform,
two experiments are performed. The first experiment is used to verify if the change from
floating-point representation to fixed-point representation has any effect on the transform.
To do that, the original and the modified version of the algorithm were tested in Matlab
using a set of 160 color images. The results of the two versions were compared, graphically
and with average and standard deviation measures of the approximation error. The error
was measured for each image by computing the city block distance between the SCT clusters
in Fig. 5-5. An example of a graphical result is shown in Fig. 5-7. The average error was
6.05E− 05 and the standard deviation of the error was 5E− 05. These results indicate that
the proposed architecture for the transform is valid and can be implemented.
The second experiment had the aim of verifying the effect that the bit-depth has in the trans-
formation result. 21 images of the 16-bit version from the database in [11] were used. These
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Figure 5-6: SCT hardware implementation
(a) (b)
Figure 5-7: Graphical comparison between the double and the integer version of SCT al-
gorithm a) Double b) Integer
images were converted to 12-bit, 10-bit, 8-bit and 4-bit versions by taking the corresponding
more significant bits, of the original image. Then the modified algorithm was applied in each
version of the images and the results of the lower bit-depth images were compared to the
result of the 12-bit version. The average and the standard deviation of the error are shown
in Table 5-1
10-bit 8-bit 4-bit
Average error 0,033 0,187 1,066
Standard deviation 0,032 0,198 0,665
Table 5-1: Effect of the bit-depth on the SCT transform
The error was calculated by computing the city block distance between the divisions as in
the previous experiment. These results show that the 10-bit and the 8-bit versions have a
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very low error but the 4-bit version has the bigger error with an average of one block. Then
in order to make an efficient use of the FGPA resources a bit-depth of 8-bit is chosen for
the implementation of the circuit. Two graphic examples of the bit-depth effect are shown
in Fig. 5-8. In these images can be observed that the errors are generated mainly in darker
areas. Also, it is important to mention that the difference between the 12-bit and 10-bit
version are not perceivable, in the 8-bit version are more noticeable (see Fig. 5.8(d) and
5.8(i)) and finally in the 4-bit version the results are very poor (see Fig. 5.8(e) and 5.8(j)).
These are logical results because darker areas has poor color information and the differences





Figure 5-8: Examples of the effect of bit-depth on SCT transform. Original (a) (f), 12-bit
(b) (g), 10-bit (c) (h), 8-bit (d) (i), 4-bit (e) (j)
Once the circuit was implemented it could be noted that the constants Kαi and Kβi had
to be adjusted, taking into account that the camera, the background, the illumination and
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the colors used are different from those used in the prior work [59]. Table tennis balls of
seven colors (green, yellow, orange, red, magenta, purple and blue) were used to adjust the
thresholds in both angles. Besides considering that the background is blue and that the ten
upper divisions from the SCT triangle refer to blue colors the u1 threshold in angle α is
eliminated as shown in Fig. 5-9. The new values for the constants Kαi and Kβi are:
Kα0 = 0, Kα2 = 609, Kα3 = 947, Kα4 = 1477, Kα5 = ∞ (5-11)
Kβ0 = 0, Kβ1 = 137, Kβ2 = 166, Kβ3 = 210, Kβ4 = 306, Kβ5 = ∞ (5-12)
(a)
Figure 5-9: SCT triangle with 16 clusters
As can be observed in Fig. 5-6 the output from each one of the 16 stages of the SCT circuit
goes to a corresponding counter clock. The aim of these 16 counters is to compute the
histogram of each frame that passes through the color transform. Since the camera takes
a video of the object that is going to be classified, at a speed of 64 fps, there are several
histograms to be analyzed, one for each frame. So, these histograms are used to obtain only
one for the video sequence. This global histogram is computed by storing the maximum





hi = max(hi1 , hi2 , . . . , hik) (5-14)
where H is the histogram stored, hin is the value obtained for the i bin of the histogram in
the nth frame and k is the total of frames.
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Once the circuit for the color analysis was adjusted, it was verified the correct implementation
of the SCT transform on the FPGA, by using the algorithm implementation on Matlab. The
demonstration application provided by Altera to take an image stored in the SDRAM of the
DE2-70 Development kit, and save it in a PC file was used for this purpose. The modules
of the SCT transform and the calculation of the histogram were added to the demo. The
image stored in the PC was analyzed with the Matlab implementation and the histogram
so obtained was compared with the one shown on the FPGA displays. In a first test it was
noticed that the two results were different. So the circuit had to be revised looking for the
error.
5.6 Implementation of the histogram comparison
algorithm on the FPGA
Several distance measures to compute the similarity between two histograms have been
proposed. They are grouped in bin-to-bin distances or cross-bin distances as was explained
in chapter 4. One bin-to-bin distance was chosen to classify colored objects in one of five
categories: green, yellow, orange, red and blue. The distance used was the intersection





This distance was selected because it has a low computational load and as it was shown
in chapter 4 it has a good performance. Besides, there is a way in which this algorithm
can be implemented in hardware without affecting the streaming processing in the system
[43], when each frame is going to be compared with the pattern. Using the Vinod’s algo-
rithm the intersection distance can be totally computed through one pass of the image, this
means that, once the last pixel of the frame is read, the distance is available. The modi-
fied version of Vinod’s algorithm proposed in [43] is used for the comparison of static objects.
Algorithm. match vinod(J)
0: (assumed that H is pre-built)
1: initialize score = 0;
2: for each pixel p ∈ S,
let bin b = f(p, J) and then set Gb = 0;
3: for each pixel p ∈ S,
let bin b = f(p, J) and
if (Hb > Gb) then respectively increase score
and Gb by one;
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4: return score;
However when the objects are moving, the Vinod’s algorithm is no longer useful, since it is
necessary to wait for the global histogram to be computed. The circuit for the implementa-
tion of the intersection distance is shown in Fig. 5-10.
Figure 5-10: Intersection distance hardware implementation
Figure 5-11 shows the resource usage of the FPGA for implementing the whole design. As
can be observed, this design uses approximately 25% of the total resources. This means
that the design can be implemented even in a more limited FPGA, that may be also more
economic.
Figure 5-11: FPGA resource usage
5.7 Time test
Despite of the fact that the system was implemented and tested to verify its real-time image
processing capabilities, it is important to compare its performance versus a PC version. To
do that the color analysis and classification algorithms were implemented using Microsoft
Visual C++ 2010. This program was run under four different processors.
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• Intel Pentium Dual CPU T3400 @ 2.16 GHz
• Intel Core2 Duo E4600 @ 2.40 GHz
• Intel Core i5-2467M @ 1.6 GHz
• Intel Core i7-4702MQ @ 2.2 GHz
The image is loaded from memory and processed two times to simulate the video processing
of two frames. This is done due to the fact that the hardware system processes a video
stream and according to the frame rate, two frames is the average. The total processing
time (including the loading time) is measured and stored in a text file. This procedure was
carried out for 160 coffee images classified by stage (40 per maturity stage), ten times each.
The results are shown in Table 5-2.
Immature Under-mature Mature Over-mature Total average
Intel Pentium 0,067 0,068 0,072 0,087 0,074
Intel E400 0,059 0,059 0,061 0,075 0,063
Intel i5 0,042 0,040 0,044 0,053 0,045
Intel i7 0,026 0,025 0,026 0,032 0,027
Table 5-2: Average processing times per stage and per processor type in seconds
Some important conclusions can be stated by observing Table 5-2. First, it can be noted
that the processing time is longer for over-mature coffee fruits. This can be explained by the
fact that the majority of the pixels in this kind of fruit belong to the thirteen bin of the SCT
histogram. Then, remembering the sequential nature of a processor, this result turns out
logical, since it takes more time to get to the “if” statement where this bin is increased.
This situation do not affect the hardware implementation because the counters are working
in parallel. In addition, the time processing in the other stages is more similar, because the
histograms are greatly concentrated in the beginning bins of it.
Second, obviously the better the processor the shorter the processing time. However, it is
also true that the better the processor the more expensive is it. According to the values
shown in Table 5-2, the intel Pentium processor can process images at a rate of 27 fps, the
intel E400 can work at 31 fps, the intel i5 can process at 44 fps and the intel i7 can work
at 74 fps. Then, although the intel i7 has a performance comparable to the FPGA (64 fps),
a system based in this last device will be more economic and portable. These advantages
cannot be underestimated.
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5.8 Final remarks
The usefulness of FPGAs on real-time image processing was stated. The architecture of an
FPGA allows the implementation of image processing algorithms in parallel, situation that
speed up the image processing. The development board DE2-70 with a Cyclone II R⃝2C70 de-
vice was used. The proposed system is composed additionally of the TRDB D5M 5 megapixel
camera and a LCD monitor. Acquisition, image segmentation, histogram calculation and
classification modules were designed to accomplish the object recognition based on color
characteristics in real-time. The acquisition and the image segmentation modules use the
streaming capabilities of the FPGA.
The color analysis algorithm was modified to use low complex mathematical functions and
integer operations. The validity of these modifications were tested. In addition, the effect
of the down-sampling of the bits-per-channel used to represent the RGB values of a pixel
was studied for 10-bit, 8-bit and 4-bit. The tests showed that the errors appear specially in
darker areas and that 4-bit representation has a very bad performance. As a result a repre-
sentation using 8-bits-per-channel was selected. The design obtained uses less than 25% of
the total resources of the FPGA, which means that a low-cost FPGA can be used for the
implementation.
Finally, the circuit designed was compared to its software counterpart. Four processor were
used: Intel Pentium, Intel E4600, Intel i5 and Intel i7. The results showed that the circuit
performs better than the software solution when the processor is of low category. However,
although processor Intel i7 has a comparable performance it is more expensive and less
portable. Besides, regarding the application, it was noted that the processing time in the
processors depends on the stage of maturity of the coffee fruit, being longer for over-mature
fruits. This is not the case of the hardware solution.

6 Coffee fruits clasification
Nowadays, quality is the most important aspect for consumers in the agriculture industry.
Quality inspection by hand is a very high time consuming process, subjective and therefore
unreliable. These are few reasons why there is a lot of effort in the scientific community
to contribute in the development of automated technology capable of solving some of the
challenges in the quality control process for this particular industry. Since the quality control
is strongly dependent on the product, in general there is much more research effort in the
producer countries. One of the research approaches is the use of machine vision systems
[32, 65, 94]. The great number of applications that can be covered and the possibility of
using information invisible to the human eye have generated significant developments on this
technology [1, 91]. Machine vision technology has been applied to the grading of many types
of fruits and vegetables.
Blasco et al. [17] reported machine vision techniques used for the automatic inspection of
oranges, peaches and apples, however on-line tests were carried out only with apples. They
graded the fruits by size, color and size of blemishes. The efficacy obtained for detection of
blemishes and size estimation were 86% and 93% respectively. The color analysis was made
in the RGB color space using a simple average and the measures were well correlated to the
indexes used in the standards. The time needed to process a single fruit was 300 ms (3 fruits
per second). Liming & Yanchao, [46] presented the design of an automated system for the
grading of strawberries in a maximum of four categories. This system can use one, two or
three characteristics (shape, size and color) to make the classification. The color was mea-
sured using the dominant color method into the a* channel. The size detection error was less
than 5%, the accuracy in color grading was 88.8% and in shape classification was 90%. They
could classify 0.3 fruits per second. Elmasry et al. [36] designed a sorting machine vision
system for the in-line classification of potatoes according to its shape in order to discard the
irregular ones. They used shape features and Fourier-shape descriptors to accomplish the
task. The reported efficacy was 96.2%. The system can classify three potatoes per second.
Oil palm fresh fruit bunches (FFBs) were grade by ripeness into two categories: rejected or
accepted [52]. A measure composed of RGB and HSI values was used to take the decisions.
The system took 5 seconds to analyze a single bunch with an efficacy rate of 93.53% and
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they claimed that it was the first machine working on-site for this purpose. Dates were also
grade in three categories of ripeness by Pourdarbani et al.[69]. An index computed from the
RGB values was used to classify a date into one of three categories. The accuracy of the
system was satisfactory only for two of the categories. They reported that the image pro-
cessing took 0.34 seconds. Other attempts for fruit analysis off-line have been made. Spreer
and Müller [82] tried to find a way in which the mass of a mango could be measured using
images. Mizushima and Lu [57] used Support vector machines and Otsus method to segment
images of apples by color in the RGB color space. Font et al. [38], classified nectarines by
variety. Color histogram comparison techniques were used in different color spaces such as:
RGB, YCbCr and HSV. They used Pearson correlation coefficient and Manhattan distance
to compare the histograms. Although they claim that the system is intended to be used
in-line, there is no mention of performance measures.
In Colombia, coffee growing is an important industry and nowadays there is a significant
effort for improving the efficacy in the process [63]. In order to produce the mild Colombian
coffee according to the international standards, it is necessary to be able of reaching very
high performance on the quality control. In fact there are different prices for different quality
standards, getting better prices when at least 98% of mature coffee fruits can be guaranteed
[62]. In practice, manual harvesting is the only possible choice for coffee growers, with the
consequent effect in the total production cost and the quality of the final product. Several
approaches on the automation of the harvesting process have been proposed. It is worth
to mention the advances on mechanical harvesters designed to pick up coffee fruits directly
from the tree using external forces (typically vibrations). However, it has been proven very
difficult obtaining the selectivity needed for mild coffees [62].
Research on the automatic selection of coffee fruits is a very promising field since there are
several immediate applications. For example the production of blends using coffee from
different maturity stages could get better prices for producers. Furthermore, in high sea-
son small crops need to process 625 Kg of coffee per day in average, which is equivalent
to 312.500 cherries approximately (each cherry weights about 2 g). One-hectare crop can
produce between 1500 Kg and 3000 Kg of coffee per day. So, any approach to the solution
should take into account the processing speed, making imperative a real-time solution able
to achieve performances between 43 and 86 fruits per second for a middle size crop of five
hectares in 24 hours. The goal is then to design an automated sorting machine for coffee
cherries (i.e. just after harvested), capable of making the classification of every single fruit
into four different stages: Immature, under-mature, mature and over-mature.
Even if there are some results on the development of sorting systems, commercial devices are
mostly for dry coffee [6, 24, 30, 64, 81]. Very few can be found on sorting systems for coffee
cherries [60, 41], however this solution is not suitable for Colombia given that it is expensive
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and also it can only grade the coffee in two maturity stages: Immature and mature. On
the other hand, there are several research results looking for algorithms for classification of
coffee fruits in different maturity stages [75, 74, 54]. These studies, have been developed
to be executed on microprocessor-based architectures (i.e. computers), which usually mean
that the image is stored in the main memory to be accessed several times during the process.
All this characteristics and the fact that a processor executes the instructions sequentially,
make these algorithms unpractical to be used on a prototype in real-time.
In this chapter it is presented the design of an electronic circuit for classification of coffee
cherries that works in real-time. This circuit is projected to be part of a much more complete
sorting system which is out of the scope of this work. A Field Programmable Gate Array
(FPGA) is used for the image processing instead of a microprocessor, trying to take advan-
tage of low cost and data streaming capabilities. The classification is based on color analysis
since this is the principal characteristic used by experts to determine the maturity stage into
four categories: Immature, under-mature, mature and over-mature. The Spherical Coordi-
nate Transform (SCT) is used to emphasize the color characteristics of the fruits, and by
grouping the pixels into clusters an image with more than sixteen million colors is converted
into an image with sixteen colors. A histogram for sixteen colors image is computed and
then used by a classifier to sort every fruit into one of four categories. An experimental setup
that emulates a feeder is also developed to carry out some experiments for the performance
evaluation.
6.1 Coffee fruits
A total of 1419 coffee fruits Catillo R⃝variety were used in the tests. They were picked up
at the “Centro Nacional de Investigaciones de Café” (CENICAFE) Naranjal station in the
last quarter of the year. The coffee cherries were classified by CENICAFE experts into four
categories: Immature, under-mature, mature and over-mature. Fig. 6-1 shows one coffee
fruit for every maturity stage. It can be noted how coffee fruits change color from green
(immature) to red (mature) during the maturation process. Besides, in Fig. 6.1(b) it can
be seen that this process is non-homogeneous, starting from the bottom of the fruit to the
peduncle attached to the tree. Due to this lack of homogeneity, the color of coffee fruits
must be seen from different positions, in order to observe how this characteristic can affect
the classification system. A sample of 520 coffee fruits (130 per maturity stage) were used
to characterize coffee fruits and 899 (218 immature, 223 under-mature, 224 mature and 234
over-mature) to test the system.
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(a) (b)
(c) (d)
Figure 6-1: Maturity stages of a coffee fruit
6.2 Color analysis
As was explained in chapter 3, the Spherical Coordinate Transform (SCT) [87], is used to
extract the fruit color information. This algorithm tries to decouple the brightness from the
color by transforming the RGB color space to a spherical color space as it is shown in Fig.
6.2(a). For every pixel the values of angles α and β are computed and they are grouped into
clusters as it is shown in Fig. 6.2(b). For this application sixteen clusters were used. The
sixteenth cluster corresponds to the background. As a result an RGB image with more than
sixteen million colors is transformed into an image with sixteen colors only.










A circuit to implement this algorithm into an FPGA was designed as explained in [83] and
in chapter 3. An example of the result of this transformation is shown in Fig 6.2(d). Where,
each one of the sixteen clusters is represented by a different color that has no relation to the
pixel color but is used to represent each cluster.
6.3 Acquisition system 65
(a) (b)
(c) (d)
Figure 6-2: Spherical Coordinate Transform example
6.3 Acquisition system
The acquisition system is composed of four led lamps of warm light and 9W each, the 5
Megapixel digital camera TRDB-D5M, and the Development Kit DE2-70. The lamps have
an opaque glass cover that functions as a diffuser. The camera is a CMOS sensor that uses a
I2C communication protocol for its configuration. Before starting the capture process some
parameter have to be initialized [86]. From all the parameters that can be changed the most





The readout mode is used to reduce the resolution to 640 x 480. The operating mode was
configured to obtain video. The clock frequency was selected as 25 MHz obtaining an expo-
sure time of 15 ms approximately and getting a frame rate of 64 fps. The camera delivers
pixels in a Bayer pattern format using 12-bit per pixel, however to visualize the image on
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the monitor they have to be stored. So, only the ten most significant bits are used. The
modules provided in the DE2-70 demonstration application for the use of the camera were
modified to obtain the configuration just described.
The DE2-70 development board has many resources that allows the user to implement a lot
of circuits based on the Cyclone II 2C70 FPGA. From the hardware elements available on
this board one SDRAM memory, the pushbutton switches, the toggle switches, the LEDs,
the oscillators, the VGA DAC and an Expansion Header are used. Some standard I/O
interfaces support 3.3V and some others support 5V [85].
6.4 Speed test design
Given that the classification system is meant to work attached to a feeder in real-time, a
speed test is proposed. The purpose of the test is to analyze the effect that the movement of
the fruits can have on the overall performance of the classification system. It is well known
that the image quality, the color information and the number of frames with color infor-
mation are affected if the objective is moving. The principal factors that determine these
features are the exposure time, the sensors responses and the illumination system. Since the
color measured for a pixel is a function of all the points seen by a single sensor of the array
during the exposure time, if the sensor is exposed to different points of the scene the resulting
image is blurred. Then at different speeds the color will be also different. The approach
employed in this research, to evaluate the blurring effect in the overall performance of the
classification system, was to build an experimental set-up that allows moving coffee cherries
at different speeds in front of the image sensor.
In order to evaluate how the accuracy of the system was affected by the speed at which the
coffee fruits are shown to it, three different speeds were tested: 0 m/s (static), 1.57 m/s (25
fruits per second) and 3.14 m/s (50 fruits per second). The camera gets a video sequence
frame by frame, and for every frame the image sensor get color information from a moving
scene. Every frame is delivered pixel by pixel to an electronic circuit that processes the color
information in streaming. After processing several frames with color information of a single
coffee cherry, the circuit will get a histogram used by a classifier.
Now, a detailed description of the set-up designed to carry out the tests will be presented.
A wooden wheel was built and joined to a step motor. The diameter and width of the wheel
are 50 cm and 12 cm respectively. In a previous work [59], it was found that the color
analysis of the coffee fruits it has better results when a blue background is used. So, the
surface of the wheel was covered with a blue chamois, selected as the best between several
tests [83]. In addition, an infrared encoder was located on the wheel axle to synchronize the
video frames corresponding to every fruit with circuit performing the classification in real
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time. The acquisition and speed test systems are shown in Fig. 6-3. Note that the camera
and two lamps were mounted on the wheel using adjustable mechanical arms, with the aim
of allowing stable and flexible acquisition conditions.
Afterward, the signals generated by the encoder and the classifier are delivered to an elec-
tronic card designed to capture and to store the results. This card, based on a PIC micro-
controller, samples the signals at a predefined frequency of 1 KHz and stores the data in a
CSV (Comma-Separated Values) file that is used subsequently to plot a graphic that shows
the classification decisions made by the circuit. An example of such a graphic is shown in
Fig. 6-4. It is important to highlight that some classifiers used in this work may use a fifth
class named “None”. The fifth category will be used when a coffee fruit does not meet the
requirements to belong to any of the previous four categories. The labels assigned, then,
to each category are: 0 – None, 1 – Immature, 2 – Under-mature, 3 – Mature and 4 –
Over-mature.
Figure 6-3: Acquisition and speed test systems.
6.5 Classification rules
A histogram is computed for each frame in the video sequence of the SCT transform. The
number of frames depends on the speed at which the feeder is working, because at lower
speeds the sensor will acquire more frames per fruit than at higher speeds. This set of his-
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Figure 6-4: Classification made by the circuit. 0 – None, 1 – Immature, 2 – Under-mature,
3 – Mature and 4 – Over-mature.
tograms is converted into one by storing the largest value for each one of the sixteen SCT





hi = max(hi1 , hi2 , . . . , hik) (6-4)
where H is the histogram stored, hin is the value obtained for the i bin of the histogram in
the nth frame and k is the total of frames.
Coffee fruits divided in four maturity stages were used: immature, under-mature, mature
and over-mature. Examples of histograms for 20 coffee fruits in each maturity stage are
shown in Fig. 6-5. Classification rules were obtained by analyzing these histograms. The
bars indicate the number of pixels on the image that belong to each one of the sixteen
clusters of the SCT transform in Fig. 6.2(b) The sixteenth cluster is not displayed because
represents the background of the image. It can be observed that the histograms of the four
maturity stages have differences that indicate discriminant capacity among them.
6.6 Results and discussion
A series of tests with a total of 1419 coffee fruits were carried out to determine the perfor-
mance of the color classification system at different speeds, paying special attention to the
influence of the speed variation on the system performance. The coffee fruits used in the tests
were picked up at the “Centro Nacional de Investigaciones de Café” (CENICAFE) Naranjal
Station, and were classified into the four categories by a panel of CENICAFE experts.
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(a) (b)
(c) (d)
Figure 6-5: Example of histograms for 20 fruits per maturity stage. X axis: histogram bins
corresponding to SCT clusters. (a) Immature, (b) Under-mature, (c) Mature,
(d) Over-mature.
6.6.1 Coffee fruits characterization
In order to characterize the coffee fruits, four tests were carried out to obtain histograms
of them at different positions and at different speeds. One coffee fruit of each category was
placed on the wheel and was set in motion at three different speeds: 0 m/s (static), 1.57
m/s and 3.14 m/s and at four different positions.
First of all, 10 coffee fruits of each stage were photographed in a static position and each
photo was saved in a file. Each fruit was presented to the camera in four different positions,
as shown in Fig. 6-6. As a result of this experiment, there are 160 photos and 160 his-
tograms (one histogram per photo), 40 for each maturity stage.
Afterward, the wheel was set in motion at 1.57 m/s. 20 coffee fruits of each stage were used
but in the first position only. The same coffee fruit was presented to the camera four times
and each time a histogram was computed. After this experiment a total of 80 histograms
per maturity stage were available.
Next, at the same speed, 20 coffee fruits per stage were analyzed in the third position and 20
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(a) (b)
(c) (d)
Figure 6-6: Four positions for the same under-mature coffee fruit.
in the fourth position. Each coffee fruit was presented to the camera one time and each time
a histogram was computed, obtaining a total of 40 histograms per maturity stage. Finally,
the procedures just described were repeated for the speed of 3.14 m/s. The conditions of
every test are summarized in Table 6-1.
Fruits Histograms
per maturity stage Speed Positions per position
0 m/s 1.57 m/s 3.14 m/s
Test 1 10 x 1,2,3,4 1
Test 2 20 x x 1 4
Test 3 20 x x 3 1
Test 4 20 x x 4 1
Table 6-1: Characterization tests
The data, so obtained, were analyzed and it was found that certain SCT colors are character-
istic of each maturity stage, showing discriminant capacity. However, as the speed increases,
the colors captured by the camera are more diffused moving the histogram for each maturity
stage toward the right side; nonetheless the differences between the stages are kept. Fig.
6-7 shows the median of the histograms obtained for the first position when the fruit was
static and moving at a speed of 1.57 m/s.





Figure 6-7: Median histograms per maturity stage for two different speeds. X axis: his-
togram bins corresponding to SCT clusters. (a) Immature, (b) Under-mature,
(c) Mature, (d) Over-mature
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As it was expected, the histograms showed that under-mature fruits have characteristics of
mature or immature fruits when seen from the third or the fourth position respectively. This
possible cause of error can only be dealt with by ensuring that fruits are not presented to
the system in such way. That is why the following tests assume that all fruits are presented
to the camera, only in the first position.
6.6.2 Coffee fruits classification
The classification rules were defined taking into account the information shown by the 80
histograms acquired for each maturity stage in Test 2. Since the main objective of the tests
was to evaluate if the system could work in real-time, four simple classifiers, three based on
histogram comparison and one heuristic, were compared.
The median histograms shown in Fig. 6-7 were taken as patterns to implement three clas-
sifiers based on histogram comparison. To compare two histograms the distance between
them is measured and according to this measure a conclusion about its similarity is made.
There are different ways to measure histogram similarity: Bin-to-bin distances or Cross-bin
distances [50, 45]. Bin-to-bin distances only compare the corresponding bins in the two
histograms. Cross-bin distances instead try to take into account correlations that might be
present between the different bins that comprise the histograms. Since bin-to-bin distances
are less complex than cross-bin distances, and some characteristics of cross-bin distances
such as insensitivity to translation are not good for this application, bin-to-bin distances
were used.
Three bin-to-bin distances were tested: Intersection distance (L1), Euclidean distance (L2)















Where H and G are two histograms with i bins, to be compared.
For the heuristic classifier, the percentage of pixels belonging to mature (red, orange) or
immature (green, yellow) parts of the fruit are computed and the category is assigned ac-
cording to the thresholds shown in the following equations. The coffee fruit is classified as:
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Immature if:
(h4 + h9 + h14) ∗ 100
S
> 90 (6-8)
where hi indicates the bin i from the histogram of the SCT transform and S is the size of





Over-mature type 1 if :




(h1 + h2 + h6 + h7) ∗ 100
S
> 40 &
(h3 + h4 + h8 + h9) ∗ 100
S
< 15 (6-11)
where the first sum represents the mature part of a mature fruit and the second one repre-
sents the immature part.
Under-mature if:
(h2 + h7) ∗ 100
S
+
(h3 + h4 + h8 + h9) ∗ 100
S
> 60 (6-12)
where the first sum represents the mature part of a under-mature fruit and the second one
the immature.
And finally Over-mature type 2 if:
(h7 + h8 + h13) ∗ 100
S
> 40 (6-13)
A fifth class, namely“None”, is introduced for the heuristic classifier and that is to take into
account the fact that some fruit may not fit into any of the previous conditions.
As can be observed in the previous equations, there are two types of over-mature fruits.
Over-mature type 1 is darker than over-mature type 2, and this last type shares some color
characteristics with some kinds of under-mature fruits. Besides, there is overlapping between
mature and under-mature fruits and also between mature and over-mature fruits. Then, the
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classification rules are evaluated in a way (order presented in equations (6-8) to (6-13)) that
when a fruit can be classified in more than one category, the circuit takes the decision that
has the less influence on the coffee quality.
It is worth to say that for any classifier it is desirable to include a capability of an in-line
training that allows the system to be adjusted according to operation conditions and the
characteristics of the coffee fruits being harvested.
6.6.3 Classifier sorting test
After identifying the classification rules, two sorting experiments were designed. The ob-
jective of the first experiment was to compare the performance of the four classifiers by
classifying one coffee fruit at a time. The second experiment instead was designed to test
the performance of the system under more realistic conditions, by classifying a sequence
of coffee fruits. Some preliminary tests for these experiments revealed that in the case of
sequences, there was the possibility that parts of two different fruits were present in the
same frame. To overcome this inconvenient, only the speed of 1.57 m/s, corresponding to a
classification rate of 25 fruits per second, was used.
In the first experiment 419 coffee fruits (102 immature, 105 under-mature, 107 mature and
105 over-mature) were positioned on the wheel one at a time. The wheel was put in motion
and the histogram for each fruit was computed and stored. By using this information, the
confusion matrices below were calculated for the three classifiers based on histogram com-
parison. The median histograms shown in Fig. 6-7 were used as patterns to compute the
distances for all three classifiers. A fruit is assigned to the stage whose pattern is closer to
it.
Immature Under-mature Mature Over-mature Efficacy (%)
Immature 102 0 0 0 100
Under-mature 19 80 1 5 76
Mature 0 3 95 9 88
Over-mature 0 0 8 97 92
Table 6-2: Confusion Matrix DI Classifier
These classifiers were compared with the proposed heuristic classifier. Table 6-5 shows the
confusion matrix for the heuristic classifier.
Tables 6-2 through 6-4 show that histogram comparison based classifiers have a good per-
formance, having all three the worst result in under-mature class. In contrast, Table 6-5
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Immature Under-mature Mature Over-mature Efficacy (%)
Immature 102 0 0 0 100
Under-mature 19 79 7 0 75
Mature 0 3 99 5 92
Over-mature 0 0 11 94 89
Table 6-3: Confusion Matrix DL2 Classifier
Immature Under-mature Mature Over-mature Efficacy (%)
Immature 102 0 0 0 100
Under-mature 17 82 1 5 78
Mature 0 2 100 5 93
Over-mature 0 0 10 95 90
Table 6-4: Confusion Matrix Dχ2 Classifier
shows that the heuristic classifier has a good performance too, but the worst efficacy occurs
in mature class (78%). This condition at first glance will guide the decision to one of the
histogram comparison classifiers, since mature class is the most important. But if these ma-
trices are observed more carefully it will be seen that this is not the best decision. In those
tables it can be observed that some of the mistakes made by the classifiers in under-mature
class are to classify the fruits as mature or over-mature. This is a mistake that is strongly
penalized, because of the great effect that can have on the coffee quality. On the other hand,
in Table 6-5 can be observed that the mistakes made by the heuristic classifier are to classify
under-mature fruits as immature, or mature as either over-mature or under-mature. These
mistakes are less costly for the coffee quality. That is why the heuristic classifier is chosen
as the best to continue with the speed test.
The second experiment was carried out to prove if the system can classify fruits at a speed
of 25 fruits per second (1,57 m/s). To do that 480 coffee fruits (116 immature, 118 under-
mature, 117 mature and 129 over-mature) were separated in groups of 24 and positioned in
sequence on the wheel as shown in Fig. 6-8. The fruits were mixed using the 20 different
combinations shown in Table 6-6. Each combination was placed on the wheel five times, but
the position of each fruit at every time was computed randomly. Results for this test are
shown in Table 6-6. The procedure just explained is based on the evaluation methodology
proposed by Ramos [70].
Tables 6-5 and 6-6 show that it is possible to design a circuit that classifies coffee fruits
in real-time. In addition, coffee fruits can be classified in the four categories (immature,
under-mature, mature and over-mature) needed to implement strategies such as the pro-
duction of blends of coffee, that will help to improve the efficacy of the Colombian coffee
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Immature Under-mature Mature Over-mature None Efficacy (%)
Immature 102 0 0 0 0 100
Under-mature 13 92 0 0 0 87
Mature 0 14 84 6 3 78
Over-mature 0 1 5 99 0 94
Table 6-5: Confusion Matrix Heuristic Classifier
Figure 6-8: Objects positioned on the wheel.
production and therefore to keep the competitiveness of Colombia in the worldwide coffee
market. Moreover the circuit was designed using inexpensive components, which make the
system reachable to small producers. However there are still some problems that have to be
solved in order to develop a complete prototype.
As can be observed in Table 6-5, when the system is used to classify one fruit only, the
minimum efficacy is 78%, which occurs with the mature fruits, since this is the maturity
stage that is more difficult even for experts. Some mature fruits have color characteristics
very similar to the over-mature fruits and some others have a little part of yellow tones that
makes the system classify them as under-mature fruits. From this table, it can be noted
also, that all immature coffee fruits were classified correctly, obtaining the maximum effi-
cacy. However, when the system is used to classify coffee fruits in sequences the efficacy is
reduced. Moreover, the worst results are obtained with the immature stage (see Table 6-6).
These results showed that the classification efficacy is affected by the way in which the fruits
are presented to the system.
During the experiment it became very clear that one cause of error was a poor synchroniza-
tion between the camera and the encoder. This lack of synchronization allows the system
to take images from more than one fruit, producing a bad classification. This situation can
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Sample Immature Under-mature Mature Over-mature Efficacy (%)
1 5 2 13 4 80
2 4 8 11 1 76
3 4 5 13 2 71
4 2 4 16 2 66
5 2 2 18 2 63
6 3 13 1 7 85
7 7 11 0 6 78
8 5 13 1 5 79
9 3 16 1 4 86
10 4 18 0 2 82
11 13 5 2 4 65
12 11 4 8 1 62
13 13 4 5 2 70
14 16 2 4 2 67
15 18 2 2 2 64
16 1 1 3 19 84
17 1 2 8 13 82
18 1 2 5 16 85
19 1 2 4 17 86
20 2 2 2 18 83
Table 6-6: Efficacy of the system according to the sample composition
explain also, why the worst efficacy occurs with the immature fruits, since this classification
rule is stricter. To overcome this problem a faster camera and strobe lighting can be used.
Besides, a better classifier can be designed to improve the efficacy of the system. However,
it is worth to mention that any classifier has to be simple enough, to be easily implemented
on an FPGA, and in addition, without increasing the computing time, in order to keep the
real-time characteristic of the system.
6.7 Final remarks
In this research an electronic circuit to implement a real-time classification system based on
color characteristics using image processing was designed and evaluated. The system was
tested on the classification of coffee fruits by ripeness, since color is the principal character-
istic to accomplish this task. Video sequences with a resolution of 640x480 and at 64 fps
were taken. A total of 1419 coffee fruits, classified by experts in four categories (immature,
under-mature, mature and over-mature) were used to train and to test the classifier. Color
analysis was carried out using the SCT transform, computing a histogram of the SCT trans-
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formation using sixteen clusters. In order to test the system under realistic conditions, a
set-up that emulates a feeder was implemented. Using this set-up, tests were carried out to
obtain histograms and to build the classifier, presenting the coffee fruits at three different
speeds. One heuristic classifier and three more based on histogram comparison were tested.
Coffee fruits were presented in two ways to the system: one by one and in sequences of 24.
The results showed that the four classifiers have, in general, a good performance. However,
the histogram comparison classifiers failed in classifying some under-mature fruits as mature
or over-mature. This kind of error can damage greatly the quality of the product. That
is why the heuristic classifier was preferred. The average performance of the system was
90% when it has to classify one fruit only, but this performance decreased to 75.7% when it
has to classify groups of fruits. However, taking into account the acquisition conditions and
the synchronization challenges between the camera and the shooting system, this efficacy is
very encouraging. These results show that it will be possible to build a system that can help
the producers to become more competitive in the coffee market by producing blends of coffee.
It is also important to note that the whole system is implemented as an embedded system
composed of inexpensive and simple components that not only works in real-time but is also
reachable to small producers and more portable than a system based on a processor. The
classification system could work at a maximum speed of 25 fruits per second. This working
speed can increase by using a faster camera, improving the synchronization between the
camera and the shooting system and perhaps by using strobe lighting. Besides, improving
the classifier could help to improve the results. As it was said before this was not the scope




Real-time image processing applications are becoming more and more frequent and needed.
The easy access to devices such as high definition cameras and television or the access of
researchers to hyper spectral devices that generate a significant amount of information to be
processed, joined to the need of automating this process have triggered the increment in the
demand of this kind of applications. Besides, the non-destructive nature of a machine vision
system and the possibility of using information invisible to the human eyes only make these
systems more attractive.
Chapter 1 presented a brief state of the art of real-time image processing and object recog-
nition applications. It is hypothesized that two strategies have been used to accomplish
real-time image processing: Software or hardware optimization. Moreover the literature can
be divided into two groups: Application or algorithm specific. This last means that there are
papers that try to obtain real-time image processing in an specific application and there are
others that take an algorithm and try to get real-time functioning. But these two approaches
make use of multicores, GPUs, programmable logic devices or heterogeneous architectures.
In this chapter was also stated that color is a very important characteristic for a success-
ful object recognition. Although shape and texture are useful for the recognition task too,
they are more complex to compute. Besides, in agricultural applications color is even more
relevant because consumers uses it as the principal feature to measure the product quality.
After that, the structure of the document was described and a summary of the principal
developments and tests to solve the proposed problem were explained focusing in each stage
of an image processing system namely acquisition conditions, image segmentation, charac-
terization and classification.
In Chapter 3 the definition of image segmentation was presented and its importance in an
image processing system was pointed out. Since color is an important feature to be mea-
sured, the acquisition conditions are a key factor to obtain a good color measure. Then the
procedure for the selection of the lighting between cold and warm light was explained. As
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a result of the tests, led lamps of warm light were chosen because the cold light turn the
scene blueish. This situation could generate a mixture between the fruit pixels and the blue
background pixels. In addition, a brief explanation for the use of HSV and SCT to segment
the images was presented. This decision was based on computational load criteria.
A comparison of the segmentation performance for the proposed algorithms was presented.
The performance was evaluated using objective measures, this means, without using ground
truth. General, colorful and coffee images were segmented. According to the performance
measures, HSV performed better on general and colorful images, but SCT performed bet-
ter on coffee images. It is important to point out that in the case of general and colorful
images the difference between the two algorithms was minimal. In the case of coffee images
instead, the difference was significant. The tests showed that SCT keep more texture infor-
mation causing its bad evaluation in general and colorful images. But this situation could be
good in an application were texture is needed. On the other hand, the reason why HSV per-
formed worse in coffee images was the background and the brights, because it generates more
fragmentation. According to these results SCT was chosen for the coffee image segmentation.
Chapter 4 reminded the importance of a careful selection of the feature vector that describes
an object in order to get a successful recognition. As mentioned, color is the characteristic
to be compared. So, keeping in mind the necessity of real-time processing, color histogram
was picked as the feature vector, since it has a low computational load. Three experiments
were carried out to prove the validity of this approach. The first experiment used table
tennis balls of seven colors (green, yellow, orange, red, magenta, purple and blue) to explore
the discriminant capacity of the different colors. The second one analyzed the possibility
of using the same representation for different tones of the same color. This was done by
characterizing wood balls painted of three tones of green, two tones of yellow, two tones of
orange and four tones of red. Finally the last experiment tested if the four maturity stages
of coffee fruits can be distinguishable using this feature vector. Since the maturation pro-
cess of a coffee fruit is not homogeneous they were characterized in four different positions.
The results showed that there is discriminant capacity between the maturity stages but it
depends on the position.
Afterward, four bin-to-bin histogram comparison classifiers were compared: Intersection
distance, Manhattan distance, Euclidean distance and χ2 distance. Image retrieval and coffee
classification experiments were performed. A modified database from the Corel collection
was used. 100 images were organized in ten categories namely balloon, drinks, car, ship,
horse, sunset, primates, nests, texture2 and flower. The next experiment used 160 coffee
images divided in the four maturity stages. These experiments showed that Intersection and
Manhattan distances were equivalent, and also that there was no big difference between the
four classifiers. So, because of its low computational load intersection distance was chosen.
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The advantage of using programmable logic devices such as FPGAs instead of processors
to achieve real-time image processing was explained in chapter 5. The specifications of the
Cyclone II R⃝2C70 FPGA and the DE2-70 development board used in this work were pre-
sented. The proposed system is composed of the TRDB D5M 5 megapixel camera from
Terasic for the video acquisition, the DE2-70 development board for the image processing
and LCD monitor for segmentation results visualization. A demonstration application pro-
vided by Altera to explain the use of the camera was used. This application implements
the I2C communication between the development board and the camera for configuration
purposes. It has a module for capturing the information being send by the camera and a
Bayer color pattern to RGB color conversion module to get the RGB values of the pixels.
In addition, it has a module that allows storing these pixel values on the SDRAM for the
subsequent visualization on a VGA format and the VGA controller.
This demonstration application was developed to manage an image resolution of 1280 x
1024, so it had to be modified in order to get a resolution of 640 x 480. This implied changes
in the configuration parameters of the camera and the VGA controller. It was possible
to get a frame rate of 64 fps. After that, the modules for the color image segmentation,
histogram calculation and classification had to be designed and added to the project. The
implementation of the color analysis algorithm on a circuit was achieved by using only mul-
tiplications, comparisons and shifting operations between fixed-point numbers. The validity
of this approach was verified by implementing it in Matlab and comparing the results with
the double version of it. This test showed that the average error of the approximation was
6, 05E − 05, so this strategy could be implemented. Moreover, it was studied the effect of
reducing the color bit-depth from 12-bit per channel to 10-bit, 8-bit and 4-bit. It could be
observed that the 10-bit and 8-bit representations were very similar to the 12-bit represen-
tation, with the 8-bit having a bigger error. However, the 4-bit version was very poor. It
was possible to note that the majority of the errors were caused by the darker areas of the
image. So, in order to make an efficient use of the FPGA resources the 8-bit version was used.
Subsequently, the proposed architecture for the SCT algorithm was implemented on the
FPGA and its correct implementation was tested by comparing it to the Matlab version.
With this test an error in the code was detected and corrected. After that it was proven the
validity of the design. The next step was to implement the histogram comparison classifier
based on the intersection distance. Finally the time response of the circuit and its software
version was compared. The software was coded on Microsoft Visual C++ and run on four
different processors: Intel Pentium, Intel E4600, Intel i5 and Intel i7. This test demonstrated
that a processor equivalent in terms of cost is not fast enough to get over the FPGA per-
formance. However the Intel i7 processor had a performance similar to the FPGA but at
a greater cost. In addition, when the time are measured per maturity stage, it was found
out that the software version took more time analyzing the over-mature fruits. This could
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be explained by the fact that over-mature fruits had more pixels belonging to the 13 bin.
So, the sequential nature of the processor makes it to take more time to get to the “if”
statement where this bin is increased. This is not the case of the hardware solution, where
increasing any bin takes the same time because of its parallel nature.
Chapter 6 presented the application of the proposed designed to get a classification of coffee
fruits by ripeness. A total of 1419 coffee fruits, classified by experts in four categories
(immature, under-mature, mature and over-mature) were used to train and to test the
classifier. The fruits were presented to the system at three different speeds: 0 m/s (static),
1,57 m/s and 3,14 m/s one by one and in sequences of 24. Preliminary results showed
that a good classification at 3,14 m/s was not possible due to the frame rate obtain with
the camera. So the classifiers were tested only at 1,57 m/s. One heuristic and the three
histogram comparison classifiers were tested. In terms of efficacy in classification, the four
classifiers had a similar performance. However, the histogram comparison classifiers failed in
classifying some under-mature fruits as mature or over-mature, error that can affect greatly
the quality of the coffee. On the other hand, the errors of the heuristic classifier were to
classify under-mature fruits as immature which is not so bad. The efficacy of the system
in the case of one by one presentation was 90%. But when the sequences of 24 fruits were
presented at a speed of 1,57 m/s (25 fruits per second), the efficacy was reduced to 75.7%.
This was caused by a lack of synchronization between the camera and the shooting system.
These results showed that a real-time classification system of coffee fruits can be built using
inexpensive, simple and portable components.
7.2 Recommendations
In order to get a better performance of the system some things had to be improved. In the
acquisition stage a better illumination system had to be studied. This should include an
analysis of the effect of using strobe lighting. This will probably increase the necessity of
improving the synchronization between the camera and the shooting system, that at this
moment is already a weakness. There is a need also for researching if the use of a faster
camera would improve the performance of the system in a way that would compensate for
the higher cost.
Concerning the segmentation, it would be useful to test if using more divisions in the SCT
could enhance the performance. Even, if it would be possible to eliminate the dependency
on the position of fruits. Moreover, testing more classifiers would be interesting too, but
the computational load cannot be forgotten. Finally, a more realistic feeder system would
show not only one but many coffee fruits in a frame to the camera. So, there is a need for
developing a segmentation algorithm that could locate each fruit in the image and analyze
them individually.
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