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Abstract
By analogy with the join in topology, the join A ∗ B for operator algebras A and B
acting on Hilbert spaces H and K, respectively, was deﬁned by Gilfeather and Smith (Amer.
J. Math. 116 (1994) 541–561). Assuming that K is ﬁnite dimensional, they calculated the
Hochschild cohomology groups for A ∗ B with coefﬁcients in L(K ⊕ H). We assume that A
is a maximal abelian von Neumann algebra acting on H, A is a subalgebra of A⊗L(K), and
B is an ultraweakly closed subalgebra of Mn(A) containing A⊗ 1n. We show that B may be
decomposed into a ﬁnite sum of free modules. In this context, we redeﬁne the join of A and B,
generalize the calculations of Gilfeather and Smith, and calculate Hm(A ∗B,A⊗L(Cn ⊕K)),
for all m0.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
A commutative subspace lattice L on a Hilbert space H is a commuting lattice of
projections in L(H) containing 0 and 1 that is closed in the strong operator topology.
The algebra A of operators leaving L invariant is called a CSL-algebra. The core of
A is the commutative von Neumann algebra L′′ generated by L.
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Gerstenhaber and Schack [3] proved that the simplicial cohomology of a locally ﬁnite
simplicial complex is the Hochschild cohomology of an associated triangular algebra of
matrices. The set of minimal core projections P of a ﬁnite-dimensional CSL-algebra A
is strictly ordered and determines a ﬁnite simplicial complex . In unpublished work,
Kraus and Schack observed that the algebra associated with  is Morita equivalent
to A and, hence, the Hochschild cohomology groups H ∗(A,A) are isomorphic to the
simplicial cohomology groups H ∗(,C).
Every ﬁnite simplicial complex has a geometric realization as a compact Hausdorff
space. Motivated by the work of Kraus and Schack, Gilfeather and Smith [4,5] deﬁned
analogues of constructions in topology for operator algebras. The join A∗B of operator
algebras A and B acting on Hilbert spaces H and K, respectively, was deﬁned as the
subalgebra of L(K ⊕H) given by
A ∗ B =
{(
B 0
U A
)
: A ∈ A, U ∈ L(Cn,K), B ∈ B
}
.
When A or B is acting on a ﬁnite-dimensional space, they calculated the Hochschild
cohomology groups H ∗(A ∗ B,L(K⊕H)) of A ∗ B with coefﬁcients in L(K⊕H) to
be
H 0(A ∗ B)C,
H 1(A ∗ B)H 0(A)/C ⊗ H 0(B)/C
and
Hn(A ∗ B)  H 0(A)/C ⊗ Hn−1(B)
n−2⊕
k=1
Hk(A) ⊗ Hn−k−1(B)
⊕
Hn−1(A) ⊗ H 0(B)/C
for all n2. Although Gilfeather and Smith [5, Theorem 6.1] demonstrated that a
formula for the cohomology of the join of two arbitrary operator algebras A and B in
terms of the cohomologies of A and B alone is not possible, we extend their formula
to a larger class of operator algebras.
Let A be an abelian von Neumann algebra acting on H and let Mn(A) be the
algebra of matrices with entries from A. Suppose A is a norm closed subalgebra of
A⊗L(K) and B is a norm closed subalgebra of Mn(A), where both H and K may
be inﬁnite dimensional. We deﬁne the join A ∗ B of A and B to be the subalgebra of
A⊗L(Cn ⊕K) given by
A ∗ B =
{(
B 0
U A
)
: A ∈ A, U ∈ A⊗∗ L(Cn,K), B ∈ B
}
,
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where L(Cn,K) is regarded as a norm closed subalgebra of L(Cn⊕K) and ⊗∗ denotes
the spatial tensor product. Although our deﬁnition of the join differs from the above
deﬁnition, they coincide when A = C.
We assume that B is ultraweakly closed and contains A⊗1n. Using techniques from
the theory of type I ﬁnite von Neumann algebras, we show that B is the ﬁnite sum
of free modules. This decomposition is essential in the cohomology calculations that
follow. Under the further assumption that A is maximal, our main result is that
H 0(A ∗ B)A,
H 1(A ∗ B)H 0(A)/(A⊗ 1K) ⊗A H 0(B)/(A⊗ 1n)
and
Hm(A ∗ B)  Hm−1(A) ⊗A H 0(B)/(A⊗ 1n)
m−2⊕
i=1
Hm−i−1(A) ⊗A Hi(B)
⊕
H 0(A)/(A⊗ 1K) ⊗A Hm−1(B)
for all m2, which generalizes the formula of Gilfeather and Smith.
2. Banach algebra cohomology
Let A be a Banach algebra and let M be a Banach space that is a bimodule over
A. If the left module action (A,m) → Am and right module action (m,A) → mA
are bounded, then M is called a Banach bimodule over A. In this case, we deﬁne
L0(A,M) to be M and let Ln(A,M) denote the space of all bounded n-linear maps,
f : A × · · · × A → M , for n > 0. Elements of Ln(A,M) are called n-cochains. The
coboundary maps n : Ln(A,M) → Ln+1(A,M), often abbreviated , are deﬁned by
(nf )(a1, . . . , an+1) = a1f (a2, . . . , an+1)
+
n∑
i=1
(−1)if (a1, . . . , ai−1, ai ai+1, ai+2, . . . , an+1)
+ (−1)n+1f (a1, . . . , an)an+1.
We deﬁne the subspace of n-coboundaries Bn(A,M) to be the image of n−1 and
the subspace of n-cocycles Zn(A,M) to be the kernel of n. Since 2 = 0, every
coboundary is also a cocycle and we deﬁne the Hochschild cohomology groups of
A with coefﬁcients in M , denoted Hn(A,M), to be the quotient spaces Zn(A,M)/
Bn(A,M).
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A Banach bimodule M over A is said to be a dual bimodule over A, if M is
isometrically isomorphic to the dual space of a Banach space M∗ and the maps m →
Am and m → mA on M are weak* continuous for every A ∈ A. In this case,
Johnson [6] observed that Ln(A,M) is isometrically isomorphic to the dual space of
A ⊗ˆ · · · ⊗ˆA ⊗ˆ M∗, where ⊗ˆ denotes the projective tensor product, there are n
copies of A, and the duality is deﬁned by
〈a1 ⊗ · · · ⊗ an ⊗ m∗, 〉 = 〈m∗, (a1, . . . , an)〉
for all a1, . . . an ∈ A, m∗ ∈ M∗ and  ∈ Ln(A,M).
In calculations involving continuous cocycles, it is often useful to replace a given
cocycle  ∈ Zn(A,M) with an equivalent one that vanishes whenever one of its
arguments is in a closed subalgebra B of A. This is referred to as averaging in the
theory of continuous cohomology.
A Banach algebra B is called amenable, if H 1(B,M) = 0 whenever M is a dual
Banach bimodule over B. Johnson et al. [7, Theorem 4.1] proved that if  ∈ Ln(A,M)
and  vanishes whenever any of its arguments is in B, then there exists  ∈ Ln−1(A,M)
such that +  vanishes whenever any of its arguments is in B. In particular, this is
true for cocycles.
Let B be a C∗-algebra and let U be its unitary group with the relative weak topology
(B,B∗) of B. Then U is a topological group and B is amenable if and only if
RUC(U), the C∗-subalgebra of ∞(U) of right uniformly continuous functions, has a
left invariant mean [9, Theorem 2]. In applications, it is always possible to average
over an abelian C∗-algebra B because abelian groups are amenable with respect to the
discrete topology—that is, there is a left invariant mean on ∞(U).
Deﬁnition 1. Let A be an algebra, let B be a subalgebra of A, and let M be a bimodule
over A. If  ∈ Ln(A,M) satisﬁes
(1) (ba1, a2, . . . , an) = b(a1, . . . , an),
(2) (a1, . . . , ak−1, akb, ak+1, . . . , an) = (a1, . . . , ak, bak+1, ak+2 . . . , an), 1k < n,
(3) (a1, . . . , an−1, anb) = (a1, . . . , an)b
for all a1, . . . , an ∈ A and b ∈ B, we call  multimodular with respect to B or B-multi-
modular.
If  ∈ Zn(A,M) and  vanishes whenever any of its entries is in B, then  is
B-multimodular [10, Lemma 4.1]. Evidently, when A is a Banach algebra and M is a
dual Banach bimodule over A,  ∈ Zn(A,M) may be replaced with  ∈ Zn(A,M)
within the same equivalence class of Hn(A,M) that is multimodular with respect to
any closed amenable subalgebra B of A.
Let A be a norm closed subalgebra of L(H), let M be a dual Banach bimodule
over A, and let B be an abelian C∗-subalgebra of the center of A. If  ∈ Ln(A,M)
is multimodular with respect to B, then  is also multimodular. We let {Ln(A,M :
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B), n}n0 denote the subcomplex of {Ln(A,M), n}n0 consisting of multimodular
maps and use similar notation for coboundaries, cocycles and cohomology groups. In
this case, the scalar ﬁeld C may be replaced by B in our cohomology calculations. More
generally, Sinclair and Smith [11, Theorem 3.2.7] showed that if B is a C∗-subalgebra
of A with an amenable unitary group, then it sufﬁces to consider the multimodular
complex.
3. Submodules of Mn(A)
Let A be an abelian von Neumann algebra. Then Mn(A) is an AW ∗-module over
A⊗ 1n, as deﬁned by Kaplansky [8], with the tracial inner product 〈A,B〉 = tr(B∗A)
for all A,B ∈ Mn(A). Every ultraweakly closed submodule M of Mn(A) is an AW ∗-
submodule and its orthogonal complement M⊥ is the set of all B ∈ Mn(A) such that
〈A,B〉 = 0 for all A ∈ M . Clearly M⊥ is also an ultraweakly closed submodule of
Mn(A) and Kaplansky [8, Theorem 3] proved that M⊥ is the algebraic complement
of M .
The maximal ideal space  of A is compact and extremally disconnected, or Stonian.
In particular, the closure of every open subset G of  is compact and open. The
Gelfand transformation  : A→ C() allows us to identify Mn(A) with C(,Mn(C)),
the algebra of continuous matrix-valued functions on , and, henceforth, we tacitly use
this fact.
Stone [12, Theorem 17] proved that the algebra of real-valued continuous functions
CR() on  is a boundedly complete lattice—that is to say, every uniformly bounded
subset of CR() has a least upper bound in CR(). The following lemma is a conse-
quence that was ﬁrst noted by Deckard and Pearcy [1, Lemma 2.1] for complex-valued
functions on .
Lemma 2. Let M be an ultraweakly closed submodule of Mn(A). Suppose that G =
{Gi}i∈I is a collection of pairwise disjoint compact open subsets of , and
S = {Ai}i∈I ⊆ M is a uniformly bounded collection of functions on . Then there is
a function A ∈ M such that A() = Ai() for all  ∈ Gi and i ∈ I .
Although an arbitrary submodule of Mn(A) is not free over A⊗ 1n, we now show
that, given an ultraweakly closed submodule M of Mn(A), we can decompose M into
a ﬁnite direct sum of free modules. We say that a free module is of ﬁnite type, if it
has a ﬁnite basis.
Theorem 3. Let M be an ultraweakly closed submodule of Mn(A). Then there are a
ﬁnite number of pairwise disjoint open subsets {Ok}tk=0 of  such that  =
⋃t
k=0 O−k
and if k is the characteristic function of O−k and pk = k ⊗ 1n, then Mk = pkM is a
free module of ﬁnite type over C(O−k ) for all 0k t . Furthermore, M
⊕t
k=0 Mk .
Proof. If M = {0}, the statement is trivial, so we assume that M = {0}. Since M() =
{A() : A ∈ M } is a subspace of Mn(C) for all  ∈ , M() is ﬁnite dimensional.
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We let d() denote the dimension of M() and let d0 = sup∈ d(). Observe that
0 < d0n2.
Now deﬁne O0 = { ∈  : d() = d0 }. Given 0 ∈ O0, there is a set of functions
{Ak}d0i=1 ⊆ M such that {Ak(0)}d0k=1 is a basis for M(0) over C and ‖Ak(0)‖ < 1 for
all 1kd0. By appending rows together, for example, we may also consider {Ak}d0k=1
to be continuous functions taking values in Cn2 . Then the set of functions {Ak}d0k=1
forms a n2 × d0 matrix C having a d0 × d0 submatrix D such that |D(0)| = 0.
Since the determinant of D is continuous, there exists a compact open neighborhood
U0 of 0 such that |D()| = 0 and ‖Ak()‖1 for all  ∈ U0 and 1kd0.
Consequently, {Ak()}d0k=1 is a linearly independent set in Mn(C) for all  ∈ U0, and
for every B ∈ M , there are unique scalar-valued functions {fk}d0k=1 on U0 such that
B() =∑d0k=1 fk()Ak() for all  ∈ U0. Cramer’s rule implies that {fk}d0k=1 ⊆ C(U0)
and we conclude, in particular, that O0 is an open subset of .
Let F be the collection of all families of pairwise disjoint compact open subsets
of O0, such that for all G	 = {Gi}i∈I	 ∈ F , there is a set of matrix-valued functions
{A	k}d0k=1 ⊆ M supported on G	 =
(⋃
i∈I	 Gi
)−
such that ‖A	k‖1 for all 1kd0,
and for all B ∈ M , there are unique functions {f 	k }d0k=1 ⊆ C(G	) such that B() =∑d0
k=1 f 	k ()A	k() for all  ∈ G	. Then F is not empty and we deﬁne a partial order
on F by writing G	G	′ if G	 ⊆ G	′ and A	k() = A	
′
k () for all  ∈ G	 ∩ G	′
and 1kd0. If C = {G
}
∈ is a chain in F , then, by Lemma 2, G =
⋃

∈ G

is an upper bound for C in F . By Zorn’s lemma, there exists a maximal element
G0 = {Gi}i∈I0 ∈ F .
Let G0 =
(⋃
i∈I0 Gi
)−
and assume, to obtain a contradiction, that  = O0 \ G0
is not empty. Since  is an open subset of , given 0 ∈ , there is a compact
open neighborhood V0 ⊆  of 0 and a set of matrix-valued functions {Ek}d0k=1 ⊆ M
supported on V0 such that ‖Ek‖1 for all 1kd0, and for all B ∈ M , there exist
unique functions {gk}d0k=1 ⊆ C(V0) such that B() =
∑d0
k=1 gk()Ek() for all  ∈ V0.
This contradicts the maximality of G0. Therefore, O0 ⊆ G0 and since the inclusion
O−0 ⊇ G0 is obvious, O−0 = G0.
Now replace  with ′ =  \ O−0 . Then ′ is a compact open subset of  and
let d1 = sup∈′ d() < d0. If d1 = 0, then we are done. Otherwise, let O1 =
{ ∈ ′ : d() = d1 } and we construct a set of matrix-valued functions {A1k}d1k=1 ⊆ M
supported on O−1 such that ‖A1k‖1 for 1kd1, and for all B ∈ M , there are unique
functions {f 1k }d1k=1 ⊆ C(O−1 ) such that B() =
∑d1
k=1 f 1k ()A1k() for all  ∈ O−1 . We
continue in this manner until we have pairwise disjoint open subsets {Ok}tk=0 of 
such that  = ⋃tk=0 O−k = (⋃tk=0 Ok)−, d() = dk when  ∈ Ok for all 0k t ,
and 0dt < · · · < d1 < d0n2. Furthermore for all 0k t , we construct a set
of dk matrix-valued functions {Akm}dkm=1 supported on O−k such that ‖Akm‖1 for all
1mdk , and for all B ∈ M , there are unique functions {f km}dkm=1 ∈ C(O−k ) such
that B() = ∑dkm=1 f km()Akm() for all  ∈ O−k . Hence, if k is the characteristic
function of O−k , pk = k ⊗ 1n, and Mk = pkM for all 0k t , then M
⊕t
k=0 Mk
and Mk is a free module of ﬁnite type over C(O−k ) for all 0k t . 
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Suppose that M and N are ultraweakly closed submodules of Mn(A) and N ⊆ M .
The algorithm in the proof of Theorem 3 may be iterated to construct open sets that
decompose  for both M and N . More precisely, we have the following corollary.
Corollary 4. Let M and N be ultraweakly closed submodules of Mn(A) such that
N ⊆ M . Then there are a ﬁnite number of pairwise disjoint open subsets {Ok}tk=0
of  such that  = ⋃tk=0 O−k and if k is the characteristic function of O−k and
pk = k ⊗ 1n, then Mk = pkM and Nk = pkN are free modules of ﬁnite type over
C(O−k ). Furthermore, there is a ﬁnite basis for Mk over C(O−k ) containing a basis for
Nk for all 0k t .
Proof. By using the decomposition of Theorem 3 for N , we may assume that N is a
free module of ﬁnite type over A ⊗ 1n and there exists an open set O that is dense
in  such that dimN() = m > 0 for all  ∈ O. We ﬁx a basis {Ak}mk=1 for N over
A⊗ 1n and, using the technique in the proof of Theorem 3, we obtain a ﬁnite number
of pairwise disjoint open subsets {Ok}tk=0 of O such that  =
⋃t
k=0 O−k and if k is
the characteristic function of O−k and pk = k ⊗1n for all 0k t , then Mk = pkM is
a free module of ﬁnite type over C(O−k ) for all 0k t . Since {Ak()}mk=1 is linearly
independent for all  ∈ Ok , we may extend {Ak}mk=1 to a basis for Mk over C(O−k )
for every 0k < t . 
Remark 5. Note that N need not be ultraweakly closed for the proof of Corollary 4
to be valid. It sufﬁces that there exist a set of pairwise orthogonal projections {i}ki=1
in C() such that ∑ki=1 i = 1 and for all 1 ik, (i ⊗ 1n)N has a basis {Aij }ij=1
over C(−i ), where i is open, −i is the range of i , and {Aij ()}ii=1 is linearly
independent over C for all  ∈ i and 1 ik. Of course, when N is ultraweakly
closed, the proof of Theorem 3 shows that these conditions are satisﬁed.
In later calculations it will not be possible to satisfy the conditions of Corollary 4,
but we will be able to satisfy the weaker conditions of Remark 5. Consequently, we
will need to know what linear independence over A⊗1n implies about pointwise linear
independence over C. We use a technique developed by Deckard and Pearcy [2] to
solve systems of linear equations in Stonian spaces.
Lemma 6. Let  be a Stonian space and let A = (aij ) ∈ Mm,n(C()). Suppose that
D is dense in  and for all  ∈ D, there is a non-trivial solution to the system of
linear equations A()x = 0. Then there exists a set of functions {fi}ni=1 in C(), not
all of which are identically zero, such that ∑nj=1 fiaij = 0 for all 1 im.
As stated, Lemma 6 is applicable in a variety of situations, but we are only concerned
with the following one:
Proposition 7. Let {Ai}ki=1 be a linearly independent subset of Mn(A) over A ⊗ 1n
and let O be the set of all points  ∈  such that {Ai()}ki=1 is linearly independent
over C. Then O is open and dense in .
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Proof. We may consider {Ai}ki=1 to be the columns of a n2 × k matrix A with entries
in C(). For every 0 ∈ O, there exists a k × k submatrix S of A such that the rank
of S(0) = k. Then det(S()) = 0 in an open neighborhood of 0. Hence, O is open
and it remains to show that O is dense in .
Let  =  \ O− and assume, to obtain a contradiction, that  is not empty. For
all  ∈ , observe that the columns of A() are linearly dependent and, therefore,
ker(A()) = {0}. Then, by Lemma 6, there exists a set of functions {fi}ki=1 in C(),
not all of which are identically zero, such that
∑k
i=1 (fi ⊗ 1n)Ai = 0, a contra-
diction. 
4. The structure of multilinear maps
We begin be recalling the deﬁnition of the join to be used in our calculations.
Deﬁnition 8. Let A be an abelian von Neumann algebra acting on H, let A be a norm
closed subalgebra of A⊗L(K), and let B be a norm closed subalgebra of Mn(A).
The join of A and B is the subalgebra of A⊗L(Cn ⊕K) deﬁned by
A ∗ B =
{(
B 0
U A
)
: A ∈ A, U ∈ A⊗∗ L(Cn,K), B ∈ B
}
.
Example 9. Let A be the abelian von Neumann algebra whose maximal ideal space
consists of two points and let A be a proper subalgebra of M2(C). Then A ⊗ A
A ⊕ A is always an algebra whose linear dimension is even. On the other hand, if
D2 and T2 denote the subalgebras of diagonal and upper triangular matrices in M2(C),
respectively, then D2 ⊕ T2 is a proper subalgebra of A ⊗ M2(C)M2(C) ⊕ M2(C)
of odd linear dimension. Evidently, there are subalgebras of A ⊗ M2(C) that are not
unitarily equivalent to A⊗A for some proper subalgebra A of M2(C).
It will become necessary to distinguish between elements of the tensor product of
Hilbert spaces and rank one operators between Hilbert spaces. Suppose that h0 ∈ H
and k0 ∈ K. Then h0 ⊗ k0 denotes a vector in H ⊗ K, while k0 ⊗ˇh0 will denote the
rank one operator deﬁned by h → 〈h, h0〉k0 for all h ∈ H.
For the remainder of this paper, A will denote an maximal abelian von Neumann
algebra acting on H, A will denote a norm closed subalgebra of A⊗L(K), and B will
denote an ultraweakly closed subalgebra of Mn(A) containing A⊗ C1n. Furthermore,
suppose that B0 ∈ B, U0 ∈ A ⊗∗ L(Cn,K), and A0 ∈ A. Then X0 will denote the
ﬁxed element of A ∗ B deﬁned by X0 =
(
B0
U0
0
A0
)
and when U0 = 0, we shall also
write X0 = B0 ⊕ A0.
Since A ∗ B contains an abelian subalgebra (A ⊗ C1n) ⊕ C1A, if m1 and
 ∈ Zm(A∗B,A⊗L(Cn⊕K)), there is an equivalent cocycle  that vanishes whenever
any of its arguments belongs to (A ⊗ C1n) ⊕ C1A. In particular,  is multimodular
with respect to (A ⊗ C1n) ⊕ C1A. From now on, we assume that every cocycle on
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A ∗ B with coefﬁcients in A⊗L(Cn ⊕ K) vanishes whenever any of its entries is in
(A ⊗ C1n) ⊕ C1A and the following decomposition [5, Proposition 2.4] is a direct
consequence.
Proposition 10. Suppose  ∈ Lm(A∗B,A⊗L(Cn ⊕K)) is multimodular with respect
to (A⊗ C1n) ⊕ C1A. Then  is of the form
(X1, . . . , Xm)
=
(
(B1, . . . Bm) 0∑m
j=1 j (A1, . . . , Am−j , Um−j+1, Bm−j+2, . . . , Bm) 	(A1, . . . , Am)
)
, (1)
where Xj ∈ A ∗ B and j is a bounded m-linear mapping with values in the ultra-
weak closure (A ⊗ L(Cn,K))− of A ⊗ L(Cn,K) for all 1jm. In particular, if
 ∈ Zm(A ∗ B,A⊗L(Cn ⊕K)), then 	 ∈ Zn(A,A⊗L(K)) and  ∈ Zm(B,Mn(A)).
Note that the multilinear maps appearing in (1) inherit the multimodularity of . In
particular, for all a ∈ A and 1jm, we have
j (A1, . . . , Am−j , (a ⊗ 1K)Um−j+1, Bm−j+2, . . . , Bm)
= j (A1, . . . , Am−j , Um−j+1(a ⊗ 1n), Bm−j+2, . . . , Bm)
= j (A1, . . . , Am−j , Um−j+1, (a ⊗ 1n)Bm−j+2, . . . , Bm)
= j (A1, . . . , Am−j , Um−j+1, Bm−j+2(a ⊗ 1n), . . . , Bm)
= j (A1, . . . , Am−j , Um−j+1, Bm−j+2, . . . , Bm)(a ⊗ 1n)
= (a ⊗ 1K)j (A1, . . . , Am−j , Um−j+1, Bm−j+2, . . . , Bm) (2)
and  is homogeneous with respect to A⊗ 1n.
The multilinear maps appearing in the (2, 1) entry of (1) may be further decom-
posed. We continue to follow the outline and the techniques set forth by Gilfeather and
Smith [5]. However, in the present context, there are signiﬁcant differences in both the
statements and proofs of the intermediate steps and, of course, in the ﬁnal results.
Lemma 11. Let 
 : A× · · · ×A×A⊗∗ L(Cn,K)×B× · · · ×B → (A⊗L(Cn,K))−
be a bounded m-linear function satisfying (2), where A occurs m− r − 1 times and B
occurs r times. Then 
 is equal to a ﬁnite sum of m-linear functions of the following
forms:
(1) (A1, . . . , Am−1, Um) → (A1, . . . , Am−1)UmT , where  : A×· · ·×A → A⊗L(K)
is a bounded (m − 1)-linear map and T ∈ Mn(A) for r = 0.
(2) (A1, . . . , Am−r−1, Um−r , Bm−r+1, . . . , Bm) → Um−r, where  : A× · · · ×A →
A⊗L(K) is a bounded (m− r −1)-linear map and  : B×· · ·×B → Mn(A) is a
bounded r-linear map that is homogeneous with respect to A⊗1n for 0 < r < m−1.
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(3) (U1, B2, . . . , Bm) → SU1(B2, . . . , Bm), where S ∈ A⊗L(K) and  : B × · · · ×
B → Mn(A) is a bounded (m − 1)-linear map that is homogeneous with respect
to A⊗ 1n for r = m − 1.
Proof. The proof of (2) contains all of the essential elements of the argument and we
omit the others.
Since B is complemented in Mn(A), we may assume that B = Mn(A). Let {Eij }ni,j=1
denote the canonical matrix units for Mn(C) and {ej }nj=1 be the canonical basis for
Cn. We use boldface to denote multi-indices i = (i1, . . . ir ) and j = (j1, . . . jr ). Deﬁne
multilinear functions ijpq : Mn(A) × · · · × Mn(A) → Mn(A) by
ijpq(1H ⊗ Es1t1 , . . . , 1H ⊗ Esr tr ) =
{ 1H ⊗ Epq if s = i and t = j,
0 otherwise
and extend ijpq linearly to Mn(A). Now deﬁne ijpq : A× · · · ×A → L(H⊗K) by
ijpq(A1, . . . , Am−r−1)(h ⊗ k)
= 
(A1, . . . , Am−r−1, 1H ⊗ (k ⊗ˇ ep), Ei1j1 , . . . , Eir jr )(h ⊗ eq).
Since A is maximal, A = A′ and 
 takes values in (A⊗L(Cn,K))−. By the commu-
tation theorem, ijpq(A1, . . . , Am−r−1) ∈ (A⊗ 1K)′ = A⊗L(K). Then, for all a ∈ A,
h ∈ H, k ∈ K, and 1s, tn, (2) implies
∑
ijpq
ijpq(A1, . . . , Am−r−1)(a ⊗ (k ⊗ˇ es))ijpq(1H ⊗ Eg1l1 , . . . , 1H ⊗ Egr lr )(h ⊗ et )
=
∑
pq
glpq (A1, . . . , Am−r−1)(a ⊗ (k ⊗ˇ es))(1H ⊗ Epq)(h ⊗ et )
=
∑
p
glpt (A1, . . . , Am−r−1)(a ⊗ (k ⊗ˇ es))(h ⊗ ep)
= glst (A1, . . . , Am−r−1)(a ⊗ 1K)(h ⊗ k)
= 
(A1, . . . , Am−r−1, 1H ⊗ (k ⊗ˇ es), Eg1l1 , . . . , Egr lr )(a ⊗ 1n)(h ⊗ et )
= 
(A1, . . . , Am−r−1, a ⊗ (k ⊗ˇ es), Eg1l1 , . . . , Egr lr )(h ⊗ et ). (3)
By linearity, (3) holds for all Um−r ∈ A⊗L(Cn,K), B1, . . . , Br ∈ B, and x ∈ H⊗Cn.
Since 
 is bounded, (3) must also be true for Um−r ∈ A⊗∗ L(Cn,K). 
In our subsequent calculations, it is valuable to know when the sums appearing in
Lemma 11 are equal to zero.
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Lemma 12. Let 0r < m and p ∈ N. Suppose i : A × · · · × A → A⊗L(K) is
a (m − r − 1)-linear map and i : B × · · · × B → Mn(A) is a r-linear map for all
1 ip. If {i}pi=1 is linearly independent with respect to A⊗ 1n and
p∑
i=1
i (A1, . . . , Am−r−1)Ui (B1, . . . , Br) = 0
for all A1, . . . , Am−r−1 ∈ A, U ∈ A ⊗∗ L(Cn,K), and B1, . . . , Br ∈ B, then i = 0
for all 1 ip. A similar statement is true if {i}pi=1 is linearly independent with
respect to A⊗ 1K.
Proof. We begin with the case where m = 1 and r = 0. Recall that a 0-linear map
taking values in a Banach bimodule M is a ﬁxed element of M . Let i = Si ∈
A⊗L(K) and i = Ti ∈ Mn(A) for all 1 ip, and ﬁx an orthonormal basis
{f}∈T for K.
Every A ∈ A⊗L(K) has a matrix (a),∈T with respect to {f}∈T , where a ∈ A
for all ,  ∈ T . In particular, we let Si = (si),∈T for all 1 ip. Then, for all
h1, h2 ∈ H, ,  ∈ T , and 1s, tn, we have
(1H ⊗ (et ⊗ˇ f))S∗i (h2 ⊗ f) =
∑
∈T
(1H ⊗ (et ⊗ˇ f))((si)∗h2 ⊗ f)
= (si)∗h2 ⊗ et
= ((si)∗ ⊗ 1n)(h2 ⊗ et )
for all 1 ip, and, consequently
p∑
i=1
〈(si ⊗ 1n)Ti(h1 ⊗ es), h2 ⊗ et 〉 =
p∑
i=1
〈Ti(h1 ⊗ es), ((si)∗ ⊗ 1n)(h2 ⊗ et )〉
=
p∑
i=1
〈Ti(h1 ⊗ es), (1H ⊗ (et ⊗ˇ f))S∗i (h2 ⊗ f)〉
=
p∑
i=1
〈Si(1H ⊗ (f ⊗ˇ et ))Ti(h1 ⊗ es), h2 ⊗ f〉
= 0.
Since {Ti}pi=1 is linearly independent with respect to A⊗ 1n, si = 0 for all 1 ip
and ,  ∈ T , and, therefore, Si = 0 for all 1 ip.
If m > 1 and 0r < m, we ﬁx A1, . . . , Am−r−1 ∈ A and let the matrix of
i (A1, . . . , Am−r−1) with respect to {f}∈T be (si),∈T for all 1 ip. The
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preceding calculation shows that
p∑
i=1
〈(si ⊗ 1n)i (B1, . . . , Br)(h1 ⊗ es), h2 ⊗ et 〉 = 0
for all ,  ∈ T , h1, h2 ∈ H, 1s, tn, and B1, . . . , Br ∈ B. Because {i}pi=1 are
linearly independent over A ⊗ 1n, we conclude that i (A1, . . . , Am−r−1) = 0 for all
1 ip. Since A1, . . . , Am−r−1 ∈ A were arbitrary, i = 0 for all 1 ip, and the
proof is complete. 
Note that the proof of Lemma 12 does not require that A be maximal. In certain
calculations, we shall replace A by a von Neumann subalgebra of A. More precisely,
the following lemma will be applicable.
Lemma 13. Let 0r < m, let t ∈ N, and let p ∈ A be a projection. Suppose
i : A × · · · × A → A⊗L(K) is a (m − r − 1)-linear map and i : B × · · · × B →
Mn(A) is a r-linear map for all 1 i t . If {i}ti=1 is linearly independent with respect
to (p ⊗ 1n)(A⊗ 1n) and
t∑
i=1
i (A1, . . . , Am−r−1)Ui (B1, . . . , Br) = 0
for all A1, . . . , Am−r−1 ∈ A, U ∈ A ⊗∗ L(Cn,K), and B1, . . . , Br ∈ B, then (p ⊗
1K)i = 0 for all 1 i t . A similar statement is true if {i}ti=1 is linearly independent
with respect to (p ⊗ 1K)(A⊗ 1K).
By Proposition 10 and Lemma 11, every  ∈ Zm(A ∗B,A⊗L(Cn ⊕K)) is a linear
combination of maps of the form
(X1, . . . , Xm)=
(
(B1, . . . , Bm) 0
(A1, . . . , Am−r−1)Um−r(Bm−r+1, . . . , Bm) 	(A1, . . . , Am)
)
, (4)
where 0r < m and X1, . . . , Xm ∈ A∗B. The coboundaries of the constituent elements
of  were calculated separately by Gilfeather and Smith [5] and recorded in a table
that we reproduce for the sake of reference. Each coboundary in Table 1 is evaluated
at X1, . . . , Xm+1 ∈ A ∗ B.
We now demonstrate that every cocycle in Zn(A ∗B,A⊗L(Cn ⊕K)) is equivalent
to a cocycle with zeros on the diagonal.
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Table 1
Cochains and their coboundaries
 (
(B1, . . . , Bm) 0
0 0
) (
()(B1, . . . , Bm+1) 0
U1(B2, . . . , Bm+1) 0
)
(
0 0
Um−r 0
) (
0 0
()Um−r+1+ (−1)m−r+1Um−r () 0
)
(
0 0
0 	(A1, . . . , Am)
) (
0 0
(−1)m+1	(A1, . . . , Am)Um+1 	
)
Proposition 14. Let  ∈ Zm(A ∗ B,A⊗L(Cn ⊕ K)). Then there is an equivalent
cocycle  ∈ Zm(A ∗ B,A⊗L(Cn ⊕K)) of the form
(X1, . . . , Xm) =
(
0 0∑m
j=1 
j (A1, . . . , Am−j , Um−j+1, Bm−j+2, . . . , Bm) 0
)
, (5)
where X1, . . . , Xm ∈ A ∗ B. Furthermore, 
j satisﬁes (2) for all 1jm.
Proof. We begin by applying Proposition 10 to  and, using the notation in (1), we
evaluate ()(X1, . . . , Xm+1), where Xj ∈ A ∗B and Bj = 0 for all 1jm+ 1. By
Lemma 11, we may assume that 1(A1, . . . , Am−1, Um) = ∑i=1 i (A1, . . . , Am−1)
Umi , where i : A × · · · × A → A⊗L(K) and i ∈ Mn(A) for all 1 i. Then,
applying Table 1, the (2,1) entry of ()(X1, . . . , Xm+1) is
∑
i=1
(i )(A1, . . . , Am)Um+1i + (−1)m+1	(A1, . . . , Am)Um+1(1H ⊗ 1n) = 0. (6)
Now let N be the ultraweakly closed submodule of Mn(A) over A ⊗ 1n generated
by 1H ⊗ 1n and {i}i=1. By Theorem 3, there exist pairwise orthogonal projections
{pj }tj=1 such that
∑t
j=1 pj = 1H and (pj ⊗ 1n)N is a free module of ﬁnite type over
(pj ⊗ 1n)(A⊗ 1n) for all 1j t .
Choose j0 such that 1j0 t and multiply (6) on the right by (pj0 ⊗ 1n). We
may assume, by redeﬁning {i}i=1, if necessary, that {(pj0 ⊗ 1n)i}i=1 is a basis
for (pj0 ⊗ 1n)N over (pj0 ⊗ 1n)(A ⊗ 1n) and 1 = pj0 ⊗ 1n. Then, by Lemma 13,
(pj0 ⊗ 1K)(1 + (−1)m+1	) = 0. Since j0 was arbitrary, we conclude that 1 +
(−1)m+1	 = 0.
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Hence, if we let  =
(
0
0
0
(−1)m+11
)
and replace  with  =  + , then  is an
equivalent cocycle to  for which 	 = 0. By Table 1,  retains the form of (1) and the
maps in the (2, 1) entry of  satisfy (2). A similar calculation allows us to replace 
with an equivalent cocycle  having the same form as (1) and such that 	 =  = 0. 
5. The cohomology groups of A ∗B
Having chosen B to be a algebra of matrices with entries in A rather than C neces-
sitates corresponding changes to the various coefﬁcient spaces involved in our calcula-
tions. In particular, all multilinear maps on A ∗ B will take values in
A⊗L(Cn ⊕ K), all multilinear maps on A will take values in A⊗L(K), and all
multilinear maps on B will take values in Mn(A). The coefﬁcient spaces will be omit-
ted from future notation, for brevity.
These new coefﬁcient spaces are all bimodules over A and type I von Neumann
algebras whose respective centers are ∗-isomorphic to A. We shall express the coho-
mology groups of A ∗ B as the tensor product of A-bimodules which will be denoted
⊗A in contrast to the tensor product of complex vector spaces which we continue to
denote by ⊗.
The results of the previous section demonstrate that cocycles on A∗B taking values in
A⊗L(Cn⊕K) have a particularly simple form. We use it to determine the cohomology
groups of A ∗ B.
Proposition 15. H 0(A ∗ B) = A⊗ (1n ⊕ 1K)A.
Proof. Since A∗B contains the abelian algebra (A⊗C1n)⊕C1A, every Y ∈ H 0(A∗B)
must have the form Y = T ⊕ S, where T ∈ Mn(A) and S ∈ A⊗L(K). Let
{ej }nj=1 be the canonical basis for Cn, let {f}∈M be an orthonormal basis for K,
and let X ∈ A ∗ B, where A = B = 0, k ∈ K, x ∈ Cn, and U = 1H ⊗ (k ⊗ˇ x).
Then
XY − YX =
(
0 0
(1H ⊗ (k ⊗ˇ x))T − S(1H ⊗ (k ⊗ˇ x)) 0
)
= 0.
Let T = (tij )ni,j=1 be the matrix of T with respect to {ej }nj=1 and let S = (s),∈M
be the matrix of S with respect to {f}∈M . In component form, the (2, 1) entry of XY
becomes
〈(1H ⊗ (f ⊗ˇ ei))T (h1 ⊗ ej ), h2 ⊗ f〉 = 〈tij h1 ⊗ f, h2 ⊗ f〉
= 〈tij h1, h2〉
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for all h1, h2 ∈ H, ,  ∈ M , and 1 i, jn, while the (2,1) entry of YX is
〈S(1H ⊗ (f ⊗ˇ ei))(h1 ⊗ ej ), h2 ⊗ f〉 = ij
∑
∈M
〈sh1 ⊗ f, h2 ⊗ f〉
= ij 〈sh1, h2〉.
Apparently, if i = j (respectively,  = ), then tij = 0 (respectively, s = 0). On the
other hand, when i = j and  = , tii = s = a ∈ A for all 1 in and  ∈ M .
Thus, T = a ⊗ 1n, S = a ⊗ 1K, and Y = a ⊗ (1n ⊕ 1K). 
The cohomology of B is determined by the cochains that are homogeneous with
respect to A ⊗ 1n. Furthermore, by Proposition 11, the multilinear maps on B that
will appear in the calculation of Hm(A ∗ B) are also homogeneous with respect to
A ⊗ 1n. It will sufﬁce, therefore, to consider cochains in Lm(B,Mn(A) : A) and
we let Lm(B) = Lm(B,Mn(A) : A). Analogous notation will be used for cocycles,
coboundaries, and cohomology groups.
Let p ∈ A be a projection and let Bp = (p ⊗ 1n)B. Suppose Bp is a free module
over A ⊗ 1n with basis {Tj }sj=1. For all m1, a map  ∈ Lm(Bp) may be identi-
ﬁed with an array of sm elements of Mn(pA) through the mapping p deﬁned by
 → ((Tk1 , . . . , Tkm))sk1,...km=1. Observe that p is a weak* homeomorphism onto⊕sm
i=1 Mn(pA) that is homogeneous with respect to A⊗ 1n and Zm(Bp) is a weak*
closed submodule of Lm(Bp). Since
⊕sm
i=1 Mn(pA) is an AW ∗-module, Zm(Bp) has
a weak* closed complement in Lm(Bp).
Apply Theorem 3 to B to obtain a set of pairwise orthogonal projections {pi}ti=1
in A such that
∑t
i=1 pi = 1H and Bi = (pi ⊗ 1n)B is a free module of ﬁnite type
over (pi ⊗ 1n)(A ⊗ 1n) for all 1 i t . We will assume that various weak* closed
modules of multilinear maps on Bi are free over (pi ⊗ 1n)(A⊗ 1n) of ﬁnite type. This
is possible because only a ﬁnite number of steps are involved in the calculation of any
particular cohomology group and we may reﬁne a given partition of 1H at each step
in such a way that every module involved in our calculation is a free module of ﬁnite
type.
Now let 1 i0 t be ﬁxed. We deﬁne a sequence of bases for Lm(Bi0) for all m0.
We assume that both Zm(Bi0) and Zm(Bi0)⊥ are free modules of ﬁnite type over
(pi0 ⊗1n)(A⊗1n) for all m0, as discussed above. For m = 0, let {i00,2,j } be a basis
for Z0(Bi0) such that i00,2,1 = pi0 ⊗ 1n and let {i00,3,j } be a basis for Z0(Bi0)⊥. If
i01,1,j = i00,3,j for all j, then {i01,1,j } is a basis for B1(Bi0) over (pi0 ⊗ 1n)(A⊗ 1n).
By Remark 5 and Proposition 7, there is a linearly independent set {i01,2,j } in Z1(Bi0)
such that {i01,1,j }∪{i01,2,j } is a basis for Z1(Bi0). Similarly, for all m1, we construct
bases for Zm(Bi0)⊥ and Zm+1(Bi0).
Having obtained bases for Bm(Bi ), Zm(Bi ), and Zm(Bi )⊥ for all m0 and 1 i t ,
we combine them to form generating sets for Bm(B), Zm(B), and Zm(B)⊥. For all
13, m0 and for all j, let im,,j = 0 when im,,j has not been deﬁned already
172 A.-A. Husain / Journal of Functional Analysis 231 (2006) 157–176
and let m,,j =
∑t
i=1 
i
m,,j . Note, in particular, that 0,2,1 = 1B. With generating
sets of this form in hand, we may further simplify the cocycle in Proposition 14.
Lemma 16. Let  ∈ Zm(A ∗B) and m1. Then there is an equivalent cocycle of the
form
(X1, . . . , Xm) =
(
0 0∑m−1
i=0
∑
j i,2,jUm−ii,2,j 0
)
, (7)
where i,2,j ∈ Zm−i−1(A) for all 0 im − 1 and all j. Moreover, 0,2,1 = 0 and
(ps ⊗ 1K)i,2,j = 0, whenever (ps ⊗ 1n)i,2,j = 0 for all 1s t .
Proof. By Propositions 11 and 14, every cocycle in Zm(A ∗ B) is equivalent to a
cocycle of the form
(X1, . . . , Xm) =
(
0 0∑m−1
i=0
∑3
k=1
∑
j i,k,jUm−ii,k,j 0
)
,
where i,k,j ∈ Lm−i−1(A) for all i, j, k. We may assume, without loss of generality,
that (ps ⊗ 1K)i,k,j = 0, whenever (ps ⊗ 1n)i,k,j = 0 for all 1s t . By Table 1,
the (2, 1) entry of ()(X1, . . . , Xm+1) is
∑
i,k,j
i,k,jUm−i+1i,k,j +
∑
i,j
(−1)m−i+1i,3,jUm−ii+1,1,j = 0. (8)
First let 1s0 t , multiply (8) by (ps0 ⊗ 1n) on the right, and let Um−i+1 = 0 for
all 0 im − 1. Then we have
∑
j
m−1,3,jU1m,1,j (ps0 ⊗ 1n) = 0
and, by Lemma 13, (ps0 ⊗ 1K)m−1,3,j = 0 for all j. Similarly, if 1 i0m − 1 and
Um−i+1 = 0 for all i = i0, then
∑
k,j
i0,k,jUm−i0+1
s0
i0,k,j
+
∑
j
(−1)m−i0i0−1,3,jUm−i0+1s0i0,1,j = 0.
By Lemma 13, (ps0 ⊗1K)i0,2,j = 0, (ps0 ⊗1K)i0,3,j = 0 and (ps0 ⊗1K)(i0,1,j +
(−1)m−i0i0−1,3,j ) = 0 for all j. Finally, if Um−i = 0 for all 0 im − 1, then (8)
becomes
∑
j,k
0,k,jUm+10,k,j (ps0 ⊗ 1n) = 0
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and, by Lemma 13, (ps0 ⊗1K)0,k,j = 0 for all j, k = 2 and 3. Since s0 was arbitrary,
we have the following relations:
(1) i,2,j ∈ Zm−i−1(A) for all 0 im − 1 and all j.
(2) i,3,j ∈ Zm−i−1(A) for all 0 im − 1 and all j.
(3) i,1,j = (−1)m−i+1i−1,3,j for all 1 im − 1 and all j.
(4) m−1,3,j = 0 for all j.
The non-zero terms involving i,1,j and i,3,j may be subtracted from  by adding a
coboundary, because (3) and Table 1 imply that

(
0 0
(−1)m−i+1i,1,jUm−ii−1,3,j 0
)
=
(
0 0
(−1)m−i+1i,1,jUm−i+1i−1,3,j 0
)
+
(
0 0
i,1,jUm−ii−1,3,j 0
)
=
(
0 0
i−1,3,jUm−i+1i−1,3,j 0
)
+
(
0 0
i,1,jUm−ii,1,j 0
)
for all 1 im − 1 and all j. Hence, if we let i,j = (−1)m−i
(
0
i,1,j Um−ii−1,3,j
0
0
)
,
then  = +∑i,j i,j has the required form.
Now suppose that 0,2,1 = 0 and let  = (−1)m+1
(
0
0
0
0,2,1
)
. Then, since 0,2,1
= 0 and 0,2,1 = 1B, Table 1 shows that  +  satisﬁes all of the conditions in the
statement of the lemma. 
Having deﬁned, in essence, a surjective map from ⊕m−1i=0 Z i (A)⊗AZm−i−1(B) onto
Hm(A ∗ B), we now calculate its kernel.
Lemma 17. Let  ∈ Zm+1(A∗B), let m0, and suppose that  has the form speciﬁed
in Lemma 16. Then  ∈ Bm+1(A ∗ B) if and only if m,2,j ∈ A ⊗ 1K and i,2,j ∈
Bm−i (A), for all 0 im − 1 and all j.
Proof. Suppose, for all 0 im − 1 and all j, m,2,j = aj ⊗ 1K and i,2,j = i,j ,
where aj ∈ A and i,j ∈ Lm−i−1(A). Then  =
∑
j 
(
(aj⊗1n)m,2,j
0
0
0
)
+∑
i,j 
(
0
i,j Um−ii,2,j
0
0
)
.
Conversely, suppose that  = , where  ∈ Lm(A ∗ B). We assume that  vanishes
whenever any of its entries is in (A ⊗ 1n) ⊕ C1A. Combining the decomposition of
Proposition 10 with Lemma 11, we assume that
(X1, . . . Xm) =
(
(B1, . . . , Bm) 0∑m−1
i=0
∑3
k=1
∑
j i,k,jUm−ii,k,j 	(A1, . . . , Am)
)
,
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where 	 ∈ Lm(A),  ∈ Lm(B), and i,k,j ∈ Lm−i−1(A) for all i, j, k. We also assume
that (ps ⊗ 1K)i,k,j = 0, whenever (ps ⊗ 1n)i,k,j = 0 for all 1s t . Since  = ,
Table 1 implies that 	 ∈ Zm(A),  ∈ Zm(B), and
∑
i,k,j
i,k,jUm−i+1i,k,j + (−1)m+1	Um+11B + 1AU1 =
∑
i,j
i,2,jUm−i+1i,2,j . (9)
First let  = ∑j (j ⊗ 1n)m,2,j , where j ∈ A for all j. The coefﬁcients {j } are
unique, if we insist that psj = 0, whenever (ps ⊗ 1n)m,2,j = 0 for all 1s t . We
repeat the procedure in the proof of Lemma 16. Let 1s0 t , multiply (9) on the right
by ps0 ⊗ 1n, and let Ui = 0 for all 2 im + 1. Then (9) reads
∑
j
(j ⊗ 1K)U1m,2,j (ps0 ⊗ 1n) =
∑
j
m,2,jU1m,2,j (ps0 ⊗ 1n).
By Lemma 13, (ps0 ⊗1K)m,2,j = (ps0 ⊗1K)(j ⊗1K) for all j. Next let 1 i0m−1
and let Um−i+1 = 0 for all i = i0. We obtain
∑
k,j
i0,k,jUm−i0+1i0,k,j (ps0 ⊗ 1n) =
∑
j
i0,2,jUm−i0+1i0,2,j (ps0 ⊗ 1n)
and Lemma 13 implies that, for all j, (ps0 ⊗ 1K)i0,1,j = 0, (ps0 ⊗ 1K)i0,3,j = 0,
and (ps0 ⊗ 1K)i0,2,j = (ps0 ⊗ 1K)i0,2,j . Finally, let Ui = 0 for all 1 im, and
then (9) becomes
∑
k,j
0,k,jUm+1s00,k,j + (−1)m+1	Um+1(ps0 ⊗ 1n) =
∑
j
0,2,jUm+1
s0
0,2,j .
Recall that s00,2,1 = ps0 ⊗1n and 0,2,1 = 0. Hence, by Lemma 13, (ps0 ⊗1K)(0,2,1+
(−1)m+1	) = 0, (ps0 ⊗ 1K)0,2,j = (ps0 ⊗ 1K)0,2,j for all j2, and (ps0 ⊗
1K)0,3,j = 0 for all j. Because s0 was arbitrary, the following relations hold:
(1) m,2,j ∈ A⊗ 1K for all j.
(2) i,1,j = 0 for all 1 im − 1 and all j.
(3) i,3,j = 0 for all 0 im − 1 and all j.
(4) 0,2,1 + (−1)m+1	 = 0 and 0,2,j = 0,2,j for all j2.
(5) i,2,j = i,2,j for all 1 im − 1 and all j.
Since (1), (4), and (5) are precisely the conditions in the statement of the lemma, the
proof is complete. 
The calculation of Hm(A ∗ B) is now a formality, as a large majority of the work
is contained in Lemmas 16 and 17.
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H 1(A ∗ B)H 0(A)/(A⊗ 1K) ⊗A H 0(B)/(A⊗ 1n)
and
Hm(A ∗ B)  Hm−1(A) ⊗A H 0(B)/(A⊗ 1n)
m−2⊕
i=1
Hm−i−1(A) ⊗A Hi(B)
⊕
H 0(A)/(A⊗ 1K) ⊗A Hm−1(B)
for all m2.
Proof. Let M0 be the linear span of {0,2,j }j2 over A⊗1n. Then M0H 0(B)/(A⊗
1n) and Lemma 16 deﬁnes a surjective mapping 0 : Z0(A) ⊗A M0 → H 1(A ∗ B).
By Lemma 17, ker(0) = (A⊗ 1K) ⊗A M0, which proves the ﬁrst statement.
Let m2 and let Mk be the linear span of {k,2,j }j1 over A ⊗ 1n for all k1.
Then Mk is the algebraic complement of Bk(B) in Zk(B) and, hence, MkHk(B).
Deﬁne a surjective map m :
⊕m−1
k=0 Zk(A) ⊗A Mm−k−1 → Hm(A ∗ B), by Lemma
16. Since ker(m) = (A ⊗ 1K) ⊗A Mm−1
⊕m−1
k=1 Zk(A) ⊗A Mm−k−1, by Lemma 17,
the result follows. 
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