Abstract-This paper presents the current developments of a novel approach to robust Adaptive Feedforward Control (AFC) of uncertain linear systems affected by harmonic disturbance of known frequency. The features that set the proposed method apart from existing ones are the following: (i) knowledge of the sign of both the real and imaginary parts of the transfer function at the frequency of excitation is not needed; (ii) persistence of excitation is not required; (iii) stability analysis tools based on averaging are avoided, hence the requirement of an exponentially stable equilibrium is circumvented. The methodology reposes upon recent results on adaptive regulation of uncertain linear systems with weak immersions as well as on classic tools in adaptive control. A noticeable drawback of the proposed controller -at this stage of the research -is its relatively high dimensionality, which stems from the necessity of a convexification of a non-convex parameter set.
I. INTRODUCTION AND PROBLEM FORMULATION
Consider the standard setup of the Adaptive Feedforward Control (AFC) problem for SISO LTI systems [1] , [2] , wherė
is an n-dimensional realization of the internally stable interconnection of an uncertain plant model and a robust stabilizer. System (1) is driven by the difference between the sinusoidal disturbance (of a single known frequency, ω > 0)
and an estimate of the disturbance,d(t) ∈ R, generated by the AFC algorithm. The vectors µ ∈ R p and ψ ∈ R 2 collect the uncertain parameters of the plant model and the disturbance, respectively. It is assumed that µ ranges on a given known compact set, P ⊂ R p . For future use, we let W (s) := C(µ)(sI − A(µ)) −1 B(µ) denote the transfer function of system (1) . Furthermore, system (1) is assumed to be internally stable, robustly with respect to µ ∈ P: Assumption 1.1: There exist constants a 1 , a 2 > 0 such that the parameterized family P x : R p → R n×n of solutions of the Lyapunov equation P x (µ)A(µ) + A T (µ)P x (µ) = −I satisfies a 1 I ≤ P x (µ) ≤ a 2 I for all µ ∈ P. The continuous-time AFC algorithm of [1] requires that b := sign Re{W µ (jω )} be known. In that case, the AFC module 
and ε > 0 is a gain parameter. Exponential stability of the interconnection (1)- (3) can be proved to hold for sufficiently small values of ε by way of averaging arguments [3] , [4] . Persistence of the sign of Re{W (jω )} over frequencies of interest is referred to as an SPR-like condition in the literature. In the recent paper [5] , a similar result is obtained (and extended to multi-frequency disturbances) using a timeinvariant realization of (3). Therein, it is shown that, in case the quantity sign Im{W (jω )} is known in place of sign Re{W (jω )}, an equivalent controller is obtained by replacing G in (4) with G = 0 1 T and letting b := −sign Im{W (jω )}. Clearly, in absence of the crucial information of both the sign of the real and the imaginary parts of W (jω ), neither strategy can be implemented. An adaptive solution that estimates Re{W (jω )} and Im{W (jω )} alongside ψ was pursued in [6] . The effectiveness of the scheme was demonstrated in simulation and experimental studies; however, the convergence properties of the algorithm could not be proved due to lack of exponential stability required for asymptotic analysis based on averaging, and local stability of the closed-loop system could only be postulated. Furthermore, the issue of non-singularity of the control law, which requires bounding the euclidean norm of the estimates of Re{W (jω )} and Im{W (jω )} away from zero 1 , was not addressed. In [7] , a recursive leastsquares estimator is employed for on-line identification of the harmonic response of the plant. However, the analysis assumes that the plant model is in steady-state, hence the dynamic interaction between the AFC algorithm and the plant dynamics is completely neglected.
In this paper, we continue the quest for an AFC strategy that disposes of the knowledge of both sign Re{W (jω )} and sign Im{W (jω )}, hence eliminates the need for the aforementioned SPR-like conditions. We propose a solution that is inspired by recent results on adaptive regulation of uncertain linear systems with weak immersions [8] , and makes use of classical tools in direct adaptive control [9] and multi-parametric estimation [10] - [14] . To this end, let us start by replacing the feedback term −εby in (3) by an auxiliary input, u a , to be defined. As in [5] , define w(t) := exp(St)ψ and apply the change of coordinateŝ w := exp(St)ψ to rewrite (1)-(3) as the interconnection of an exosystem, an uncertain stable plant, and an external model of the disturbance, as follows:
Letting Π(µ) be the unique solution of the Sylvester equation
for given numbers 0 < δ 1 < δ 2 , and consider the following assumption, in place of the typical SPR-like ones: Assumption 1.2: The unknown parameter vector ϑ(µ) satisfies ϑ(µ) ∈ int Θ for all µ ∈ P. Changing coordinates in (5) as ζ =ŵ − w and z := x − Π(µ)ζ one obtains (omitting the exosystem, which is now decoupled from the rest of the dynamics)
The control problem can now be stated formally as follows: Problem 1: For system (6), design a dynamic outputfeedback controller of the forṁ
such that trajectories of the closed-loop system (6)- (7) originating from all initial conditions z 0 ∈ R n , ζ 0 ∈ R 2 and ξ 0 ∈ X , where X ⊂ R m is set to be determined, are bounded and satisfy lim t→∞ y(t) = 0 for all µ ∈ P. The following strategy is adopted to solve Problem 1: System (6) is regarded as the interconnection of an auxiliary system (the ζ-dynamics) and a dynamic perturbation (the zdynamics). For the auxiliary system, a certainty-equivalence observer-based adaptive controller is designed, and a suitable non-minimal realization of the observer error dynamics is derived, which is amenable to parameter estimation. This is accomplished in Section II. A stability analysis is carried out in Section III with the purpose of determining the properties of the update law required to achieve asymptotic regulation. The design of the update law requires a multi-model estimation approach, which is developed in Section IV. A simulation study is presented in Section V.
II. CERTAINTY-EQUIVALENCE CONTROLLER DESIGN
Since all the information from (1) that is relevant for reconstructing d(t) is the steady-state response y ss (t) = ϑ T (µ)ζ(t) of (6) corresponding to u a (t) ≡ 0 and ζ 0 = −w 0 , we associate to (6) the auxiliary systeṁ
which is controllable and observable for all µ ∈ P. Note that y a = y − C(µ)z is not available. To design a dynamic controller for (8), we first obtain a more suitable realization by means of a coordinate transformation
o ζ, yielding the systeṁ
where θ = ϑ 1 − ϑ 2 T and Γ = G T . Clearly, Assumption 1.2 holds for the re-parameterized vector θ. A certaintyequivalence adaptive observer for system (9) reads aṡ
whereθ ∈ R 2 is a vector of estimated parameters whose update law is to be determined, and ε > 0 is a gain parameter. The design of the dynamic controller is completed by the certainty-equivalence control law u a = −εθ T (t)ζ o , which yields the closed-loop system in observer coordinateṡ
The dynamics of the observation error,
whereθ :=θ − θ,ỹ :=ŷ a − y and F ε := S − ε GΓ . Note F ε is Hurwitz for all ε > 0, since its characteristic polynomial is p o (s) = s 2 + ε s + ω 2 . In order to design an update law forθ(t), a more convenient parameterization of system (12) is needed, where the uncertain termθ(t) is shifted to the output equation. Using the approach of [8] , reminiscent of the classic swapping lemma [9] , system (12) is regarded as the parallel interconnection of two systems, with I/O maps
The impulse response of (14) admits the LTI realizatioṅ
with ξ 3 ∈ R 2 , whereas (13) admits the LTV realizatioṅ
where
and I ∈ R 2×2 denotes the identity matrix. In (15),θ(t) is regarded as a known timevarying parameter vector. Note that system (16) is globally exponentially stable ifθ(·) is bounded. While the aggregate state (ξ 2 , ξ 3 ) is not available for feedback, an asymptotic observer of the state ξ 1 can be easily designed aṡ
Without loss of generality, one can substitute ξ 1 withξ 1 in system (16), and write the non-minimal realization of (12) aṡ
It is worth noting thatỹ andξ 1 are signals available for feedback. This setup yields the nonlinear closed-loop systeṁ
whereθ = ϕ is the update law to be determined. The ealization (18) allows one to recast Problem 1 as follows: Problem 2: Find an update law ϕ = ϕ(ζ o ,ξ 1 , y) (depending only on the available signals) and a selection for ε > 0 such that the trajectories of (19) are bounded and satisfy lim t→∞ y(t) = 0 for any µ ∈ P and any θ ∈ Θ.
III. PRELIMINARY STABILITY ANALYSIS Notation:
In what follows, we denote respectively with · the Euclidean vector norm and the corresponding induced matrix norm, and with · L2 the L 2 norm for signals. We first derive a set of results for (19) under appropriate conditions that will be enforced later by a suitable choice of the update law ϕ. Specifically, for the time being, we assume thatθ(t) is defined for all t ≥ 0, and satisfies the following: Assumption 3.1:θ(·) is a continuously differentiable signal that satisfiesθ(t) ∈ Θ for all t ≥ 0. Assumption 3.2: There exists a constant ρ > 0 such that θ (t) ≤ ε 2 ρ for all t ≥ 0. For ease of notation, we denote byΘ ε the set of C 1 signalsθ :
R ≥0 → R 2 that satisfy Assumptions 3.1 and 3.2 above. Next, we establish properties of Lyapunov function candidates that are instrumental in the ensuing analysis. Property 3.3: There exist a scalarε > 0 and constants
of the parameterized family of Lyapunov equations Finally, let P : ε → R 2×2 denote the symmetric solution of the family of Lyapunov equations P (ε)F ε + F T ε P (ε) = −εI, where ε ∈ R + . It is easy to check that the following holds:
Property 3.5: P (ε) is positive definite for all ε ∈ R ≥0 and satisfies c 4 I ≤ P (ε) ≤ c 5 (ε) I, for some constant c 4 > 0 and some class-N function c 5 (·).
Fix, arbitrarily,θ(·) ∈Θ ε and consider the LTV systeṁ
with input u 1 ∈ R and output y 1 ∈ R. Proposition 3.6: Assume thatθ(·) ∈Θ ε . There exists a constant ε > 0, which depends only on the sets P and Θ, such that the origin of the unforced system (20) is exponentially stable for any ε ∈ (0, ε ). Moreover, for all ε ∈ (0, ε ), the L 2 -gain between the input u 1 and the output y 1 vanishes monotonically as ε → 0.
Proof: System (20) can be seen as the feedback interconnection of the linear systems
with interconnection structure ν 1 = u 1 + η 2 − η 3 , ν 2 = η 1 , ν 3 = η 1 , overall input u 1 and overall output y 1 = η 3 − η 2 . For each system Σ i , the following intermediate results hold under the assumption thatθ(·) ∈Θ ε : Lemma 3.7: There exist γ 1 > 0 and ε 1 ∈ (0,ε] such that system Σ 1 is strictly dissipative with respect to the supply rate q 1 (ν 1 , η 1 ) = γ 1 2 |ν 1 | 2 − η 1 2 for all ε ∈ (0, ε 1 ), with quadratic, positive definite and decrescent storage function
Lemma 3.8: There exists γ 2 > 0 such that Σ 2 is strictly dissipative with respect to the supply rate q 2 (ν 2 , η 2 ) = ε 2 γ 2 2 |ν 2 | 2 − η 2 2 for all ε ∈ (0, ε 1 ), with quadratic and positive definite storage function W 2 (ξ 2 , Ξ).
Lemma 3.9: There exists γ 3 > 0 such that Σ 3 is strictly dissipative with respect to the supply rate q 3 (ν 3 , η 3 ) = ε 2 γ 3 2 |ν 3 | 2 − η 3 2 for all ε ∈ (0, ε 1 ) and all µ ∈ P, with quadratic and positive definite storage function W 3 (ξ 3 , z). The proofs of the lemmas follow from elementary Lyapunov arguments exploiting Properties 3.3-3.5. Fix ε ∈ (0, ε 1 ], and notice that, since the interconnected system is globally Lipschitz uniformly in t, solutions exist unique for all t ≥ 0 for any locally essentially bounded input u 1 (·). Applying Lemmas 3.7 -3.9 one obtains
where u τ (·) denotes the truncation of the signal u(·) over [0, τ ]. Letting ε := min{ε 1 , γ 1 (γ 2 + γ 3 ) −1 }, it follows that system (20) is a small-gain interconnection (with respect to the L 2 -norm) for all ε ∈ (0, ε ). The small-gain theorem for finite L 2 -gain systems [ 
for all ε ∈ (0, ε ) and all τ ∈ R ≥0 . The next result follows from the fact that exponentially stable linear systems are L 2 -to-L ∞ stable: Proposition 3.10: Under the conditions of Proposition 3.6, the solutions of the systeṁ
Proof: System (25) is the cascade of system (20) with
and interconnection structure ν 4 = η 1 . From Lemma 3.7, it follows that the storage function
Integrating each side of this inequality along trajectories of (25) over the interval [0, τ ], and recalling from Lemmas 3.8 and 3.9 that η iτ L2 ≤ εγ i η 1τ L2 , i = 2, 3, one obtains
Using Property 3.3 and the small-gain condition
is bounded by assumption, it follows that η 1 (·) ∈ L ∞ . Exponential stability of systems (22), (23) and (26) implies that all remaining state trajectories belong to L ∞ as well. Combining Proposition 3.6 and Proposition 3.10, one obtains the following result: Theorem 3.11: The problem of output stabilization for system (19) is solved for any ε ∈ (0, ε ) if there exists an update law ϕ = ϕ(ζ o ,ξ 1 , y) such that:
Proof: The assumptions of the theorem implies that the requirements of Propositions 3.6 and 3.10 are automatically satisfied. Setting u 1 (·) = η 4 (·) in system (25), condition (ii.) Fig. 1 . Finite covering of Θ using three convex sets,
. By a corollary of Barbȃlat's Lemma [9, Lemma 3.2.5], it follows that lim t→∞ η 4 (t) = 0. Since (20) is exponentially stable for all ε ∈ (0, ε ), it follows thatζ o (t), ξ 2 (t), ξ 3 (t), Ξ(t), z(t) vanish asymptotically, hence lim t→∞ y(t) = 0.
IV. MULTIPLE-MODEL UPDATE LAW
The result of the previous section has shifted the focus to finding an update law with the characteristics listed in the statement of Thm. 3.11. Property (i.), in particular, is not trivial: while the requirement thatθ(·) be bounded can be handled via normalization, ensuring thatθ(t) ∈ Θ is hindered by the fact that Θ is not convex, hence standard projection techniques do not apply. Following the seminal work [10] , and later enhancements in [11] - [14] , the set Θ is extended to a finite covering of convex sets. In particular, we letΘ := 3 i=1 Θ i , as shown in Fig. 1 , and replace Θ with Θ. A different parameter estimateθ i ∈ R 2 , governed by its own update law, is associated to each set Θ i . The original adaptive controller is replaced by a switching controller based on a multiple model estimator, where three estimators are continuously run in parallel (one for eachθ i evolving on Θ i ), whereas at a given time only one adaptive controller (corresponding to a specific estimator) is connected to the plant input. The selection of the active controller is demanded to a switching scheme with hysteresis [11] , [14] . The controller comprises the following modules:
1) Switching Controller: The observer-based adaptive controller is replaced by controllers of the forṁ
where at a given t ≥ 0, u a (t) = u k a (t) for some k ∈ {1, 2, 3}, according to the switching policy described in the sequel.
2) Multiple-model Estimator: Three vectors of parameter estimates, each constrained to evolve on a different convex set Θ i , are generated by the following update law, sharing the state of a single observer for the state ξ 1 of (16)
where P i (·) is the standard projection on Θ i [9] . The unconstrained update law for each estimator is selected as
where the normalization signal m
The estimation errorsỹ i are used to define the performance criterion in the switching logic.
3) Hysteresis Switching Logic: As in [12] , the following functionals are defined for each estimator/controller pair:
where α, β and λ are positive parameters to be selected. The scale-independent hysteresis switching logic of [14] is adopted for the controller selection. Specifically, let j(t) ∈ {1, 2, 3} label the adaptive controller that is connected to the plant at time t ≥ 0. Assuming that a switching to a different controller occurs at timet > 0, define j − := j(t − ) as the index of the controller that was active prior to the switching. Finally, let h > 0 be the hysteresis constant. The performance criterion is defined as j(t) = arg min i∈{1,2,3} {J i h (t)}, where
and the controller at time t is selected as u a (t) = u j(t) a (t).
A. Sketch of the Stability Analysis
In what follows, we summarize the key steps of the stability analysis of the multiple-model controller.
Proposition 4.1: The forward solutionsθ i (·) of (28)- (29) are defined over [0, ∞) and satisfyθ i (t) ∈ Θ i and θ i (t) ≤ ρε 2 , for all t ≥ 0 and all i ∈ {1, 2, 3}. The outstanding issues are to show that property (ii.) of Thm. 3.11 holds for the multiple-model update law, and that the finite L 2 -gain properties established in Prop. 3.6 and Prop. 3.10 are preserved when system Σ 1 in (21) and system Σ 2 in (22) are replaced respectively by
It is not surprising that the analogous of Lemma 3.8 holds for Σ 2 , as the crucial property θ j(t) (t) ≤ ρε 2 is preserved for all t ≥ 0 under arbitrary switching. For Σ 1 , the following result can be proven along the lines of Lemma 3.7 as well.
Lemma 4.2: There exist scalars γ 1 > 0 and ε 1 ∈ (0,ε] and k > 0 such that system Σ 1 is strictly dissipative with respect to the supply rate q 1 (ν 1 , η 1 ) = γ 1 2 |ν 1 | 2 − η 1 2 for all ε ∈ (0, ε 1 ), with quadratic, positive definite and decrescent storage function W 1 (t,ζ o ) = 2kε i + y 1 for all i ∈ {1, 2, 3}, one obtains
along trajectories of the parameter estimates corresponding to the active controller. Using inequality (24) one obtains
, ε ∈ (0, ε ). Then, for any ε > 0 such that ε < min ε , (2γ 1 (γ 2 + γ 3 )
for all t ≥ 0 such that controller j is active.
V. ILLUSTRATIVE EXAMPLE
An illustrative example is presented to validate the proposed methodology. Let a stable and non-minimum phase plant model be described by W (s) = 2(s−1) / s 2 +2s+5 and disturbance signal be given by d(t) = 2 sin(ω t), where ω ∈ {1, 3} [rad/s]. Two distinct frequencies of excitation are considered, with the goal of testing convergence to parameters belonging to different convex subsets ofΘ, as seen in Table I .
The same setting of the controller gains, shown in Table II , have been used for all simulations. The initial condition of all states of the controller have been set at the origin, with the exception of the parameter estimates, whose initial conditions are also listed in Table II . The initial controller is selected to be the one corresponding to Θ 1 . In what follows, simulations performed under the selection ω = 1 [rad/s] will be referred to as "Simulation study 1", whereas "Simulation study 2" refer to the case ω = 3 [rad/s]. Clearly, in each case the controller has the correct information regarding the frequency ω to be assigned to the entries of the matrix S of the external model. Fig. 2 and Fig. 3 show the time history of the controlled plant output and the auxiliary input u a (i.e., the input to the external model provided by the multiple-model adaptive controller) for each of the simulation studies. It is seen that the controller provides rejection of the disturbance in less than 100 [s]. The switching signal for each case is shown in Figure 4 . It is noted that after about 20 [s] the switching mechanism has provided the correct controller in terms of the convex set where the estimates are constrained to evolve. Note also that for the study 2, the initial controller is the correct one, but the switching temporarily assigns the controller for Θ 3 before returning to the one for Θ 1 .
VI. CONCLUDING REMARKS
A methodology has been proposed to remove a longstanding requirement in AFC, namely the necessity to impose SPR-like conditions on the transfer function at frequencies of interest. A drawback of the approach detailed in the paper is the high dimensionality of the ensuing controller (16 states for a single harmonic tone), which -however -is an artifact of the multiple-model approach adopted herein to deal with a non-convex parameter set. Current investigations are pursuing alternative methods to address this issue towards the design of a lower-dimensional controller.
