In this note we give a new upper bound for the Laplacian eigenvalues of an unweighted graph. Let G be a simple graph on n vertices. Let d m (G) and λ m+1 (G) be the m-th smallest degree of G and the m + 1-th smallest Laplacian eigenvalue of G respectively. Then
Introduction
Let G = E(G), V (G) be a simple graph with |V (G)| = n. We say that G is a weighted graph if it has a weight (a positive number) associated with each edge. The weight of an edge i, j ∈ E(G) will be denoted by w ij . We define the adjacency matrix A(G) of G to be a symmetric matrix which satisfies
The degree diagonal matrix of G will be denoted by D(G) = diag d 1 (G), d 2 (G), . . . , d n (G) where d i (G) = j a ij is the degree of the vertex v i , and we assume without loss of generality that
the Laplacian matrix of G, and its eigenvalues arranged in increasing order: 0 = λ 1 (G) ≤ λ 2 (G) ≤ . . . ≤ λ n (G). The largest and the smallest degrees of G will be denoted by △(G) and δ(G) respectively. It is well known, e.g. [5] , that for a simple unweighted graph G, the eigenvalues of G, and of its complement graphḠ, are related in the following way:
There are several known lower bounds on the Laplacian eigenvalues of unweighted graph. Grone and Merris [2] proved that λ n (G) ≥ d n (G) + 1. Li and Pan [4] showed that λ n−1 (G) ≥ d n−1 (G). And finally, Guo [3] gave a lower bound on the third largest Laplacian eigenvalue:
Brouwer and Haemers generalized these bounds in the following theorem [1] :
The unweighted case
The main result in this note is:
Proof. The degree sequence ofḠ is
. From this it follows by Theorems 1 and (*) that:
From (1) and (2) we get
Combining it with (3) yields:
One of the consequences of this theorem, is that now we can describe the intervals in which the Laplacian eigenvalues lies. Corollary 1. Let G be finite simple unweighted graph on n vertices, and suppose
, then the inequality in Theorems 1 and 2 becomes equality.
Example : Let G be a graph that is constructed from K 1,n−1 by adding an edge (or edges) between pairs of unconnected vertices of K 1,n−1 , such that d n−1 (G) = 2. Then equality holds for λ n (G) .
Proof. The first part follows immediately from Theorems 1 and 2. Now,
The weighted case
Let G be a simple weighted graph. Let l m = v m , v m+1 , . . . , v n be the set of n − m + 1 vertices with the largest degrees in G, and let S m = v 1 , v 2 , . . . , v m be the set of m vertices with the smallest degrees in G. Define G lm and G Sm be the subgraphs induced from G by l m and S m respectively. Now we are ready to prove the following:
Proof. We will use the following well known result about eigenvalues, e.g [6] .
(**) Let A be a symmetric matrix. Then λ k (A) = max Af,f f,f |f ⊥f k+1 , f k+2 , . . . f n ,when f k+1 , f k+2 , . . . f n are eigenvectors of the eigenvalues λ k+1 , λ k+2 , . . . λ n respectively. Let f m+1 , f m+2 , . . . f n be the eigenvectors of the eigenvalues λ m+1 , λ m+2 , . . . λ n respectively. We define a vector g in the following way:
,where c vm , c vm+1 , . . . , c vn is a set of variables such that g⊥f i for all m + 1 ≤ i ≤ n . Note that since we have n − m equations, with n − m + 1 variables, there exists such nontrivial set (i.e. not all the variables are zero).From (**) it follows:
Now, from (**) and the construction of g,
is smaller than or equal to the largest eigenvalue of A(G lm ), which, according to the Gersgorin Disc Theorem (e.g [6] ), is smaller than or equal to △(G lm ). Finally, from (4) we get
Our goal now is to find an upper bound on the eigenvalues of weighted graph. Let a be the maximal weight of an edge in G. We normalize G by dividing its weights by a, and denote the normalized graph bŷ G. The complement graph ofĜ,Ḡ is defined in the following way:
ForĜ andḠ , (*) holds (e.g. [5] ).
We are ready now to present the upper bound for the Laplacian eigenvalues of weighted graphs:
Theorem 4. Let G be a simple weighted graph, and let a be the maximal weight of an edge in G. Then
Proof. The proof is very similar to the proof of theorem 2. First, we define the graphĜ , which is constructed from G as we explained above. We notice that S m is the set of m vertices with the largest degrees inḠ. The graph H would be the graph that induced fromḠ by S m . Prepositions (1), (3) (from the proof of Theorem 2) still holds forĜ, and instead of (2), we can write, using Theorem 3,
By following the steps from the proof of Theorem 2, we get
and since
we have
We conclude that 
