Abstract. The objective of this paper is to obtain qualitative characteristics of multi-bubble solutions to the Lane-Emden-Fowler equations with slightly subcritical exponents given any dimension n ≥ 3. By examining the linearized problem at each m-bubble solution, we provide a number of estimates on the first (n + 2)m-eigenvalues and their corresponding eigenfunctions. Specifically, we present a new proof of the classical theorem due to Bahri-Li-Rey (1995) [2] which states that if n ≥ 4, then the Morse index of a multi-bubble solution is governed by a certain symmetric matrix whose component consists of a combination of Green's function, the Robin function, and their first and second derivatives. Our proof also allows us to handle the intricate case n = 3.
Introduction
In this paper, we perform a qualitative analysis on the problem          −∆u = u p−ǫ in Ω, u > 0 in Ω, u = 0 on ∂Ω,
where Ω is a bounded domain contained in R n (n ≥ 3), p = (n + 2)/(n − 2), and ǫ > 0 is a small parameter. When ǫ > 0, the compactness of the Sobolev embedding H 1 0 (Ω) ֒→ L p+1−ǫ (Ω) allows one to find its extremal function, hence a positive least energy solutionū ǫ for (1.1 ǫ ). However this does not hold anymore if ǫ = 0 and in fact existence of solutions strongly depends on topological or geometric properties of the domain in this case (see for instance [1] and [10] ). If ǫ = 0 and Ω is star-shaped, then the supremum ofū ǫ should diverge to ∞ as ǫ → 0 since an application of the Pohožaev identity [23] gives nonexistence of a nontrivial solution for (1.1 ǫ ). In the work of Brezis and Peletier [5] , they deduced the precise asymptotic behavior ofū ǫ when the domain Ω is the unit ball, and this result was extended to general domains by Han [15] and Rey [24] , in which they independently proved thatū ǫ blows-up at the unique point that is a critical point of the Robin function of the domain. Later, Grossi and Pacella [14] investigated the related eigenvalue problem, obtaining estimates for its first (n + 2)-eigenvalues, asymptotic behavior of the corresponding eigenvectors and the Morse index ofū ǫ .
Let {ǫ k } ∞ k=1 be a sequence of small positive numbers such that ǫ k → 0 as k → ∞ and {u ǫ k } ∞ k=1 a bounded sequence in H 1 0 (Ω) of solutions for (1.1 ǫ ) with ǫ = ǫ k , which blow-up at m ∈ N points {x 10 , · · · , x m0 } ⊂ Ω m . Then by the work of Struwe [26] on the representation of Palais-Smale sequences for (1.1 ǫ ), which employed the concentration-compactness principle [19] , it can be written as
after extracting a subsequence if necessary. Here α 0 = 1/(n − 2), α ik → 1, λ ik → λ i0 > 0 and x ik → x i0 as k → ∞, U λ,x 0 is the bubble with the concentration rate λ > 0 and the center x 0 ∈ R n U λ,x 0 (x) = β n λ λ 2 + |x − x 0 | 2 n−2 2 for x ∈ R n where β n = (n(n − 2)) n−2 Conversely, by applying the Lyapunov-Schmidt reduction method, Musso and Pistoia [20] proved that if n ≥ 3 and (λ 10 , · · · , λ m0 , x 10 , · · · , x m0 ) ∈ (0, ∞) m × Ω m is a C 1 -stable critical point of H in the sense of Y. Li [16] , then there is a multi-bubbling solution of (1.1 ǫ ) having the form (1.2) which blows-up at each point x i0 with the rate of the concentration λ i0 (i = 1, · · · , m). This extends the existence result also achieved in paper [2] , where the authors used the gradient flow of critical points at infinity to get solutions. Our interest lies on the derivation of certain asymptotic behaviors of solutions {u ǫ } ǫ to (1.1 ǫ ) satisfying (1.2) when ǫ converges to 0. (Precisely speaking, sequences of parameters ǫ k , α ik , λ ik and x ik in (1.2) should be substituted by ǫ, α iǫ , λ iǫ and x iǫ , respectively, such that α iǫ → 1, λ iǫ → λ i0 and x iǫ → x i0 as ǫ → 0. Hereafter, such a substitution is always assumed.) It will be done by examining the associated eigenvalue problem
We let µ ℓǫ be the ℓ-th eigenvalue of (1.7) provided that the sequence of eigenvalues is arranged in nondecreasing order permitting duplication, and v ℓǫ the corresponding L ∞ (Ω)-normalized eigenfunction (namely, v ℓǫ L ∞ (Ω) = 1).
The main aim of this paper is to provide a detailed description on the asymptotic behavior of (µ ℓǫ , v ℓǫ ) for 1 ≤ ℓ ≤ (n + 2)m.
Firstly, we concentrate on behavior of the first m-eigenvalues and eigenvectors. Given i, ℓ ∈ N, 1 ≤ i ≤ m, letṽ ℓiǫ be a dilation of v ℓǫ defined as 
such that for each i ∈ {1, · · · , m} the functionṽ ℓiǫ converges to c ℓi U 1,0 weakly in H 1 (R n ). This c ℓ becomes an eigenvector corresponding to the eigenvalue ρ 1 ℓ of A 1 , and it holds that c T
Next, we study the next mn-eigenvalues and corresponding eigenvectors. The first theorem for these eigenpairs concerns with asymptotic behaviors of the eigenvectors. Let us define a symmetric
(1.11)
By Lemma 2.1 below, it can be checked that M 1 is positive definite and in particular invertible. We denote its inverse by m
which is nonzero for some i, such that
If d ℓ ∈ R mn denotes a nonzero vector defined by
then we can give a further description on it. Our next theorem is devoted to this fact as well as a quite precise estimate of the eigenvalues. Set an m × mn matrix P = (P it ) 1≤i≤m,1≤t≤mn and a symmetric mn × mn matrix Q = (Q st ) 1≤s,t≤mn as follows. 15) for i, j ∈ {1, · · · , m} and k ∈ {1, · · · , n}, and 16) for i, j ∈ {1, · · · , m} and k, q ∈ {1, · · · , n}. Theorem 1.3. Let A 2 be an mn × mn symmetric matrix
for some c 0 > 0 (whose value is computed in (6.1)) where ρ 2 ℓ is the (ℓ − m)-th eigenvalue of the matrix A 2 . Furthermore the vector d ℓ ∈ R mn is an eigenvector corresponding to the eigenvalue ρ 2
Remark 1.4. If the number of blow-up points is m = 1, then P = 0 and so the matrix A 2 is reduced to 1 2 λ n 10 D 2 τ(x 10 ), the Hessian of the Robin function up to a constant multiple, which is consistent with the result of [14] . Note that our Robin function has the opposite sign of that in [14] , so the sign of the coefficient for ǫ n n−2 in (1.17) is negative in our case. See also Remark 5.6.
Lastly, the ℓ-th eigenpair for (n+1)m+1 ≤ ℓ ≤ (n+2)m can be examined. Let A 3 = A 3 i j 1≤i, j≤m be a symmetric matrix whose components are given by
(1.18)
i j , which will be shown be positive. Then there exist a nonzero vector
and a positive number c 1 such that
and
ℓ is a corresponding eigenvector to ρ 3 ℓ , and it holds thatd T
As a result, we obtain the following corollary. 
Remark 1.7. By the discussion before, our results hold for solutions found by Musso and Pistoia in [20] . Moreover, if ǫ k → 0 as k → ∞, any H 1 0 (Ω)-bounded sequence {u ǫ k } ∞ k=1 of solutions for (1.1 ǫ ) with ǫ = ǫ k has a subsequence to which our work can be applied.
This extends the work of Bahri-Li-Rey [2] where the validity of the above corollary was obtained for n ≥ 4. Besides Theorems 1.1, 1.2, 1.3 and 1.5 provide sharp asymptotic behaviors of the eigenpairs (µ ℓǫ , v ℓǫ ) as ǫ → 0 which were not dealt with in [2] . In this article we compute each component of the matrix A 2 explicitly, which turns out to be complicated. Instead doing in this way, the authors of [2] gave an alternative neat description.
Our proof is based on the work of Grossi and Pacella [14] which studied qualitative behaviors of single blow-up solutions of (1.1 ǫ ), but requires a further inspection on the interaction between different bubbles here. In particular we have to control the decay of solutions u ǫ and eigenfunctions v ℓǫ near each blow-up point in a careful way. In order to get the sharp decay of u ǫ , we will utilize the method of moving spheres which has been used on equations from conformal geometry and related areas. (See for example [7, 9, 18, 22] .) Furthermore we shall make use of the MoserHarnack type estimate and an iterative comparison argument to find an almost sharp decay of v ℓǫ .
Before starting the proof of our main theorems, we would like to mention about related results obtained for the Gelfand problem
where Ω is a bounded smooth domain in R 2 and λ > 0 is a small parameter. In [11] , given u λ an one-bubble solution satisfying λ Ω e u λ → 8π as λ → 0, Gladiali and Grossi obtained the asymptotic behavior of the eigenvalues µ for the problem
and the Morse index of u λ as a by-product. Recently, such a type of results has been generalized to solutions with multiple blow-up points in [13] , and further qualitative properties of the first m eigenfunctions has been described in [12] when m designates the number of blow-up points. Also, we believe that there should be analogue to our main results for solutions of the BrezisNirenberg problem [4] 
on ∂Ω, where Ω is a bounded smooth domain of R n (n ≥ 5), if asymptotic forms of the solutions are written as
This type of solutions was obtained by Musso and Pistoia [20] , while Takahashi [27] analyzed the linear problem of one-bubble solutions.
The structure of this paper can be described in the following way. In Section 2, we gather all preliminary results necessary to deduce our main theorems. This section in particular includes estimates of the decay of the solutions u ǫ or the eigenfunctions v ℓǫ outside of the concentration points {x 10 , · · · , x m0 }. In Section 3, we prove Theorem 1.1 which deals with the first m-eigenvalues and eigenfunctions of problem (1.7). A priori bounds for the first (n + 1)m-eigenvalues and the limit behavior (1.12) of expanded eigenfunctionṽ ℓiǫ are found in Section 4. Based on these results, we compute an asymptotic expansion (1.13) of the ℓ-th eigenvectors (ℓ = m + 1, · · · , (n + 1)m) and that of its corresponding eigenvalues (1.17) in Sections 5 and 6 respectively. The description of the vector d ℓ is also obtained as a byproduct during the derivation of (1.17). Section 7 is devoted to study the next m-eigenpairs, i.e., the ℓ-th eigenvalues and eigenfunctions (ℓ = (n+1)m+1, · · · , (n+ 2)m). Finally, we present the proof of Proposition 2.3 in Appendix A, which is conducted with the moving sphere method.
Notations.
-Big-O notation and little-o notation are used to describe the limit behavior of a certain quantity as ǫ → 0.
-B n (x, r) is the n-dimensional open ball whose center is located at x and radius is r. Also, S n−1 is the (n − 1)-dimensional unit sphere and S n−1 is its surface area.
-C > 0 is a generic constant which may vary from line to line, while numbers with subscripts such as c 0 or C 1 have positive fixed values.
-For any number c ∈ R, c = c + − c − where c + , c − ≥ 0 are the positive or negative part of c, respectively.
-For any vector v, its transpose is denoted as v T .
Preliminaries
In this section, we collect some results necessary for our analysis. For the rest of the paper, we write x 1 , · · · , x m to denote the concentration points, dropping out the subscript 0. The same omission also applies to the concentrate rates λ 1 , · · · , λ m .
Lemma 2.1. If we set a matrix
then it is a non-negative definite matrix.
Proof. See Appendix A of Bahri, Li and Rey [2] .
Fix any i ∈ {1, · · · , m} and decompose u ǫ in the following way.
Then we rescale it to definẽ
3)
It immediately follows that {ũ iǫ } ǫ is a family of positive C 2 -functions defined in B n 0, ǫ −α 0 r 0 for some r 0 > 0 small enough (determined in the next lemma), which are solutions of −∆u = u p−ǫ . Moreover it has the following property.
≤ c for some small r 0 > 0 and converges to U 1,0 weakly in H 1 (R n ) as ǫ → 0.
Proof. For fixed
holds for any small λ > 0 and x 0 ∈ Ω away from the boundary. Thus
so that the last three terms in the right-hand side of (2.4) go to 0 strongly in
On the other hand, we have
. We now attempt to attain a priori L ∞ -estimate for {ũ iǫ } ǫ . Firstly we fix a sufficiently small r 0 . In fact, r 0 = 1 2 min |x i − x j | : i, j = 1, · · · , m and i j > 0 would suffice. Then for any number η > 0, one can find r > 0 small such that ũ
≤ η is valid for any |x| ≤ ǫ −α 0 r 0 provided ǫ > 0 sufficiently small. Hence the Moser iteration technique applies as in [15, Lemma 6] , deducing
where the rightmost value is uniformly bounded in ǫ > 0. Also it is notable that C > 0 is independent of x, r orũ iǫ . As a result, we observe from the elliptic regularity [15, Lemma 7] that
where C > 0 depends only on r and the supreme of ũ iǫ L
. This completes the proof.
This lemma will be used in a crucial way to deduce a local uniform estimate near each blow-up point
Proposition 2.3.
There exist numbers C > 0 and small δ 0 ∈ (0, r 0 ) independent of ǫ > 0 such that
for all sufficiently small ǫ > 0.
A closely related result to Proposition 2.3 appeared in [17] as an intermediate step to deduce the compactness property of the Yamabe equation, the problem proposed by Schoen who also gave the positive answer for conformally flat manifolds (see [25] ). Even though the proof of this proposition, based on the moving sphere method, can be achieved by adapting the argument presented in [17] with a minor modification, we provide it in Appendix A to promote clear understanding of the reader.
From the next lemma to Lemma 2.6, we study the behavior of solutions u ǫ of (1.1 ǫ ) outside the blow-up points {x 1 , · · · , x m }. For the sake of notational convenience, we set
n (x i , r) for any r > 0. Proof.
Therefore we can proceed the Morse iteration argument as in the proof of [15, Lemma 6 ] to get a ǫ L q (A r/2 ) = o(1) for some q > n/2, and then the standard elliptic regularity result (see [15, Lemma 7 
We can improve this result by combining the kernel expression of u ǫ and Proposition 2.3.
uniformly for x ∈ A r .
Proof. Without any loss of generality, we may assume that r ∈ (0, δ 0 ) where δ 0 > 0 is the number picked up in Proposition 2.3 so that (2.5) holds. Thus if we fix i ∈ {1, · · · , m}, then we have the bound
. By Green's representation formula, one may write
Let us estimate each of the term in the right-hand side. If we set b ǫ = max{u ǫ (x) : x ∈ A r }, then we find
for any x ∈ A r . Besides, (2.5) gives us that
for each i and x ∈ A r , where C(r) = max{G(x, y) : x, y ∈ Ω, |x − y| ≥ r/2}. Hence, by combining (2.9) and (2.10), we get
Since it is guaranteed by Lemma 2.4 that
The lemma is proved.
The following result will be used to obtain the asymptotic formulas of the eigenvalues. Lemma 2.6. Suppose that u ǫ satisfies equation (1.1 ǫ ) and the asymptotic behavior (1.2). Then we have
Proof. Take any r > 0 small for which Lemma 2.5 holds and decompose u ǫ (x) as in (2.8) for x ∈ A r . Then we have
Also, if we write
for i ∈ {1, · · · , m}, it follows from Lemma 2.2 and the dominated convergence theorem that
and from the mean value theorem that
(2.14) Therefore, combining (2.8), (2.12), (2.13) and (2.14), we confirm that
Since r > 0 is arbitrary, (2.11) holds in C 0 (Ω \ {x 1 , · · · , x m }). Also, the C 2 -convergence comes from the elliptic regularity. This proves the lemma.
In Lemma 2.7 and Lemma 2.8, we conduct a decay estimate for solutions of the eigenvalue problem (1.7). Proof. For x ∈ A r , we write
From Lemma 2.5, we have
Also, we utilize (2.5) to obtain that 
Then for any ζ > 0 small, we can pick a constant C = C(ζ) > 0 independent of ǫ > 0 such that
In particular, if i ∈ {1, · · · , m} are given and {ṽ ℓiǫ } ǫ is a family of dilated eigenfunctions for (1.1 ǫ ) defined as in (1.8), then 
From Proposition 2.3 and Lemma 2.5, we realize that a ℓǫ ≤ C|x| −4+(n−2)ǫ holds in each annulus
Suppose that ζ > 0 is selected to be small enough. Then one can apply the Moser iteration technique to get a small number η > 0 and large q > p + 1 such that if (2.20) holds, there is a constant C > 0 independent of R, η orṽ ℓǫ satisfying
for any R > 2R(η). On the other hand, it is possible to get that ṽ ℓǫ L p+1 A 2R(η) ≤ CR −2ζ by taking a smaller ζ if necessary. Thus standard elliptic regularity theory gives
Having (2.21) in mind, we now prove (2.18) by employing the comparison principle iteratively. Assume that it holds
some D j > 0 and 0 < q j < n−2 to be determined soon ( j ∈ N). Since we have (n−2)(p−1−ǫ) > 3 for small ǫ > 0, Proposition 2.3, Lemma 2.5 and (2.22) tell us that there exists some D j > 0 whose choice is affected by only D j , n and ℓ such that
Select any number 0 <η < min(1, n − 2 − q j ) and set a function
by taking a larger D j+1 if necessary. However χ j > 0 andṽ ℓǫ = 0 on ∂Ω ǫ , whence χ j ≥ |ṽ ℓǫ | on ∂ A R . Consequently, by (2.23) and the maximum principle, it follows that
, choosing an appropriate D 1 > 0 and repeating this comparison procedure, we can deduce
given any 1 < q < n − 2. This proves (2.18).
Finally, (2.19) and the claim that v ǫ = O(ǫ) in A r is a straightforward consequence of (2.18). The proof is completed.
By utilizing (2.5), (2.19), (2.7), the fact that v ǫ = O(ǫ) in A r and regularity theory, we immediately establish a decay estimate for the derivatives ofũ iǫ andṽ ℓiǫ . Lemma 2.9. For any k ∈ {1, · · · , n}, there exists a universal constant C > 0 such that
Finally, we recall two well-known results. The first lemma states the nondegeneracy property of the standard bubble U 1,0 . We refer to [3] for its proof.
Lemma 2.10. The space of solutions to the linear problem
is spanned by
The next lemma lists some formulas regarding the derivatives of Green's function. The proof can be found in [14, 15] .
Lemma 2.11. For x 0 ∈ Ω, it holds that
Here ν is the outward normal unit vector to ∂Ω and dS is the surface measure ∂Ω.
3. Proof of Theorem 1.1
In this section, we present estimates for the first m eigenvalues and eigenfunctions of (1.7).
For the set of the concentration points {x 1 , · · · , x m } ⊂ Ω m , let us fix a small number r > 0 such that for any 1 ≤ i j ≤ m and any ǫ > 0 small the following holds:
For each 1 ≤ i ≤ m, we set φ i (x) = φ(x − x i ) where a cut-off function φ ∈ C ∞ c (B n (0, 3r)) satisfies φ ≡ 1 in B n (0, 2r) and 0 ≤ φ ≤ 1 in B n (0, 3r). Define also
in Ω.
The following lemma serves as a main ingredient for the proof of Theorem 1.1 
With this characterization in hand, it is easy to derive that µ mǫ ≤ p −1 + o (1) . Thus, if we let µ ℓ = lim ǫ→0 µ ℓǫ , we know that µ ℓ ≤ p −1 for any 1 ≤ ℓ ≤ m.
Fix ℓ ∈ {1, · · · , m}. By Lemma 3.1 there is an index i 0 ∈ {1, · · · , m} such thatṽ ℓi 0 ǫ converges H 1 (R n )-weakly to a nonzero function V. A direct computation shows
where the functionũ iǫ and the set Ω i 0 ǫ are defined in (2.3) and (1.8), respectively. Thus it follows from Lemma 2.2 that V ∈ H 1 (R n ) \ {0} is a solution of
Consequently, the estimate for µ ℓ in the previous paragraph implies that µ ℓ = p −1 . On the other hand, for any i, we also see thatṽ ℓiǫ converges to a function W weakly in H 1 (R n ) so
Let us prove (1.10) now. Fixing i, we multiply (1.1 ǫ ) (or (1.7) with v = v ℓǫ ) by v ℓǫ (or u ǫ ) to get the identity, say, I (or II respectively). Also we denote by I and II the identities which can be obtained after integrating I and II over B n (x iǫ , r). Subtracting I from II and utilizing Green's identity (4.12) below, we see then
for each i ∈ {1, · · · , m} and any r > 0 sufficiently small. Moreover, if we set the functions
which are harmonic near x i , then (the proof of) Lemma 2.6 permits us to obtain that
for x ∈ B n (x iǫ , 2r). Therefore, by inserting (3.3) and (3.4) into (3.2), and using the mean value formula for harmonic functions and
(refer to (1.6)). From this, we get
or equivalently, A 1 c ℓ = ρ 1 ℓ c ℓ . This justifies (1.10). We also showed that c T ℓ is an eigenvector corresponding to the eigenvalue ρ 1 ℓ at the same time. Finally, to verify the last assertion of the theorem, we assume that ℓ 1 ℓ 2 . Since v ℓ 1 ǫ and v ℓ 2 ǫ are orthogonal each other, we have
Here the last equality can be justified by the dominated convergence theorem with Proposition 2.3 and Lemma 2.8.
Upper bounds for the ℓ-th eigenvalues and asymptotic behavior of the ℓ-th eigenfunctions
The objective of this section is to provide estimates of the ℓ-th eigenvalues and its corresponding eigenfunctions when m+1 ≤ ℓ ≤ (n+1)m. Their refinement will be accomplished in the subsequent sections based on the results deduced in this section.
In the first half of this section, our interest will lie on achieving upper bounds of the eigenvalues µ ℓǫ for m + 1 ≤ ℓ ≤ (n + 1)m, as the following proposition depicts. 
Proof. We define a linear space V spanned by (3.1) ). By the variational characterization of the eigenvalue µ ℓǫ , we have
Any nonzero function f ∈ V \ {0} can be written as
for some nonzero numbers a ik (1 ≤ i ≤ m and 0 ≤ k ≤ n). As f i 1 and f i 2 have disjoint supports if
Hence it suffices to show that each a i is bounded by 1 + O ǫ n n−2 . As a matter of fact, this can be achieved along the line of the proof of [14, Proposition 3.2], but we provide a brief sketch here since our argument slightly simplifies the known proof.
Fix i ∈ {1, · · · , m}. For the sake of notational simplicity, we write a = a i , φ = φ i and a k = a ik for 0 ≤ k ≤ n. Denote also z ǫ = n k=1 a k ∂u ǫ ∂x k so that f i = a 0 φu ǫ + φz ǫ . After multiplying (1.1 ǫ ) by φ 2 u ǫ or φ 2 z ǫ , and integrating the both sides over Ω, one can deduce
and 
Our aim is to find an upper bound of b and a lower bound of c. Let us estimate b first. We see at once that
0 . Also, if we letā = (a 1 , · · · , a n ), then (2.7) guarantees
Moreover we have that
(cf. (4.1) and (4.3)), which implies
Utilizing these estimates and the Cauchy-Schwarz inequality we deduce
To obtain a lower bound of c, we note that
and that Lemma 2.9 ensures
Consequently, a combination of (4.6) and (4.7) asserts that a ≤ 1 + O ǫ n n−2 . This completes the proof of the lemma. (d ℓ,i,1 , · · · , d ℓ,i,n+1 ) ∈ R n+1 such that the functionṽ ℓiǫ converges to
where
Proof. It is not hard to show the first statement with Lemmas 3.1 and 2.10, and Corollary 4.2. Hence let us consider the second statement. For r > 0 fixed small, assume that a point x ∈ Ω belongs to A r where A r is the set in (2.6). According to Green's representation formula and Lemmas 2.5 and 2.7,
Besides, Proposition 2.3 with Lemmas 2.8 and 4.3 (1) allow us to obtain
Thus the lemma is proved.
In fact, we can refine the first statement of the above lemma to arrive at (1.12), which is the main result of the latter part of this section. 
As a preparation for its proof, we first consider the following auxiliary lemma. 
Then I r jl is independent of r > 0 and its value is computed as
Proof. Assuming 0 < r 2 < r 1 are small enough and putting
we see that I r jl is constant because
for all x x j , x l . Thus it suffices to find the value I jl = lim r→0 I r jl . 
(3) Suppose that j = i and l i. In this case, we deduce
(4) If k = l = j, then the Green's identity, the fact that G(x, x i ) = 0 on ∂Ω and Lemma 2.11 lead
All the computations made in (1)- (4) show the validity of (4.11).
Proof of Proposition 4.4.
Fix i ∈ {1, · · · , m} and let
Then by (4.12) it satisfies
for r > 0 small, where ν is the outward normal unit vector to the sphere ∂B n (x i , r). In light of Lemma 4.3 (1), we only need to verify that d ℓ,i,n+1 = 0 for all i ∈ {1, · · · , m}. Assume to the contrary that d ℓ,i,n+1 = 0 for some i. We will achieve a contradiction by showing that an estimate of µ lǫ − 1 obtained through (4.15) does not match to one found in Proposition 4.1. To reduce the notational complexity, we use d i or d ℓ,i to denote d ℓ,i,n+1 in this proof.
Let us observe from Lemma 2.6 and (4.14) that 
where I r jl is the value defined in (4.10). By inserting (4.11) into the above identity, we further find that
Here C 0 = c 2 /((n − 2)c 1 ) > 0 as in (1.9), and we employed the fact that (λ 1 , · · · , λ m , x 1 , · · · , x m ) is a critical point of the functional Υ m (see (1.5)) so as to obtain the second equality. Borrowing the notation of the matrix A 3 in (1.18), the left-hand side of (4.15) can be described in a legible way.
On the other hand, counting on Proposition 2.3 and Lemmas 2.2 and 4.3, we can compute its right-hand side as follows.
Consequently, (4.17), (4.18) and (4.15) enable us to deduce that
Multiplying a row vector d 1 ℓ T in the both sides yields
and M 2 is the matrix introduced in Lemma 2.1. However the right-hand side of (4.20) is positive due to Lemma 2.1, and this contradicts the bound of µ ℓǫ provided in Proposition 4.1. Hence it should hold that d ℓ,i = 0 for all i. The proof is finished.
This result improves our knowledge on the limit behavior of the ℓ-th eigenvalues (see Corollary 4.2) for m + 1 ≤ ℓ ≤ (n + 1)m, which is essential in the next section. 
Without any loss of generality, we may assume that d ℓ,i 1 ,1 0. By differentiating the both sides of (1.1 ǫ ), we get
Let us multiply (4.22) by v ℓǫ and (1.7) by ∂u ǫ ∂x 1 , respectively, integrate both of them over B n (x i 1 ǫ , r) for a small fixed r > 0 and subtract the first equation from the second to derive
By Lemma 2.9, its left-hand side is O ǫ 3/2 while the right-hand side is computed as
Therefore, if we denote
which leads the desired estimate (4.21). 11) and (1.15) , respectively. Also we remind a column vector d ℓ ∈ R mn in (1.14) and set two row vectors G(x) and G(x) by
Remark 5.2. If we write (5.2) in terms of the components of the vectors G(x) and G(x), and matrices M −1 1 and P, we get (1.13). We will present the proof by dividing it into several lemmas. The first lemma is a variant of Lemmas 2.6 and 4.3 (2).
Lemma 5.3. Given a small fixed number r > 0, it holds that
and κ i2 = (κ i21 , · · · , κ i2n ) ∈ R n is a row vector such that
(note that κ i0 , κ i1 and κ i2 depend also on ǫ or ℓ).
Proof. The proof is similar to Lemmas 2.6 and 4.3 (2), so we just briefly sketch why (5.3) holds in C 0 (K) for any compact subset K of Ω \ {x 1 , · · · , x m }. For x ∈ A r (see (2.6)), a combination of Green's representation formula and the Taylor expansion of G(x, y) in the y-variable show that
Also, by means of Proposition 2.3 and Lemma 2.8, we have
for each i, from which the desired result follows. The order of k i0 , k i1 and κ i2 can be computed as in (2.13) or (4.9).
Let us write u ǫ and v ℓǫ in the following way.
Note that g iǫ an h iǫ are harmonic in a neighborhood of x iǫ . With these decompositions we now compute κ i1 , will be shown to be O ǫ 
where ν is the outward unit normal vector on ∂B n (x 0 , r). 
Remark 5.6. If m = 1, one has that Υ 1 (λ 1 , x 1 ) = c 1 τ 1 (x 1 )λ n−2 1 − c 2 log λ 1 (refer to (1.5)). Therefore (5.9) and 0
Proof. Fixing a sufficiently small number r > 0, we take x 0 = x iǫ , f = u ǫ and g = v ℓǫ for (5.8).
Then from (1.1 ǫ ), (1.7) and the estimate
where Proposition 4.4 and Corollary 4.6 are made use of, one finds that the left-hand side of (5.8) is equal to
As a result, (5.8) reads as
where the latter equality is due to Green's identity (4.12). We compute the rightmost side of (5.10) first. Since g iǫ , h iǫ and (x − x iǫ ) · ∇g iǫ are harmonic near x iǫ (see (5.5) and (5.7) to remind their definitions), a direct computation with (5.5)-(5.7), the mean value formula and Green's identity (4.12) shows that
(5.11) Moreover, both g iǫ and x−x iǫ |x−x iǫ | n are harmonic in B n (x iǫ , r) \ {x iǫ }, so Green's identity again infers that the value
is independent of r > 0. Thus, taking the limit r → 0 and applying the Taylor expansion of g iǫ , we find that it is equal to I 10 := lim
However the quantity κ i2 · ∇g iǫ (x iǫ ) is negligible in the sense that its order is ǫ
where C 2 = R n U p 1,0 as before. Hence we can conclude that
Regarding the leftmost side of (5.10), one gets in a similar fashion to the derivation of (5.11) that
Furthermore, we have
Therefore putting (5.11) and (5.15)-(5.18) into (5.10) gives that
Noticing that each component of ∇g iǫ is harmonic, we obtain
where the second equality was deduced in (5.14). Also, by setting f = g iǫ , g = h iǫ and x 0 = x iǫ in the bilinear Pohožaev identity (5.8), one can verify that
Subsequently, (5.19) is reduced to
, where C 2 > 0 is the constant that appeared in (5.14) and c 1 , c 2 > 0 are the numbers in (1.6). Consequently, we have
which can be rewritten as
. . .
This is nothing but (5.9).
Proof of Proposition 5.1. According to (5.4) and Proposition 4.4, we have
for any i ∈ {1, · · · , m} and k ∈ {1, · · · , n}. Hence the proposition follows from (5. Proof. Argue as in the proof of Lemma 2.4 in [17] employing Lemma A.2 above. In that paper, the statement of the lemma as well as its proof are written for a sequence {u ǫ k } ∞ k=1 of solutions, but they apply to a family {u ǫ } ǫ as well. To proceed our proof, we substitute G k , R k and v k in [17] with Dirichlet Green's function G ǫ −α 0 δ 1 of −∆ in B n (0, ǫ −α 0 δ 1 ), R ǫ = ǫ −α 0 δ 1 δ 2 and u ǫ where δ 2 ∈ (0, 1) is a sufficiently small number.
