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1. Introduction
Complex matrix variate distributions play an important role in various ﬁelds of research. Appli-
cations of complex random matrices can be found in multiple time series analysis, nuclear physics,
complex multivariate linear model, shape theory, the evaluation of the capacity of multiple-input
multiple-output (MIMO) wireless communication systems, see Mehta [23], Khatri [17], Micheas et al.
[24], Ratnarajah et al. [27] among many others.
Several studies on the distribution of complex randommatrices have been made, see Provost [22].
The complex matrix variate Gaussian distribution was introduced by Wooding [31], and further de-
veloped by Turin [30], and Goodman [14]. The complexWishart distribution was studied by Goodman
∗ Corresponding author.
E-mail addresses: jadiaz@uaaan.mx (J.A. Dı´az-Garcı´a), rgjaimez@ugr.es (R. Gutie´rrez Ja´imez).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.09.005
572 J.A. D´iaz-Garc´ia, R. Gutie´rrez Ja´imez / Linear Algebra and its Applications 432 (2010) 571–582
[14] and James [16], among many others. James [16] and Khatri [17] derived both complex central and
noncentral matrix variate beta distributions.
When the goal is to generalise the distribution of a random variable to the multivariate case, two
options are normally addressed, by which it is extended to either the vectorial or the matrix case, e.g.
the normal, t or Bessel distributions, amongmany others. However, some of these generalisations have
traditionally beenmade directly to the matrix case, when such a matrix is symmetric, as in the case of
the chi-square and beta distributions, for which the corresponding multivariate distributions are the
Wishart and matrix variate beta distributions, respectively. Nevertheless, these latter generalisations
are inappropriate in some cases, because, in some applications, the researcher is interested in a vector
variate,not ina symmetricmatrix, seeLibbyandNovick [20]. Inotherwords, the researcher is interested
in a vector, say, X = (X1, . . . , Xm)′, such that Xi has a marginal beta type I or II distribution for all
i = 1, . . . ,m. In this respect, Liddy and Novick [20] and Chen and Novick [2] proposed a multivariate
vector-version of the beta types I and II distributions. Let us consider the following bivariate version,
see Olkin and Liu [26].
Let X0, X1, X2 be distributed as independent gamma random variates with shape parameters a =
a0, a1, a2, respectively (see Deﬁnition 1 in Section 2); and deﬁne
U1 = X1
X1 + X0 , U2 =
X2
X2 + X0 . (1)
Clearly, U1 and U2 each have a beta type I distribution, U1 ∼ BI1(a1, a0) and U2 ∼ BI1(a2, a0), over
0 u1, u2  1 (see Section 2.1). However, they are correlated such that (U1,U2)′ has a bivariate gener-
alised beta type I distribution over 0 u1, u2  1. The kernel of the joint density function of U1 and U2
is
∝ u
a1−1
1 u
a2−1
2 (1 − u1)a2+a0−1(1 − u2)a1+a0−1
(1 − u1u2)a1+a2+a0 , 0 u1, u2  1.
A similar result is obtained in the case of the beta type II. In this case, deﬁne
F1 = X1
X0
, F2 = X2
X0
.
Once again it is evident that F1 and F2 each have a beta type II distribution, F1 ∼ BII1(a1, a0) and
F2 ∼ BII1(a2, a0), over f1, f2  0. As in the beta type I case, they are correlated such that (F1, F2)′ has a
bivariate generalised beta type II distribution over f1, f2  0. The kernel of the joint density function of
F1 and F2 is
∝ f
a1−1
1 f
a2−1
2
(1 + f1 + f2)a1+a2+a0 , f1, f2  0.
Some applications to utility modelling and Bayesian analysis are presented in Libby and Novick [20]
and Chen and Novick [2], respectively.
These ideas can be extended to the matrix variate case. Thus, let us assume a partitioned matrix
U = (U1
...U2)
′ ∈ C2m×m, then under the complex matrix variate versions of the transformations (1),
we are interested in ﬁnding the joint density of U1 and U2, from where it is easy to see that the
marginal densities ofU1 andU2 are complexmatrix variate beta type I distributions. In the central and
noncentral real cases, the matrix variate joint densities of U1 and U2 and of F1 and F2, together with
some of their properties, are studied in Díaz-García and Gutiérrez-Jáimez [10,11]. These distributions
are termed central complex bimatrix variate generalised beta type I and II distributions, respectively.
In the present paper, the bivariate generalised beta types I and II distributions are extended the
the complex matrix variate case, see Sections 3 and 4. In Section 5, certain basic properties, the joint
eigenvalue density and the density of theirmaximumeigenvalues are studied for the complex bimatrix
variate generalised beta type I distribution.
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2. Preliminary results
The joint eigenvalues density can be calculated using complex hypergeometric functions and com-
plex invariant polynomialswithmatrix arguments. In this section, these andother issues are addressed
for the case of the complex multivariate distribution. Let us ﬁrst establish some notation.
2.1. Notation and matrix variate distributions
Let A = (ars) = (ars1 + iars2) = A1 + iA2 be an m × n array of complex numbers, A ∈ Cm×n,
where A1 = (ars1) and A2 = (ars2) are real matrices m × n, A1,A2 ∈ m×n, and i =
√−1. Then, A′
denotes the transpose ofA,A denotes the conjugate ofA, andAH denotes the conjugate transpose ofA.
For n = m, let tr(A) = a11 + · · · + amm, etr(A) = exp(tr(A)), and then |A| denotes the determinant
of A. A = AH > 0 is a Hermitian positive deﬁnite matrix, and A1/2 denotes the unique Hermitian
positive deﬁnite square root matrix of A = AH > 0. dA denotes the differential matrix of A and
(dA) = (dA1)(dA2)denotes thevolumeelement (Lebesguemeasure) commonlyassociatedwithA. For
example ifA is aHermitianmatrix, thenA1 is a symmetricmatrix (A = A′) andA2 is a skew-symmetric
matrix (A = −A′). In this case
(dA) = ∧
r  s
dars1
∧
r<s
dars2 .
The space of all matrices G1 ∈ Cn×m (m n) with orthonormal columns is termed the Stiefel
manifold, denoted by CVm,n. Thus
CVm,n = {G1 ∈ Cn×m|GH1G1 = Im}.
From James [16]
Vol(CVm,n) =
∫
G1∈CVm,n
(GH1 dG1) =
2mπmn
CΓm[n] ,
where CΓm[a] denotes the complex multivariate gamma function and is deﬁned as
CΓm[a] =
∫
V=VH>0
etr(−V)|V|a−m(dV) = πm(m−1)/2
m∏
j=1
Γ [a − j + 1],
where Re(a) > m − 1.
If m = n, we have a special case of the Stiefel manifold, termed unitary manifold or unitary group
and denoted as U(m) ≡ CVm,m.
Deﬁnition 1 (The complex multivariate beta function). The complexmultivariate beta function, denoted
as Cm[a, b], is deﬁned by
Cm[b, a] =
∫
0<S=SH<Im
|S|a−m|Im − S|b−m(dS)
=
∫
R=RH>0
|R|a−m|Im + R|−(a+b)(dR), R = (I − S)−1 − I
= CΓm[a]CΓm[b]
CΓm[a + b] ,
where Re(a) > m − 1 and Re(b) > m − 1.
We now give deﬁnitions of the complex matrix variate gamma, beta type I and II distributions, see
James [16], Khatri [17], Mathai [21].
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Deﬁnition2 (Complexmatrix variate gammadistribution). It is said thatA ∈ Cm×m, a randomHermitian
positive deﬁnite matrix, has a complex matrix variate gamma distribution with parameters a and a
Hermitian positive deﬁnite matrix ∈ Cm×m, if its density function is
1
CΓm[a]||a |A|
a−metr(−−1A)(dA), A = AH > 0, (2)
where Re(a) > m − 1. Such a distribution is denoted as A ∼ CGm(a,).
Lemma 1 (Complex matrix variate beta type I and II distribution). If A and B have a complex matrix
variate gamma distributions, i.e. A ∼ CGm(a, Im) and B ∼ CGm(b, Im) independently.
1. Then the complex matrix variate beta type I distribution is deﬁned as
U =
{
(A + B)−1/2A((A + B)−1/2)′, Deﬁnition 1 or,
A1/2(A + B)−1(A1/2)′, Deﬁnition 2. (3)
Thus under Deﬁnitions 1 and 2 its density function is denoted as
CBIm(U; a, b),
and given by
1
Cm[a, b]
|U|a−m|Im − U|b−m(dU), 0 < U = UH < Im, (4)
this being denoted as U ∼ CBIm(a, b) with Re(a) > m − 1 and Re(b) > m − 1.
2. Then the complex matrix variate beta type II distribution is deﬁned as
F =
{
B−1/2A(B−1/2)′, Deﬁnition 1,
A1/2B−1(A1/2)′, Deﬁnition 2, (5)
Thus under deﬁnitions 1 and 2 its density function is denoted as
CBIIm(U; a, b),
and given by
1
Cm[a, b]
|F|a−m|Im + F|−(a+b).(dF), F = FH > 0. (6)
this being denoted as F ∼ CBIIm(a, b) with Re(a) > m − 1 and Re(b) > m − 1.
2.2. Complex hypergeometric functions and invariant polynomials
The following deﬁnitions of hypergeometric functions with a matrix argument are based on Con-
stantine [6] and Koev and Edelman [19].
Deﬁnition 3. The hypergeometric functions of a matrix argument are given by
pF
(α)
q (a1, . . . , ap; b1, . . . , bq;X) =
∞∑
t=0
∑
τ
(a1)
(α)
τ · · · (ap)(α)τ
(b1)
(α)
τ · · · (bq)(α)τ
C(α)τ (X)
t! , (7)
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where
∑
τ denotes the summationoverall thepartitionsτ = (t1, . . . , tm), t1  · · · tm  0, of t = t1 +
· · · + tm, C(α)τ (X) is the Jack polynomial of X corresponding to τ and the generalised hypergeometric
coefﬁcient (a)(α)τ is given by
(a)(α)τ =
m∏
j=1
(a − (i − 1)/(α))ti ,
where (a)t = a(a + 1)(a + 2) · · · (a + t − 1), (a)0 = 1 see Koev and Edelman [19]. HereX ∈ Cm×m,
is a complex symmetric matrix and the parameters ai, bj are arbitrary complex numbers.
Other characteristics of the parameters ai and bj and the convergence of (7) appear in Muirhead
[25, p. 258], Gross and Richards [15] and Ratnarajah et al. [28].
Remark 1. In Deﬁnition 3, when α = 1 and 2 the complex and real cases are obtained, respectively.
In this paper only the complex case is considered. Then, adopting the notation used by James [16],
denoting the complex hypergeometric function, generalised hypergeometric coefﬁcient and zonal
polynomials as pF˜
(α)
q ≡ pF(1)q , [a]τ ≡ (a)(1)τ , and C˜τ (·) ≡ C(1)τ (·), respectively
A special case of (7) is
1F˜0(a;X) =
∞∑
t=0
∑
τ
[a]τ C˜τ (X)
t! , (||X|| < 1)
= |Im − X|−a,
where ‖X‖ denotes the maximum of the absolute values of the eigenvalues of X.
From Ratnarajah et al. [28], is known that,
1F˜1(a; c;X) = 1
Cm[a, c − a]
×
∫
0<Y=YH<Im 0
F˜0(XY)|Y|a−m|I − Y|c−a−m(dY)
and
2F˜1(a, a1; c;X) = 1
Cm[a, c − a]
×
∫
0<Y=YH<Im 1
F˜0(a1;XY)|Y|a−m|I − Y|c−a−m(dY).
(8)
Thus we have
Lemma 2. Let X = XH ∈ Cm×m, with Re(X) < I, Re(a) > m − 1, Re(c) > m − 1 and Re(c − a) >
m − 1. Then
p+1F˜q+1(a, a1, . . . , ap; c, b1, . . . , bq;X)
= 1
Cm[a, c − a]
∫
0<Y=YH<Im p
F˜q(a1 · · · ap; b1 · · · bq;XY)|Y|a−m|I − Y|c−a−m(dY).
Proof. First, an expansion is applied in terms of complex zonal polynomials
pF˜q(a1, . . . , ap; b1, . . . , bq;XY) =
∞∑
t=0
∑
τ
[a1]τ · · · [ap]τ
[b1]τ · · · [bq]τ
C˜τ (XY)
t! .
Then, after integrating term by term, see Ratnarajah et al. [28], we have that
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∫
0<Y=YH<Im p
F˜q(a1 · · · ap; b1 · · · bq;XY)|Y|a−m|I − Y|c−a−m(dY)
=
∞∑
t=0
∑
τ
[a1]τ · · · [ap]τ
[b1]τ · · · [bq]τ t!
∫
0<Y=YH<Im
|Y|a−m|I − Y|c−a−mC˜τ (XY)(dY)
= Cm[a, c − a]
∞∑
t=0
∑
τ
[a]τ
[c]τ
[a1]τ . . . [ap]τ
[b1]τ · · · [bq]τ t! C˜τ (X)
= Cm[a, c − a] p+1F˜q+1(a, a1 · · · ap; c, b1 · · · bq;X)
and the required result follows. 
Theuse of complex zonal polynomials and thehypergeometric functionwith amatrix argumenthas
only recently been extended; to a large extent this is derived from the work of Koev and Edelman [19].
Koev [18] providedaprogram inMatLabwith a very efﬁcient algorithm for calculating Jackpolynomials
(in particular complex zonal polynomials) and the complex hypergeometric function with a matrix
argument.
This section concludes by establishing the following two properties of a class of homogeneous
polynomials C˜
κ ,τ
φ (R, S) of degrees k and t in the eigenvalues of the Hermitian matrices R, S ∈ Cm×m,
respectively, see Davis [8] and Ratnarajah et al. [27]. These properties generalise the incomplete beta
function Eq. (61) of Constantine [6]. The ﬁrst is proposed by Davis [7, Eq. (3.3)] and the second is
obtained using the complex versions of Chikuse [3, Eq. (3.33)] and the review version of Chikuse [3,
Eq. (3.11)] given in Chikuse and Davis [5, Eq. (2.7)].
Lemma 3. Let R, S,, ∈ Cm×m be Hermitian matrices. Then∫ =H
0
|R|a−m|I − R|b−mC˜τ (R)(dR)
= Cm[a,m]||a
∞∑
k=0
∑
κ;φ∈κ.τ
[a]φ[−b + m]κθκ ,τφ C˜κ ,τφ (,)
k![a + m]φ (9)
and ∫ =H
0
|R|a−m|I − R|b−mC˜κ ,τφ (,R)(dR)
= Cm[a,m]||a
∞∑
s=0
∑
σ ;φ1∈σ.φ
[a]φ1 [−b + m]σπσ ,κ ,τ ;φ1σ ,φ C˜σ ,κ ,τφ1 (,,)
s![a + m]φ1
, (10)
where, from Chikuse and Davis [5], Lemma 2.2(i) and (ii), respectively it is known that
θ
κ ,τ
φ =
C˜
κ ,τ
φ (I, I)
C˜φ(I)
and π
σ ,κ ,τ ;φ1
σ ,φ =
∑
φ′1≡φ1
γ
σ ,κ ,τ ;φ1
σ ;φ′1 α
σ ∗ ,κ ,τ ;φ′1
φ .
3. Bimatrix variate generalised beta type I distribution
LetA,BandCbe independentcomplexrandommatrices, such thatA ∼ CGm(a, Im),B ∼ CGm(b, Im)
and C ∼ CGm(c, Im) with Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1 and let us deﬁne
U1 = (A + C)−1/2A(A + C)−1/2 and U2 = (B + C)−1/2B(B + C)−1/2. (11)
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Of course, U1 ∼ CBIm(a, c) and U2 ∼ CBIm(b, c). However, they are correlated such that the distri-
bution of U = (U1
...U2)
′ ∈ C2m×m can be termed a complex bimatrix variate generalised beta type I
distribution, denoted as
U ∼ CBGBI2m×m(a, b, c).
Theorem 1. Assume that U ∼ BGBI2m×m(a, b, c). Then its density function is
|U1|a−m|U2|b−m|Im − U1||b+c−m|Im − U2|a+c−m
C∗m[a, b, c]|Im − U1U2|a+b+c
(dU), (12)
0 < U1 = UH1 < Im, 0 < U2 = UH2 < Im, where the measure
(dU) = (dU1) ∧ (dU2),
and
C∗m[a, b, c] =
CΓm[a]CΓm[b]CΓm[c]
CΓm[a + b + c] .
and Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
Proof. The joint density of A, B and C is
|A|a−m|B|b−m|C|c−m
CΓm[a]CΓm[b]CΓm[c]etr(−(A + B + C))(dA)(dB)(dC).
By effecting the change of variable (11), and taking into account Mathai [21, Theorems 3.5 and 3.8, pp.
183 and 190], respectively, we have
(dA)(dB)(dC) = |C|2m|Im − U1|−2m|Im − U2|−2m(dU1)(dU2)(dC).
The joint density of U1, U2 and C is
|U1|a−m|U2|b−m
CΓm[a]CΓm[b]CΓm[c]|Im − U1|a+m|Im − U2|b+m |C|
a+b+c−m
× etr
[
−(Im − U2)−1(Im − U1U2)(Im − U1)−1C
]
(dC)(dU1)(dU2).
Integrating with respect to C using∫
C=CH>0
|C|a+b+c−metr
[
−(Im − U2)−1(Im − U1U2)(Im − U1)−1C
]
(dC)
= CΓ [a + b + c] |Im − U1|
a+b+c|Im − U2|a+b+c
|Im − U1U2|a+b+c
(from (2)) gives the stated marginal density function for (U1
...U2)
′. 
As in the real case [10], the joint density (12) can be represented as a mixture. Let us ﬁrst note that
|Im − U1U2|−(a+b+c) = 1F˜0(a + b + c;U1U2)
=
∞∑
t=0
∑
τ
[a + b + c]τ C˜τ (U1U2)
t! .
By substituting in (12) it is obtained that the joint density function of (U1
...U2)
′ is
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∞∑
t=0
∑
τ
[a + b + c]τ
C∗m[a, b, c]
|U1|a−m|U2|b−m|Im − U1||b+c−m × |Im − U2|a+c−m C˜τ (U1U2)
t! .
(13)
Moreover
∞∑
t=0
∑
τ
[a + b + c]τCΓm[b + c]CΓm[a + c]
CΓm[a + b + c]CΓm[c] CBIm(U1; a, b + c)
× CBIm(U2; b, a + c) C˜τ (U1U2)
t! .
4. Bimatrix variate generalised beta type II distribution
LetA,BandC ∈ Cm×m be independent,whereA ∼ CGm(a, Im),B ∼ CGm(b, Im)andC ∼ CGm(c, Im)
with Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1 and let us deﬁne
F1 = C−1/2AC−1/2 and F2 = C−1/2BC−1/2. (14)
Clearly, F1 ∼ CBIIm(a, c) and F2 ∼ CBIIm(b, c). But they are correlated and so the distribution of
F = (F1
...F2)
′ ∈ C2m×m can be termed a complex bimatrix variate generalised beta type II distribution,
which is denoted as F ∼ CBGBII2m×m(a, b, c).
Theorem 2. Assume that F ∼ BGBI2m×m(a, b, c). Then its density function is
|F1|a−m|F2|b−m
C∗m[a, b, c]|Im + F1 + F2|a+b+c
(dF), (15)
F1 = FH1 > 0, F2 = FH2 > 0, where the measure
(dF) = (dF1) ∧ (dF2).
and Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
Proof. As an alternative to proceeding as in Theorem 1, let us recall that if U ∼ CBIm(a, b), then
(Im − U)−1 − Im ∼ CBIIm(a, b), see Srivastava and Khatri [29] and Díaz-García and Gutiérrez-Jáimez
[9]. Then
F =
(
F1
F2
)
=
(
(Im − U1)−1 − Im
(Im − U2)−1 − Im
)
,
with the Jacobian given by (see [21, Theorem 3.8, p. 190])
(dU1)(dU2) = |Im + F1|−2m|Im + F2|−2m(dF1)(dF2).
Also, note that
Im − (Im + F1)−1 = (Im + F1)−1((Im + F1) − Im) = (Im + F1)−1F1
Im − (Im + F2)−1 = (Im + F2)−1F2,
Then the joint density of (F1
...F2)
′ is
|F1|a−m|F2|b−m|Im + F1|−(a+b+c)|Im + F2|−(a+b+c)
C∗m[a, b, c]|Im − (Im + F1)−1F1F2(Im + F2)−1|a+b+c
(dF).
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The desired result then follows, noting that
|Im + F1|−1|Im + F2|−1
|Im − (Im + F1)−1F1F2(Im + F2)−1| = |Im + F1 + F2|
−1. 
Other properties of the distribution CBGBII2m×m(a, b, c) can be found in a similar way.
5. Properties
In this section, several basic properties and eigenvalue distributions are studied.
5.1. Basic properties
As direct consequences of Lemma 2 the following basic properties are derived: the moments
E(|U1|r |U2|s), the distributions of the product Z = U1/22 U1U1/22 and the inverse (U−11
...U−12 ). Their
proofs are similar to those given for the real case, see Díaz-García and Gutiérrez-Jáimez [10].
Theorem 3. Assume that (U1
...U2) ∼ CBGBI2m×m(a, b, c) then
E(|U1|r |U2|s) = Cm[a + r, b + c]Cm[b + s, a + c]
C∗m[a, b, c]
× 3F˜2(a + r, b + s, a + b + c; a + b + c + r, a + b + c + s; Im),
with Re(b + r) > m − 1, and Re(a + c) > m − 1.
Theorem 4. Consider (U1
...U2) ∼ CBGBI2m×m(a, b, c). Then the density function of Z = ZH =
U
1/2
2 U1U
1/2
2 ∈ Cm×m is
Cm[a + c, b + c]|Z|a−m|Im − Z|c−m
C∗m[a, b, c] 2
F˜1(a + c, a + c; a + b + 2c; Im − Z)(dZ)
and
E(|Z|r) = Cm[a + c, b + c]m[a + r, c]
C∗m[a, b, c] 3
F˜2(c, a + c, a + c; a + c + r, a + b + 2c; Im),
with 0 < Re(Z) < Im, Re(a + b) > m − 1 and Re(b + c) > m − 1.
Theorem 5. Let (U1
...U2)
′ ∼ CBGBI2m×m(a, b, c). Then the density function of V = (V1
...V2)
′ =
(U−11
...U−12 )′ ∈ C2m×m is
|V1|−a−m|V2|−b−m|Im − V−11 ||b+c−m|Im − V−12 |a+c−m
C∗m[a, b, c]|Im − (V1V2)−1|a+b+c
(dV),
0 < V1 = VH1 < Im, 0 < V2 = VH2 < Im, where the measure
(dV) = (dV1) ∧ (dV2).
and Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
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5.2. Joint eigenvalue distribution
Many test statistics in multivariate analysis are functions of the eigenvalues or of the maximum
eigenvalue. In these ﬁnal two subsections, we ﬁnd the eigenvalues distribution. The following result
is needed, see James [16].
Lemma 4. If f
A
(A) (dA) is the density function of a Hermitian matrix variate A ∈ Cm×m, then the
distribution of the diagonal matrix  = diag(λ1, . . . , λm), λ1 > · · · > λm > 0, of the eigenvalues of
A, where A = GGH ,G ∈ U(m), is the eigendecomposition of A, is
f() =
πm(m−1)
CΓm[m]
∏
r<s
(λr − λs)2
∫
U(m)
f
A
(GGH)(dG),
where (dG) is the invariant measure on the unitary group U(m) normalised, given as
(dG) = CΓm[m]
2mπm
2
(GdGH), such that
∫
U(m)
(dG) = 1. (16)
Theorem 6. Assume that (U1
...U2) ∼ CBGBI2m×m(a, b, c) and let
U =
(
U1
U2
)
=
(
EDλE
H
GDδG
H
)
. (17)
The spectral decomposition of U1 and U2, with E,G ∈ U(m) and Dλ = diag(λ1, . . . , λm), 1 > λ1 >· · · λm > 0 and Dδ = diag(δ1, . . . , δm), 1 > δ1 > · · · δm > 0. Then the joint density function of
λ1, . . . , λm, δ1, . . . , δm is
π2m(m−1)
(CΓm[m])2C∗[a, b, c]
m∏
r=1
(
λa−mr (1 − λr)b+c−m
) m∏
e=1
(
δb−me (1 − δe)a+c−m
)
× ∏
r<s
(λr − λs)2
∏
e<f
(δe − δf )2
∞∑
k=0
∑
κ
[a + b + c]κ
k!
C˜κ(Dλ)C˜κ(Dδ)
C˜κ(Im)
,
with Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
Proof. The desired result follows by making the transformation (17), from Lemma 4, Eq. (16) and
observing that, see Chikuse [4]∫
G∈U(m)
∫
E∈U(m)
C˜κ(EDλE
HGDδG
H)(dE)(dG) = C˜κ(Dλ)C˜κ(Dδ)
C˜κ(I)
. 
5.3. Joint distribution of λmax and δmax
In this subsection, we derive the distribution of the largest eigenvalues, λmax and δmax of a complex
bimatrix variate beta type I matrix. With this aim, let us consider the following theorem.
Theorem 7. Assume that (U1
...U2) ∼ CBGBI2m×m(a, b, c) and let 1,2 ∈ Cm×m be Hermitian positive
deﬁnite matrices, 0 < 1,2 < I. Then the probability P(U1 < 1,U2 < 2) is given by
Cm[a,m]Cm[b,m]
C∗m[a, b, c]
|1|a|2|b
∞∑
k,t,s=0
∑
κ ,τ ,σ ;φ1∈κ.τ ;φ2∈σ ∗.φ∗1
[a]φ2 [b]φ1 [a + b + c]κ
k! t! s!
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× [−(a + c) + m]τ [−(b + c) + m]σ[a + m]φ2 [b + m]φ1
θ
κ ,τ
φ1
π
σ ,τ ,κ;φ2
σ ,φ1
C˜
σ ,τ ,κ
φ2
(1,2,12),
where ∑
κ ,τ ,σ ;φ1∈κ.τ ;φ2∈σ ∗.φ∗1
= ∑
κ ,τ ,σ
∑
φ1∈κ.τ
∑
φ2∈σ ∗.φ∗1
and Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
Proof. From (12) the probability P(U1 < 1,U2 < 2) is∫ 1
O
∫ 2
O
|U1|a−m|U2|b−m|Im − U1||b+c−m|Im − U2|a+c−m
C∗m[a, b, c]|Im − U1U2|a+b+c
(dU1)(dU). (18)
By rewritting (18) as in (13), and integrating with respect to U2 using (9), it is obtained that
Cm[b,m]
C∗m[a, b, c]
|1|a
∞∑
k,t=0
∑
κ ,τ ;φ1∈κ.τ
[b]φ1 [a + b + c]κ [−(a + c) + m]τ θκ ,τφ1
k! t![b + m]φ1
×
∫ 1
O
|U1|a−m|Im − U1||b+c−mC˜τ ,κφ1 (2,2U1)(dU1).
The desired result follows by integrating with respect to U1 using (10). 
The following result is obtained from Theorem 7.
Corollary 1. Let (U1
...U2) ∼ CBGBI2m×m(a, b, c), Re(a) > m − 1, Re(b) > m − 1 and Re(c) > m − 1.
Ifλmax and δmax are the largest eigenvalues ofU1 andU2, respectively, then their joint distribution function,
P(λmax < x, δmax < y) is given by
Cm[a,m]Cm[b,m]
C∗m[a, b, c]
∞∑
k,t,s=0
∑
κ ,τ ,σ ;φ1∈κ.τ ;φ2∈σ ∗.φ∗1
xam+s+kybm+t+k[a]φ2 [b]φ1
k! t! s!
× [−(a + c) + m]τ [−(b + c) + m]σ[a + b + c]κ [a + m]φ2 [b + m]φ1
θ
κ ,τ
φ1
π
σ ,τ ,κ;φ2
σ ,φ1
θ
κ ,τ ,σ
φ2
C˜
σ ,τ ,κ
φ2
(I).
Proof. The inequalities λmax < x and δmax < y are equivalent to U1 < xI and U2 < yI. Therefore, the
result follows by letting 1 = xI and 2 = yI in Theorem 7, and taking into account that from Davis
[7, Eqs. (2.1) and (2.7)]
C˜
σ ,τ ,κ
φ2
(xI, yI, xyI) = xs+kyt+kC˜σ ,τ ,κφ2 (I). 
6. Conclusions
Random matrices play a prominent role because of their deep mathematical structure. They have
arisen inanumberofﬁelds (statistics, graph theory, stochastic linear algebra, physics, signalprocessing,
etc.), often independently. In particular, statisticians are interested in studying the Normal (Gaussian),
Wishart, beta type I, and circular random matrices, which, from the point of view of random matrix
theory are termed Hermite, Laguerre, Jacobi, and Fourier ensembles, Metha [23] and Edelman and
Rao [12].
The resultsobtained in thepresentworkcanbeconsideredasageneralisationof the Jacobiensemble
for the case in which there are two correlated Jacobi ensembles. For all their potential applications,
see Edelman and Sutton [13].
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Another potential use appears in the context of complex shape theory, seeMicheas et al. [24], more
speciﬁcally, in the approach known as afﬁne shape or conﬁguration densities, see Caro-Lopera et al.
[1].
Acknowledgments
This research work was partially supported by CONACYT-México, Research Grant No. 81512 and
IDI-Spain, Grant Nos. FQM2006-2271 and MTM2008-05785. This paper was written during J. A. Díaz-
García’s stay as a visiting professor at theDepartment of Statistics andO.R. of theUniversity of Granada,
Spain.
References
[1] F.J. Caro-Lopera, J.A. Díaz-García, G. González-Farías, Inference in statistical shape theory: elliptical conﬁguration densities,
J. Stat. Res. 43(1) (2009) 1–19.
[2] J.J. Chen,M.R. Novick, Bayesian analysis for binomialmodelswith generalized beta prior distributions,J. Ed. Statist. 9 (1984)
163–175.
[3] Y. Chikuse, Invariant polynomialswithmatrix arguments and their applications, in: R.P. Gupta (Ed.),Multivariate Statistical
Analysis, North-Holland Publishing Company, 1980, pp. 53–68.
[4] Y. Chikuse, Hermite and Laguerre polynomials with complex matrix arguments, Linear Algebra Appl. 388 (2004) 91–105.
[5] Y. Chikuse, W. Davis, Some properties of invariant polynomials with matrix arguments and their applications in
econometrics, Ann. Inst. Statist. Math. Part A 38 (1986) 109–122.
[6] A.G. Constantine, Somenoncentral distribution problems inmultivariate analysis, Ann.Math. Statist. 34 (1963) 1270–1285.
[7] A.W. Davis, Invariant polynomials with two matrix arguments extending the zonal polynomials: applications to
multivariate distribution theory, Ann. Math. Statist. 31 (1979) 465–485.
[8] A.W. Davis, Invariant polynomials with two matrix arguments extending the zonal polynomials, in: P.R. Krishnaiah (Ed.),
Multivariate Analysis V, North-Holland Publishing Company, 1980, pp. 287–299.
[9] J.A. Díaz-García, R. Gutiérrez-Jáimez, Noncentral, nonsingular matrix variate beta distribution, Braz. J. Probab. Stat. 21
(2007) 175–186.
[10] J.A. Díaz-García, R. Gutiérrez-Jáimez, Bimatrix variate generalised beta distributions, submitted for publication.
<http://arxiv.org/abs/0904.1830>.
[11] J.A. Díaz-García, R. Gutiérrez-Jáimez, Noncentral bimatrix variate generalised beta distributions, Metrika, 2009,
doi:10.1007/s00184-009-0280-1
[12] A. Edelman, N.R. Rao, Randommatrix theory, Acta Numer. 14 (2005) 233–297.
[13] A. Edelman, B.D. Sutton, The beta-Jacobi matrix model, the CS decomposition, and generalized singular value problem,
Found. Comput. Math. 2 (2008) 259–285.
[14] N.R. Goodman, Statistical analysis based on a certain multivariate complex Gaussian distribution (an introduction), Ann.
Math. Statist. 34 (1963) 152–177.
[15] K.I. Gross, D. St.P. Richards, Special functions of matrix argument. I: algebraic induction, zonal polynomials, and
hypergeometric functions, Trans. Amer. Math. Soc. 301 (1987) 781–811.
[16] A.T. James, Distributions of matrix variate and latent roots derived from normal samples, Ann. Math. Statist. 35 (1964)
475–501.
[17] C.G. Khatri, Classical statistical analysis based on a certain multivariate complex Gaussian distribution, Ann. Math. Statist.
36 (1965) 98–114.
[18] P. Koev, 2004. <http://www.math.mit.edu/∼plamen>.
[19] P. Koev, A. Edelman, The efﬁcient evaluation of the hypergeometric function of a matrix argument, Math. Comput. 75
(2006) 833–846.
[20] D.L. Libby, M.R. Novick, Multivariate Generalized beta distributions with applications to utility assessment, J. Ed. Statist.
7 (1982) 271–294.
[21] A.M. Mathai, Jacobians of Matrix Transformations and Functions of Matrix Argument, World Scientiﬁc, London, 1997
[22] A.M. Mathai, S.B. Provost, Some complex matrix-variate statistical distributions on rectangular matrices, Linear Algebra
Appl. 410 (2005) 198–216.
[23] M. Metha, RandomMatrices, Academic Press, San Diego, 1991
[24] A.C. Micheas, D.K. Dey, K.V. Mardia, Complex elliptical distribution with application to shape theory, J. Statist. Plann.
Inference 136 (2006) 2961–2982.
[25] R.J. Muirhead, Aspects of Multivariate Statistical Theory, John Wiley & Sons, New York, 1982
[26] I. Olkin, R. Liu, A bivariate beta distribution, Statist. Probab. Lett. 62 (2003) 407–412.
[27] T. Ratnarajah, R. Villancourt, M. Alvo, Complex randommatrices and Rician channel capacity, Probl. Inf. Transm. 41 (2005)
1–22.
[28] T. Ratnarajah, R. Villancourt, M. Alvo, Eigenvalues and condition numbers of complex random matrices, SIAM J. Matrix
Anal. Appl. 26 (2005) 441–456.
[29] M.S. Srivastava, C.G. Khatri, An Introduction to Multivariate Analysis, North-Holland Publ., Amsterdam, 1979
[30] G.L. Turin, The characteristic function of Hermitian quadratic forms in complex normal variables, Biometrika 47 (1960)
199–201.
[31] R.A. Wooding, The multivariate distribution of complex normal variables, Biometrika 43 (1956) 212–215.
