ABSTRACT
The VENUS analysis model consists of two components, Legato and Crescendo, as shown in Fig. I .
Legato based on the ADG framework, constructs semantic dependency structure of Japanese input sentences by feature-oriented dependency grammar rules as main control information for syntactic analysis, and by semantic inference mechanism on a object fields' fact knowledge base.
Legato Fig. 2 .
Three different kinds of information sources other than the lexicon support language comprehension, and two inference functions defined on them extract the interpretation of input sentences. The top level information is a language structure model. The bottom is a logical(factual/conceptual) interpretation model which determine the possible logical relations between "OBJECTs and THINGS".
The semantics located between the above two models, which has not been clarified in any paper. Suppose interpretalon is a process of determining the relation between " OBJECTs and THINGs ", the ordinary notion of semantics allows us to determine words' semantics in particular syntagmatic relations, but not relational interpretation between concepts. The semantics here is defined as information concerning the denotation of OBJECTs and THINGs. It interprets the (semantic) relations between them, and must be inducible from the raw syntagmatic information.
That is to say, it may sometimes inherits such language particular features as syntactic structure, wording, culture.
The structure representing semantics may not be interpretable in terms of pure logic, but may be represented linguistically.
I) The ADG defines syntactic dependency structure, semantic dependency structure, and descriminates the semantic dependency from the logical structure.
2) It functions as the interface between syntactic dependency and semantic dependency. These two processes analize the pragmatic, modal, and temporal information which is added into the factual structure to produce the conceptual structure.
"Dependency" is 2nd idea, to figure out that semantic (dependency) analysis of sentences is executable at the same time of syntactic (dependency) analysis.
ADG employs dependency framework in a different way from the ordinary one.
It deals with prepositions, postpositions, case inflections, grsmmstical functions, copula etc., as the functional features for relational interpretation.
For example, preposition in English may not be a syntactic governor ('head' in this paper) of its object phrase, copula "be" in front of adjective modifies the syntactic feature of the adjective as a syntagmatic head predicate which allows it to have a dependent marked as a subject, while adjective in itself has a function of pre-nominal modifier.
Namely, most of the functional words are dealt like case inflections.
They add functional features to words or modify their features. The KEY consists of WORD spelling and CS.
The CONTENT is a set of FEATUREs . CS may be one piece of those conceptual FEATUREs .
Atomic formula in FTABLE and THESAURUS

Knowledge
Base consists of LEXICON, THESAURUS and FTABLE.
The case grammar, as a basis of internal representation, which is constructed with the combination of binary case relations, fits the dependency grammar very well, since both dependency and case relation are basically binary.
The dependency analysis also correlates to the atomic formula adopted for fact model specification.
The formula has the following form, but not the ordinary predicate convention. The formula tells only the fact that three CSs (one may be CR) coocurr logically.
cooc~R ( c~sl , c.sj , c~ )
This convention also implies some order-free calculation.
The following example illustrates this kind of flexible function. 
$22
The agent of process was TOM.
(TOM is a process-or).
AGT PROCESS HUMAN eq ( HUMAN, AGT of PROCESS) ---F5 HUMAN ( AGT , PROCESS ) ---F6
Many kinds of formula can be set up for representing the above propositions
In our framework, the following unique representation format resolves the higher order difficulties, such as
FI&F3 : LOC(APPLE,TABLE(LOC,APPLE). F4&F6 :PROCESS(HUMAN(AGT,PROCESS),DATA).
by using alternatives COOCURR( APPLE , TABLE) .
COOCURR(PROCESS,HUMAN,AGT). COOCURR(PROCESS,DATA,OBJ).
Dependency grammar framework has been augmented as follows: ADG funotlons I. detects a possible pair of syntactic head and its dependent based on their FEATUREs, 2. predicts a set of permissible conceptual relations between them, using their proor post-positional features, phrase structural features, case structural features and so on, 3. triggers the knowledge base inference mechanism using their CSs in their conceptual information and the predicted permissible relations, 4. constructs their dependency structure using their FEATUREs if the knowledge base returns consistent semantic interpretation; in other words, if the consistent conceptual relation between their CSs is found.
Legato Implementation
Legato is a bottom-up dependency analysis engine (a kind of shift-reduce mechanism) based on the non-deterministic push-down automaton 2 , which is extended by devising context holding mechanism (context stack) to deal with exceptional dependencies (to be mentioned later).
The binary (augmented) dependency rule has a structure shown in Fig. 2 .
If the focused word (called FOCUS) and the word on the top of the push-down stack (called Pd-TOP) have the FEATUREs specified by the rule, a new HEAD with the derived FEATUREs is created by the action in the rule. In the case of Japanese, I. Japanese sentences satisfy the noncrossing condition in syntactic dependency relation. 2. Moreover, the syntactic dependency relation coincides with the semantic and conceptual dependency relation in most cases. However, the semantic dependency sometimes doesn't coincide with the syntactic dependency. In a worse case, even the non-crossing condition does not hold. The sample sentences in Fig. 5 exemplify such a linguistic phenomenon.
The non-crossing condition does not hold semantically in Ex. 2 and Ex. 3. Here in this figure, the solid lines indicate a syntactic dependency and the dotted lines indicate a semantic dependency.
The arrows run from the head word to the dependent word.
A case of non-correspondence between syntactic and semantic dependency is shown in Ex. 2 (al & a2) . although, w4 is recognized as w3's syntactic head, the true semantic head of w3 can be found among the words (wl and w2) syntactically dependent on the word, w3. That is the word, wl. Furthermore, the crossing of a2 and a3 violates the non-crossing condition.
The context stack is a small push-down stack for keeping sub-context associated with the dependent words , and it is attatched to the newly generated HEAD in order to bridge the gap between both kinds of dependencies. When Legato creates a new HEAD from Pd-TOP and HEAD, the context associated with Pd-TOP is stacked up onto the context stack in the new HEAD. At the same time, the semantic dependency is constructed between Fd-TOP and HEAD if it is permissible.
Legato refers to the context in the context stack if needed, and then constructs the semantic dependency if the word which has a semantic dependency relation to the word stored within a context in the context stack can be identified.
This enables the analysis mechanism to easily deal with the sister dependency, which cannot done with in the traditional dependency grammar framework.
C~eseendo implementation
The conceptual structure to be extracted as the final result of the comprehension process must be independent of the surface expression, while the semantic structure given by Legato may retain the inherited characteristics from the surface expression in the source language. If Fi~.6 Crescendo diaLra m the surface sentences express the same concepts, th?y must be organized into the same conceptual dependency structure. In the semantic structure example given on the left in Fig. 6 .b, the CS "ELeMent", which usually has two meanings ( an object concept and a membership relation concept), functions as an object concept. It is reasonable, from a logical point of view, to regard the CS as a relation name in the conceptual structure , as shown on the right in Fig.6 .b because 'SET -ELeMent -X' is easily deduced from the two propositions of 'ELeMent -ELM2 -X' and 'ELeMent -ELMI -SET'. That is to say, the two sentences, like "The set A includes X" and "X is an element in the set A," must have the same conceptual structure.
Crescendo controls this kind of logical deduction neccessary for concluding the conceptual structure from the semantic structure.
Besides conceptual and logical inference rules, it has causal inference rules among the facts for determing consistent causal chains. Figure 6 .c shows an example of the logical inference rules.
It infers the right conceptual structure in Fig. 6 .b from the left semantic structure. The knowledge based inference also assures the consistency of the deduced conceptual structures.
Conluding Remark
This paper has introduced a language comprehension model ADG to determine linguistic and semantic structures in sentences with a simple binary operation framework. The proposed dependency structure analysis engine (Legato) and the conceptual structure extraction engine (Crescendo) have been implemented.
The ADG succeeded in constructively formalizing syntactic specification and semantic interpretation, using the knowledge base of a set of conceptual relations and the inference mechanism on it, defined only by simple binary operations.
Legato and Crescendo were incorporated in VENUS Japanese-to-English machine translation system. The experiments have proved its operational efficacy, fitness and Justification.
The ADG points out anomaly in usual case systems, and resolves it by introducing the concept of dummy relation which can not and must not be interpreted logically. This extension puts the semantics of a linguistic theory in the correct position.
