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Abstract 
In this contribution we present an overview of some recent works carried out in our 
group to develop systematic and efficient methods for model reduction and its 
application to simulation, dynamic optimization and robust control of complex 
distributed process systems. The numerical projection methods we developed exploit 
the underlying finite element structure of the numerical PDE system to efficiently 
evaluate and to integrate the spatial differential terms, and thus to systematically project 
the original PDE set into a low dimensional subspace. This results into a reduced order 
description which is able to capture the relevant dynamics of the original system. 
Details on computational aspects of the methodology as well as applications in the 
context of dynamic optimization and robust control will be discussed on a number of 
representative case studies involving nonlinear diffusion-reaction and fluid dynamic 
systems. 
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1. Introduction 
Distributed Process Systems (DPS) emerge in process industry as a consequence of 
diffusion and convection mechanisms for mass, energy and momentum acting in the 
same time scale of process dynamics. Mathematically, this translates into a coupled and 
nonlinear set of partial differential equations (PDE’s) describing the temporal and 
spatial distribution of property. The design of optimal operation policies for DPS 
requires the combination of efficient optimization and control tools with an appropriate 
system representation framework. In this way, the solution of a dynamic optimization 
problem, needs of an accurate process model to be solved at each objective function 
evaluation step. On the other hand, robust control methods rely on appropriate system 
descriptions able to capture its most relevant dynamic features (Alonso et al, 2002). The 
conventional approach to model and simulate DPS is based on spatial discretization 
schemes, which approximate the original PDEs by a large set of algebraic and ordinary 
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differential equations. However, the solution of the resulting system is computationally 
involved thus conditioning the efficiency of dynamic optimization algorithms. From a 
control design point of view, this approach presents also a number of disadvantages as 
some essential control-theoretic properties such as controllability or observability may 
be lost by the discretization scheme or the degree of refinement (Christofides, 2001). 
Alternative methodologies make use of the notion of dissipation to ensure the existence 
of a low dimensional subspace that captures most of the dynamic features of the original 
DPS (see Alonso et al, 2002; 2003). A finite dimensional dynamic representation, can 
then be obtained by projecting the original system of nonlinear partial differential 
equations on such a low dimensional subspace. However, a number of issues related 
with computational aspects of the spatial projection remain which prevent the extension 
of the methodology to nonlinear problems in complex spatial domains.  
 
The purpose of this contribution is to provide an outline of an efficient numerical 
projection approach (Alonso et al, 2003; Balsa-Canto et al, 2002) that exploits the 
underlying finite element (fem) structure of the numerical PDE system to efficiently 
evaluate and to integrate the spatial differential terms, and thus to systematically 
produce consistent dynamic reduced order models (ROM). Details on the computational 
aspects of the methodology as well as applications in the context of dynamic 
optimization and robust control will be discussed on a number of representative case 
studies. These include: the efficient simulation of a 2D version of the Rayleigh-Bénard 
(natural convection) problem, the acceleration of the solution of an optimal control 
problem associated to a reaction-diffusion thermal process, and finally its application in 
the context of robust control to stabilize a class of dissipative systems known as 
Fitzhugh-Nagumo. The paper is organized as follows: A formal description of the 
methodology is presented in Section 2, while Section 3 offers, on a number of sub-
sections, a detailed discussion of the three types of case studies. 
 
2. Theoretical aspects of model reduction 
The class of systems considered in this work (distributed process systems) can be 
represented by a general equation of the form: 
 
)u,x,,t(fxΔ)xv(x kt ξ+κ=∇+  (1)  
 
where x is a the vector of the state variables (the field), ξ the spatial coordinates, ∇ and 
Δ are the well-known gradient and Laplacian operators, respectively, and u the control. 
The main consequence of dissipation conditions is that the field x can be represented as 
an infinite series expansion of the form: 
∑∞
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where each element of the set  of equation (2) is calculated as the solution of: ∞=ϕ 1jj}{
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 with λj being a parameter associated with each basis ϕj. Under the orthonormality 
condition, and depending on the nature of the kernel R, two sets can be considered: 
spectral decomposition, if R is the Green function associated with the spatial operators 
Δ and ∇ (Courant and Hilbert, 1937) or proper orthogonal decomposition, if R 
corresponds with the two point correlation matrix (Balsa-Canto et al., 2002). The 
ordered structure of the eigenspectrum  is then used to select the finite low 
dimensional basis ]Φ  which will capture the most relevant features of the 
original system. By projecting system (1) on each function ϕ
∞
=λ 1jj}{
[ N1 ϕϕ= ?
j of the basis Φ, the 
following set of ODEs is obtained: 
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where A and F are the projection of spatial operators and non-linear terms respectively. 
The Galërkin projection of the general structure (1) onto the finite elements basis 
functions can be represented as: N1jj}{ =φ
 
GF)t(c)BEQC()t(DAct +=+++  (5) 
 
where DA= <φi, φj>Ω, C= <κ∇φi,∇ φj>Ω, BE=<vk∇φi, φj>Ω, F=<f, φi>Ω, with < · , · >Ω 
representing the inner product of two vector valued functions defined on the domain Ω, 
and Q and G are related to the boundary conditions. The f.e.m. structure allows spatial 
derivatives and integrals to be approximated by algebraic operations which makes the 
task of projection straightforward. Such operations are carried out according to the 
following criterion: 
 
Let P be any of the matrices DA, BE or C, calculated with parameters κ and vk equal to 
unity, and Π their corresponding operator (gradient for BE, Laplacian for C and the 
unity for DA). Integration of any two functions f and g on the spatial domain Ω and 
spatial differentiation of a function f  are given, respectively, by: 
 
PfDAfΠ;PgfΩdgΠf 1T
Ω
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3. Applications 
3.1 Simulation of 2D version of Rayleigh-Bénard 
The dimensionless form of the Rayleigh-Bénard system is given by the following set of 
equations with appropriate boundary conditions (Hung and Hien, 2001): 
0u
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Pr/Raγ = , u?where is the fluid velocity, T the temperature and P the pressure. A low 
dimensional system of ODEs of the form (4) is obtained by projecting system (7) on 
each function of the set Φ, com
resulting ODE set which is able to produce an accurate description of the dynamics is 
two orders of magnitude smaller. The level of accuracy can be seen in Figure 1, where 
perature dist
puted through the POD method. The dimension of the 
the tem ribution computed by direct numerical simulation -Figure 1(a)- and 
that obtained with the ROM –Figure 1(b)- are represented.  
 
(a) (b) 
  
Figure 1: Temperature distribution calculated with (a) finite elements and (b) ROM. 
 
3.2 Optimal control of nonlinear distributed systems 
The open loop optimal control (OC) problem is formulated as the calculation of the 
optimal operating conditions to achieve a certain goal subject to the system dynamics
ed
e 
o maximize nutrient retention 
y for the efficient solution of 
 
 and possibly other constraints. In this work the OC of the thermal sterilization of cann
ods was considered (Balsa-Canto et al, 2002). The objective was to calculate thfo
optimal time dependent processing temperature in order t
while guarantying food safety as formulated in Banga et al. (1991). The control vector 
parameterization approach (CVP) (Vassiliadis, 1993) combined with a global 
optimization method (ICRS/DS, (Banga et al.,1998)) were used for the solution of the 
OC problem. It must be remarked that most of the computational effort for the solution 
of the OC problem is devoted to the process model simulation. Therefore it is of the 
highest interest to obtain a reduced order description to decrease the computational cost 
and thus enable real time applications. The performance of the reduced and a nominal 
(full) model obtained by using the numerical method of lines were compared so as to 
test the ability of the ROM to capture the relevant dynamic features of the system. As 
illustrated in Figure 2(a) the results are indistinguishable.  
 
Figure 2(b) presents the convergence curves of both optimization processes showing  
the superiority in terms of efficiency of the reduced model. By using the ROM, a 
retention value very close to the optimum was reached in only 0,27s while the 
computational effort to obtain the final (global) solution was up to 15 times smaller. 
hese results demonstrate that ROMs can be used not onlT
OCP, but also in applications such as real time optimization or model predictive control. 
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Figure 2:  (a) Comparison of the reduced (dots) and the nominal (lines) models;  (b) 
Comparison of the curves of convergence for the OC. 
 
3.3 Robust control of the Fitzhugh-Nagumo problem 
A two species version of the Fitzhugh-Nagumo model (see for instance, Murray, 1993)
−−ε+δκ=ε+ε−+δκ= ) 
ative with respect a stationary state of 
reference . This property allows the field
, 
can be described by the following set of PDEs: 
wvvvΔw)v(FvΔv 3t π+−−+κ=−+κ=  (8
)pwpv(wΔv)w(GwΔw 01t
where v and w are activator and inhibitor species. δ and ε are, respectively, the ratio of 
diffusion coefficients and reaction rates for the two species, and π the control. As shown 
in Alonso et al (2003), this system is dissip
 0wv ** == s ( ** wwwandvvv −=−= ) to  
be partitioned in sub-fields as: 
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to its infinite dimensional complement (S1, Λ1). A robust control scheme which takes 
inherent
modes. The  law is of t rm: 
advantage of the underlying reduced dynamics has been implemented so to stabilize the 
subsystem S1, while preserving the  oscillatory dynamics of the uncontrolled 
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The performance of this controller is illustrated in Figure 3. The o
⎧
pen loop unstable 
modes presented in Figure 3(a) become ultimately bounded -Figure 3(b)- under the 
robust control law (10). 
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(b) (a) 
  
Figure 3: Representation of v1 modes: (a) open loop (π1 = 0)  (b) with control law of 
the form (10). 
 
4. Conclusions 
 PDE dissipative systems which retain the relevant (slow) nonlinear 
erical aspects of this approach have been discussed and illustrated 
vant applications involving complex phenomena such as nonlinear 
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