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Abstract
Given a separation oracle for a convex set K ⊂ Rn that is contained in a box of radius R,
the goal is to either compute a point in K or prove that K does not contain a ball of radius .
We propose a new cutting plane algorithm that uses an optimal O(n log(κ)) evaluations of the
oracle and an additional O(n2) time per evaluation, where κ = nR/.
• This improves upon Vaidya’s O(SO ·n log(κ)+nω+1 log(κ)) time algorithm [Vaidya, FOCS
1989a] in terms of polynomial dependence on n, where ω < 2.373 is the exponent of matrix
multiplication and SO is the time for oracle evaluation.
• This improves upon Lee-Sidford-Wong’s O(SO · n log(κ) + n3 logO(1)(κ)) time algorithm
[Lee, Sidford and Wong, FOCS 2015] in terms of dependence on κ.
For many important applications in economics, κ = Ω(exp(n)) and this leads to a significant
difference between log(κ) and poly(log(κ)). We also provide evidence that the n2 time per
evaluation cannot be improved and thus our running time is optimal.
A bottleneck of previous cutting plane methods is to compute leverage scores, a measure of
the relative importance of past constraints. Our result is achieved by a novel multi-layered data
structure for leverage score maintenance, which is a sophisticated combination of diverse tech-
niques such as random projection, batched low-rank update, inverse maintenance, polynomial
interpolation, and fast rectangular matrix multiplication. Interestingly, our method requires a
combination of different fast rectangular matrix multiplication algorithms.
Our algorithm not only works for the classical convex optimization setting, but also gen-
eralizes to convex-concave games. We apply our algorithm to improve the runtimes of many
interesting problems, e.g., Linear Arrow-Debreu Markets, Fisher Markets, and Walrasian equi-
librium.
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1 Introduction
The cutting plane methods are a class of optimization primitives for solving Linear and Convex
Programming, which is encapsulated by the feasibility problem of finding a point in a given convex
set K equipped with a separation oracle. In each iteration, cutting plane methods query the
separation oracle which returns a hyperplane separating the query point from K. Since Khachiyan’s
breakthrough result [Kha80] on the ellipsoid method, cutting plane methods have played a central
role in theoretical computer science, showing that a plethora of problems from diverse areas admit
polynomial time algorithms. Early prominent examples include linear programming and submodular
function minimization.
While more applications of the cutting plane methods are still being discovered to this date,
progress on faster cutting plane methods had stagnated until the recent work of Lee, Sidford and
Wong [LSW15]. Prior to their work, cutting plane methods were considered too slow to be of
relevance in theory or in practice (other than establishing polynomiality). [LSW15] debunked this
by showing how their cutting plane method is faster than tailor-made algorithms for a long list of
well-studied problems.
The fastest algorithm before their work was Vaidya’s algorithm [Vai89a], which runs in O(nω+1)
time. Here ω < 2.373 is the exponent of matrix multiplication [CW87, Wil12, DS13, LG14]. Lever-
aging recent advances in optimization and numerical linear algebra, LSW lowered the dependence
on the dimension n at the expense of additional log factors in the accuracy 1/κ, namely log2(κ).
The following table compares the runtimes of Vaidya’s and LSW methods, which both achieve the
optimal number of oracle calls of n log(κ).
Authors #Oracle Calls Runtimes
Vaidya n log(κ) nω+1 log(κ)
Lee-Sidford-Wong n log(κ) n3 logO(1)(n) log3(κ)
This extra overhead of log2(κ), as exemplified by various problems in combinatorial optimization
in their paper, translates into only a log-squared factor in the maximum value M of the input by
taking  = O(1/M). This is because solutions to (polynomial-time solvable) problems in combina-
torial optimization are guaranteed to be integral. Despite being a nuisance, this small overhead is
relatively mild and can even be absorbed completely for unweighted problems and strongly poly-
nomial time algorithms. Indeed, armed with this faster cutting plane method, they improved the
state-of-the-art running times for a host of problems such as semidefinite programming, matroid
intersection and submodular minimization.
Importance of log(κ) vs log3(κ). For many other problems including linear programming and
market equilibrium computation,  must be taken as 1/MO(n) resulting in an additional factor
n2 between log(κ) and log3(κ). For these applications, LSW is slower than Vaidy’s by a factor of
O˜(n4−ω). This raises a natural question: is there a cutting plane method that simultaneously runs in
O(n log(κ)) calls and O(n3 logO(1)(n) log(κ)) time? That is, can we achieve the best of both worlds
of Vaidya’s and LSW methods in terms of the dependence on n and κ?
In this paper, we answer this question in the affirmative. Somewhat surprisingly, we are able to
remove logO(1)(n) dependence in LSW as well.
Theorem 1.1 (Main result). There is a cutting plane method which runs in time O(n ·SO log(κ) +
n3 log(κ)), where SO is the time complexity of the separation oracle.
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Reference Year Algorithm Complexity
[Sho77, YN76, Kha80] 1979 Ellipsoid Method n2 SO log(κ) + n4 log(κ)
[KTE88, NN89] 1988 Inscribed Ellipsoid n SO log(κ) + (n log(κ))4.5
[Vai89a] 1989 Volumetric Center n SO log(κ) + nω+1 log(κ)
[AV95] 1995 Analytic Center n SO log2(κ) + nω+1 log2(κ) + (n log(κ))2+ω/2
[BV02] 2004 Random Walk n SO log(κ) + n7 log(κ)
[LSW15] 2015 Hybrid Center n SO log(κ) + n3 log3(κ)
Theorem 1.1 2019 Volumetric Center n SO log(κ) + n3 log(κ)
Table 1: Algorithms for the Feasibility Problem. Let κ = nR/. All methods can be used to solves a more
general problem where only a membership oracle is given [LSV18].
Reference Year #Operations Poly Type
[Eav75] 1975 Finite Not poly
[Jai07] 2007 Polynomial Weakly poly
[Ye08] 2008 n6 log(nU) Weakly poly
[DPSV08] 2008 Polynomial Weakly poly
[DM15] 2015 n9 log(nU) Weakly poly
[DGM16] 2016 n6 log2(nU) Weakly poly
[GV19] 2019 mn9 log2(n) Strongly poly
Theorem 1.4 2019 mn2 log(nU) Weakly poly
Table 2: Linear Arrow-Debreu Markets. Let n be the number of agents and m the number of edges. Each
operation of the given algorithms involves O(n log(nU))-bit numbers.
Reference Year # Operations Poly Type
[Vaz10] 2010 n3(n+m)2 log(U) · Tmax-flow Weakly poly
[Vég16] 2016 mn3 +m2(m+ n log(n)) log(m) Strongly poly
[Wan16] 2016 m3n+m2 log(n)(n log(n) +m) Strongly poly
Theorem 1.5 2019 mn2 log(nU) Weakly poly
Table 3: Fisher Markets with Spending Constraint Utilities. Let n denote the total number of buyers
and sellers, and m the total number of segments. Tmax-flow denotes the number of operations needed for a
max-flow computation. Each operation of the given algorithms involves O(n log(nU))-bit numbers.
Reference Year # Operations Poly Type
[KJC82] 1982 Finite Not poly
[Par99] 1999 Finite Pseudo poly
[PU02] 2002 Finite Pseudo poly
[AM02] 2002 Finite Pseudo poly
[dVSV07] 2007 Finite Pseudo poly
[LW17] 2017 n2TAD log(SMn) + n6 logO(1)(SMn) Weak poly
Theorem 1.6 2019 n2TAD log(SMn) + n4 log(SMn) Weak poly
Table 4: Walrasian equilibrium for general buyer valuations and fixed supply. Let TAD denotes the runtime
of aggregate demand oracle, n denotes the number of goods.
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As with previous methods, our result achieves the asymptotic optimal oracle complexity of O(n ·
SO log(κ)). Moreover, we conjecture that the runtime is likely the best possible. Note that in each
iteration where a separation oracle call is made, even basic matrix operations require O(n2) time.
Thus our runtime is essentially tight unless properties like sparsity can be surprisingly exploited to
update the feasible region and compute the next query point for the separation oracle.
Our result is obtained by marrying Vaidya’s method with recent advances in numerical linear
algebra. Similar to LSW, we implement each iteration of Vaidya’s via tools from fast numerical
linear algebra. The main issue is that such tools rely on approximation and would lead to errors
which must be carefully controlled.
Our first innovation is to run Vaidya’s method in phases, each of which consist of a certain
number of iterations. Between phases we “recompute” to eliminate the errors accumulated within
a phase. Because of this recomputation we can afford to tolerate higher errors in an iteration.
Secondly, we present a sophisticated data structure that enables us to implement each iteration of
Vaidya’s efficiently. Our data structure leverages recent advances on applying numerical techniques
to optimization. We hope that these numerical tools, as well as our approach to applying them,
would play a greater role in future development of optimization.
1.1 Applications
We highlight some of the key applications of our faster cutting plane method. Interestingly, even
though our cutting plane method is a general purpose algorithm, we are able to improve the runtimes
of tailor-made algorithms for various problems.
Using a standard reduction of convex minimization to the feasiblity problem ([Nem94] and
Theorem 42 of [LSW15]), we can minimize a convex function with an optimal O˜(n) subgradient
oracle calls and an additional O(n2) time per oracle call.
Theorem 1.2 (Informal version of Theorem C.1). Let f be a convex function on Rn and S be a
convex set that contains a minimizer of f . Suppose we have a subgradient oracle for f with cost
T and S ⊂ B(0, R). Using B(0, R) as the initial polytope for our Cutting Plane Method, for any
0 < α < 1, we can compute x ∈ S such that f(x)−miny∈S f(y) ≤ α (maxy∈S f(y)−miny∈S f(y)),
with high probability in n and with a running time of O(T · n log(κ) + n3 log(κ)), where κ = nγ/α
and γ = R/(minwidth(S)).
Our convex minimization result can be further generalized to convex-concave games.
Theorem 1.3 (Informal version of Theorem C.9). Given convex sets X ⊂ B(0, R) ⊂ Rn and
Y ⊂ B(0, R) ⊂ Rm such that both X and Y contain a ball of radius r. Let f(x, y) : X × Y →
R be an L-Lipschitz function that is convex in x and concave in y. Define κ = n+m
R
r . For
any  ∈ (0, 1/2], we can find (x̂, ŷ) such that maxy∈Y f(x̂, y) − minx∈X f(x, ŷ) ≤ Lr in time
O
(T · (n+m) log(κ) + (n+m)3 log(κ)) with high probability in n+m where T is the cost of com-
puting subgradient ∇f .
Leveraging this improved dependence on κ (and hence ), our cutting plane method can be
used to improve the runtimes of a wide range of problems, especially those on market equilibrium
computation (see Table 2, 3 and 4 for a summary of previous runtimes). In all our applications, 1/
needs to be exponentially large in n which renders the log(κ) factor polynomially large.
We show the following runtime improvement for the problem of computing a market equilibrium
in linear exchange markets:
Theorem 1.4 (Informal version of Theorem D.5). There exists a weakly polynomial algorithm that
computes a market equilibrium in linear exchange markets in time O(mn2 log(nU)).
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The celebrated result of Arrow and Debreu [AD54] shows the existence of a market equilibrium
for a broad class of utility functions. Since then researchers have attempted to design efficient
algorithms to compute market equilibria. One prominent special case of linear utilities has enjoyed
significant attention as demonstrated by the long line of work in Table 2. Essentially, this problem
can be captured by a convex program with linear constraints [DGV16] (see (19)). While this convex
program exhibits certain advantageous features over previous ones [Cor89, Jai07, NP83], it had not
led to improved runtimes since the objective is not separable [GV19]. Moreover, the number of
variables in the convex program can be as large as O(n2), which prohibits a fast runtime for the
cutting plane method if applied directly. Our approach in Theorem 1.4 is to transform the convex
program into a convex-concave game with O(n) variables and apply Theorem 1.3.
A similar technique can be applied to the problem of computing market equilibrium for Fisher
markets with spending utility constraints where a convex program is given in [BDX10] (see (21)).
However, directly transforming it into a convex-concave game does not reduce the dimension of the
variables, as both the number of variables and constraints in the original convex program is Θ(m),
where m is the total number of segments and it can be much larger than n2. In order to reduce
the dimension of the convex-concave game to O(n), we express part of the variables as functions of
O(n) variables and show that this does not increase the time of the first-order oracle. This leads to
the following runtime improvement:
Theorem 1.5 (Informal version of Theorem D.7). There exists a weakly polynomial algorithm
that computes a market equilibrium in Fisher markets with spending constraint utilities in time
O(mn2 log(nU)).
Yet another economics application of our cutting plane method is the problem of computing a
Walrasian equilibrium in a market with fixed supply. In this economy, buyers may have arbitrary
valuation functions and we would like to compute prices so that the market clears, i.e. the aggregate
demand of the buyers matches the fixed supply. Recently Paes Leme and Wong [LW17] gave
a polynomial time algorithm for this problem provided that an equilbrium actually exists. They
achieved this by showing that the cutting plane method can be modified so that the convex program
for the equilibrium can be solved under the aggregate demand oracle.
By leveraging our faster cutting plane method we obtain an improved runtime:
Theorem 1.6 (Informal version of Theorem D.9). There is an algorithm that runs in time
O(n2TAD log(SMn)+n4 log(SMn)) for computing a market equilibrium in an economy with general
buyer valuation in the aggregate demand model.
1.2 Previous works
The cutting plane methods solve the following feasbility problem that conveniently abstracts the
applications to specific scenarios.
Feasibility Problem: Given a separation oracle for a set K contained in a box of radius R
either find a point x ∈ K or prove that K does not contain a ball of radius .
All cutting plane methods maintain a candidate region Ω and solve the feasibility problem by iter-
atively refining Ω based on the present Ω and the new separating hyperplane. In each iteration:
1. The separation oracle is queried at some point x ∈ Ω.
2. If x ∈ K we have solved the feasibility problem.
3. Otherwise, the separation oracle returns a separating hyperplane from which Ω is further refined
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and the next query point x is computed.
Previous works differ in how x is selected and how Ω is refined. For instance, the classic ellipsoid
method maintains Ω as an ellipsoid and x as its center. Given Ω and the new separating hyperplane,
the new Ω is chosen to be the smallest ellipsoid containing their intersection. Table 1 lists the running
times for solving the feasibility problem in the literature.
We focus our discussion on the trade-off between the oracle complexity and the runtime per
iteration. The oracle complexity has a lower bound Ω(n log(κ)) [NY83]. While the ellipsoid method
achieves a suboptimal O(n2 log(κ)) in oracle complexity, the runtime per iteration is O(n2) which is
faster than all subsequent methods. The good runtime follows from the simple calculations needed to
update the ellipsoid, whereas the suboptimal oracle complexity can be attributed to the “looseness”
of maintaining only an ellipsoid as a proxy to the intersection of past separating half-spaces.
Indeed, one can attain the optimal oracle complexity O(n2 log(κ)) by maintaining all previous
separating half-spaces. This is the random walk method [BV02] where the query point x is chosen
to be its (approximate) center of gravity. Updating x involves performing a random walk in this
polytope and is computationally expensive.
Other cutting methods improve oracle complexity by maintaining more fine-grained information
about past separating hyperplanes in a way that is computationlly friendly. Of particular relevance
is Vaidya’s volumetric center method [Vai89a]. Vaidy’s Ω, similar to the random walk method, is
also a polytope Ω = {x ∈ Rn : Ax ≥ b}. As the name suggests, the query point is chosen to be the
volumetric center, which is the minimizer of the following convex function defined by the feasible
region Ω:
1
2
log det
(
A>S−2x A
)
where Sx := diag(Ax− b) is the diagonal matrix of the slacks
Nevertheless, by judiciously including only a representative subset of previous half-spaces ax ≥ b,
Vaidya showed that the volumetric center and Ω can be updated by basic matrix operations which
run in O(nω) time.
We defer the discussion of LSW to the next subsection, which explains how Vaidya’s method
can be sped up using machineries from numerical linear algebra.
1.3 Lee-Sidford-Wong method (LSW)
LSW’s key observation is that Vaidya’s method relies heavily on leverage scores, which measure the
relative importance of each separating hyperplane. In Vaidya’s method, naively updating leverage
scores requires O(nω) time and is a bottleneck. Inspired by the work of Spielman and Srivistava
[SS11], LSW attempted to address this by using random Johnson-Lindenstrauss [JL84] (JL) projec-
tion to approximate changes in leverage scores. Leverage scores can then be updated by summing
over the differences.
Approximating leverage scores changes via JL projection however still requires solving a linear
system which would still take O(nω) time. LSW further overcame this barrier by resorting to a
recent work that efficiently solves “slowly-changing” linear system in amortized O˜(n2) time. Thus
after paying O(nω) initially, they can solve such linear systems in O˜(n2) time per iteration.
Error accumulation. Nevertheless, as an approximate method JL introduces errors which would
accumulate across iterations. While Vaidya’s method tolerates small errors in leverage scores, the
total errors incurred in JL projection (as accumulated across iterations) would eventually become
too big and destroy the performance guarantee of Vaidya’s method.
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LSW handled this by modifying Vaidya’s framework to take into account of the error in the
convex function to be minimized. This approach gives rise to a “hybrid” center algorithm, which
involves a complicated interplay of optimization and linear algebra. In particular, to reduce the
error accumulated the error parameter 0 in JL projection has to be as small as 0 = 1/ log(κ).
As the runtime of JL depends on 1/20, this unfortunately introduces the log
2 κ overhead in LSW
runtime when compared to Vaidya’s volumetric center method.
1.4 Overview of our approach
To achieve the desired O(n SO log(κ) + n3 log(κ)) runtime, we build a data structure that approx-
imates changes in leverage scores to within c in `2 norm for small enough constant c. This would
suffice for Vaidya’s cutting plane method. The desired runtime then directly follows from the per-
formance guarantee of the data structure, which handles each iteration in amortized O(n2) time.
Designing such a data structure requires several new ideas to control the error accumulation issue.
Our data structure employs a layered approach where different layers are associated with different
error tolerances, and achieve different accuracy-efficiency tradeoffs in approximating the changes in
leverage scores. The more inner a layer is, the more error it can tolerate and the faster is the
runtime. Whenever the error accumulated in a layer becomes too much, the layer above would take
over and produce a finer error estimate which would, of course, be more time costly. But because
of our layered approach, the higher layer is called on less often and afford to spend more time.
Such a layered approach further leads to the following issue. In the middle and outer layers, we
batch the updates of multiple steps into one which allows us to make use of fast rectangular matrix
multiplication. However, our algorithm needs to handle possibly exponential weight changes. We
show there are not too many such weights and can be handled separately in groups of poly log(n)
size using low-rank update formula.
Our data structure also draws on various numerical tools such as fast rectangular matrix multi-
plication, “tall” JL projection, preconditioning, inverse maintenance, and polynomial interpolation
for approximating integrals.
A more in-depth discussion of our techniques can be found in Section 2.
1.5 Discussion of optimality
Similar to previous methods our cutting plane method achieves the optimal oracle complexity
n log(κ) [NY83]. We present some evidence that our running time of O(n3 log(κ)) is also tight.
A bottleneck of Vaidya’s method is to solve the inverse maintenance problem. Formally, given
a sequence of positive vectors w1, w2, · · ·wT , let P (w) be defined as
P (w) =
√
WA(A>WA)−1A>
√
W,
where W is the diagonal matrix such that Wi,i = wi. The goal is to output a sequence of vectors
v1, v2, · · · , vT such that
vt ≈ wt and P (vt) ≈ P (wt), ∀t ∈ [T ].
There is a long line of research on inverse maintenance and dynamic matrix data-structure
problems [Kha80, Vai89b, San04, LS15, HKNS15, CLS19, LSZ19, Son19, BNS19, Bra20]. This task
can be done naively by spending nω time so the goal is to achieve o(nω) amortized cost per iteration.
For example, in the LP setting the number of iterations is O(
√
n) and Vaidya [Vai89b] combined
fast matrix multiplication with inverse maintenance to achieve O(n2) amortized cost per iteration,
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which gives an O(n2.5) time algorithm. This remained a barrier until recent works [CLS19, LSZ19]
combined sampling and sketching techniques with fast rectangular matrix multiplication and inverse
matrix maintenance to give an O(nω) time algorithm.
One of the major computation required in each step is matrix-vector multiplication, e.g., P (w)·h.
Naively, this step takes O(n2) time per iteration. To achieve o(n2) amortized cost per iteration,
previous works [CLS19, LSZ19] used an idea called “iterating and sketching” which was formally
described in [Son19]. This idea is very different from the classical “sketch and solve” [CW13] and
“guess a sketch” [RSW16]. The classical idea usually applying sketching matrices only once without
modifying the solver itself. However, the “iterating and sketching” idea has to modify the solver
and applying sketching/sampling matrices over each iteration.
In [CLS19], they use the diagonal sampling matrix D ∈ Rn×n which has roughly √n nonzeros.
They use that sampling matrix to sample on the right hand side:
√
WA(A>WA)−1A>
√
W D︸︷︷︸
sample right
h.
In [LSZ19], they use the subsampled randomized Hadamard/Fourier matrix [LDFU13, PSW17]
R ∈ R
√
n×n. They use the sketching matrix to sketch on the left hand side:
R>R︸ ︷︷ ︸
sketch left
√
WA(A>WA)−1A>
√
Wh.
Compared to the cutting plane method, LP is an easier maintenance task as the matrix A is
fixed throughout. In the cutting plane method, however, rows get inserted into or deleted from A
from continuously. One critical idea used in all previous works on LP [Vai89b, CLS19, LSZ19] is to
delay low-rank updates on (A>WA)−1. However, in the cutting plane method, the low rank up-
dates to A cannot be delayed. Thus it appears that previous techniques are inapplicable. Moreover,
n2 lower bounds have recently been established for natural matrix maintenance tasks (e.g. deter-
minant, inverse) with row/column insertions/deletions under the Online Matrix-Vector conjecture
(e.g. [HKNS15, BNS19]). Therefore, we believe our algorithm is tight and conjecture the following:
Conjecture 1.7. Solving the feasibility problem requires Ω(n3 log(κ)) time. Hence our cutting plane
method achieves the optimal runtime.
1.6 Related works
Leverage scores. Leverage scores are a fundamental concept in graph problems and numerical
linear algebra. There are many works about how to approximate leverage scores [SS11, DMIMW12,
CW13, NN13] or more general version of leverages, e.g. Lewis weights [Lew78, BLM89, CP15]
and ridge leverage scores [CMM17]. From graph perspective, it was applied to solve max-flow
[Mad13, Mad16], generate random spanning trees [Sch18], and sparsify graphs [SS11]. From matrix
perspective, it was used to give matrix CUR decomposition [BW14, SWZ17, SWZ19] and tensor
CURT decomposition [SWZ19]. From optimization perspective, it was used for approximating
the John Ellipsoid [CCLY19], accelerating the kernel methods [AKM+17, AKM+19], showing the
convergence of the deep neural network [LSS+20], cutting plane methods, e.g. [Vai89a, LSW15] and
this paper.
Linear Program. Linear Program is a fundamental problem in convex optimization and can be
treated as an special case where one can apply the cutting plane method. There is a super long list
of work focused on fast algorithms for linear program [Dan47, Kha80, Kar84, Vai87, Vai89b, LS14,
LS15, Sid15, Lee16, CLS19, LSZ19, Son19, Bra20, BLSS20].
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Membership oracle. Besides the separation oracle considered in this paper, there is another
line of work on using the membership oracle to solve the feasibility problem [Pro96, KV06, LV06,
GLS12, LSV18]. For a query point x, this oracle outputs x ∈ K or x /∈ K.
2 Our Techniques
Section 1.4 provided a quick overview. Here we take a deeper dive into our techniques.
2.1 Efficient approximation of changes in leverage scores
The key to fast maintenance of leverage scores is an efficient way to approximate their changes
between consecutive steps. While a fine-grained approximation leads to an accurate approximation,
the time to compute such an approximation might be unaffordable. On the other hand, a coarse-
grained approximation can be efficiently computed, but might lead to accumulating errors that blow
up after a small number of steps. This leads to a tradeoff between accuracy and efficiency.
Central to our data structure are a coarse-grained formula (Lemma 7.4) and a fine-grained for-
mula for the change in leverage scores (Lemma 8.4). While the coarse-grained formula approximates
the leverage score’s change via a single integral, the fine-grained formula is a cocktail involving inte-
grals, matrix inverse and matrix multiplication. For the coarse-grained formula, we simply estimate
the integral by a single point along the integral (Lemma 7.5). For the fine-grained formula, however,
the approximation (Lemma 8.10) is more involved and requires appropreiate numerical tools.
Our course-grained and fine-grained formulas lead to two different data structures for leverage
score maintenance: a simple deterministic data structure that achieves low running time but in-
troduces a large error in each step, and a more complicated randomized data structure that incurs
small error each step at the cost of efficiency.
Observe that we are allowed to recompute the leverage scores exactly after every O(nω−2+o(1))
steps as exact computation of leverage scores takes O(nω+o(1)) time. Therefore it suffices to control
the error accumulation in O(nω−2+o(1)) steps. To achieve this, both the simple and complicated
data structures are crucial. While the simple data structure achieves the desired O(n2) time per
step, the error accrued in the O(nω−2+o(1)) steps are too large for the cutting plane method. For
the complicated data structure, we are able to achieve `2-error o(1) in O(nω−2+o(1)) steps, but the
amortized running time would be O(n2+o(1)) per step.
2.2 Layered data structure
To achieve the best of both worlds of the simple and complicated data structures, we propose
a data structure that combines both data structures and interpolates between accuracy and effi-
ciency. Specifically, our data structure approximates changes in leverage scores to `2-error within
1/ logO(1)(n) which would suffice for Vaidya’s cutting plane method and handles each iteration in
amortized O(n2) time.
Our data structure employs a layered approach (see Figure 1) where different layers are associated
with different error tolerances. The more inner a layer is, the more error it can tolerate and the
faster is the runtime. Whenever the error accumulated in a layer becomes too high, the layer above
would take over and produce a finer error estimate which would, of course, be more time costly.
But because of our layered approach, the higher layer is called on less often and can afford to spend
more time. More specifically, our layered data structure contains three layers. The inner and middle
layers both employ the simple data structure to achieve computational efficiency while the outer
layer uses the complicated data structure to ensure a low error.
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Our layered approach builds on several fundamental results on matrix multiplication which we
summarize in Theorem 2.1. We remark that Vaidya [Vai89b] used the first result, a recent LP
solver [CLS19] used the first two, while our cutting plane method crucially depends on all the
results in the table.
Theorem 2.1 (Fast rectangular matrix multiplication results). For any n, r > 0, denote Tmat(n, n, r)
the time to compute the multiplication of an n× n matrix and an n× r matrix1. Then we have:
Reference r Tmat(n, n, r) Layer
[LG14] n O(nω+o(1)) Restart
[GU18] n0.31 O(n2+o(1)) Outer layer
[Cop82] n0.17 O(n2 log2 n) Middle layer
[BD76] logO(1) n O(n2) Inner layer
Our data structure also draws on various numerical tools such as fast rectangular matrix multi-
plication, “tall” JL projection, preconditioning, inverse maintenance, and polynomial interpolation
for approximating integrals, which we discuss in more details below.
.
.
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Figure 1: Illustration of our three-level data structure with Tinn = 2, Tmid = 3 and Tout = 4 approx-
imating the leverage scores of the sequence {w0, w1, · · · }. The three levels maintain three approximate
sequences {v0inn, v1inn, · · · }, {v0mid, v1mid, · · · } and {v0out, v1out, · · · }, with errors inn = ‖log(w)− log(vinn)‖∞,
mid = ‖log(w)− log(vmid)‖∞ and out = ‖log(w)− log(vout)‖∞ that satisfy 1  inn  mid  out > 0.
The inner level takes a step for every w-update, the middle step takes a step in every Tinn inner steps, and
the outer step takes a step in every Tmid middle steps. The entire data structure is restarted after Tout outer
steps. Each middle step refines the inner approximation of leverage scores, and each outer step refines the
approximation of both the inner and middle approximations of the leverage scores. For the actual choice of
the parameters Tinn, Tmid, Tout and inn, mid, out in our data structure, see Table 5.
2.3 Batched low-rank update
The layered approach in the previous subsection leads to the following technical hurdle. While the
inner layer reacts to each update, the middle and outer layers perform one step only after a certain
number of updates. In the cutting plane method, each update of the vector w ∈ Rm+ satisfies an `2-
closeness property: ‖log(wnew)− log(w)‖2 = O(1). For a sequence of T updates w(0), w(1), · · · , w(T ),
1Note that Tmat(n, n, r) = Tmat(n, r, n)
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the `2-closeness property is no longer satisfied for w(0) and w(T ), and the weight changes between
w(0) and w(T ) can be exponential in T .
To resolve this issue, we employ a batched low-rank update method that computes a vector
vmid that is `∞-close to the vector w(T ) and an accurate estimate of the leverage score change
σ(vmid)−σ(w0). This accurate estimate is done by a low-rank update rule for matrices (Woodbury
matrix identity). Unfortunately, the Woodbury formula involves the inverse of certain matrices but
the inverse maintenance data structure only maintains the inverse of a nearby matrix. Therefore,
we need to use the maintained inverse as a preconditioner to approximately compute the Woodbury
formula. Due to the exponential changes in the weight, we need to solve certain linear systems to
exponential accuracy and it can be too expensive even with a very good preconditioner (Lemma
6.2).
To rescue this preconditioner idea, we transform and split the sequence into pieces of size
poly log(n). We ensure the weight changes by only a quasi-polynomial factor and this decreases the
cost of solving linear systems to poly log(n) steps. Since we batch the task of handling poly log(n)
weight changes into one rectangular matrix multiplication which can be performed in O(n2) time,
we make sure the cost per weight change is exactly O(n2) time (Theorem 6.3).
2.4 Illustration of our analysis
We describe the numerical tools used in our analysis, and provide simple illustrations of our appli-
cations of these tools. The actual way in which they are used in Sections 7-8 are more involved.
Discrete sampling for multiple variable integrals The most standard way to approximate an
integral is by discretization, which takes a weighted sum of the integrand over a set of points in the
domain. Unlike common discretization tools like the trapezoidal method, for our purpose we need
to interpolate multiple variable integral using a polynomial for higher accuracy (Theorem 3.10). We
give a simple example to illustrate our application of polynomial interpolation for multiple variable
integrals as follows. In our fine-grained formula of the leverage score change from w to wnew, one
of the integral terms is
σi,cts =
∫ 1
0
∫ 1
0
∫ 1
0
γ>i,s,tγi,s′,tdsds
′dt,
where
γi,s,t =
√
Wmid −W new ·Q(ys,t) · (Zt −Xt) ·Q(ys,t) ·
√
W new · ei.
In order to approximate such an integral, we take a set T ⊆ [0, 1] of N = logO(1)(n) points along
the integration together with weights {ωt}t∈T as in Theorem 3.10, and approximate the integral by
σi,dis =
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tγi,s′,t.
Theorem 3.10 then shows that the `2-error can be bounded as ‖σcts − σdis‖2 ≤ poly(n)/22N , which
is negligible by our choice of N = logO(1)(n).
Projection maintenance and preconditioning Inverse maintenance was first proposed in
[Kha80] as a method for solving “slowly-changing” linear system.
Given a sequence of positive vectors w1, w2, · · ·wT ∈ Rm+ , let P (w) be defined as P (w) =√
WA(A>WA)−1A>
√
W , where W ∈ Rm×m is the diagonal matrix with Wi,i = wi. The goal is
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to output a sequence of vectors v1, v2, · · · , vT such that (1 − )vt ≤ wt ≤ (1 + )vt, ∀t ∈ [T ], and
efficiently computes P (vt)u, for query vector u ∈ Rn. The recent work of [CLS19] gave an efficient
way to perform such a task. For our purpose, however, rather than just computing P (vt)u, we also
need explicit approximations to the matrices Q(w) = A(A>WA)−1A> and M(w)−1 = (A>WA)−1.
The matrices Q(w) andM(w)−1 appear frequently in our formula for the changes in leverage scores,
and we need their approximations as pre-conditioners for accelerating the computation of certain
matrix rectangular multiplication involving Q(w) and M(w)−1 (Lemma 6.1).
“Tall” JL & fast rectangular matrix multiplication From the previous paragraph on discrete
sampling, it suffices to compute γi,s,t for all i, where
γi,s,t =
√
Wmid −W new ·Q(ys,t) · (Zt −Xt) ·Q(ys,t) ·
√
W new · ei.
Notice that computing γi,s,t for all i is essentially computing the matrix products√
Wmid −W new ·Q(ys,t) · (Zt −Xt) ·Q(ys,t) ·
√
W new,
which would take O(nω+o(1)) time if computed exactly. To improve the time while ensuring keeping
the error small, we invoke JL with dimension nc for small constant c by computing
σi,jl =
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tR
>
γ,s,s′,tRγ,s,s′,tγi,s′,t,
where Rγ,s,s′,t ∈ Rnc×n is a random matrix. It is essential that c is picked such that the rectangular
matrix multiplication can be done in time roughly n2. To obtain a small error, σi,jl should be a
good estimate with a small variance. We note that σi,jl is indeed an unbiased estimator of σi,dis and
its variance can be bounded as
∑m
i=1Var[σi,jl] ≤ O(2/nc), where  is the error for the projection
maintenance used by the data structure (Sections 8.4 and 8.5). Leveraging fast rectangular matrix
multiplication, we pick c = 0.31 and  = n−0.1. The variance would then be bounded by n−0.51
which is sufficiently small after nω−2+o(1) steps before the data structure restarts.
2.5 Much faster rectangular matrix multiplication implies deterministic cutting
plane method
Our algorithm crucially relies on different kinds of fast rectangular matrix multiplication results.
We also show that if these results are improved, then we are able to get a deterministic cutting
plane method immediately.
Corollary 2.2 (Informal version of Corollary 7.3). If Tmat(n, n, r) = O(n2 logO(1)(n)) for r = nβ
with β > 2/3, then there is a deterministic cutting plane method which runs in time
O(n · SO log(κ) + n3 log(κ)),
where SO is the time complexity of the separation oracle.
Let α denote the dual exponent of matrix multiplication, which is the largest number α > 0
such that Tmat(n, n, nα) = n2+o(1). Let β denote the largest number such that Tmat(n, n, nβ) =
n2 logO(1) n. A very recent result by Christandl, Le Gall, Lysikov and Zuiddam [CGLZ20] showed
the limitations of several tensor techniques: they proved that α < 0.625 for certain tensors. We
believe our work initiated two interesting open questions in the area of fast matrix multiplication:
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(1) whether one can prove a better upper bound on β (compared to α) for certain tensor techniques,
and (2) if there is a non-trivial inequality between β and α.
Organization. We introduce basic notations, backgrounds and tools in Section 3. In Section 4,
we present the statement that Vaidya’s cutting plane method tolerates perturbed leverage scores.
We present our main data-structure for maintaining leverage scores in Section 5. Our main data-
structure uses two different leverage score maintenance data-structures in Sections 7 and 8 with
three different settings of the error parameter. Both our data-structures in Section 7 and 8 reply
on the batched low rank algorithm in Section 6.
In Section A, we prove that Vaidya’s cutting plane method tolerates perturbed leverage scores.
We provide several modified versions of projection maintenance data-structures in Section B. Fi-
nally, we explain how to handle convex-concave game optimization in Section C, and present our
applications to market equilibrium computations in Section D.
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3 Preliminaries
In this section we introduce the notions and tools used throughout this paper.
3.1 Notations
For a positive integer n, let [n] denote the set {1, 2, · · · , n}. For any function f , we define O˜(f) to
be f · logO(1)(f). In addition to O(·) notation, for two functions f , g, we use the shorthand f . g
(resp. &) to indicate that f ≤ C · g (resp. ≥) for some absolute constant C.
For vector x ∈ Rn, we use ‖x‖2 to denote its `2 norm, we use ‖x‖1 to denote its `1 norm, we use
‖x‖∞ to denote its `∞ norm. For matrix A ∈ Rm×n, we use ‖A‖ to denote the spectral norm of A,
we use ‖A‖F to denote its Frobenius norm (‖A‖F = (
∑m
i=1
∑n
j=1A
2
i,j)
1/2), we use ‖A‖1 to denotes
its entry-wise `1 norm ‖A‖1 =
∑m
i=1
∑n
j=1 |Ai,j |. We use A† to denote its MooreâĂŞPenrose inverse.
We use A> denote the transpose of A.
For square matrix A, we use tr[A] to denote the trace of A. We say A is positive-semidefinite
(psd) if A = A> and x>Ax ≥ 0, ∀x ∈ Rn. We use , to denote the semidefinite ordering, e.g.
A  0 means that A is psd.
For square full-rank matrix A, we use A−1 to denote the inverse of A.
For vectors a, b ∈ Rn and accuracy parameter  ∈ (0, 1), we use a ≈ b to denote that (1− )bi ≤
ai ≤ (1+)bi, ∀i ∈ [n]. Similarly, for any scalar t, we use a ≈ t to denote that (1−)t ≤ ai ≤ (1+)t,
∀i ∈ [n].
3.2 Operators
Definition 3.1 (Operators τ and σ). Given a matrix A ∈ Rm×n and a vector v ∈ Rm, we define
the leverage scores σ(v)i and (unnormalized) leverage scores τ(v)i as follows
τ(v)i = (A(A
>V A)−1A>)i,i and σ(v)i = (
√
V A(A>V A)−1A>
√
V )i,i.
Definition 3.2 (Operators M , Q and P ). Given a matrix A ∈ Rm×n, we define three operators :
M : Rm → Rn×n, Q : Rm → Rm×m and P : Rm → Rm×m such that for any vector v ∈ Rm
M(v) = A>V A
Q(v) = A(A>V A)−1A>
P (v) =
√
V A(A>V A)−1A>
√
V .
3.3 Different types of running time
Definition 3.3 (Pseudo-polynomial time). An algorithm runs in pseudo-polynomial time if its
running time is a polynomial in the length of the input (the number of bits required to represent it)
and the numeric value of the input (the largest integer present in the input).
Definition 3.4 (Strongly-polynomial time). An algorithm runs in strongly polynomial time if (1)
the number of operations in the arithmetic model of computation is bounded by a polynomial in the
number of rational numbers in the input instance, and (2) the space used by the algorithm is bounded
by a polynomial in the size of the input.
Definition 3.5 (Weakly-polynomial time). An algorithm runs in weakly-polynomial time if its
running time is upper bounded by a polynomial in the size of the input, and it doesn’t run in strongly
polynomial time.
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3.4 Basic results on matrices
Fact 3.6 (Woodbury matrix identity, [Woo49, Woo50]). Given a square invertible n× n matrix A,
an n× k matrix U and a k×n matrix V , let B be an n×n matrix such that B = A+UCV . Then,
assuming (Ik + V A−1U) is invertible, we have
B−1 = A−1 −A−1U(C−1 + V A−1U)−1V A−1.
3.5 Fast matrix multiplication
Definition 3.7 (Matrix multiplication time). For any n, r > 0, denote Tmat(n, n, r) the time to
compute the multiplication of an n× n matrix and an n× r matrix.
Theorem 3.8 (Fast matrix multiplication). We have the following upper bound on Tmat(n, n, r):
1. [GU18]. For r = n0.31, we have Tmat(n, n, r) = O(n2+o(1)).
2. [Cop82]. For r = n0.17, we have Tmat(n, n, r) = O(n2 log2 n).
3. [BD76]. For r = logc n for any constant c > 0, then we have Tmat(n, n, r) = O(n2).
3.6 Multiple variable polynomial interpolation
We first state a one-variable version interpolation theorem.
Theorem 3.9 (One variable [IK94, Eq 10 in Page 331]). Given any 2N times differentiable function
f : R → R. There exits N points s1, · · · , sN and N weights ω1, · · · , ωN ≥ 0 such that
∑
i ωi = 1
and ∣∣∣∣∣
∫ 1
0
f(t)dt−
N∑
i=1
ωif(si)
∣∣∣∣∣ ≤ O(1) · M2N(2N)!4N
where
M2N = max
t∈[0,1]
∣∣∣∣∣∂(2N)f∂t(2N) (t)
∣∣∣∣∣ .
Now, we explain how to use one variable interpolation result (Theorem 3.9) to prove a multiple
variable interpolation result (Theorem 3.10).
Theorem 3.10 (d-variable case). Given a function f : Rd → R such that for any j ∈ [d], for any
t1, · · · , tj−1, tj+1, · · · td ∈ [0, 1], f(t1, · · · , tj−1, tj , tj+1, · · · , td) is N + 1 times differentiable respect
to tj. Then there exists N points s1, · · · , sN and N weights ω1, · · · , ωN such that∣∣∣∣∣∣
∫
[0,1]d
f(t)dt−
N∑
i1=1
· · ·
N∑
id=1
ωi1 · · ·ωidf(si1 , · · · , sid)
∣∣∣∣∣∣ ≤ 1(2N)!22N ·
d∑
j=1
max
t∈[0,1]d
∣∣∣∣∣∂(2N)f∂t(2N)j (t)
∣∣∣∣∣ .
Proof. Let τ denote
τ =
1
(2N)!22N
23
Using one variable theorem 3.9, we have that : for all t1, t2, · · · , td−1 ∈ [0, 1],∣∣∣∣∣∣
∫ 1
0
f(t[d−1], td)dtd −
N∑
id=1
ωidf(t[d−1], sid)
∣∣∣∣∣∣ ≤ τ · maxt[d−1]∈[0,1]d−1 maxtd∈[0,1] |f (2N)td (t)|
To write recursive thing in an easy way, we let gd denote function f . We use t[j] to denote
t1, t2, · · · , tj .
For each j ∈ {d− 1, · · · , 1}, we define function gj : Rj → R such that
gj(t[j]) =
N∑
ij+1=1
ωij+1gj+1(t[j], sij+1)
Let g0 =
∑N
i1=1
ωi1g1(si1), we can also rewrite g0 as
∫
[0,1]0 g0(t[0])dt[0].
Finally, we want to bound∣∣∣∣∣∣
∫ 1
0
· · ·
∫ 1
0
f(t1, · · · , td)dt1 · · · dtd −
N∑
i1=0
· · ·
N∑
id=1
ωsif(si1 , · · · , sid)
∣∣∣∣∣∣
≤
d∑
j=1
∣∣∣∣∣
∫
[0,1]j
gj(t[j])dt[j] −
∫
[0,1]j−1
gj−1(t[j−1])dt[j−1]
∣∣∣∣∣
≤ τ
d∑
j=1
max
t∈[0,1]d
∣∣∣∣∣ ∂(2N)f∂t(2N)j (t)
∣∣∣∣∣ ,
where the last step follows by Claim 3.11.
Claim 3.11 (Bounding the difference between j-th term and j − 1-th term). For each j ∈ [d],∣∣∣∣∣
∫
[0,1]j
gj(t[j])dt[j] −
∫
[0,1]j−1
gj−1(t[j−1])dt[j−1]
∣∣∣∣∣ ≤ τ · maxt∈[0,1]d
∣∣∣∣∣ ∂(2N)f∂t(2N)j (t)
∣∣∣∣∣ .
Proof. First, using one variable theorem 3.9, we can upper bound∣∣∣∣∣∣gj(t[j−1], tj)dtj −
N∑
ij=1
ωijgj(t[j−1], sij )
∣∣∣∣∣∣
≤ τ · max
t[j−1]∈[0,1]j−1
max
tj∈[0,1]
|g(N+1)j,tj (t[j])|
≤ · · ·
≤ τ · max
t[j−1]∈[0,1]j−1
max
tj∈[0,1]
max
t[d]\[j]∈[0,1]d−j
|f (N+1)tj (t[j−1], tj , t[d]\[j])|
where the last step follows by re-using ωi > 0 and
∑N
i=1 ωi = 1.
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We have ∣∣∣∣∣
∫
[0,1]j
gj(t[j])dt[j] −
∫
[0,1]j−1
gj−1(t[j−1])dt[j−1]
∣∣∣∣∣
=
∣∣∣∣∣∣
∫
[0,1]j
gj(t[j])dt[j] −
∫
[0,1]j−1
N∑
ij=1
ωijgj(t[j−1], sij )dt[j−1]
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
[0,1]j−1
gj(t[j−1], tj)dtj − N∑
ij=1
ωijgj(t[j−1], sij )
dt[j−1]
∣∣∣∣∣∣
≤
∫
[0,1]j−1
∣∣∣∣∣∣gj(t[j−1], tj)dtj −
N∑
ij=1
ωijgj(t[j−1], sij )
∣∣∣∣∣∣ dt[j−1]
≤ τ · max
t[j−1]∈[0,1]j−1
max
tj∈[0,1]
max
t[d]\[j]∈[0,1]d−j
|f (2N)tj (t[j−1], tj , t[d]\[j])|
= τ · max
t∈[0,1]d
∣∣∣∣∣ ∂(2N)f∂t(2N)j (t)
∣∣∣∣∣ .
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4 Perturbed Volumetric Center Cutting Plane Method
Recall that the feasibility problem is defined as follows.
Feasibility Problem: Given a separation oracle for a set K contained in a box of radius R
either find a point x ∈ K or prove that K does not contain a ball of radius .
Let K ⊂ Rn be a convex set that is contained in a box of radius R and equipped with a separation
oracle. To solve the feasibility problem, a cutting plane method iteratively refines a feasible region
Ω and a query point z. In each iteration, z is the input to the separation oracle which then either
certifies z ∈ K or produces a hyperplane a>x = b separating z from K. The algorithm then refines
Ω and computes the next query point z(new) from the new separating hyperplane and any past
information.
At a high level, Vaidya’s method heavily employs leverage scores to decide which hyperplane to
add or to drop from the feasible region. The main innovation behind our faster implementation is a
data structure that maintains an estimate of the leverage scores in amortized O(n2). This removes
the bottleneck in Vaidya’s algorithm and yields the following result.
Theorem 4.1. Given a separation oracle for a convex set K ⊂ Rn that is contained in a box of
radius R and a parameter  > 0, there is a cutting plane method that either computes a point in K
or proves that K does not contain a ball of radius  in O((n SO +n3) log(κ)) time, where SO is the
complexity of the separation oracle and κ = nR/.
Since the proof of the validity of Vaidya’s method for our result is mostly a perturbed version
of his analysis, we defer the proof of Theorem 4.1 to Section A.
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5 Main Data Structure for Leverage Score Maintenance
In this section, we present our main data structure for leverage score maintenance that achieves
an amortized O(n2) time per update. Combined with Theorem 4.1 in Section 4, our main data
structure implies a faster O(n SO log(κ) + n3 log(κ)) time cutting plane method. Our main data
structure further uses the simple leverage score maintenance data structure in Section 7 and the
complicated leverage score maintenance data structure in Section 8.
Theorem 5.1 (Leverage score maintenance). Given an initial matrix A ∈ Rm×n with m = O(n),
initial weight w ∈ Rm+ . Then for any constant c > 0, there is a randomized data structure (Algo-
rithm 1) that approximately maintains the leverage scores
σi(w) = (
√
WA(A>WA)−1A>
√
W )i,i,
for positive diagonal matrices W = diag(w) through the following operations:
1. Init(A,w): takes O(nω+o(1)) time to intialize the data structure.
2. Update(act): updates the data structure for the single update act.
3. Query(): takes O(n) time to output a vector σ˜ ∈ Rm.
Moreover, if the sequence of K updates (A(k) ∈ Rm(k)×n, w(k) ∈ Rm(k)+ ) with m(k) = O(n) satisfies
that each update k is one of the following:
1. Insertion (resp. deletion) of row a with weight wa into (resp. from) (A(k−1), w(k−1)) that
satisfies
waaa
>  0.01(A(k−1))>W (k−1)A(k−1).
2. Update w(k−1) ∈ Rm(k−1)+ to w(k) ∈ Rm
(k)
+ such that m(k−1) = m(k) and that∥∥∥log(w(k))− log(w(k−1))∥∥∥
2
≤ 0.01,
then the function Update(act) takes an amortized O(n2) time, and the vector σ˜(k) output by
Query() at each step k ∈ [K] satisfies that∥∥∥σ˜(k) − σ(w(k))∥∥∥
2
≤ O(1/ logc(n)). (1)
The proof of Theorem 5.1 relies on the data structures in Sections 6, 7 and 8.
Proof of Theorem 5.1. We first prove the running time upper bound of the different functions.
Notice that the running time upper bound for Init(A,w), and Query() are immediate corollaries
of Theorem 7.2 and 8.1. We prove running time upper bound for the function Update(act) in the
following. In particular, we show that the inner, middle and outer phases all run in amortized O(n2)
time, and the amortized time to restart the data structure in Step 29 is O(n2).
We start by analyzing the running time of the inner phase. Since each call to Update(act)
makes one call of Update(act) with act having a single action act, it follows from Theorem 7.2
that the inner phase makes one call to pm.update and takes extra time at most O(n2). Since we
choose our parameter as inn = 1/ log25(n) (see Table 5), it then follows from Theorem B.4 with
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C = O(1) that the amortized time per call to pm.update is O(n2). Therefore, the inner phase runs
in amortized time O(n2).
Next we analyze the running time of the middle phase. Notice that each middle update happens
once every Tinn = log10(n) ≤ n0.08 calls to Update(act), so Assumption 7.1 holds for the middle
update in Step 23 of Algorithm 1. It then follows from Theorem 7.2 that for every Tinn calls to the
function Update(act), the middle phase makes one call to pm.update and takes extra time at most
O(n2Tinn). Since we choose mid = 1/n0.08, it follows from Theorem B.2 with C = Tinn = log10(n)
that the time for one call to pm.update is O(n2 log2(n)). Amortized over the Tinn = log10(n) calls
to the function Update(act), the amortized running time for the middle phase is thus O(n2).
Finally we analyze the running time of the outer phase. Each outer update happens once every
Tinn · Tmid = n0.01 log10(n) calls to Update(act), so Assumption 7.1 holds for the outer update in
Step 26 of Algorithm 1. It then follows from Theorem 8.1 that for every Tinn · Tmid calls to the
function Update(act), the outer phase makes O(N) = O(log2(n)) calls to pm.update and takes
extra time at most
O(n2 · Tinn · Tmid + T (n, n, rout) ·N3 · log(n)) = O(n2 · Tinn · Tmid + n2+o(1) log7(n)).
Since we choose out = 1/n0.1, it follows from Theorem B.2 with C = Tinn · Tmid that the time for
O(N) calls to pm.update is O(n2+o(1)). Amortized over the Tinn · Tmid = n0.01 log10(n) calls to the
function Update(act), the amortized running time for the outer phase is again O(n2).
It remains to upper bound the amortized time to restart the data structure due to Step 29. We
note that restarting takes time O(nω+o(1)) every Tinn · Tmid · Tout = Ω(nω−1.99) calls to the function
Update(act). It follows that the amortized time to restart the data structure is O(nω+o(1))/(Tinn ·
Tmid · Tout) = O(n2). This finishes the running time analysis.
Now we proceed to prove the error guarantee given in the second part of the theorem. We only
prove (1) for c = 15 as it’s easy to adjust the parameter settings in Table 5 to achieve the guarantee
for any constant c > 0. By Theorem 7.2, the `2-error of the inner phase is O(inn) = O(log−25(n))
per call to Update(act) and the inner phase runs for at most Tinn = log10(n) steps before its
estimate gets refined by the estimate of the middle or outer phases (Step 37 and 33). Therefore,
the error introduced by the inner phase is at most O(inn) · Tinn = O(log−15(n)). For the middle
phase, it follows from Theorem 7.2 that the `2-error introduced by each middle step is at most
O((mid + Tinn · n−0.08) · Tinn) ≤ n−0.07. Since the middle phase run for at most Tmid = n0.01
steps before its estimate gets refined by the estimate of the outer phase (Step 34), the error of the
middle phase is at most n−0.07 · n0.01 = n−0.06. For the outer phase, the error in Theorem 8.1 is
negligible so it suffices to bound the variance. From Theorem 8.1, the variance in each outer step
is O(N3/rout) · 2out · (Tinn · Tmid)2 ≤ O(n−0.48). Since the outer phase run for at most Tout = nω−2
steps before the data structure gets restarted, the variance accumulated in the Tout steps is at most
O(n−0.1). Therefore, we have
∥∥σ˜(k) − σ(w(k))∥∥
2
≤ O(log−15(n)) for each k ∈ [K]. This completes
the proof of Theorem 5.1.
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Algorithm 1
1: data structure MaintainLeverageScoreMain . Theorem 5.1
2:
3: members
4: ctrinn, ctrmid, ctrout ∈ Z+ . Step counters for different phases
5: actsmid, actsout ∈ Vector〈Action〉 . Delayed sequence of updates
6: . Action includes insertion, deletion and w-update
7: MaintainLeverageScoreSimple simpinn, simpmid . For inner and middle phases,
Theorem 7.2, Algorithm 4
8: MaintainLeverageScoreComplicated compout . For outer phase, Theorem 8.1,
Algorithm 5
9: end members
10:
11: procedure Init(A ∈ Rm×n, w ∈ Rm+ ) . Initialization
12: ctrinn, ctrmid, ctrout ← 0 . Reset counters
13: actsmid, actsout ← NULL
14: simpinn.Init(A,w, inn)
15: simpmid.Init(A,w, mid)
16: compout.Init(A,w, rout, N, out) . Initialize member data structures
17: end procedure
18:
19: procedure Update(act ∈ Action) . Update estimate for a single update
20: Add act to actsmid and actsout
21: simpinn.Update(act), ctrinn ← ctrinn +1 . Inner update
22: if ctrinn = Tinn then . Number of inner steps reaches limit
23: simpmid.Update(actsmid), ctrmid ← ctrmid +1 . Middle update
24: actsmid ← NULL
25: if ctrmid = Tmid then . Number of middle steps reaches limit
26: compout.Update(actsout), ctrout ← ctrout +1 . Outer update
27: actsout ← NULL
28: if ctrout = Tout then . Number of outer steps reaches limit
29: Self.Init(simpinn.A, wnew) . Restart the data structure
30: end procedure
31: end if
32: ctrinn ← 0, ctrmid ← 0 . Restart counters for inner/middle phases
33: simpinn.RefineEstimate(compout.Query())
34: simpmid.RefineEstimate(compout.Query()) . Refine σ˜inn and σ˜mid
35: else
36: ctrinn ← 0 . Restart counter for inner phase
37: simpinn.RefineEstimate(simpmid.Query()) . Refine σ˜inn
38: end if
39: end if
40: end procedure
41:
42: procedure Query()
43: return simpinn.Query() . Return the estimate maintained by simpinn
44: end procedure
45:
46: end data structure
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Parameter Value Description
Tinn log
10 n Number of inner steps per middle step
Tmid n
0.01 Number of middle step per outer step
Tout n
ω−2 Number of outer step before re-computing
rout n
0.31 Matrix multiplication dimension for outer step
inn 1/ log
25 n Inner step projection maintenance error
mid 1/n
0.08 Middle step projection maintenance error
out 1/n
0.1 Outer step projection maintenance error
N 100 log2 n Number of discrete sampling points in an outer step
Table 5: Values of parameters used in the main data structure for leverage score maintenance in
Algorithm 1.
6 Batched Low Rank Update
6.1 Simple low rank update
In this section, we show how to maintain leverage score under low rank update. First, we start
with a preconditioning lemma showing that given two spectrally similar matrix, we can invert one
matrix faster by knowing the inverse of the other matrix.
Lemma 6.1. Given n× n PSD matrices A and M such that 0 M  A  κ ·M . For any integer
t ≥ 1 such that κ(1− 1/κ)t+1 < 1, we have
f(M, t)  A−1  1
1− κ(1− 1/κ)t+1 · f(M, t)
where f : Rn×n × N→ Rn×n is defined as
f(M, t) =
1
κ
M−1
t∑
i=0
(I − 1
κ
AM−1)i.
Furthermore, if M−1 and A are given explicitly, for any V ∈ Rn×r, then we can compute f(M, t) ·V
in O(Tmat(n, n, r) · t) time.
Proof. Note that
A−1 = M−
1
2 (M−
1
2AM−
1
2 )−1M−
1
2
=
1
κ
M−
1
2 (I − (I − 1
κ
M−
1
2AM−
1
2 ))−1M−
1
2 . (2)
Using
0  I − (1/κ) ·M− 12AM− 12  (1− 1/κ) · I
and
t∑
i=0
xi ≤ (1− x)−1 ≤
t∑
i=0
xi + κ(1− 1/κ)t+1 ∀x ∈ [0, 1− 1/κ],
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we have
t∑
i=0
(
I − 1
κ
M−
1
2AM−
1
2
)i  (I − (I − 1
κ
M−
1
2AM−
1
2 )
)−1

N∑
i=0
(
I − 1
κ
M−
1
2AM−
1
2
)i
+ κ · (1− 1/κ)t+1I (3)
Multiplying 1κM
−1 on both sides of the above equation with a formula A−1 (Eq. (2)), we get
1
κ
M−1
t∑
i=0
(
I − 1
κ
M−
1
2AM−
1
2
)i  A−1  1
κ
M−1
t∑
i=0
(
I − 1
κ
M−
1
2AM−
1
2
)i
+ (1− 1/κ)t+1M−1
Using the definition of f(M, t), we have that
f(M, t)  A−1  f(M, t) + (1− 1/κ)t+1M−1.
Using M−1  κA−1, we have
f(M, t)  A−1  f(M, t) + κ · (1− 1/κ)t+1A−1.
The result follows from some rearranging.
Now, we show how to do leverage score update under monotone updates.
Lemma 6.2. Given a matrix A ∈ Rm×n, non-negative weights w,wnew ∈ Rm such that wnew ≥ w
with m = O(n) and ‖wnew − w‖0 = k. Let β > 1 denote the parameter such that A>W newA 
β ·A>WA. Given some explicit matrix U ∈ Rn×n and Unew ∈ Rn×n such that
U−1  A>WA  (1 + 1/ log n)U−1,
(Unew)−1  A>W newA  (1 + 1/ log n)(Unew)−1.
Then, for any  ∈ (0, 1/2), we can output a vector c ∈ Rm such that
‖c− (σ(wnew)− σ(w))‖2 ≤ 
in time
O(Tmat(n, n, k) · (1 + loglog(n)(βk/))).
The same statement holds for decreasing w, namely wnew ≤ w, with A>W newA  β−1A>WA.
Proof. We note that the decreasing case follows from the increasing case by swapping w and wnew.
Hence, we focus on the increasing case. Using Lemma 6.1, we can construct U such that U is
low-degree polynomial of U and A>WA and that
U  (A>WA)−1  (1 + )U. (4)
We define Unew similarly. We will show how to use U and Unew to approximate σ(wnew) − σ(w).
First, we note that
σ(wnew)− σ(w) = (wnew − w) · τ(wnew) + w · (τ(wnew)− τ(w)).
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We define ci, c1,i, c2,i as follows:
ci = σ(w
new)i − σ(w)i
= (wnew − w)i · τ(wnew)i︸ ︷︷ ︸
c1,i
+wi · (τ(wnew)− τ(w))i︸ ︷︷ ︸
c2,i
We estimate the right hand side by
c˜i := (w
new − w)i · (AUnew˜ A>)i,i︸ ︷︷ ︸
c˜1,i
+wi · (A((U−1˜ + ∆)−1 − U˜)A>)i,i︸ ︷︷ ︸
c˜2,i
(5)
where ∆ = A>W newA−A>WA and ˜ = 
3β
√
k
.
Cost of computing c˜ For the first term in (5). We note that wnew − w has only k non-zeros.
Hence, we only need to compute AUnew˜ A
> on k of the diagonals. Let AS ∈ Rk×n where each rows
of A that wnew 6= w. Then, we can compute the k of the diagonals via the whole matrix
ASU
new
˜ A
>
S .
Lemma 6.1 shows that Unew˜ has O(1 +
log ˜
log log(n)) terms and that it takes
O
(
Tmat(n, n, k) ·
(
1 +
log ˜
log log(n)
))
to compute Unew˜ A
>
S . Finally, it takes extra Tmat(k, n, k) = O(Tmat(n, n, k)) to do the left multipli-
cation on AS .
For the second term in (5). Woodbury matrix identity shows that
(U−1˜ + ∆)
−1 − U˜ = U˜A>S (∆−1W +ASU˜A>S )−1ASU˜
where ∆W ∈ Rk×k beW new−W restricted on non-zeros. By same argument above, we can compute
ASU˜A
>
S in
O
(
Tmat(n, n, k) ·
(
1 +
log ˜
log log(n)
))
time.
Then, we can compute (∆−1W + ASU˜A
>
S )
−1 in Tmat(k, k, k) = O(Tmat(n, n, k)) time. Then, we
compute
AU˜A
>
S (∆
−1
W +ASU˜A
>
S )
−1 in time Tmat(m,n, k) = O(Tmat(n, n, k))
and
ASU˜ = (U˜A
>
S )
> in time O
(
Tmat(n, n, k) ·
(
1 +
log ˜
log log(n)
))
.
Now, we multiple the two terms above together in time Tmat(n, k, n) = O(Tmat(n, n, k)). Hence, the
total time is
O
(
Tmat(n, n, k) ·
(
1 +
log ˜
log log(n)
))
= O(Tmat(n, n, k)(1 + loglog(n)(βk/))).
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The accuracy of c˜ For the first term in c˜, we have
A(A>W newA)−1A>  AUnew˜ A>  (1 + ˜) ·A(A>W newA)−1A>.
Hence, we have
|c˜1,i − c1,i| =
∣∣∣∣(wnew − w)i (AUnew˜ A> −A(A>W newA)−1A>)i,i
∣∣∣∣
≤ ˜ · |wnewi − wi| · (A(A>W newA)−1A>)i,i
≤ ˜ · wnewi · (A(A>W newA)−1A>)i,i
≤ ˜
where we used that wnew ≥ w in the second inequality and leverage score is upper bounded by 1 in
the last equality. Hence the `∞ norm error of the first term is given by ˜. Hence, the `2 norm error
is given by
‖c˜1 − c1‖2 ≤
√
k · ˜. (6)
For the second term in c˜, we have that the error is given by
c˜2,i − c2,i = wi · (A((U−1˜ + ∆)−1 − U˜)A>)i,i − wi · (A((M + ∆)−1 −M−1)A>)i,i
whereM = A>WA. To simplify the notation, we defineMt,s = M+t·∆2+s·∆ where ∆2 = U−1˜ −M .
Then, the error term becomes
(
√
WA(M−11,1 −M−11,0 −M−10,1 +M−10,0 )A>
√
W )i,i (7)
Note that
M−11,1 −M−11,0 −M−10,1 +M−10,0
=
∫ 1
0
∫ 1
0
d2
dtds
M−1t,s dtds
=
∫ 1
0
∫ 1
0
M−1t,s ∆2M
−1
t,s ∆M
−1
t,s +M
−1
t,s ∆M
−1
t,s ∆2M
−1
t,s dtds (8)
Combining (7) and (8), we have that the `2 norm error for the second term is bounded by
‖c˜2 − c2‖2 ≤
∥∥∥∥∫ 1
0
∫ 1
0
√
WA(M−1t,s ∆2M
−1
t,s ∆M
−1
t,s +M
−1
t,s ∆M
−1
t,s ∆2M
−1
t,s )A
>√Wdtds
∥∥∥∥
F
≤ 2 max
t∈[0,1],s∈[0,1]
∥∥∥√WAM−1t,s ∆2M−1t,s ∆M−1t,s A>√W∥∥∥
F
.
To bound the Frobenius norm, we note that ∆  0 by the assumption and that ∆2 = U−1˜ −M  0
(4). Hence, we have that Mt,s M and
‖
√
WAM−1t,s ∆2M
−1
t,s ∆M
−1
t,s A
>√W‖2F
= tr
[
A>WAM−1t,s ∆2M
−1
t,s ∆M
−1
t,s A
>WAM−1t,s ∆M
−1
t,s ∆2M
−1
t,s
]
= tr
[
M
1
2M−1t,s ∆2M
−1
t,s ∆M
−1
t,s MM
−1
t,s ∆M
−1
t,s ∆2M
−1
t,s M
1
2
]
≤ tr
[
M
1
2M−1t,s ∆2M
−1
t,s ∆M
−1
t,s ∆M
−1
t,s ∆2M
−1
t,s M
1
2
]
= tr
[
M
− 1
2
t,s ∆M
−1
t,s ∆2M
−1
t,s M
1
2M
1
2M−1t,s ∆2M
−1
t,s ∆M
− 1
2
t,s
]
≤ tr
[
M
− 1
2
t,s ∆M
−1
t,s ∆2M
−1∆2M−1t,s ∆M
− 1
2
t,s
]
.
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(4) shows that ∆2  ˜ ·M and hence (M− 12∆2M− 12 )2  ˜2 · I. Continuing the last equation, we
have
‖
√
WAM−1t,s ∆2M
−1
t,s ∆M
−1
t,s A
>√W‖2F ≤ ˜2 · tr
[
M
− 1
2
t,s ∆M
−1
t,s MM
−1
t,s ∆M
− 1
2
t,s
]
≤ ˜2 · tr
[
M
− 1
2
t,s ∆M
−1
t,s ∆M
− 1
2
t,s
]
≤ ˜2 · ‖M− 12∆M− 12 ‖2F .
Finally, using ∆ has rank k, we have
‖c˜2 − c2‖2 ≤ 2˜ · ‖M− 12∆M− 12 ‖F
≤ 2˜ ·
√
k‖M− 12∆M− 12 ‖
≤ 2˜ · β
√
k. (9)
Combining (6) and (9), the total `2 error is bounded by 2˜β
√
k+
√
k · ˜ ≤ 3˜β√k. This explains
the choice of ˜.
6.2 Batched low rank update
When we are given a sequence of update and we need to compute the change of leverage score, we
cannot apply Lemma 6.2 directly for the following reasons:
• The update in general involves both increasing some weight and decreasing some weight. This
can be fixed by splitting the update into positive update and negative update. (See Step 1 in
Algorithm 2)
• To get error 1
nO(1)
, Lemma 6.2 takes at least n2 log(n) time. Hence, it is too costly to do a
rank 1 update, which can happen if we have alternating positive and negative updates (since
we can only apply Lemma 6.2 for a monotone change). This can be fixed by moving all
positive/update and insert in the front of the update sequence. (See Step 2 in Algorithm 2)
• Our `2 update are generally dense. This can be fixed by ignoring all small multiplicative
update. (See Line 44 and 49 of Step 3 in Algorithm 2)
• In general, the matrices A>WA can change by a factor of eΘ(T ) after T iterations. So, Lemma
6.2 takes at least Ω(Tmat(n, n, k) Tlog log(n)) time. This forces us to do rank k changes where
Tmat(n, n, k) ≤ n2 log log(n). Hence, for `2 update, we need to handle coordinates with not-
so-small multiplicative updates separately. This can be fixed by cutting the update sequence
into phases of length L and noticing there are not too many coordinate that is changed by
eΘ(L) factor. (See the rest of Step 3 in Algorithm 2)
Given the above intuitions, Theorem 6.3 follows from multiple use of Lemma 6.2.
Theorem 6.3 (Batched Update of Leverage Score). Given an initial matrix A ∈ Rm×n, initial
weight w ∈ Rm+ and a sequence of T updates that belong to one of the following forms:
• Update: Update the weight to w
• Insert: Insert a row a ∈ Rn to the matrix A ∈ Rm×n and weight wa to the vector w
• Delete: Delete a row a ∈ Rn from the matrix A ∈ Rm×n and weight wa from the vector w
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Let the sequence of matrices and vectors be A(0), A(1), · · · , A(T ) ∈ Rm×n and w(0), w(1), · · · , w(T ) ∈
Rm. We assume that T ≤ n0.08, the maximum number of rows is bounded by O(n), and that the
changes satisfy
• Update: ‖ logw(k) − logw(k−1)‖2 ≤ 0.01
• Insert/Delete: waaa>  0.01 ·A(k−1)W (k−1)A(k−1)
Then, there is an algorithm (BatchedUpdate in Algorithm 2 and 3) that finds a vector v ∈ Rn
and a vector c ∈ Rn such that
‖ log v − logw(T )‖∞ ≤ T · n−0.08, ‖ log v − logw(T )‖2 ≤ 0.01 · T
and that
‖c− (σA(T )(v)− σA(0)(w(0)))‖2 ≤ 1/n100.
in time O(n2T ).
Proof.
Correctness Note that the algorithm 2 involves reducing the sequence {M (0,k)} to {M (1,k)} to
{M (2,k)} and finally to {M (3,k)}. All steps maintains the matrix at k = 0. The first two steps
maintains the matrix at the last step. For the last step, we only ignore the rows with multiplicative
changes less than η = n−0.08. Since there are at most T/L = n0.08/ log3(n) phases, the total
accumulated multiplicative changes for one row is Tn−0.08. Therefore, we have
M (3,End) = (A(T ))>V A(T )
for some v such that ‖ log v − logw(T )‖∞ ≤ Tn−0.08. Furthermore, we output the good enough
approximation of σA(T )(v) − σA(0)(w(0)) = σ(M (3,End)) − σ(M (3,0)) where we abused the notation
to use σ(M) to denote the leverage score of the rows insides M . This is simply because we split the
difference into
σ(M (3,End))− σ(M (3,0)) =
T∑
k=1
σ(M (3,k))− σ(M (3,k−1))
and estimate each step with `2 error n−1000. There are at most 8T many terms, so the total error
is less than n−100. (The number of terms can increases by at most a factor of 8 due to step 1, step
2 and step 4.)
Ratio on M within each phase By the assumptions on insert/delete and update, we see that
0.8M (0,k−1)  M (0,k)  1.2M (0,k−1) for all k. The first step clearly maintains this relation. We
claim that the second step also maintains this relation. To see this, we let ∆(1,k) = M (1,k+1)−M (1,k).
By the relation, we have that
− 0.2M (1,k)  ∆(k)  0.2M (1,k). (10)
Note that step 2 simply permutes ∆(1,k), namely, for each k there is an unique k′ such that ∆(1,k) =
∆(2,k
′). Finally, we note that M (1,k) M (2,k′) for all k because M (2,k′) is simply M (2,k′) plus some
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PSD matrix (which due to some insert/positive update move into the sum or some delete/negative
update removed from the sum). Hence, we still have the relation (10).
For the step 3, we should not expect the relation (10). However, we claim that within each
phase, let M (3,k) and M (3,k) be two matrices in the phase. Then, we have that
2−O(L)M (3,k) M (3,k)  2O(L)M (3,k). (11)
The proof for this is same for the phase with increasing M and the phase with decreasing phase.
Hence, we only discuss the first case. Say k1 is the first matrix in the phase and k2 is the last matrix
in the phase. Note that the step 3 does not change the matrix M (3,k1) and M (3,k2) because we only
swapping operation order within a phase. Hence by (10), we have
M (3,k2) = M (2,k2)  2O(L)M (2,k1) = 2O(L)M (3,k1).
Since all matrix in the phase is sandwiched between M (3,k1) and M (3,k2) (due to the monotonicity
of the sequence of M). Hence, we have (11).
Cost of Insert/Delete (Line 65) Now, we bound the runtime. We will show the each phase
takes O(n2L) time. Since there are O(T/L) phases, this shows that the total cost is O(n2T ).
Each phase contains at most L insert or delete. Hence, Line 65 involves estimating leverage
score up to rank L update. By (11), we know the matrix is changed by a 2O(L) factor. Theorem
6.3 shows the cost is
O(Tmat(n, n, k)(1 + loglog(n)(βk/)))
where  = n−1000, β = 2O(L) and k = O(L). By the choice of L = log3(n), we have Tmat(n, n, k) = n2
and hence the cost is O(n2L).
Cost of Large Update (Line 63) Each phase contains at most L updates. By the assumption,
each update change the `2 norm of logw by at most O(1). Note that this is maintains during
all steps. Hence, after merging all updates into 1, we have ‖ logw(k) − logw(k−1)‖2 = O(L). By
the construction of w(k−
1
2
), we have that ‖ logw(k) − logw(k− 12 )‖2 = O(L) and that | logw(k−
1
2
)
i −
logw
(k)
i | is either 0 or at least log 2 for all i. Hence the number of coordinates that is non-zero in
logw(k) − logw(k− 12 ) is at most O(L2). Again, by (11), we know the matrix is changed by a 2O(L)
factor. Hence, Theorem 6.3 shows the cost is
O(Tmat(n, n, k)(1 + loglog(n)(βk/)))
where  = n−1000, β = 2O(L) and k = O(L2). By the choice of L = log3(n), we have Tmat(n, n, k) =
n2 and hence the cost is O(n2L).
Cost of Small Update (Line 62) Similar to above, we have that ‖ logw(k− 12 ) − logw(k−1)‖2 =
O(L). Furthermore, we have that ‖ logw(k− 12 ) − logw(k−1)‖∞ = O(1). Due to Line 44 and 49, we
removed all rows with multiplicative changes less than η. Hence, the number of coordinates that is
non-zero in logw(k−
1
2
) − logw(k−1) is at most O(L2/η2). Hence, Theorem 6.3 shows the cost is
O(Tmat(n, n, k)(1 + loglog(n)(βk/)))
where  = n−1000, β = O(1) and k = O(L2/η2). By the choice of L = log3(n) and η = n−0.08, we
have Tmat(n, n, k) = n2 log2(n) and hence the cost is O(n2 log3(n)) = O(n2L).
36
Summary For the cost of the rest of the algorithm, we note that step 1, 2 and 3 simply involves
rearrangements and it takes O(nT ) for all of them, much faster than O(n2T ). Finally, we note that
Theorem 6.3 requires having an approximate explicit matrix inverse. This can be done by matrix
maintenance (Theorem B.4) which takes n2L per phase. To see this, we note that Theorem B.4
takes O(n2) time per rank 1 update and it takes O(n2) time per unit multiplicative `2 changes in
the weight (if we pick  = 0.01 in Theorem B.4). Hence, each phase, the cost is just O(n2L).
Algorithm 2 Batched Update of Leverage Score (Theorem 6.3)
1: Procedure BatchUpdate({A(k) ∈ Rm(k)×n, w(k) ∈ Rm(k)}Tk=0)
2:
3: T0 ← T and M (0,k) ← A(k)>W (k)A(k) . Easier to program via the n× n matrices A>WA
4:
5: . Step 1: Split the update into positive and negative update
6: M (1,0) ←M (0,0)
7: for k = 1, · · · , T0 do
8: if rank(M (0,k) −M (0,k−1)) = 1 then . Insert/Delete Step
9: M (1,End+1) ←M (0,k) . Append M (0,k) to the end of the list of matrix {M (0,:)}
10: else . Update Step
11: Write M (0,k) = A>W (k)A and M (0,k−1) = A>W (k−1)A
12: M (1,End+1) ← A>max(W (k),W (k−1))A . positive update: M (1,End+1) M (1,End)
13: M (1,End+1) ←M (0,k) . negative update: M (1,End+1) M (1,End)
14: end if
15: End← End+ 1
16: end for
17:
18: . Step 2: Move insert / positive update into front
19: M (2,0) ←M (1,0), L← log3(n) . L is the size of the phase
20: for k = 1, · · · , T1 where M (1,T1) is the last element in {M (1,:)} do
21: if M (1,k) M (1,k−1) then . Insert / Positive Update Step
22: M (2,End+1) ←M (2,End) +M (1,k) −M (1,k−1) . Put it into front
23: End← End+ 1
24: end if
25: end for
26:
27: Append enough M (2,End) into {M (2,:)} such that the last index is a multiple of L
28: for k = 1, · · · , T1 do
29: if M (1,k) ≺M (1,k−1) then . Delete / Negative Update Step
30: M (2,End+1) ←M (2,End) +M (1,k) −M (1,k−1) . Put it into end
31: End← End+ 1
32: end if
33: end for
34: Append enough M (2,End) into {M (2,:)} such that the last index is a multiple of L
35:
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Algorithm 3 Batched Update of Leverage Score (Theorem 6.3, Continuation of Algorithm 2)
36: . Step 3: Within each phase, merge rank-1 update together and sparsify non rank-1 update
37: M (3,0) ←M (2,0), η ← n−0.08 . Ignore all updates with multiplicative change less than η
38: for ` = 1, · · · , T2/L do . Due to line 27 and 34, each phase is monotone
39: if Phase ` involves only insert / positive update then
40: ∆Insert ←
∑
k(M
(2,k) −M (2,k−1)) where it sums rank 1 update in phase `
41: ∆PosUpdate ←
∑
k(M
(2,k) −M (2,k−1)) where it sums rank > 1 update in phase `
42: M (3,End+1) ←M (3,End) + ∆Insert
43: Write M (3,End) = A>WA and ∆PosUpdate = A> diag(δ)A
44: M (3,End+1) ←M (3,End) +A> diag(δsparse)A where δsparse = δ1|δ|≥η|w|.
45: else
46: I ← the list of rows deleted in phase `
47: ∆NegUpdate ←
∑
k(M
(2,k) −M (2,k−1)) where it sums rank > 1 update in phase `
48: Write M (3,End) = A>WA and ∆NegUpdate = A> diag(δ)A
49: M (3,End+1) ←M (3,End) +A> diag(δsparse)A where δsparse = δ1|δ|≥η|w|.
50: M (3,End+1) ← M (3,End) with rows in I removed
51: end if
52: v ← w + δsparse
53: End← End+ 1
54: end for
55:
56: . Step 4: Add up the estimate change of leverage scores
57: c← 0
58: for k = 1, · · · , T3 do
59: Write M (3,k) = A>W (k)A and M (3,k−1) = A>W (k−1)A
60: if There is no insert/delete between M (3,k) and M (3,k−1) then . Update
61: w(k−
1
2
) ← median(12w(k−1), w(k), 2w(k−1)) . Entry-wise median
62: δc ← Estimate of σ(w(k− 12 ))− σ(w(k−1)) using Lemma 6.2 with error 1n1000
63: δc ← δc+ Estimate of σ(w(k))− σ(w(k− 12 )) using Lemma 6.2 with error 1n1000
64: else . Insert/Delete
65: δc ← Estimate of σ(w(k))− σ(w(k−1)) using Lemma 6.2 with error 1n1000
66: end if
67: c← c+ δc
68: end for
69: return v, c
70: EndProcedure
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7 Simple Deterministic Leverage Score Maintenance
In this section, we give a simple deterministic leverage score maintenance data-structure which is
used by both the inner and middle phases in our main data structure in Section 5. As a sub-
procedure, we make use of the batched low-rank update procedure in Section 6 which requires the
following assumption for a sequence of updates acts:
Assumption 7.1 (Short sequence and small updates). Let the sequence of matrices and vectors in
acts be A(0), A(1), · · · , A(T ) ∈ Rm×n and w(0), w(1), · · · , w(T ) ∈ Rm. We assume that T ≤ n0.08, the
maximum number of rows is bounded by O(n), and that the changes satisfy
• Update: ‖ logw(k) − logw(k−1)‖2 ≤ 0.01.
• Insert/Delete: waaa>  0.01(A(k−1))>W (k−1)A(k−1) .
7.1 Main result
Theorem 7.2 (Simple leverage score maintenance). Given an initial matrix A ∈ Rm×n with m =
O(n), initial weight w ∈ Rm+ , and error parameter simp ≤ 0.01. There is a deterministic data
structure (Algorithm 4) that approximately maintains the leverage scores
σi(w) = (
√
WA(A>WA)−1A>
√
W )i,i,
for positive diagonal matrices W = diag(w) through the following operations:
1. Init(A,w, simp): takes O(nω+o(1)) time to initialize the data structure.
2. Update(acts): update the matrix A, vector w and the approximation of the leverage scores for
the sequence of updates in acts. Moreover, if acts satisfies Assumption 7.1, then the function
Update(acts) makes one call to pm.update 2 and takes extra time O(n2 · |acts|) to compute
a vector ∆σ˜ ∈ Rm such that
‖∆σ˜ −∆σ‖2 ≤
1
n100
+O
(
simp + |acts| · n−0.08
) · |acts|.
3. RefineEstimate(σ˜new): takes O(n) time to update the approximation of σ(w) to σ˜new.
4. Query(): takes O(n) time to output the approximation σ˜ ∈ Rm maintained by the data
structure.
Proof of Theorem 7.2. We only need to prove the guarantee for the function Update(acts), as
the guarantees for other functions are straightforward. Notice that each call to the function
Update(acts) makes at most one call to pm.update, and the extra running time of O(n2 · |acts|)
follows directly from Theorem 6.3. To prove the error guarantee, we let the sequence of matrices
and vectors in acts be A(0), A(1), · · · , A(T ) and w(0), w(1), · · · , w(T ). notice that by Theorem 6.3, we
have ∥∥∥σA(T )(wmid)− σA(0)(w(0))−∆σ˜mid∥∥∥
2
≤ 1
n100
.
It follows from Lemma 7.6 that∥∥∥σA(T )(w(T ))− σA(T )(wmid)−∆σ˜new∥∥∥
2
≤ O (simp + |acts| · n−0.08) · |acts|.
The error guarantee then follows by summing up the two error upper bounds above.
2The running time of procedure Update depends on simp, see details in Theorem B.1
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The following corollary is an immediate consequence of Theorem 7.2 and B.1. It states that if
matrix multiplication can be performed fast enough, then the simple leverage score maintenance
would imply a deterministic O(n3 log(n/)) algorithm for the cutting plane method.
Corollary 7.3. If Tmat(n, n, r) = O(n2 logO(1)(n)) for r = nα with α > 2/3, then there’s a deter-
ministic O(n3 log(n/)) time algorithm for the cutting plane method.
Proof. This algorithm only uses the inner and middle phases. The inner phase is run as is our main
algorithm. For the middle phase, we notice that, in this case, the exponent of matrix multiplication
time can be bounded as ω < 3−2/3 = 7/3. Therefore, the data structure is restarted after every n1/3
calls to the middle phase. For the middle phase, we use the simple leverage score maintenance data
structure in Theorem 7.2 with parameter simp = n−α/2/ logO(1)(n). It follows from Theorem 7.2
that the error accumulated in the n0.2 steps is O(n−α/2n1/3 logO(1)(n)) = n−Ω(1). By Theorem 7.2
and 5.1, the running time is O(n2 logO(1)(n)) per step for middle phase which is fast enough. This
finishes the proof of the corollary.
7.2 Approximate leverage score’s moving
Lemma 7.4 (Leverage score’s moving). Given any matrix A ∈ Rm×n, vectors wmid, wnew ∈ Rm+ .
The change in leverage score from wmid to wnew can be written as
∆σnewi := σ(w
new)i − σ(wmid)i
= (wnewi − wmidi ) · τ(wmid)i + wnewi ·
∫ 1
0
e>i Q(xt)(W
mid −W new)Q(xt)eidt,
where we define xt = wmid + t(wnew − wmid) for each t ∈ [0, 1].
Proof. We can rewrite σ(wnew)i − σ(wmid)i as
σ(wnew)i − σ(wmid)i = (wnewi − wmidi ) · τ(wmid)i + wnewi (τ(wnew)i − τ(wmid)i).
Then the second term is computed as
wnewi (τ(w
new)i − τ(wmid)i)
= wnewi · ((A(A>W newA)−1A>)i,i − (A(A>WmidA)−1A>)i,i)
= wnewi ·
∫ 1
0
e>i Q(xt)(W
mid −W new)Q(xt)eidt.
where the last step follows by the definition of Q(v) = A(A>V A)−1A> ∈ Rm×m.
Lemma 7.5 (Computing ∆σ˜new). Given any matrix A ∈ Rm×n, vectors wmid, wnew ∈ Rm+ , where
m = O(n). Define an approximation ∆σ˜newi to the change in leverage score to be
∆σ˜newi = (w
new
i − wmidi ) · e>i Q(vmid)ei + wnewi e>i Q(vmid)(Wmid −W new)Q(vmid)ei.
Then given the matrix Q(vmid), we can compute ∆σ˜newi for all i ∈ [m] in time O(n2).
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Algorithm 4
1: data structure MaintainLeverageScoreSimple . Theorem 7.2
2:
3: members
4: m ∈ Z+ . m = Θ(n)
5: A ∈ Rm×n
6: w ∈ Rm . Target vector
7: σ˜ ∈ Rm . The approximate leverage scores
8: ProjectionMaintain pm . Theorem B.2 or B.4
9: end members
10:
11: procedure Init(A ∈ Rm×n, w ∈ Rm+ , simp ∈ R+) . Initialization
12: A← A, m← m, w ← w
13: σ˜ ← σ(w)
14: pm.init(A,w, simp)
15: end procedure
16:
17: procedure Update(acts ∈ Vector〈Action〉) . Update estimate for a sequence of updates
18: Let A and wnew be the final matrix and vector in acts
19: wmid,∆σ˜mid ← BatchedUpdate(acts) . Let wmid,∆σ˜mid be computed as in Theorem 6.3
(Algorithm 2 and 3) with the sequence of updates in acts
20: vmid,M(vmid)−1, Q(vmid)← pm.update(wmid)
21: Compute ∆σ˜new as in Lemma 7.5
22: σ˜ ← σ˜ + ∆σ˜mid + ∆σ˜new
23: w ← wnew
24: end procedure
25:
26: procedure RefineEstimate(σ˜new ∈ Rm+ ) . Refine the estimation σ˜ to σ˜new
27: σ˜ ← σ˜new
28: end procedure
29:
30: procedure Query()
31: return σ˜
32: end procedure
33:
34: end data structure
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Proof. Since we know the matrix Q(vmid), the first term is essentially reading all the diagonal entries
of matrix Q(vmid), which can be computed for all i ∈ [m] in time O(n). For the second term, we
denote Q = Q(xt) and Q(2) the entry-wise square of Q. Then we have
wnewi e
>
i Q(W
mid −W new)Qei
= wnewi ·
∑
j∈[m]
(Qi,j)
2(wmid − wnew)j
= wnewi · e>i Q(2)(wmid − wnew).
Therefore, in order to compute the second term for all i ∈ [m], it suffices to compute the matrix-
vector product Q(2)(wmid − wnew), which takes time O(n2).
7.3 `2-error bound
Let A(T ) and A(0) be the final and initial matrix in the sequence of updates in acts, and w(0) be the
initial vector in acts. Denote ∆σmid = σA(T )(w
mid)− σA(0)(w(0)). It follows from Theorem 6.3 that
if Assumption 7.1 holds, then we have∥∥∥∆σ˜mid −∆σmid∥∥∥
2
≤ 1
n100
.
It therefore suffices to bound the `2-error ‖∆σ˜new −∆σnew‖2. For simplicity, we use A to denote
A(T ). Recall from Lemma 7.4 that
∆σnewi := σ(w
new)i − σ(wmid)i
= (wnewi − wmidi ) · τ(wmid)i + wnewi ·
∫ 1
0
e>i Q(xt)(W
mid −W new)Q(xt)eidt,
where xt = wmid + t(wnew − wmid) for each t ∈ [0, 1]. Also recall that in Lemma 7.5, our approxi-
mation ∆σ˜new is computed as
∆σ˜newi = (w
new
i − wmidi ) · e>i Q(vmid)ei + wnewi e>i Q(vmid)(Wmid −W new)Q(vmid)ei.
We use ∆1 and ∆2 to denote the two corresponding error terms
(∆1)i = (w
new
i − wmidi ) · e>i Q(vmid)ei − (wnewi − wmidi ) · τ(wmid)i
(∆2)i = w
new
i e
>
i Q(v
mid)(Wmid −W new)Q(vmid)ei − wnewi ·
∫ 1
0
e>i Q(xt)(W
mid −W new)Q(xt)eidt,
where xt = wmid + t(wnew − wmid). It follows that
‖∆σ˜new −∆σnew‖2 ≤ ‖∆1‖2 + ‖∆2‖2 .
We prove the following bound on the `2-error.
Lemma 7.6 (`2-error bound). Assume Assumption 7.1 holds and that simp ≤ 0.01, where simp is
the error parameter in Algorithm 4. Then the `2-error is upper bounded as
‖∆σ˜new −∆σnew‖2 ≤ O
(
simp + |acts| · n−0.08
) · |acts|.
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Proof. For simplicity, we assume here that wnew − wmid ≥ 0 and that wmid − vmid ≥ 0. This is
without loss of generality, since in the case where these assumptions don’t hold, we can break the
corresponding terms into positive and negative parts and bound each one of them. The lemma then
follows immeditely from the following Lemma 7.7 and 7.8.
Lemma 7.7 (‖∆1‖2). Assume Assumption 7.1 holds and that simp ≤ 0.01. Then we have the
following upper bound on ‖∆1‖2
‖∆1‖2 ≤ O(simp) · |acts|.
Proof. Recall the definition of the error term ∆1 as
(∆1)i = (w
new
i − wmidi ) · e>i Q(vmid)ei − (wnewi − wmidi ) · τ(wmid)i.
We define ys = wmid + s(vmid − wmid) for s ∈ [0, 1]. The term (∆1)i can be rewritten as
(∆1)i = (w
new
i − wmidi ) · e>i Q(vmid)ei − (wnewi − wmidi ) · τ(wmid)i
= (wnewi − wmidi ) · e>i
(∫ 1
0
Q(ys)(W
mid − V mid)Q(ys)ds
)
ei
= e>i
√
W new −WmidQ(yξ)(Wmid − V mid)Q(yξ)
√
W new −Wmidei,
for some ξ ∈ [0, 1]. It follows that
‖∆1‖22 ≤
∥∥∥∥∥
√
W new −Wmid
Yξ
P (yξ)
Wmid − V mid
Yξ
P (yξ)
√
W new −Wmid
Yξ
∥∥∥∥∥
2
F
= tr[(
√
CPBP
√
C)2],
where in the last step we define diagonal matrices B,C ∈ Rm×m as
B =
Wmid − V mid
Yξ
, C =
W new −Wmid
Yξ
,
and we use P to denote P (yξ). Then we have
tr[(
√
CPBP
√
C)2]
≤ ‖b‖2∞ · tr[C2] PBP  ‖b‖∞ · I
= O(1) ·
∥∥∥log(wmid)− log(vmid)∥∥∥2
∞
·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
≤ O(2simp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
≤ O(2simp) · |acts|2,
where the last step follows from Theorem 6.3.
Lemma 7.8 (‖∆2‖2). Assume Assumption 7.1 holds and that simp ≤ 0.01. Then we have the
following upper bound on ‖∆2‖2
‖∆2‖2 ≤ O
(
simp + |acts| · n−0.08
) · |acts|.
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Proof. Recall the definition of the error term ∆2 as
(∆2)i = w
new
i e
>
i Q(v
mid)(Wmid −W new)Q(vmid)ei − wnewi ·
∫ 1
0
e>i Q(xt)(W
mid −W new)Q(xt)eidt,
where xt = wmid + t(wnew − wmid). It follows that there exists t ∈ [0, 1] such that
(∆2)i = w
new
i e
>
i Q(v
mid)(Wmid −W new)Q(vmid)ei − wnewi e>i Q(xt)(Wmid −W new)Q(xt)ei
=
∫ 1
0
d
ds
(
e>i
√
W newQ(vt,s)(W
mid −W new)Q(vt,s)
√
W newei
)
ds,
where in the last line we define vt,s = xt + s(vmid − xt) for s ∈ [0, 1]. Therefore, in order to bound
the ‖∆2‖i, it suffices to bound the `2-norm of the derivative:
‖∆2‖2 ≤
∫ 1
0
∥∥∥∥( dds (e>i √W newQ(vt,s)(Wmid −W new)Q(vt,s)√W newei)
)m
i=1
∥∥∥∥
2
ds
≤ sup
s∈[0,1]
∥∥∥∥( dds (e>i √W newQ(vt,s)(Wmid −W new)Q(vt,s)√W newei)
)m
i=1
∥∥∥∥
2
.
Notice that
d
ds
(
e>i
√
W newQ(vt,s)(W
mid −W new)Q(vt,s)
√
W newei
)
= − 2e>i
√
W newQ(vt,s)(V
mid −Xt)Q(vt,s)(Wmid −W new)Q(vt,s)
√
W newei.
It follows that for any s ∈ [0, 1], we have∥∥∥∥( dds (e>i √W newQ(vt,s)(Wmid −W new)Q(vt,s)√W newei)
)m
i=1
∥∥∥∥2
2
≤ 4 ·
∥∥∥√W newQ(vt,s)(V mid −Xt)Q(vt,s)(Wmid −W new)Q(vt,s)√W new∥∥∥2
F
= 4 tr[
√
DPCPBPDPBPCP
√
D],
where in the last step we define diagonal matrices B,C ∈ Rm×m as
B =
Wmid −W new
Vt,s
, C =
V mid −Xt
Vt,s
, D =
W new
Vt,s
,
and we use P to denote P (vt,s). By Assumption 7.1, we have∥∥∥log(wnew)− log(wmid)∥∥∥
∞
≤ 0.01.
This together with the assumption that simp ≤ 0.01 further implies that
‖log(wnew)− log(vs,t)‖∞ ≤ 0.1.
44
Therefore, we have
tr[
√
DPCPBPDPBPCP
√
D]
≤ O(1) · tr[
√
DPCPB2PCP
√
D] PDP  O(1) · I
= O(1) · tr[BPCPDPCPB]
≤ O(1) · tr[BPC2PB] PDP  O(1) · I
≤ O(1) · ‖c‖2∞ · ‖b‖22 PC2P  ‖c‖2∞ · I
≤ O(1) ·
∥∥∥log(vmid)− log(xt)∥∥∥2∞ · ‖log(wnew)− log(w)‖22
≤ O(1) ·
(
simp +
∥∥∥log(wnew)− log(wmid)∥∥∥
∞
)2 · ‖log(wnew)− log(w)‖22 .
The lemma then follows from Theorem 6.3 which gives
∥∥log(wnew)− log(wmid)∥∥∞ ≤ |acts| · n−0.08
and
∥∥log(wnew)− log(wmid)∥∥
2
≤ 0.01|acts|.
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8 Complicated Randomized Leverage Score Maintenance
In this section, we present a complicated randomized leverage score maintenance data structure
which is used by the outer phase in our main data structure in Section 5. We again make crucial
use of the batched low-rank update procedure in Section 6.
8.1 Main result
Theorem 8.1 (Complicated leverage score maintenance). Given an initial matrix A ∈ Rm×n with
m = O(n), initial weight w ∈ Rm+ , JL dimension r > 0, discrete sampling parameter N ∈ Z+, and
error parameter comp < 0.01. There is a randomized data structure (Algorithm 5) that approxi-
mately maintains the leverage scores
σi(w) = (
√
WA(A>WA)−1A>
√
W )i,i,
for positive diagonal matrices W = diag(w) through the following operations:
1. Init(A,w, r,N, comp): takes O(nω+o(1)) time to initialize the data structure.
2. Update(acts): update the matrix A, vector w and the approximation of the leverage scores
for the sequence of updates in acts. Moreover, if acts satisfies Assumption 7.1, then the
function Update(acts) makes O(N) calls to pm.update and takes extra time O(n2 · |acts|+
Tmat(n, n, r) ·N3 · log(n)) to compute a random vector ∆σ˜ ∈ Rm with error upper bounded by
‖∆σ −E[∆σ˜]‖2 ≤
1
n100
+O
(
poly(n)/22N
)
,
and variance upper bounded by
E[‖σ(wnew)− σ(w)−∆σ˜‖22] ≤ O(N3/r) · 2comp · |acts|2.
3. RefineEstimate(σ˜new): takes O(n) time to update the approximation of σ(w) to σ˜new.
4. Query(): takes O(n) time to output the approximation σ˜ ∈ Rm maintained by the data
structure.
Proof of Theorem 8.1. We only need to prove the guarantee for the function Update(acts), as the
guarantees for other functions are straightforward. The running time upper bound for the function
Update(acts) is given in Lemma 8.7. The upper bound on the `2-error ‖∆σ −E[∆σ˜]‖2 follows
from Theorem 6.3 and the lemmas in Section 8.6. The upper bound on the variance follows from
the lemmas in Section 8.4 and 8.5.
8.2 Leverage score’s moving
Definition 8.2 (xt, zt and ys,t). Given vectors wmid, wnew ∈ Rm+ and vmid ∈ Rm+ . For all t ∈ [0, 1],
we define xt to be wmid + t(wnew − wmid).
To define zt for t ∈ [0, 1], we first define zt for all t ∈ T as in Algorithm 5. We then extend the
definition of zt to the entire interval [0, 1] by connecting consecutive points with segments.
For any s ∈ [0, 1], we define ys,t = zt + s(xt − zt).
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Algorithm 5
1: data structure MaintainLeverageScoreComplicated . Theorem 8.1
2:
3: members
4: m ∈ Z+ . m = Θ(n)
5: A ∈ Rm×n
6: σ˜ ∈ Rm . The approximate leverage scores
7: w ∈ Rm . Target vector
8: r ∈ Z+ . Dimension of JL matrices
9: N ∈ Z+, S, T ⊆ [0, 1] . Discrete sampling points
10: ProjectionMaintain pm . Theorem B.1
11: end members
12:
13: procedure Init(A ∈ Rm×n, w ∈ Rm+ , r ∈ Z+, N ∈ Z+, comp ∈ R+) . Initialization
14: A← A, m← m, w ← w, r ← r, N ← N , σ˜ ← σ(w)
15: Set S, T with size N and corresponding weights ω as in Theorem 3.10
16: pm.init(A,w, comp)
17: end procedure
18:
19: procedure Update(acts ∈ Vector〈Action〉) . Update estimate for a sequence of updates
20: Let A and wnew be the final matrix and vector in acts
21: wmid,∆σ˜mid ← BatchedUpdate(acts) . Let wmid,∆σ˜mid be computed as in
Theorem 6.3 (Algorithm 2, Algorithm 3) with the sequence of updates in acts
22: vmid,M(vmid)−1, Q(vmid)← pm.update(wmid)
23: for t in T do
24: xt = wmid + t · (wnew − wmid) . wmid = x0 = xT1 → xT2 → · · · → xT|T | = wnew
25: M(zt)−1, Q(zt), zt ← pm.update(xt) . vmid = z0 = zT1 → zT2 → · · · → zT|T | = vnew
26: Compute θ>i,tθi,t for all i ∈ [m] as in Lemma 8.8
27: for s in S do
28: ys,t ← zt + s · (xt − zt)
29: Sample independent Rαβ,s,t, Rη,s ∈ Rr×m where each entry ∼ N (0, 1/r)
30: Compute Rαβ,s,tαi,s,t, Rαβ,s,tβi,s,t, Rη,sηi,s for all i ∈ [m] as in Lemma 8.9
31: for s′ in S do
32: Sample Rγ,s,s′,t ∈ Rr×m where each entry ∼ N (0, 1/r)
33: Compute Rγ,s,s′,tγi,s,t and Rγ,s,s′,tγi,s′,t for all i ∈ [m] as in Lemma 8.9
34: end for
35: end for
36: end for
37: Compute ∆σ˜new as in Lemma 8.10
38: σ˜ ← σ˜ + ∆σ˜mid + ∆σ˜new, w ← wnew
39: end procedure
40:
41: procedure RefineEstimate(σ˜new ∈ Rm+ ) . Refine the estimation σ˜ to σ˜new
42: σ˜ ← σ˜new
43: end procedure
44:
45: procedure Query()
46: return σ˜
47: end procedure
48:
49: end data structure
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Figure 2: This figure is related to Algorithm 5.
Definition 8.3 (η, θ, α, β and γ). We define
ηi,s =
√
Z0 −X0 ·Q(ys,0) ·
√
Wmid −W new · ei
θi,t =
√
Wmid −W new ·Q(zt) ·
√
W new · ei,
αi,s,t =
√
Zt −Xt ·Q(ys,t) ·
√
W new · ei,
βi,s,t =
√
Zt −Xt ·Q(ys,t) · (Wmid −W new) ·Q(zt) ·
√
W new · ei,
γi,s,t =
√
Wmid −W new ·Q(ys,t) · (Zt −Xt) ·Q(ys,t) ·
√
W new · ei.
Here we make the simplifying assumption that (Zt − Xt) is PSD for every t ∈ [0, 1] and that
(Wmid−W new) is PSD. In the case where these might not hold, we can simply break these matrices
into positive and negative parts and bound both parts using essentially the same calculations.
Lemma 8.4 (Leverage score’s moving). The change in leverage score can be written as
σ(wnew)i − σ(wmid)i =
∫ 1
0
θ>i,tθi,tdt+ 2
∫ 1
0
∫ 1
0
α>i,s,tβi,s,tdsdt+
∫ 1
0
∫ 1
0
∫ 1
0
γ>i,s,tγi,s′,tdsds
′dt
+ τ(vmid)i · (wnewi − wmidi )−
∫ 1
0
η>i,sηi,sds. (12)
Proof. We first rewrite σ(wnew)i − σ(wmid)i into two terms
σ(wnew)i − σ(wmid)i = wnewi τ(wnew)i − wmidi τ(wmid)i
= wnewi · (τ(wnew)i − τ(wmid)i) + τ(wmid)i · (wnewi − wmidi ).
The lemma then follows immediately from the following Lemma 8.5 and 8.6.
Lemma 8.5 (First term in leverage score’s moving). For the first term in Lemma 8.4, we have
wnewi · (τ(wnew)i − τ(wmid)i) =
∫ 1
0
θ>i,tθi,tdt+ 2
∫ 1
0
∫ 1
0
α>i,s,tβi,s,tdsdt+
∫ 1
0
∫ 1
0
∫ 1
0
γ>i,s,tγi,s′,tdsds
′dt.
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Proof. We can compute τ(wnew)i − τ(wmid)i as
τ(wnew)i − τ(wmid)i
= (A(A>W newA)−1A>)i,i − (A(A>WmidA)−1A>)i,i
=
[∫ 1
0
A(A>(Wmid + t(W new −Wmid))A)−1A>(Wmid −W new)A(A>(Wmid + t(W new −Wmid))A)−1A>dt
]
i,i
=
[∫ 1
0
Q(xt)(W
mid −W new)Q(xt)dt
]
i,i
,
where the last step follows by the definition of Q(v) = A(A>V A)−1A> ∈ Rm×m and xt = wmid +
t(wnew − wmid). Now we write Q(xt)−Q(zt) in a similar way as follows:
Q(xt)−Q(zt) = A(A>XtA)−1A> −A(A>ZtA)−1A>
=
∫ 1
0
Q(ys,t) · (Zt −Xt) ·Q(ys,t)ds,
where recall the definition of ys,t = zt + s(xt − zt). Using the above expressions, we can rewrite
wnewi · (τ(wnew)i − τ(wmid)i) as follows:
wnewi · (τ(wnew)i − τ(wmid)i)
= wnewi ·
[∫ 1
0
(
Q(zt) +
∫ 1
0
Q(ys,t) · (Zt −Xt) ·Q(ys,t)ds
)
· (Wmid −W new)
·
(
Q(zt) +
∫ 1
0
Q(ys′,t) · (Zt −Xt) ·Q(ys′,t)ds′
)
dt
]
i,i
=
∫ 1
0
e>i
√
W new ·Q(zt) · (Wmid −W new) ·Q(zt) ·
√
W neweidt
+ 2
∫ 1
0
e>i
√
W new
(∫ 1
0
Q(ys,t) · (Zt −Xt) ·Q(ys,t)ds
)
(Wmid −W new)Q(zt)
√
W neweidt
+
∫ 1
0
e>i
√
W new
(∫ 1
0
Q(ys,t) · (Zt −Xt) ·Q(ys,t)ds
)
· (Wmid −W new)
·
(∫ 1
0
Q(ys′,t) · (Zt −Xt) ·Q(ys′,t)ds′
)√
W neweidt
=
∫ 1
0
θ>i,tθi,tdt+ 2
∫ 1
0
∫ 1
0
α>i,s,tβi,s,tdsdt+
∫ 1
0
∫ 1
0
∫ 1
0
γ>i,s,tγi,s′,tdsds
′dt.
Lemma 8.6 (Second term in leverage score’s moving). For the second term in Lemma 8.4, we have
τ(wmid)i · (wnewi − wmidi ) = τ(vmid)i · (wnewi − wmidi )−
∫ 1
0
η>i,sηi,sds.
Proof. We can rewrite τ(wmid)i · (wnewi − wmidi ) as
τ(wmid)i · (wnewi − wmidi ) = τ(vmid)i · (wnewi − wmidi ) + (τ(wmid)i − τ(vmid)i) · (wnewi − wmidi ).
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The second term can be computed as
(wnewi − wmidi ) · (τ(wmid)i − τ(vmid)i)
= (wnewi − wmidi ) · (τ(x0)i − τ(z0)i)
= (wnewi − wmidi ) ·
[∫ 1
0
Q(z0 + s(x0 − z0)) · (Z0 −X0) ·Q(z0 + s(x0 − z0))ds
]
i,i
= −
∫ 1
0
e>i ·
√
Wmid −W new ·Q(ys,0) · (Z0 −X0) ·Q(ys,0) ·
√
Wmid −W new · eids
= −
∫ 1
0
η>i,sηi,sds.
8.3 Running time anlaysis
Lemma 8.7 (Update time). Assume the sequence acts satisfies Assumption 7.1 and comp ≤ 0.01.
Then each call to the function Update(acts) makes O(N) calls to pm.update and takes an extra
O(n2 · |acts|+ Tmat(n, n, r) ·N3 · log(n)) time.
Proof. The number of calls to pm.update directly follows from Algorithm 5. The time to compute
∆σ˜mid is O(n2 · |acts|) by applying Theorem 6.3. The remaining part of the running time is given
by the following Lemma 8.8, 8.9 and 8.10.
Lemma 8.8 (Computing θ>θ). Assume m = O(n). Then for any t ∈ T , the time to compute
θ>i,tθi,t for all i ∈ [m] is O(n2).
Proof. Recall from Definition 8.3 that
θi,t =
√
Wmid −W new ·Q(zt) ·
√
W new · ei.
Denote Q = Q(zt) and Q(2) the entry-wise square of Q. We have
θ>i,tθi,t = w
new
i e
>
i Q(W
mid −W new)Qei
= wnewi ·
∑
j∈[m]
(Qi,j)
2(wmid − wnew)j
= wnewi · e>i Q(2)(wmid − wnew).
Therefore, in order to compute θ>i,tθi,t for all i ∈ [m], it suffices to compute the matrix-vector product
Q(2)(wmid − wnew), which takes time O(n2).
Lemma 8.9 (Computing α, β, γ, η). Assume m = O(n) and comp ≤ 0.01. For any r ≥ 0, t ∈ T ,
s, s′ ∈ S and matrices Rαβ,s,t, Rγ,s,s′,t, Rη,s ∈ Rr×m, the time to compute Rαβ,s,tαi,s,t, Rαβ,s,tβi,s,t,
Rγ,s,s′,tγi,s,t, Rγ,s,s′,tγi,s′,t, Rη,sηi,s for all i ∈ [m] (up to negligible error) is O(Tmat(n, n, r) · log(n))
using fast matrix multiplication.
Proof. We only describe how to compute Rαβ,s,tαi,s,t for all i ∈ [m] in time O(Tmat(n, n, r) · log(n))
as the rest of the calculations are similar. Notice that that computing Rαβ,s,tαi,s,t for all i ∈ [m] is
essentially computing the matrix
{Rαβ,s,tαi,s,t}i∈[m] = Rαβ,s,t
√
Zt −Xt ·A ·M(ys,t)−1 ·A> ·
√
W new.
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Assume we know the matrixM(ys,t)−1, then we can perform the computation from left to right, and
it follows that each matrix multiplication here can be done in time O(Tmat(n, n, r)). To remove the
assumption that we knowM(ys,t)−1, we pre-condition on the matrixM(zt)−1 and apply Lemma 6.1
to compute Rαβ,s,tαi,s,t for all i ∈ [m] (up to negligible error) in time O(Tmat(n, n, r) · log(n)).
Lemma 8.10 (Computing ∆σ˜new). Assume m = O(n) and comp ≤ 0.01. Define an approximation
∆σ˜newi to the change in leverage score to be
∆σ˜newi = τ(v
mid)i · (wnewi − wmidi ) +
∑
t∈T
ωtθ
>
i,tθi,t −
∑
s∈S
ωsη
>
i,sR
>
η,sRη,sηi,s
+ 2
∑
t∈T
∑
s∈S
ωtωsα
>
i,s,tR
>
αβ,s,tRαβ,s,tβi,s,t +
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tR
>
γ,s,s′,tRγ,s,s′,tγi,s′,t.
Then the time to compute ∆σ˜newi for all i ∈ [m] (up to negligible error) is O(Tmat(n, n, r)·N3·log(n)).
Proof. Since we know τ(vmid)i = Q(vmid)i,i and wnewi − wmidi , we can compute the first term for
all i ∈ [m] in O(n) time. By Lemma 8.8, the time to compute the second term for all i ∈ [m] is
O(n2 ·N). It follows from Lemma 8.9 that the time to compute the rest of the terms for all i ∈ [m]
is O(Tmat(n, n, r) ·N3 · log(n)).
8.4 Upper bounding η, α, β and γ
From the computation in Section 8.5, the variance of the three terms where we applied JL matrices
are bounded by
∑
i ‖ηi‖42,
∑
i ‖αi‖22 ‖βi‖22 and
∑
i ‖γi‖42. Our bounds for these terms are summarized
in Table 6.
Quantity Bound Lemma∑m
i=1 ‖ηi‖42 2comp ·
∥∥log(wnew)− log(wmid)∥∥2
2
Lemma 8.11∑m
i=1 ‖αi‖22‖βi‖22 2comp ·
∥∥log(wnew)− log(wmid)∥∥2
2
Lemma 8.12∑m
i=1 ‖γi‖42 4comp ·
∥∥log(wnew)− log(wmid)∥∥2
2
Lemma 8.13
Table 6: Upper bounds for
∑
i ‖ηi‖42,
∑
i ‖αi‖22 ‖βi‖22 and
∑
i ‖γi‖42, where η, α, β and γ are defined
in Definition 8.3.
8.4.1 Upper bounding
∑m
i=1 ‖ηi‖42
Lemma 8.11. Assume comp ≤ 0.01, where comp is the error parameter in Algorithm 5. Then for
any s ∈ S, we have
m∑
i=1
‖ηi,s‖42 = O(2comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
Proof. We recall the definition of vector ηi,s ∈ Rm from Definition 8.3 as follows:
ηi,s =
√
Z0 −X0 ·Q(ys,0) ·
√
Wmid −W new · ei,
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where ys,t = zt + s(xt − zt) and Ys,t = Zt + s(Xt − Zt). Recall from Definition 3.2 that P (v) =
V 1/2A(A>V A)−1A>V 1/2 = V 1/2 ·Q(v) · V 1/2. We can rewrite ηi,s as
ηi,s =
√
Z0 −X0√
Ys,0
P (ys,0)
√
Wmid −W new√
Ys,0
ei.
Therefore, we have
m∑
i=1
‖ηi,s‖42
=
m∑
i=1
(
e>i
√
Wmid −W new√
Ys,0
P (ys,0)
√
Z0 −X0√
Ys,0
·
√
Z0 −X0√
Ys,0
P (ys,0)
√
Wmid −W new√
Ys,0
ei
)2
≤
∥∥∥∥∥
√
Wmid −W new√
Ys,0
P (ys,0)
Z0 −X0
Ys,0
P (ys,0)
√
Wmid −W new√
Ys,0
∥∥∥∥∥
2
F
= tr
[√
Wmid −W new√
Ys,0
P (ys,0)
Z0 −X0
Ys,0
P (ys,0)
√
Wmid −W new√
Ys,0
·
√
Wmid −W new√
Ys,0
P (ys,0)
Z0 −X0
Ys,0
P (ys,0)
√
Wmid −W new√
Ys,0
]
= tr[(
√
BPCP
√
B)2],
where in the last step we define diagonal matrices B,C ∈ Rm×m as
B =
Wmid −W new
Ys,0
, C =
Z0 −X0
Ys,0
,
and for simplicity, we use P to denote the projection matrix P (ys,0). Since comp ≤ 0.01, it follows
that
‖log(ys,0)− log(x0)‖∞ ≤ 0.01.
It follows that
tr[(
√
BPCP
√
B)2]
≤ ‖c‖2∞ · tr[B2] P · C · P  ‖c‖∞ · I
= ‖c‖2∞ · ‖b‖22
= O(1) · ‖log(z0)− log(x0)‖2∞ ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
= O(2comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
8.4.2 Upper bounding
∑m
i=1 ‖αi‖22‖βi‖22
Lemma 8.12. Assume comp ≤ 0.01 and
∥∥log(wnew)− log(wmid)∥∥∞ ≤ 0.01. Then we have
m∑
i=1
‖αi,s,t‖22‖βi,s,t‖22 = O(2comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
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Proof. We recall the definition of vector αi,s,t ∈ Rm and βi,s,t ∈ Rm from Definition 8.3 as follows:
αi,s,t =
√
Zt −Xt ·Q(ys,t) ·
√
W new · ei,
βi,s,t =
√
Zt −Xt ·Q(ys,t) · (Wmid −W new) ·Q(zt) ·
√
W new · ei,
where recall that ys,t = zt + s(xt − zt) and Ys,t = Zt + s(Xt − Zt). Recall from Definition 3.2 that
P (v) = V 1/2A(A>V A)−1A>V 1/2 = V 1/2 ·Q(v) · V 1/2. We therefore can rewrite αi,s,t and βi,s,t as
αi,s,t =
√
Zt −Xt√
Ys,t
P (ys,t)
√
W new√
Ys,t
ei,
βi,s,t =
√
Zt −Xt√
Ys,t
P (ys,t)
Wmid −W new√
ZtYs,t
P (zt)
√
W new√
Zt
ei.
Our assumptions comp ≤ 0.01 and
∥∥log(wnew)− log(wmid)∥∥∞ ≤ 0.01 imply that
‖log(ys,t)− log(wnew)‖∞ ≤ 0.1 and ‖log(zt)− log(wnew)‖∞ ≤ 0.1.
Therefore we can upper bound αi,s,t as
max
i,s,t
‖αi,s,t‖22 = max
i,s,t
∥∥∥∥∥
√
Zt −Xt√
Ys,t
P (ys,t)
√
W new√
Ys,t
ei
∥∥∥∥∥
2
2
≤ max
i,s,t
∥∥y−1s,t (zt − xt)∥∥∞ ·
∥∥∥∥∥
√
W new√
Ys,t
ei
∥∥∥∥∥
2
2
= O(comp).
For βi,s,t, we have
m∑
i=1
‖βi,s,t‖22
=
m∑
i=1
e>i
√
W new√
Zt
P (zt)
Wmid −W new√
ZtYs,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new√
ZtYs,t
P (zt)
√
W new√
Zt
ei
= tr
[√
W new√
Zt
P (zt)
Wmid −W new√
ZtYs,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new√
ZtYs,t
P (zt)
√
W new√
Zt
]
= tr[
√
DP (zt)BP (ys,t)CP (ys,t)BP (zt)
√
D],
where in the last step we define diagonal matrices
B =
Wmid −W new√
ZtYs,t
, C =
Zt −Xt
Ys,t
, D =
W new
Zt
.
Thus, we have
tr[
√
DP (zt)BP (ys,t)CP (ys,t)BP (zt)
√
D]
≤ ‖c‖∞ · tr[
√
DP (zt)B
2P (zt)
√
D] P (ys,t) · C · P (ys,t)  ‖c‖∞ · I
= ‖c‖∞ · tr[BP (zt)DP (zt)B]
= O(1) · ‖c‖∞ · tr[B2] P (zt) ·D · P (zt)  O(1) · I
= O(1) · ‖c‖∞ · ‖b‖22
= O(comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
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8.4.3 Upper bounding
∑m
i=1 ‖γi‖42
Lemma 8.13. Assume comp ≤ 0.01 and
∥∥log(wnew)− log(wmid)∥∥∞ ≤ 0.01. Then for any s ∈ S
and t ∈ T , we have
m∑
i=1
‖γi,s,t‖42 = O(4comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
Proof. We recall the definition of vector γi,s,t ∈ Rm from Definition 8.3 as follows:
γi,s,t =
√
Wmid −W new ·Q(ys,t) · (Zt −Xt) ·Q(ys,t) ·
√
W new · ei,
where recall that ys,t = (zt + s(xt − zt)) and Ys,t = (Zt + s(Xt − Zt)). Recall from Definition 3.2
that P (v) = V 1/2A(A>V A)−1A>V 1/2 = V 1/2 ·Q(v) · V 1/2. We therefore can rewrite γi,s,t as
γi,s,t =
√
Wmid −W new√
Ys,t
· P (ys,t) · Zt −Xt
Ys,t
· P (ys,t) ·
√
W new√
Ys,t
· ei.
It follows that
m∑
i=1
‖γi,s,t‖42
=
m∑
i=1
(
e>i
√
W new√
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
√
W new√
Ys,t
ei
)2
≤
∥∥∥∥∥
√
W new√
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
√
W new√
Ys,t
∥∥∥∥∥
2
F
= tr
[√
W new√
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
√
W new√
Ys,t
·
√
W new√
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
Wmid −W new
Ys,t
P (ys,t)
Zt −Xt
Ys,t
P (ys,t)
√
W new√
Ys,t
]
= tr[(
√
DPCPBPCP
√
D)2].
where in the last step we define diagonal matrices B,C,D ∈ Rm×m,
B =
Wmid −W new
Ys,t
, C =
Zt −Xt
Ys,t
, D =
W new
Ys,t
.
and for simplicity, we use P to denote P (ys,t). By our assumptions that simp ≤ 0.01 and∥∥∥log(wnew)− log(wmid)∥∥∥
∞
≤ 0.01,
we have
‖log(ys,t)− log(wnew)‖∞ ≤ 0.1.
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Therefore we have
tr[(
√
DPCPBPCP
√
D)2]
= tr[(
√
BPCPDPCP
√
B)2]
≤ O(1) · tr[(
√
BPC2P
√
B)2] P ·D · P  O(1) · I
≤ O(1) · ‖c‖4∞ · tr[B2] P · C2 · P  ‖c‖2∞ · I
= O(1) · ‖c‖4∞ · ‖b‖22
= O(4comp) ·
∥∥∥log(wnew)− log(wmid)∥∥∥2
2
.
8.5 Variance upper bound for random Gaussian matrices
Notation Statement Quantity Upper bound
η>η Lemma 8.15 Var[
∑
η>η −∑ η>R>Rη] O(1/r) ·∑ ‖ηi,s‖42
α>β Lemma 8.16 Var[
∑
α>β −∑β>R>Rα] O(1/r) ·∑ ‖βi,s,t‖22‖αi,s,t‖22
γ>γ Lemma 8.17 Var[
∑
γ>γ −∑ γ>R>Rγ] O(1/r) ·∑ ‖γi,s,t‖42
Table 7: Variance upper bounds for η>η, α>β and γ>γ, where η, α, β and γ are defined in
Definition 8.3.
Our variance bounds for the terms where we applied JL matrices are summarized in Table 7.
These results are consequences of the following Lemma 8.14.
8.5.1 A variance bound for random Gaussian matrices
Lemma 8.14 (JL variance bound). Given vectors x, y ∈ Rm. Let R ∈ Rr×m be a random Gaussian
matrix with Ri,j ∼ N (0, 1/r). Then we have
E
R
[x>R>Ry] = x>y, Var
R
[x>R>Ry] ≤ 3
r
· ‖x‖22 ‖y‖22 .
Proof. Since E[R>R] = I, we have
E
R
[x>R>Ry] = x>y.
Next we prove the bound on the variance. We use Ri for each i ∈ [r] to denote the column vector
that corresponds to the ith row of R. We have
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Var
R
[x>R>Ry] = Var
R
∑
i∈[r]
x>RiR>i y

= rVar
R1
[
x>R1R>1 y
]
≤ r E
R1
[(x>R1R>1 y)
2]
≤ r
(
E
R1
[(x>R1)4]
)1/2
·
(
E
R1
[(y>R1)4]
)1/2
≤ 3
r
· ‖x‖22 ‖y‖22 ,
where the last inequality is because x>R1 is a Gaussian random variable with variance ‖x‖22 /r.
8.5.2 Variance bound for η>η, α>β and γ>γ
The lemmas below all follow immediately from Lemma 8.14.
Lemma 8.15 (Variance bound for η>η). Let σi,dis and σi,jl be defined as follows
σi,dis =
∑
s∈S
ωsη
>
i,sηi,s, σi,jl =
∑
s∈S
ωsη
>
i,sR
>
η,sRη,sηi,s.
where Rη,s ∈ Rr×m for s ∈ S are independent random Gaussian matrices with (Rη,s)i,j ∼ N (0, 1/r).
Then, we have
E
R
[σi,jl] = σi,dis, Var
R
[σi,jl] ≤ 3
r
·
∑
s∈S
ω2s‖ηi,s‖42.
Lemma 8.16 (Variance bound for α>β). Let σi,dis and σi,jl be defined as follows
σi,dis =
∑
t∈T
∑
s∈S
ωtωsβ
>
i,s,tαi,s,t, σi,jl =
∑
t∈T
∑
s∈S
ωtωsβ
>
i,s,tR
>
αβ,s,tRαβ,s,tαi,s,t.
where Rαβ,s,t ∈ Rr×m for s ∈ S, t ∈ T are independent random Gaussian matrices with (Rαβ,s,t)i,j ∼
N (0, 1/r). Then, we have
E
R
[σi,jl] = σi,dis, Var
R
[σi,jl] ≤ 3
r
∑
t∈T
∑
s∈S
ω2t ω
2
s‖βi,s,t‖22‖αi,s,t‖22.
Lemma 8.17 (Variance bound for γ>γ). Let σi,dis and σi,jl be defined as follows
σi,dis =
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tγi,s′,t, σi,jl =
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tR
>
γ,s,s′,tRγ,s,s′,tγi,s′,t.
where Rγ,s,s′,t ∈ Rr×m are independent random Gaussian matrices with (Rγ,s,s′,t)i,j ∼ N (0, 1/r).
Then, we have
E
R
[σi,jl] = σi,dis, Var
R
[σi,jl] ≤ 3
r
∑
t∈T
∑
s∈S
∑
s′∈S
ω2t ω
2
sω
2
s′‖γi,s,t‖42.
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Notation Statement Quantity Upper bound
η>η Lemma 8.18 | ∫ η>η −∑ η>η| O(poly(n)/22N )
θ>θ Lemma 8.20 | ∫ θ>θ −∑ θ>θ| O(poly(n)/22N )
α>β Lemma 8.21 | ∫ α>β −∑α>β| O(poly(n)/22N )
γ>γ Lemma 8.22 | ∫ γ>γ −∑ γ>γ| O(poly(n)/22N )
Table 8: Error upper bounds for discrete sampling. Here, η, α, β and γ are defined as in Defini-
tion 8.3.
8.6 Error upper bound for discrete sampling
Our error upper bounds for approximating integral by discrete sampling are summarized in Table 8.
We only prove Lemma 8.18 in the following. The rest of the lemmas follows from similar arguments.
Lemma 8.18 (Error upper bound for η>η). Assume comp ≤ 0.01. Let σi,cts and σi,dis be defined
as follows
σi,cts =
∫ 1
0
η>i,sηi,sds, σi,dis =
∑
s∈S
ωsη
>
i,sηi,s,
where |S| = N . Then we have
|σi,dis − σi,cts| ≤ O
(
poly(n)/22N
)
.
Proof. Define function f : [0, 1]→ R to be f(s) = η>i,sηi,s. Applying Theorem 3.9 with N = |S|, the
error is bounded as
|σi,dis − σi,cts| ≤ M2N
(2N)! · 22N ,
where
M2N = max
s∈[0,1]
∂(2N)f
∂s(2N)
(s).
In order to bound M2N , we need the following Cauchy’s estimates.
Theorem 8.19 (Cauchy’s Estimates). Suppose f is holomorphic on a neighborhood of the ball
B = {z ∈ C : |z − z0| ≤ r}, then we have that
|f (k)(z0)| ≤ k!
rk
· sup
z∈B
|f(z)|.
Since f(x) is a rational polynomial, we can extend the definition of f(s) to the complex plane and
the resulting function, which we also denote as f(s). Since ‖log(z0)− log(x0)‖∞ ≤ comp ≤ 0.01,
M(ys,0) is invertible for |s| ≤ 1. Hence f is holomorphic on the unit ball on the complex plane
around 0. Applying Theorem 8.19 with r = 1, we have that
M2N ≤ (2N)! · poly(n).
Therefore, the error is bounded as
|σi,dis − σi,cts| ≤ poly(n)
22N
,
which finishes the proof of the lemma.
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Lemma 8.20 (Error upper bound for θ>θ). Assume comp ≤ 0.01. Let σi,cts and σi,dis be defined
as follows
σi,cts =
∫ 1
0
θ>i,tθi,tdt, σi,dis =
∑
t∈T
ωtθ
>
i,tθi,t,
where |T | = N . Then we have
|σi,dis − σi,cts| ≤ O
(
poly(n)/22N
)
.
Lemma 8.21 (Error upper bound for α>β). Assume comp ≤ 0.01. Let σi,cts and σi,dis be defined
as follows
σi,cts =
∫ 1
0
∫ 1
0
β>i,s,tαi,s,tdsdt, σi,dis =
∑
t∈T
∑
s∈S
ωtωsβ
>
i,s,tαi,s,t,
where |S| = |T | = N . Then we have
|σi,dis − σi,cts| ≤ O
(
poly(n)/22N
)
.
Lemma 8.22 (Error upper bound for γ>γ). Assume comp ≤ 0.01. Let σi,cts and σi,dis be defined
as follows
σi,cts =
∫ 1
0
∫ 1
0
∫ 1
0
γ>i,s,tγi,s′,tdsds
′dt
σi,dis =
∑
t∈T
∑
s∈S
∑
s′∈S
ωtωsωs′γ
>
i,s,tγi,s′,t,
where |S| = |T | = N . Then we have
|σi,dis − σi,cts| ≤ O
(
poly(n)/22N
)
.
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Appendix
A Perturbed Volumetric Center Cutting Plane Method
In this section we present an overview of Vaidya’s cutting plane method [Vai89a] and illustrate
how our leverage score maintenance data structure in Section 5 implies a faster implementation in
O(n SO log(κ) + n3 log(κ)) time. Formally, we prove the following Theorem 4.1 from Section 4.
Theorem 4.1. Given a separation oracle for a convex set K ⊂ Rn that is contained in a box of
radius R and a parameter  > 0, there is a cutting plane method that either computes a point in K
or proves that K does not contain a ball of radius  in O((n SO +n3) log(κ)) time, where SO is the
complexity of the separation oracle and κ = nR/.
Our cutting plane method essentially replaces the leverage scores σ in Vaidya’s method by
estimates σ˜ from our leverage score maintenance data structure in Section 5, which satisfies that
‖σ˜ − σ‖2 ≤ 1/ logO(1)(n). To justify the validility of such a replacement, we first give an overview
of Vaidya’s method.
Feasible region Vaidya’s algorithm maintains a polytope P (k) = {x ∈ Rn : A(k)x ≥ b(k)} ⊂ Rn
with m(k) = O(n) constraints as the feasible region.
Volmetric barrier function and volumetric center Vaidya’s algorithm maintains an approx-
imate minimizer z(k) ∈ Rn, known as the volumetric center, of the volumetric barrier function:
z(k) ≈ arg min
x∈P (k)
F (k)(x) with F (k)(x) :=
1
2
log(det(A(k)>(S(k)x )
−2A(k)))
where s(k)x = A(k)x− b(k) ∈ Rm(k) is the slack and S(k)x ∈ Rm(k)×m(k) is the diagonal matrix for s(k)x .
Here z(k) ∈ Rn serves as the query point to the separation oracle.
Leverage score Each constraint i of P (k) is associated with a leverage score
σi(z) =
(
(S(k)x )
−1A(k)(A(k)>(S(k)x )
−2A(k))−1A(k)>(S(k)x )
−1
)
i,i
, ∀i ∈ [m(k)]
which measures its relative importance (see preliminary for the definition). It is well-known that
0 ≤ σi(z) ≤ 1, ∀i ∈ [m(k)] and
∑m(k)
i=1 σi(z) = n. We denote by σ and Σ the vector and diagonal
matrix of leverage scores respectively.
Updating P (k) according to leverage scores P (k) can be updated in two different ways.
Parameters are chosen such that F (z)−minz∈Rn F (z) does not increased more than a multiplicative
constant.
• Whenever the leverage score σi(z) is smaller than some universal constant c1, constraint i is
dropped and z is updated by the Newton method below. As
∑
i σi(z) = n, this implies that
the number of constraints is ≤
∑
i σi
c1
= nc1 = O(n).
• Otherwise, the separation oracle is queried at the volumetric center z(k) and returns a new
separating hyperplane a>k x ≥ bk. However, P (k+1) is not the intersection of P (k) and a>k x ≥ bk.
Instead, a>k x ≥ b′k is added for some b′k ≤ bk so that the leverage score of a>k x ≥ b′k is
0.5(δc1)
1/2, where δ ≥ 103c1 is another small universal constant.
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Updating z(k) via Newton-type method Upon adding or removing a constraint the volumetric
center z(k) ∈ Rn must be recomputed. As z(k) should minimize F (k)(x), we iteratively update z(k)
via a Newton-type step:
znew ← z − 1
10
Q(z)−1∇F (z)
where Q(z) := A>S−1z ΣS−1z A ∈ Rn×n can be shown to be a constant spectral approximation to the
Hessian ∇2F (z) ∈ Rn×n. One can calculate ∇F (z) = A>S−1z σ ∈ Rn.
We perform this Newton step iteratively until znew is a good approximate minimizer of F (k)(x),
i.e. F (z) − minz∈Rn F (z) ≤ c2 for some small universal constant c2. Theorem 1 in full version of
[Vai89a] states that
F (znew)− min
z∈Rn
F (z) ≤ (1− 1
100
)(F (z)− min
z∈Rn
F (z))
Since the decrease is multiplicative, this can be accomplished in only O(1) many iterations.
Performance guarantee of Vaidya’s method
Number of iterations required
Vaidya showed that after T iterations, the volume of P (k) decreases by a factor of cT−O(n log(n))
for some constant c, i.e.
vol(P (k)) ≤ cT−O(n log(n))vol(P (0)) = cT−O(n log(n))Rn.
Therefore in T = O(n log(nR/)) iterations, we have vol(P (k)) ≤ O(n) showing that P (k) does not
contain a ball of radius  and hence solving the feasibility problem.
Running time per iteration
As
∑
i σi(z) = n and the leverage scores are maintained so that σi ≥ c1 always holds, the number
of constraints is ≤
∑
i σi
c1
= nc1 = O(n). Thus all vectors and matrices above have dimension O(n)
and O(n) × O(n). Moreover, recall that only O(1) steps of Newton method are needed within a
iteartion of cutting plane.
Therefore in one iteration, the running time of Vaidya is O(n2) plus the time to compute σ and to
solve a linear system in Q(z)−1 (from the Newton step), which naively requires O(nω) time. In the
rest of this section we explain speed up these two bottlenecks using our leverage score maintenance
data structure.
A.1 Our faster implementation via leverage score maintenance
We provide a faster implementation of Vaidya’s method via our leverage score maintenance data
structure, which efficiently updates leverage scores. Specifically, We design a data structure which,
upon updates to the volumetric center z, maintains an estimate σ˜ of the leverage scores σ in
amortized O(n2) time (Theorem 5.1). Our error guarantee satisfies
‖σ˜ − σ‖2 ≤ 1/ logO(1)(n).
To apply our data structure, we plug in W = S−2z as the weight in Theorem 5.1. To establish
the validity of our method, we show that conditions (1) and (2) required for our data structure
are satisfied for sufficiently small parameters c1, δ, c2. We then prove that Vaidya’s performance
guarantee is preserved in the presence of a small perturbation to the leverage score.
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Lemma A.1 (Condition 1 of data structure (Theorem 5.1)). For any constraint a>x ≥ b added or
removed, let s = a>z − b be its slack. We have
1
s2
aa>  0.01A>S−2z A.
Proof. Let H(z) = A>S−2z A. Our goal is to show
1
s2
aa>  0.01H(z).
Recall that a constraint is removed when its leverage score is smaller than c1 and added so that
its leverage score is (δc1)1/2. In Vaidya’s analysis, the only requirement on c1 and δ is that c1, δ are
sufficiently small constants and δ ≥ 103c1. Hence in either case, we can make the leverage score of
a>x ≥ b smaller than 0.01 by choosing c1 and δ small enough, i.e. the leverage score of a>x ≥ b
satisfies
1
s2
· a>H(z)−1a ≤ 0.01.
Since H(z) is PSD and the square root of a PSD matrix exists,
1
s2
· a>H(z)−1a = 1
s2
· (H(z)−1/2a)>(H(z)−1/2a) ≤ 0.01.
Note that the spectral norm of (H(z)−1/2a)(H(z)−1/2a)> is (H(z)−1/2a)>(H(z)−1/2a). Thus
1
s2
H(z)−1/2a>aH(z)−1/2 =
1
s2
(H(z)−1/2a)(H(z)−1/2a)>  0.01I.
Multiplying by H(z)1/2 on the both sides of the above equation, we have
1
s2
a>a  0.01 ·H(z),
thus we complete the proof.
Lemma A.2 (Condition 2 of data structure (Theorem 5.1)). Whenever the volumetric center z ∈ Rn
is updated to znew ∈ Rn, we have
‖log(sznew)− log(sz)‖2 ≤ 0.01.
Proof. First, we note that it suffices to show that∥∥∥∥sznew − szsz
∥∥∥∥
2
≤ 0.00001.
Indeed, this implies that
(1− 0.00001)sznew ≤ sz ≤ (1 + 0.00001)sznew .
Thus each coordinate of log(sznew)− log(sz) is bounded by log(1± 0.00001).
Now using log2(1 + t) ≤ 2t2 for |t| ≤ 0.01, we have
‖log(sznew)− log(sz)‖2 ≤ 2
∥∥∥∥sznew − szsz
∥∥∥∥
2
≤ 0.01.
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It then remains to prove
∥∥∥ sznew−szsz ∥∥∥2 ≤ 0.00001.
In Vaidya’s work [Vai89a], they showed that
(z − znew)>Q(z)(z − znew) = O(F (z)− min
z∈Rn
F (z))
= O(δ(δc1)
1/4)
= O(δ5/4c
1/4
1 ).
Recall that leverage scores are at least c1, and Q(z) = A>S−1z Σ˜S−1z A is PSD. Thus
(znew − z)>Q(z)(znew − z) ≥ c1(znew − z)>(A>S−2z A)(znew − z).
Moreover, note that A(znew − z) = sznew − sz so
(znew − z)>(A>S−2z A)(znew − z) =
∥∥∥∥sznew − szsz
∥∥∥∥2
2
.
Combining all, we obtain ∥∥∥∥sznew − szsz
∥∥∥∥2
2
= O(δ5/4/c
3/4
1 ).
Having established the conditions of our data structure which maintains perturbed leverage
scores, we argue that Vaidya’s method tolerates small additive perturbations o(1) in the leverage
scores3. Note that in the presence of such perturbations, both the procedure for updating P (k) and
the Newton step are affected.
Lemma A.3 (Newton step). Assume the leverage scores σ are replaced by estimate σ˜, where ‖σ˜ −
σ‖2 ≤ 1/ logO(1)(n) in Vaidya’s method. Then Newton step still requires only O(1) many iterations
so that F (z)−minz∈Rn F (z) ≤ c2 for some small constant c2.
Proof. For the Newton step, let Σ˜ be the diagonal matrix of σ˜. Vaidya’s Newton step is modified
as
znew ← z − 1
10
(A>S−1z Σ˜S
−1
z A)
−1A>S−1z σ˜
As only Σ and σ are changed, this amounts to a small difference in the convergence rate, i.e.
F (znew)− min
z∈Rn
F (z) ≤ (1− 1
101
)(F (z)− min
z∈Rn
F (z)) +O(‖σ˜ − σ‖22).
Recall that our goal is F (z) −minz∈Rn F (z) ≤ c2 for a small universal constant c2. Therefore our
modified Newton step still requires only O(1) many iterations as long as ‖σ˜ − σ‖22 = o(1).
Lemma A.4 (Convergence rate). Assume the leverage scores σ are replaced by estimate σ˜, where
‖σ˜ − σ‖2 ≤ 1/ logO(1)(n) in Vaidya’s method.
Then Vaidya’s convergence guarantee still holds: after T iterations, the volume of P (k) decreases
by a factor of cT−O(n log(n)) for some constant c, i.e.
vol(P (k)) ≤ cT−O(n log(n))vol(P (0)) = cT−O(n log(n))Rn.
3In fact, Vaidya’s method would survive even if the perturbation is a sufficiently small constant.
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Proof. The proof of Vaidya’s convergence lemma essentially depends on the fact that leverage scores
are at least c1 and at most 0.5(δc1)1/2.
Note that P (k) is updated by dropping constraint i if σi(z) ≥ c1, or adding constraint i s.t.
σi(z) = 0.5(δc1)
1/2. The purpose of the constraint adding and dropping is to make sure the leverage
score of all constraints are Θ(1). Hence, we can use any constant approximation to leverage score.
In particular, an additive o(1) pertubation in the leverage score can be absorbed by scaling c1, δ
slightly.
Now we are ready to bound the running time of our modification of Vaidya’s cutting plane
method and complete the proof of Theorem 4.1.
Proof of Theorem 4.1. By Lemma A.4, in T = O(n log(nR/)) = O(n log(κ)) iterations, we have
vol(P (k)) ≤ O(n) showing that P (k) does not contain a ball of radius . Thus the number of calls
to the separation oracle is O(n log(κ)). We next analyze the runtime per iteration.
By Lemma A.3, we still only need O(1) Newton steps. Thus, as argued at the end of last
subsection, the per-iteration running time is O(n2) plus the time to compute σ and to solve a linear
system in Q(z)−1. We argue that both of these two tasks can be accomplished in amortized O(n2)
time.
For σ, we instead use its estimate σ˜ output by our leverage score maintenance data structure
(Theorem 5.1). By Lemmas A.1 and A.2, the conditions of the data structure are satisfied. Hence
we can update σ˜ in amortized O(n2) time.
Solving a linear system in Q(z)−1, as pointed out in Theorem 31 of LSW [LSW15], can be done
by inverse maintenance. Using the inverse maintenance procedure in [CLS19], this can also be done
in amortized O(n2) time (see Theorem B.4).
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B Modified Projection Maintenance
Theorem B.1 ([CLS19, Appendix]). Let tk = Tmat(m,m, k) denote the time to multiply a m×m
and a m× k matrix. Given a matrix A ∈ Rm×n with m ≥ n, and k∗ ∈ [m], there is a deterministic
data structure that approximately maintains the projection matrices
√
WA(A>WA)−1A>
√
W and
the inverse matrices (A>WA)−1 for positive diagonal matrices W through the following operations:
• Initialize(A,w, ): Initialize the data structure of the matrix A, the weight w and the target
accuracy  ∈ (0, 1/4) in mω+o(1) time.
• Update(w): Output a vector v ∈ Rm along with (A>V A)−1 and √V A(A>V A)−1A>√V such
that for all i,
(1− )vi ≤ wi ≤ (1 + )vi.
• Insert(a,wa): Insert a column a into A, a weight wa into w in O(m2) time.
• Delete(a,wa): Delete a column a from A and its corresponding weight wa from w in O(m2)
time.
Suppose that the number of columns is O(m) during the whole algorithm and that for any call of
Update, we have
m∑
i=1
(
logwi − logw(old)i
)2 ≤ C2
where w is the input of call, w(old) is the weight before the call. Then, the amortized expected time
per call of Update(w) is
O
tk∗ + (C/) ·
(
t2k∗
k∗
+
m∑
i=k∗
t2i
i2
)1/2
· logm

We will use this theorem with difference algorithms for rectangular matrix multiplication. Recall
that it takes O(m2 log2m) time to multiply an m ×m and an m ×m0.17 matrix. By splitting the
matrix into blocks (See e.g. [CLS19, Lemma A.5]), one can check it takes
tk := O(m
2 log2m+ k
ω−2
1−αm2−
α(ω−2)
1−α log2m)
time to multiply a m×m and a m× k matrix with α = 0.17. Using this and putting k∗ = mα, we
have (
t2k∗
k∗
+
m∑
i=k∗
t2i
i2
)1/2
≤ m
2 log2m
mα/2
+m2−
α(ω−2)
1−α log2m
(
m∑
i=k∗
i2
ω−2
1−α
i2
)1/2
= m2−α/2 log2m+m2−
α(ω−2)
1−α log2m ·O(m−α2 (1−2ω−21−α ))
= O(m2−α/2 log2m)
Hence, applying Theorem B.1 with k∗ = m0.17, we have the following Theorem
Theorem B.2. There is a variant of the data structure in Theorem B.1 where the amortized time
per call of Update(w) is
O(m2 log2m+ Cm2−1m−0.085).
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Unfortunately, this version still have extra logO(1)m terms in the runtime. To get the m2 time,
we use the following lemma:
Lemma B.3. For any c > 0, it takes
O
(
m2 +
m2r0.4
logcm
)
time to multiply m× r and r ×m matrices.
Proof. If r > m
0.38
0.39 , we simply multiply it using am2.38 time square matrix multiplication algorithm.
This is faster than m2r0.39 ≤ O(m2r0.4logcm ). If r < log2cm, we simply use (3) in Theorem 3.8 which
takes O(m2) time. Hence, we can assume log2cm < r < m
0.38
0.39 .
Let k = r
logc/0.4m
. We can view the problem as multiplying a mk × rk and a rk × mk block matrices
and each block has size k × k size.
Note that
m
k
=
m logc/0.4m
r
= mΩ(1) and
r
k
= logO(1)m.
Hence, (3) in Theorem 3.8 shows that the total cost is O((mk )
2) many block matrix multiplication
and each takes O(k2.4) time. Therefore, the total cost is
O
((m
k
)2 × k2.4) = O(m2k0.4) = O(m2r0.4
logcm
)
.
Now, applying Theorem B.1 with k∗ = logO(1)m, we have
Theorem B.4. For any c > 0, there is a variant of the data structure in Theorem B.1 with the
amortized time per call of Update(w) is
O
(
m2 +
Cm2
 logcm
)
.
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C Cutting Plane Method for Convex Minimization and Saddle Point
Problems
We show in this section that cutting plane methods can be applied to not only convex minimization,
but also the more general problem of computing a saddle point in a convex-concave game with
essentially the same guarantee.
C.1 Notations and definitions
For a convex set X ⊆ Rn, the interior of X , denoted as int(X ), is the subset of points in X
that has a small neighborhood fully contained inside X . We denote by vol(X ) the volume of X .
For any vector x and r > 0, we use B(x, r) to denote the `2 ball of radius r centered at x, i.e.
B∞(x, r) = {y : ‖x−y‖2 ≤ r}. Similarly, B∞(x, r) = {y : ‖x−y‖∞ ≤ r}. For any set K, we denote
B(K,−) to denote the set {x : B(x, ) ⊂ K}.
C.2 Convex minimization
Using a standard reduction of convex minimization to the feasiblity problem ([Nem94] and Theorem
42 of [LSW15]), we can minimize a convex function with O(n log κ) subgradient oracle calls and
O(n3 log κ) time. This improves over the previous best of O(n3 logO(1) κ) [LSW15]. Since κ can be
exponential in certain applications, this allows us to obtain significantly faster algorithms (see e.g.
subsection D.3).
Theorem C.1. Let f be a convex function on Rn and S be a convex set that contains a minimizer
of f . Suppose we have a subgradient oracle for f with cost T and S ⊂ B∞(0, R). Using B∞(0, R)
as the initial polytope for our Cutting Plane Method, for any 0 < α < 1, we can compute x ∈ S
such that f(x)−miny∈S f(y) ≤ α (maxy∈S f(y)−miny∈S f(y)) , with high probability in n and with
a running time of
O(T · n log(κ) + n3 log(κ)),
where κ = nγ/α and γ = R/minwidth(S). Here the minwidth of S is defined by
minwidth(S) := min
a∈Rn:‖a‖2=1
(
max
y∈S
a>y −min
y∈S
a>y
)
.
C.3 Convex-concave games
In this subsection we show that a similar guarantee holds for solving convex-concave games. Much
of the materials in this section are modified from [Nem95, Lecture 5]. For completeness, we will
explain both the standard theory and the various changes needed for our promised runtime.
In the convex-concave game, we are asked to solve
min
x∈X
max
y∈Y
f(x, y),
where X ∈ Rn,Y ∈ Rm are convex sets and f(x, y) : X × Y → R is a continuous function that is
convex in x ∈ X and concave in y ∈ Y. Von Neumann’s minimax theorem states that
min
x∈X
max
y∈Y
f(x, y) = max
y∈Y
min
x∈X
f(x, y),
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and that all solutions to the LHS are solutions to the RHS, and vice versa. Any solution (x∗, y∗)
to this problem is called a saddle point, and satisifes f(x, y∗) ≥ f(x∗, y∗) ≥ f(x∗, y) for any (x, y) ∈
X × Y.
We will be interested in computing an -saddle point which we define in the following. Define
f(x) := maxy∈Y f(x, y) and f(y) = minx∈X f(x, y). The minimax theorem is equivalent to
min
x∈X
f(x) = min
x∈X
max
y∈Y
f(x, y) = max
y∈Y
min
x∈X
f(x, y) = max
y∈Y
f(y), (13)
and it is immediate that the set of saddle points S∗(f) is exactly the direct product of the optimal
solutions to f : X → R and f : Y → R:
S∗(f) = arg max
x∈X
f(x)× arg min
y∈Y
f(y).
Since certifying the values of f(x, y) around the boundary of X and Y is quite difficult under
the black-box setting, our definition of -saddle point ignores small portion of the domain around
the boundary.
Definition C.2 (-Saddle Point). Consider a convex-concave game with convex sets X ⊆ B(0, R) ⊂
Rn,Y ⊆ B(0, R) ⊂ Rm, and L-Lipschitz function f(x, y) : X × Y → R that is convex in x and
concave in y. Given  ∈ (0, 1), a pair (x, y) ∈ X × Y is called an -saddle point, if
f(x)− f(y) ≤ LR. (14)
It follows from (13) that the LHS of (14) is
f(x)− f(y) =
(
f(x)− min
x′∈X
f(x′)
)
+
(
max
y′∈Y
f(y′)− f(y)
)
.
In what follows we assume access to a first-order oracle which, given (x, y) ∈ int(X ×Y), returns
the subgradient vector
g(x, y) = (∇xf(x, y),−∇yf(x, y)) ∈ Rn × Rm. (15)
The crucial property of this vector is as follows:
Lemma C.3 (Convex-Concave Property). Let f : X × Y → R be convex in x and concave in y.
Let g : X × Y → Rn+m be defined as in Eq. (15). For any z = (x, y) ∈ X × Y and z′ = (x′, y′) ∈
int(X × Y), we have
(z′ − z)>g(z′) ≥ f(x′, y)− f(x, y′).
In particular, if z = (x, y) is a saddle point of f , then we have
(z′ − z)>g(z′) ≥ 0.
Proof. Since f is convex in x and concave in y, we have
f(x, y′)− f(x′, y′) ≥ (x− x′)>∇xf(x′, y′) and f(x′, y)− f(x′, y′) ≤ (y − y′)>∇yf(x′, y′).
It follows that
f(x′, y)− f(x, y′) ≤ (z′ − z)>g(z′),
which proves the first part of the lemma. For the second part, simply notice that if z = (x, y) is a
saddle point, we have
f(x′, y) ≥ f(x, y) ≥ f(x, y′).
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C.4 Applying cutting plane method to convex-concave games
In the cutting plane framework, we maintain a polytope P (k) ⊆ Rn+m that contains a saddle point
(x∗, y∗) of f . The algorithm initially starts with the polytope P (0) := B∞(0, R) ⊃ X × Y.
In each iteration, we call the first-order oracle at a certain point z(k) = (x(k), y(k)) ∈ P (k)
depending on P (k). If z(k) /∈ X × Y is not feasible, then we obtain a supporting hyperplane to
separate z(k) from the feasible region X ×Y; and if z(k) ∈ X ×Y is feasible, Lemma C.3 shows that
any saddle point (x∗, y∗) lies in the half-spaceH(k) := {z ∈ Rn+m : (z−z(k))>g(z(k)) ≤ 0} and hence
(x∗, y∗) ∈ P (k) ∩H(k). The algorithm continues by choosing P (k+1) which contains P (k) ∩H(k).
For simplicity, we extend the gradient function g as follows:
ĝβ(x, y) =
{
(∇xf(x, y),−∇yf(x, y)) if (x, y) ∈ int(X × Y)
n(x, y) otherwise
(16)
where n(x, y) is some vector of length β > L such that X ×Y ⊂ {z ∈ Rn+m : (z− (x, y))>n(x, y) ≤
0}. The cutting plane framework is given in Algorithm 6.
Algorithm 6 Cutting Plane Method
1: procedure CuttingPlaneMethod(ĝ, T, n,m) . Theorem C.4
2: P (0) = B∞(0, R) . P (0) ⊆ Rn+m
3: for k = 0, 1, 2, · · · , T do
4: Find a point z(k) ∈ P (k) . z(k) ∈ Rn+m
5: if z(k) /∈ B∞(0, R) then
6: Project z(k) onto the face of the boundary ∂B∞(0, R)
7: Let ĝβ(z(k)) be the normal of that face (scaled by β).
8: end if
9: Define H(k) := {z ∈ Rn+m : (z − z(k))>ĝβ(z(k)) ≤ 0} . H(k) ⊆ Rn+m (as the separating
hyperplane)
10: Construct the next z(k+1), P (k+1) according to cutting plane method
11: end for
12: return a point according to Lemma C.7
13: end procedure
Theorem C.4. Let c < 1 be a universal constant. For T ≥ n + m, we can find z(k) ∈ Rn+m and
P (k) ⊆ Rn+m in total time O((n+m)2T ) with high probability in n+m such that
vol(P (T )) ≤ cT−O(n+m) log(n+m)vol(P (0)).
Furthermore, P (T ) ⊂ ⋂k∈I H(k) ∩B∞(0, R) with |I| = O(n).
Proof. By Lemma C.3, any saddle point lies in H(k) showing that it is indeed a separating hyper-
plane. With this separation oracle, we apply our faster implementation of Vaidya’s cutting plane
method from section 4.
The second part of the lemma follows from the fact that this method always maintains a polytope
with O(n) constraints. For the first part, note that this just paraphases Lemma A.4.
C.5 Cutting plane method for convex-concave games: generating solutions
Recall that for minimizing a convex function f(z), one can simply output the best z(k) found in all
iterations. The argument here is that as long as the volume vol(P (T )) is small enough, then in some
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iteration k, a point close to the optimal solution z∗ gets removed from P (k) which indicates that
f(z(k)) is also close to optimal. For the convex-concave game, however, such a naive approach of
outputting the “best” z(k) would fail as illustrated by [Nem95, Section 5.3]. The crucial difference
here in the convex-concave game is that although we have an objective function f , but we are
not interested in optimizing it. Instead, we are interested in finding an -saddle point (x, y) that
satisfies (14).
The correct idea is to output some convex combination of all z(k)’s that does converge to the
saddle point (x∗, y∗) ∈ X × Y which we describe in the following.
Assume that we have performed T steps of the cutting plane method.
Definition C.5 (Gap function). Let I be the set of all constraints in P (k) ∩ B∞(0, R). If the kth
constraint comes from B∞(0, R), denote by z(k) the center of the face and g(k) the vector normal
to the face scaled by β. Otherwise, z(k) and g(k) denote the query point z(k) of the oracle and its
output ĝβ(z(k)). The gap function γ is defined as
γ(z) = min
k∈I
(z(k) − z)>g(k) := min
k∈I
γ(k)(z).
Notice that γ(z) is concave as it is the minimum of affine functions.
Now we show that if γ(z) is small for all z, then we can form a good approximation to the saddle
point set from z(k). We first prove the following lemma which states that the maximum of γ(z) is
given by some certain convex combination of γ(k)(z).
Lemma C.6 (Optimal Lagrange Multipliers). Define ∆I to be the simplex of all convex com-
binations of I, i.e., ∆I :=
{
λ ∈ RI
∣∣∣ λk ≥ 0,∑k∈I λk = 1} . Then there exist optimal Lagrange
multipliers λ∗ = {λ∗k}k∈I ∈ ∆ such that∑
k∈I
λ∗k · γ(k)(z′) = max
z∈Rn+m
γ(z) ∀z′ ∈ Rn+m.
Furthermore, for any 0 < η < 1/2, we can find λ ∈ ∆ such that∑
k∈I
λk · γ(k)(z′) ≤ max
z∈Rn+m
γ(z) + ηβR ∀z′ ∈ B∞(0, R). (17)
in time O((n+m)ω+o(1) log((n+m)/η).
Proof. By the minimax theorem, we have
max
z∈Rn+m
γ(z) := max
z∈Rn+m
min
k∈I
γ(k)(z) = max
z
min
λ∈∆
∑
k∈I
λk · γ(k)(z) = min
λ∈∆
max
z∈Rn+m
∑
k∈I
λk · γ(k)(z),
where we used the fact that
∑
k∈I λk · γ(k)(z) is bilinear in λ and z. The first part of the lemma
follows from the fact that the affine function
∑
k∈I λk · γ(k)(z) has a maximium over z ∈ Rn+m if
and only if it is a constant function. Note that this happens precisely when
∑
k∈I λk · g(k) = 0.
The second part of the lemma follows from the observation that “
∑
k∈I λk · γ(k)(z) is a constant
function” is a linear constraint over λ. Therefore, finding λ ∈ ∆ that forms a constant function with
smallest possible value can be captured by the following linear program (in λ):
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max
λ
∑
k∈I
z(k) · g(k)λk
s.t.
∑
k∈I
g(k)λk = 0∑
k∈I
λk = 1
λk ≥ 0, ∀k ∈ I.
Using a recent LP solver from Theorem 2.1 in [CLS19], in O((n + m)ω+o(1) log(1/δ)) time we can
output an approximate solution λk satisfying
∑
k∈I
z(k) · g(k)λk ≥
∑
k∈I
z(k) · g(k)λ∗k − δmax
k∈I
|z(k) · g(k)|
≥
∑
k∈I
z(k) · g(k)λ∗k − δ
√
n+mRβ
= max
z∈Rn+m
γ(z)− δ√n+mRβ
and ∥∥∥∥∥∑
k∈I
g(k)λk
∥∥∥∥∥
1
≤ δ
(∑
k
‖gk‖1
)
≤ δ√n+mβ.
where we used
∥∥g(k)∥∥
2
≤ max(β, L) = β and z(k) ∈ B∞(0, R). Now for z′ ∈ B∞(0, R),∑
k∈I
λk · γ(k)(z′)
=
∑
k∈I
z(k) · g(k)λk +
(∑
k∈I
g(k)λk
)
· z′
≥ max
z∈Rn+m
γ(z)− δ√n+mRβ − (δ√n+mβ)(√n+mR)
≥ max
z∈Rn+m
γ(z)− 2(δ(n+m)βR)
Our result then follows by taking η = 2δ(n+m).
Now given the notion of approximate multipliers (17), we prove the following lemma.
Lemma C.7 (Convex Combination Provides a Good Solution). Given λ satisfying∑
k∈I
λk · γ(k)(z′) ≤ 9ηβR(n+m)1/2 ∀z′ ∈ B∞(0, R)
with η < 1. Assume that β ≥ 3√n+m · L. Let
ẑ = (x̂, ŷ) =
(∑
k∈J
λk · z(k)
)
/
(∑
k∈J
λk
)
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where J = {k ∈ I : z(k) ∈ X × Y}. Then ẑ is feasible, i.e. ẑ ∈ X × Y, and we have
f(x̂)− f(ŷ) ≤ 18ηβR(n+m)1/2.
Proof. Since z(k) ∈ X × Y for each k ∈ J , it follows from convexity that ẑ ∈ X × Y. For any point
z = (x, y) ∈ X × Y, we have ĝβ(z(k)) = g(z(k)) and from Lemma C.3, for any k ∈ J
γ(k)(z) := (z(k) − z)> · g(z(k)) ≥ f(x(k), y)− f(x, y(k)).
Let λ̂k = λk/(
∑
k∈J λk). Taking weighted sum of these inequalities, we have∑
k∈J
λ̂k · γ(k)(z) ≥
∑
k∈J
λ̂k · f(x(k), y)−
∑
k∈J
λ̂k · f(x, y(k)) ≥ f(x̂, y)− f(x, ŷ),
where the last inequality follows from the fact that f is convex in x and concave in y. Taking the
maximum over z ∈ X × Y on both sides, we have
f(x̂)− f(ŷ) ≤ max
z∈X×Y
∑
k∈J
λ̂k · γ(k)(z)
≤ max
z∈X×Y
∑
k∈I
λ̂k · γ(k)(z)
=
1∑
k∈J λk
max
z∈X×Y
∑
k∈I
λk · γ(k)(z)
≤ 1∑
k∈J λk
9ηβR(n+m)1/2 (18)
where the second inequality uses γ(k)(z) ≥ 0 for all k /∈ J and z ∈ X × Y because X × Y ⊂ {z ∈
Rn+m : (z − (x, y))>n(x, y) ≤ 0}, the third inequality follows from the assumption.
Now we bound
∑
k∈J λk. For k ∈ J , because f is L-Lipschitz and ‖z(k)‖2 ≤
√
n+mR
γ(k)(0) = z(k)>ĝβ(z(k)) ≥ −
√
n+mLR.
For k ∈ I\J , we claim that
γ(k)(0) = z(k)>n(z(k)) ≥ βR.
Recall that z(k) is cut off by a constraint of B∞(0, R) with normal n(z(k)) of length ‖n(z(k))‖ = β.
Hence z(k)>n(z(k)) is the length of the projection of z(k) onto n(z(k)), which is at least βR.
So we have
ηLR ≥
∑
k∈J
λk · γ(k)(0) +
∑
k/∈J
λk · γ(k)(0)
≥ −√n+mLR
∑
k∈J
λk +
(
1−
∑
k∈J
λk
)
· βR.
Using β ≥ 3√n+mL, we have ∑k∈J λk ≥ 3√n+m−η4√n+m > 12 . Now the result follows from (18).
Thus, given that the maximum of the function γ(z) is small, we can find some convex combination
of the z(k)’s in the cutting plane method that is a good approximation to the saddle point of f .
And it turns out that the maximum of γ goes to 0 as T →∞, and at the same convergence rate as
the cutting plane method for convex minimization.
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Lemma C.8 (Upper Bound on γ). Consider solving the convex-concave game by the cutting plane
method. Assume that at certain step T we have
η =
vol(P (T ))1/(n+m)
vol(X × Y)1/(n+m) <
1
2
.
Assume that β > L, we have
max
z∈Rn+m
γ(z) ≤ 8ηβR(n+m)1/2.
Proof. Denote G = X × Y for simplicity. First, we note that γ(z) < β(‖x‖∞ − R) ≤ 0 for
z /∈ B∞(0, R) since we include all constraints of ∂B∞(0, R) into the definition of γ. Hence, it
suffices to consider γ over B∞(0, R).
Let z∗ ∈ Rn+m be a maximizer of γ over B∞(0, R). Let α = 2η and
Gα = z∗ + α(G− z∗) := {(1− α)z∗ + αz | z ∈ G}.
Notice that vol(Gα) = αm+nvol(G) > vol(P (T )). Therefore, there is some w ∈ Gα \ P (T ). This
point w is cut off by some γ(k)(z):
(w − z(k))>g(k) > 0,
for some z(k) ∈ B∞(0, R) (by Line 7 of the algorithm). It follows that
γ(k)(w) = (z(k) − w)>g(k) < 0.
Since w = (1 − α)z∗ + αz ∈ Rn+m for some z ∈ G and the function γ(k) : Rn+m → R is affine, we
have
(1− α) · γ(k)(z∗) ≤ −α · γ(k)(z) + γ(k)(w) ≤ −α · γ(k)(z) = −α · (z(k) − z)>g(k) ≤ 2αβR(n+m)1/2,
where we used ‖g(k)‖ ≤ max(β, L) ≤ β and both z(k) and z are in B∞(0, R). It follows that
max
z∈Rn+m
γ(z) = γ(z∗) ≤ 4αβR(n+m)1/2 ≤ 8ηβR(n+m)1/2.
Combining Theorem C.4, Lemma C.6, C.7 and C.8, we obtain the following theorem which
states that solving convex-concave games is exactly as fast as minimizing convex functions.
Theorem C.9. Given convex sets X ⊂ B(0, R) ⊂ Rn and Y ⊂ B(0, R) ⊂ Rm such that both X
and Y contain a ball of radius r. Let f(x, y) : X ×Y → R be an L-Lipschitz function that is convex
in x and concave in y. For any 0 <  ≤ 12 , we can find (x̂, ŷ) such that
max
y∈Y
f(x̂, y)−min
x∈X
f(x, ŷ) ≤ Lr
in time
O
(
(n+m)3 log
(n+m

R
r
)
+ (n+m) log
(n+m

R
r
)
· T
)
with high probability in n+m where T is the cost of computing subgradient ∇f .
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Proof. We run our cutting plane method for T = (n+m) log
(
n+m

R
r
)
iterations. By Theorem C.4,
we obtain P (T ) with volume
vol(P (T )) ≤
( 
n+m
r
R
)100(m+n) · vol(P (0)) ≤ ( 
n+m
r
R
)99(m+n) · vol(X × Y)
in O((n+m)3 log(n+m
R
r )) time. Notice that
η =
vol(P (T ))1/(n+m)
vol(X × Y)1/(n+m) ≤
(

n+m
r
R
)99
< 1/2.
Lemma C.8 shows that
max
z∈Rn+m
γ(z) ≤ 8ηβR(n+m)1/2.
Lemma C.6 shows in O((n+m)ω+o(1) log(n+mη )) = O((n+m)
ω+o(1) log(n+m
R
r )) time, we can find
λ such that ∑
λkγ
(k)(z) ≤ 8ηβR(n+m)1/2 + ηβR ≤ 9ηβR(n+m)1/2
for all z ∈ B∞(0, R). Using this λ, Lemma C.7 shows that, by taking a convex combination w.r.t.
λ, we can find (x̂, ŷ) for which
f(x̂)− f(ŷ) ≤ 18ηβR(n+m)1/2.
Picking β = 3
√
n+mL, we get
f(x̂)− f(ŷ) ≤ 54ηLR(n+m) ≤ 54Lr.
Now our result follows by replacing  with /54, which doesn’t change the asymptotic runtime.
Next we give a slightly refined runtime in the case where the domain is a ball using a result of
Nemirovski [Nem95].
Corollary C.10. Given an L-Lipschitz function f(x, y) : X × Y → R that is convex in x and
concave in y with X = B(0, R) ⊂ Rn and Y = B(0, R) ⊂ Rm. For any 0 <  ≤ 12 , we can find (x̂, ŷ)
such that
max
y∈Y
f(x̂, y)−min
x∈X
f(x, ŷ) ≤ LR
in time
O((n+m)3 log(1/) + (n+m) log(1/) · T )
with high probability in n+m where T is the cost of computing ∇f .
Proof. By [Nem95, Theorem 5.5.4], we can minimize such a function in time O(T +n+m ). On the
other hand, Theorem C.9 shows we can minimize it in time
O((n+m)3 log((n+m)/) + (n+m) log((n+m)/) · T ).
By using the first result when  ≥ 1n+m and using the second result when  ≤ 1n+m , we have the
promised runtime.
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D Applications of Cutting Plane Method
D.1 Linear Arrow-Debreu markets
Reference Year Number of Operations Time per Operation Poly Type
[Eav75] 1975 Finite Polynomial Not poly
[Jai07] 2007 Polynomial Polynomial Weakly poly
[Ye08] 2008 O(n6 log(nU)) M(n log(nU)) Weakly poly
[DPSV08] 2008 Polynomial Polynomial Weakly poly
[DM15] 2015 O(n9 log(nU)) M(n log(nU)) Weakly poly
[DGM16] 2016 O(n6 log2(nU)) M(n log(nU)) Weakly poly
[GV19] 2019 O(mn9 log2 n) M(n log(nU)) Strongly poly
Our result 2019 O(mn2 log(nU)) M(n log(nU)) Weakly poly
Table 9: (More detailed version of Table 2) Linear Arrow-Debreu Markets. Let n denote the number
of agents andm the number of edges. M(l) denotes the time to perform a basic arithmetic operations
on l-bit numbers.
Linear Exchange (Arrow-Debreu) Markets The input consists of n agents where each agent
i ∈ [n] has a unit of divisible good gi and utility ui,j ≥ 0 for a unit of good gj . The output is a
set of prices p : [n] → R+ for the goods and allocations x : [n] × [n] → R+ of the goods to agents.
Notice that xi,j can be understood as the amount of good gj perchased by agent i, and xi,i is the
amount of good gi that agent i keeps to himself.
Market equilibrium By a market equilibrium, we mean a set of prices p : [n]→ R+ and alloca-
tions x : [n]× [n]→ R+ satisfying the following conditions:
• ∑i∈[n] xi,j = 1 for every agent j ∈ [n], i.e. every good is fully sold.
• pi =
∑
j∈[n] xi,jpj for every agent i ∈ [n], i.e. the money spent by agent i equals to his income
pi.
• pi > 0 for every i ∈ [n], i.e. prices are positive.
• ∀i ∈ [n], if xi,j > 0 then ui,j/pj = maxj′∈[n] ui,j′/pj′ , i.e. agent i only buys good that attains
the best bang-per-bucks.
Assumption D.1. To ensure the existence of an equilibrium, we assume the following. Consider
the directed graph G = (V,E) where V = [n] and directed edges E = {(i, j) : ui,j > 0}.
• For each agent i, there exist j, j′ ∈ [n] such that ui,j > 0 and uj′,i > 0, i.e. each i ∈ G has at
least one incoming edge and one outgoing edge.
• For every strongly connected component S ⊆ G, if |S| = 1 then there is a loop incident to the
node in S.
Theorem D.2. A market equilibrium always exists under the above assumptions.
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Previous work The celebrated result of Arrow and Debreu [AD54] shows the existence of a
market equilibrium for a broad class of utility functions. From the computational aspects, computing
the equilibrium of a market equilibrium in the case of linear utility functions admits a long line of
research (see Table 9), leading to both weakly and strongly polynomial runtimes.
A convex formulation The problem of computing a market equilibrium in linear exchange
markets can be formulated as the following convex program due to [DGV16], with variables pi
representing the prices, βi the inverse best bang-per-bucks, and yij the money paid by agent i to
agent j. Given u ∈ Rn×n+ as an input matrix, the goal is to solve the following minimization problem,
min
p∈Rn,β∈Rn,y∈Rn×n
∑
i∈[n]
pi log(pi/βi)−
∑
(i,j)∈E
yi,j log ui,j
subject to
∑
i:(i,j)∈E
yi,j = pj ∀j ∈ [n] (19)∑
j:ij∈E
yij = pi ∀i ∈ [n] (20)
uijβi ≤ pj ∀(i, j) ∈ E
pi ≥ 1 ∀i ∈ [n]
y, β ≥ 0
Theorem D.3 (Theorem 1 in [DGV16]). Consider an instance of the linear exchange market given
by the graph ([n], E) and the utilities u : [n] × [n] → R+. The above convex program is feasible if
and only if the above assumptions hold, and in this case the optimum value is 0 and the prices pi in
an optimal solution give a market equilibrium with allocations xij = yij/pj.
Convex-concave game formulation The number of variables in the above convex program can
be as large as n2 and thus a naive application of the cutting plane method would lead to lead to a
large runtime. To solve the convex program more efficiently, we transform it into a convex-concave
game with a reduced number of variables. Let λ, η ∈ Rn be the Lagrange multiplier of constraint 19
and 20 respectively. We have that the above convex program is equivalent to:
min
p≥1∈Rn,β∈Rn+,uijβi≤pj
min
y∈Rn×n+
max
λ,η∈Rn
n∑
i=1
pi log(pi/βi)−
n∑
i=1
n∑
j=1
yi,j log ui,j
+
n∑
j=1
λj
( n∑
i=1
yi,j − pj
)
+
n∑
i=1
ηi
( n∑
j=1
yi,j − pi
)
.
which is equivalent to
min
p≥1,β≥0,uijβi≤pj
max
λ,η∈Rn
min
y≥0
n∑
i=1
pi log(pi/βi) +
n∑
i=1
n∑
j=1
yi,j(λj + ηi − log ui,j)
−
n∑
j=1
λjpj −
n∑
i=1
ηipi
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which is further equivalent to the following convex-concave game
min
p≥1,β≥0,uijβi≤pj
max
λj+ηi≥log ui,j
n∑
i=1
pi log(pi/βi)−
n∑
j=1
λjpj −
n∑
i=1
ηipi
Notice that the convex-concave game formulation above has O(n) variables. The following upper
bound on equilibrium prices is due to [DGV16].
Lemma D.4 (Lemma 13 and Remark 14 in [DGV16]). Assume all utilities are integers ≤ U and
we let ∆ = (nU)n. Then there exists equilibrium prices p that are quotient of two integers ≤ ∆,
along with allocations x that are quotients of two integers ≤ ∆2.
Now using Theorem C.9, we need O(n2 log(nU)) iterations and the first order oracle requires
O(m) operations. Therefore, the total number of operations is O(mn2 log(nU)). We formally state
our result as follows.
Theorem D.5 (Formal version of Theorem 1.4). There exists a weakly polynomial algorithm that
computes a market equilibrium in linear exchange markets in time O(mn2 log(nU)).
D.2 Fisher markets with spending constraint utilities
Reference Year Running Time Time per Operation Poly Type
[Vaz10] 2010 O(n3(n+m)2 log(U)) · Tmax-flow M(n log(nU)) Weakly poly
[Vég16] 2016 O(mn3 +m2(m+ n log(n)) log(m)) M(n log(nU)) Strongly poly
[Wan16] 2016 O(m3n+m2 log(n)(n log(n) +m)) M(n log(nU)) Strongly poly
Our result 2019 O(mn2 log(nU)) M(n log(nU)) Weakly poly
Table 10: (More detailed version of Table 3) Fisher Markets with Spending Constraint Utilities.
Let n denote the total number of buyers and sellers, and m the total number of segments. Tmax-flow
denotes the number of operations needed for a max-flow computation. M(l) denotes the time to
perform a basic arithmetic operations on l-bit numbers.
Fisher markets with spending constraint utilities In the Fisher market model with spending
constraint utilities, there are nB buyers and nG perfectly divisible goods. There is a unit4 supply
of each good. Each buyer i ∈ [nB] has a budget Bi. The utility of a buyer depends on the prices,
as follows. The utility is additive across goods, that is, the total utility for a bundle of goods is
the sum of utilities for each good separately. For a given good, the utility function is divided into
segments; each segment l has a constant rate of utility ui,j,l, and a budget Bi,j,l. The utility of the
buyer for xi,j,l amount of good j ∈ [nG] under segment l ∈ [L] is ui,j,lxi,j,l , but is subject to the
constraint that pjxi,j,l ≤ Bi,j,l. Denote n := nB + nG the total number of buyers and goods, and m
the total number of segments among all pair (i, j).
4This is without loss of generality since the goods are divisible.
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Market equilibrium An allocation x ∈ RnB×nG×L+ and price vector p ∈ RnG+ are an equilibrium
if two conditions are satisfied. The first condition, buyer optimality, is that given p, each player
maximizes his utility subject to his budget constraint. In other words, for all i ∈ [nB], the allocation
x optimizes the following program (where p is a constant):
max
x∈RnB×nG×L+
nG∑
j=1
L∑
l=1
ui,j,lxi,j,l
subject to
nG∑
j=1
L∑
l=1
pjxi,j,l ≤ Bi,
0 ≤ xi,j,l and pjxi,j,l ≤ Bi,j,l ∀j ∈ [nG], l ∈ [L].
The second equilibrium condition, market clearance, is that
∑
i,l xi,j,l = 1 for all j ∈ [nG].
Previous work The Fisher market with spending constraint utilities problem was introduced
in [Vaz10] where they gave a weakly poly time algorithm that takes O(n3(n+m)2 logU) max-flow
computations, where U = maxi∈[nB ],j∈[nG],l∈[L] ui,j,l. A convex formulation of the problem was first
given in the unpublished manuscript [BDX10]. A strongly poly time algorithm (which is also the best
weakly polynomial running time) was given in [Vég16]which achieves O(mn3+m2(m+n log n) logm)
number of operations.
A convex formulation The problem of computing a market equilibrium in Fisher markets
with spending constraint utilities problem can be captured by the following convex program due
to [BDX10].
max
b∈RnB×nG×L+ ,p∈R
nG
+
nB∑
i=1
nG∑
j=1
L∑
l=1
bi,j,l log ui,j,l −
nG∑
j=1
pj log pj (21)
subject to
nB∑
i=1
L∑
l=1
bi,j,l = pj , ∀j ∈ [nG],
nG∑
j=1
L∑
l=1
bi,j,l = Bi, ∀i ∈ [nB],
0 ≤ bi,j,l ≤ Bi,j,l, ∀i ∈ [nB], j ∈ [nG], l ∈ [L].
Theorem D.6 ([BDX10]). An optimum solution to the above convex program corresponds to an
equilibrium for the Fisher market with spending constraint utilities with allocation given by xi,j,l =
bi,j,l/pj.
Convex-concave game formulation We transform the convex program above to a convex-
concave saddle point which allows us to apply the cutting plane method. Let ηj , λi be the Lagrange
multipliers for the two equality constraints and µi,j,l ≥ 0 be the Lagrange multipliers for the in-
equalities bi,j,l ≤ Bi,j,l in the above convex formulation. We have the above convex program is
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equivalent to
max
p≥0
max
b≥0
min
µ≥0,η,λ
−
nG∑
j=1
pj log pj +
∑
i,j,l
bi,j,l log ui,j,l
+
nG∑
j=1
ηj(pj −
∑
i,l
bi,j,l) +
nB∑
i=1
λi(Bi −
∑
j,l
bi,j,l) +
∑
i,j,l
µi,j,l(Bi,j,l − bi,j,l)
= max
p≥0
min
µ≥0,η,λ
max
b≥0
−
nG∑
j=1
pj log pj +
∑
i,j,l
bi,j,l(log ui,j,l − ηj − λi − µi,j,l)
+
nG∑
j=1
ηjpj +
nB∑
i=1
λiBi +
∑
i,j,l
µi,j,lBi,j,l
= max
p≥0
min
µ≥0,η,λ,ηj+λi+µi,j,l≥log ui,j,l
−
∑
j
pj log pj
+
nG∑
j=1
ηjpj +
∑
i
λiBi +
∑
i,j,l
µi,j,lBi,j,l
= max
p≥0
min
η,λ
−
nG∑
j=1
pj log pj
+
nG∑
j=1
ηjpj +
nB∑
i=1
λiBi +
∑
i,j,l
Bi,j,l max{0, log ui,j,l − ηj − λi},
where the last step is because Bi,j,l ≥ 0. Now applying Theorem C.9, we need O(n2 log(nU))
iterations and the first order oracle takes O(m) operations. So the total number of operations is
O(mn2 log(nU)). We formally state our result as follows:
Theorem D.7 (Formal version of Theorem 1.5). There exists a weakly polynomial algorithm
that computes a market equilibrium in Fisher markets with spending constraint utilities in time
O(mn2 log(nU)).
D.3 Walrasian equilibrium for general buyer valuations and fixed supply
Reference Year Running Time
[KJC82] 1982 Not polynomial time
[Par99] 1999 pseudo-polynomial time
[PU02] 2002 pseudo-polynomial time
[AM02] 2002 pseudo-polynomial time
[dVSV07] 2007 pseudo-polynomial time
[LW17] 2017 O(n2TAD log(SMn) + n6 logO(1)(SMn))
Our result 2019 O(n2TAD log(SMn) + n4 log(SMn))
Table 11: (More detailed version of Table 4) Walrasian equilibrium for general buyer valuations and
fixed supply.
Recently Paes Leme and Wong [LW17] studied the problem of computing Walrasian equilibrium
in a market with arbitrary buyers’ valuation functions vi and fixed supply s of indivisible goods.
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They showed that such equilibria are characterized by the minima of the following convex program,
which can be solved in polynomial time via a suitable extension of the cutting plane methods.
Let [m] and [n] be the set of buyers and goods respectively. The setting of the problem is as
follows.
Buyers’ valuation and utility Each buyer i ∈ [m] may have an arbitrary valuation vi : Nn → R
over goods, i.e. for x ∈ Nn, vi(x) is the valuation of i if she gets xj units of good j ∈ [n]. Given
prices p ∈ R[n] on goods, the utility of i getting x ∈ Nn is given by vi(x) − p · x. To maximize her
utility, given p, i would buy a bundle
x(i) ∈ arg max
x∈Nn:0≤x≤s
vi(x)− p · x.
Aggregate demand oracle To study this problem computationally, one must specify the in-
formation about the market available to the algorithm. Paes Leme and Wong showed that this
problem can be solved in polynomial time assuming the aggregate demand oracle.
Given prices p, the aggregate demand is given by
∑
i∈[m] x
(i), where
x(i) ∈ arg max
x∈Nn:0≤x≤s
vi(x)− p · x
is a utility-maximizing bundle for buyer i.
Walrasian equilibrium In this economy the supply of goods is fixed at s ∈ Nn. Prices p are said
to be at equilibrium if there exist some aggregate demand that matches the supply, i.e.
s =
∑
i∈[m]
x(i).
Convex programming One approach to computing Walrasian equilibrium is by formalating the
problem as the following convex program. Previous works applied subgradient descent methods to
this program to obtain pseudopolynomial time algorithms [Par99, PU02, AM02]. In contrast, Paes
Leme and Wong showed that this program can in fact be solved in weakly polynomial time.
min
u,p
∑
i∈[m]
ui + p · s
ui ≥ vi(x)− p · x ∀i ∈ [m],∀x
Here p denotes the prices and ui can be thought of as the utility of buyer i, ∀i ∈ [m]. This
convex program can clearly be solved with access to the demand oracle of each buyer i, i.e. given
p, return arg maxx vi(x)− p · x, which serves as a separation oracle.
The main result of Paes Leme and Wong is that this can be done via the weaker aggregate
demand oracle, i.e. given p, return
∑
i x
(i), where
x(i) ∈ arg max
x
vi(x)− p · x.
Their algorithm is based on a suitable extension of standard cutting plane methods:
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Theorem D.8 ([LW17]). There is an algorithm that runs in time
O(n2TAD log(SMn) + n6 logO(1)(SMn))
to compute Walrasian prices whenever it exists using only access to an aggregate demand oracle.
Here TAD denotes the runtime of the aggregate demand oracle, n denotes the number of goods,
M = maxi∈[m],0≤x≤s |vi(x)| and S = maxj∈[n] sj (s and vi are integer-valued).
As in previous applications, n2 iterations of cutting plane are required as  has to be taken to
be exponentially small which results in an overall runtime overhead of O˜(n6). By leveraging our
faster cutting plane method, we obtain the following improved result:
Theorem D.9 (Formal version of Theorem 1.6). There is an algorithm that runs in time
O(n2TAD log(SMn) + n4 log(SMn))
to compute Walrasian prices whenever it exists using only access to an aggregate demand oracle.
Proof. Same as Paes Leme-Wong except that we invoke our cutting plane method for convex mini-
mization in Theorem C.1 instead of LSW’s.
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