Abstract. An extension of an inequality of J. B. Garnett (1979) , with improvements by B. E. J. , on an approximation property of harmonic functions is proved. The weighted inequality proved here was suggested by the work of J. Pipher (1993) 
Introduction and statements of theorems

Consider an operator L of the form
Lu = div A(X)∇u(X)
where A(X) = (a i,j (X)) is an n × n matrix of measurable functions satisfying the ellipticity condition Here, δ(X) = dist(X; R n−1 ) and Γ α (Q) = {X ∈ R n + : |X − Q| ≤ (1 + α)δ(X)}. Also, if F is a solution to Lu = 0, then the gradient of F is defined in the weak sense, and as an L 2 function, by Cacciopoli's inequality (see e.g. [9, Lemma 1.1.5]). For functions defined in domains D ⊂ R n with Lipschitz boundary there is an analogous definition, defining δ(X) = dist(X; ∂D) and Γ α (Q) = {X ∈ D : |X − Q| ≤ (1 + α)δ(X)}.
The main theorem of this work is the following extension of Garnett-Dahlberg's theorem ( [6] , [4] ): Theorem 1. Let u be a solution to Lu = 0 on R n + vanishing at infinity. For every Lipschitz function ψ : R n−1 −→ R, we define D(ψ) = {(x, t) ∈ R n−1 × R : t > ψ(x)}, and for any P ∈ ∂D(ψ) and any r > 0 we define B r (P ) = {X ∈ R n : |X − P | < r}. Suppose that for someα > α > 0, any P ∈ ∂D(ψ) and any r > 0 we have
(here dψ denotes the surface measure of ∂D(ψ)). Then for every ε > 0 there exists a function ϕ :
and with an appropriate aperture β > α,
In the above inequalities, we adopted the standard convention that A B means A ≤ c B, with the constant c depending at most on the ellipticity constants λ, Λ, the dimension n, the apertures of the cones, and in some instances the Lipschitz character of a domain D ⊂ R n . Similarly A ≈ B means A B and B A. Also, we will use the notation w(∆) = ∆ w(x)dx.
In [11] , it is suggested that a weighted inequality such as (2) would imply a result of [3] on exponential square integrability of the boundary values of harmonic functions in the half plane R 2 + . We extend this remark to harmonic functions in Lipschitz domains of R n . More precisely, Theorem 1 implies the following.
Theorem 2. Let D be a Lipschitz domain of the form
where φ : 
Then there exist constants c 1 , c 2 > 0 independent of the cube ∆ ⊂ ∂D such that
for all such cubes ∆.
The novelty of our proof is that, unlike the known proofs of related results, we do not reduce matters to the martingale situation to obtain (3), as observed originally in [11] .
On the other hand, it is well known that exponential square integrability ( 
This result implies a sharp control of the nontangential maximal function N α u by the area function S α u, for u a harmonic function in R n + , as observed in [2] . Indeed, these authors indicate how to prove such a sharp estimate for arbitrary harmonic functions in two dimensions via a conformal mapping technique, based on the result of [3] . It is also observed in [2, Theorem 3.0.4] that a certain "law of iterated logarithm" for harmonic functions may be obtained from Theorem 2.
In the next section we prove Theorem 1, and in section 3 we sketch for completeness the arguments to prove Theorems 2, and 3.
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Proof of Theorem 1
We will construct a function as in [4, Theorem 1] and adapt Dahlberg's arguments to prove the desired properties of this function. At this point we observe that we can mollify this function as in [7, p. 357 ] to obtain a smooth function satisfying the same properties.
To keep this work self-contained, we include the entire proof.
2.1.
We will give the definition of ϕ in the unit cube
and a dilation and partition of the unit argument will work in the general case.
The bottom of this cube is
We will keep the notation Q 0 for the bottom of any cube Q in R n of the form
Now we make a Whitney-type dyadic decomposition of U. Let F m be the family of dyadic subcubes of
We will refer to these cubes as dyadic intervals. For Q ∈ F m , define the rectangles of U by
The family of all rectangles, when varying m, will be denoted by F . We will say that τ (Q 1 ) < τ(Q 2 ) whenever Q 1 ⊂ Q 2 , and Q 2 is in the previous generation of that of Q 1 , i.e., the sidelength of Q 2 is twice as large as the sidelength of Q 1 . Similarly, if τ (Q 1 ) < τ(Q 2 ) we say that the latter is the parent of the former, or that the former is the descendant of the latter. τ (Q 1 ) and τ (Q 2 ) are of the same generation if Q 1 and Q 2 have the same sidelength.
Define for Z = (z, s) and R ∈ F,
Notice that, since Γ(Z) is a cone with aperture 1, L(R) may be viewed as a dyadic conic region of R. 
A rectangle
Let us construct some conic regions formed with blue rectangles. Since the construction will be given inductively and based on a stopping-time, we will focus on the rectangle
and assume that it is a blue rectangle. Associated to S, the collection K(S) ⊂ F is defined with the following requirements:
F is added to K(S) if all of the following hold:
• There exists T ∈ K(S) such that T < T .
• All the elements of L(T ) are blue intervals.
• For all T ∈ L(T ), if P W denotes the center of any rectangle W , then we have |u(P S ) − u(P T )| < k 1 ε, with a uniform constant k 1 .
Let H(S) = T ∈K(S) L(T ), and define D(S) as the interior of the closure of T ∈H(S) T . D(S)
is the conic region we were seeking. Once we have explained how to construct D(S) for the particular choice of S, let us go back to our original cube U. Select S 1 as any blue rectangle of maximal diameter, and obtain with the construction above, mutatis mutandis, the domain D(S 1 ). If there is a maximal rectangle in F \ H(S 1 ) that is not a red rectangle, call it S 2 and repeat inductively the procedure.
Hence, we have obtained
, where R denotes the family of red rectangles. Notice that the sets R and D(S j ) have mutually disjoint interior.
Define
, where χ(W ) denotes the characteristic function of any set W ⊂ R n , and W denotes its closure. Clearly |u(X) − ϕ(X)| < ε for every X ∈ U. The rest of the proof is devoted to showing that we have the right control over both red rectangles and domains D(S j ).
2.3.
In this paragraph we control integrals over the interior of red rectangles. Lemma 2.3.1. For an appropriate aperture β > α,
Proof of Lemma. Fix a red rectangle R ∈ R. We know that there exists a unique dyadic interval ∆ R ⊂ U 0 such that τ (∆ R ) = R, and that the diameter of R and the sidelength of ∆ R are comparable. Let ∆ R denote the dilation of ∆ R such that Γ α (P ) ∩ R = ∅ for P ∈ ∆ R . The notation will be used whenever this dilation occurs for either intervals in R n−1 or rectangles in R n . We will prove first that
where u R is given by uχ R • . We have by Fubini's theorem,
To estimate the right-hand side of this inequality, we observe that by interior estimates of u (see e.g. [10] ), and since
for P ∈ ∆ R , when the aperture β of the cone is chosen large enough. Multiplying by w(x) and integrating over ∆ R ,
On the other hand, applying Cauchy's inequality, for P ∈ ∆ R ,
where we have used that δ(X) ≈ diam R for X ∈ R. Once again, multiplying by w(x) and integrating over ∆ R ,
and hence, applying (7) after multiplying by w( ∆ R ),
which proves (6) .
To obtain an estimate for the sum for R ∈ R, we define an order relation for red rectangles. Given two red rectangles R 1 , R 2 , we write R 1 → R 2 whenever ∆ R1 ⊆ ∆ R2 . Let R = {R ∈ R : R → Q =⇒ Q is a blue rectangle} be the family of maximal red rectangles under the relation →. Then, since the red rectangles are disjoint, we have
Observe that by the same token, using the function v R = uχ(∂R), then
This implies the lemma.
Consider now any maximal blue rectangle S and its corresponding K(S), H(S) and D(S). Let d(S) = U ∩ ∂D(S), that is, the part of ∂D(S) inside U, and take T ∈ F so that T ⊂ U \ D(S) and ∂T ∩ d(S) = ∅.
Construct the chain T = T 1 < T 2 < · · · < T N = S, and let j be the smallest integer such that
contains a red rectangle R, then we will say that R touches D(S), and that T ∈ A(S); otherwise, we say that T ∈ B(S). Notice that if T itself is a red rectangle, then T ∈ A(S). Define
A(S) = T ∈A(S) (∂T ∩ d(S)), B(S) = T ∈B(S) (∂T ∩ d(S)).
Let θ > 1/3 and L j = |∂D(S j )|, coming from the decomposition of the paragraph 2.2. According to the previous definitions, we have three types of domains D(S j ):
We will prove the estimate
for j in any of the three classes, and in this paragraph we only consider domains belonging to either class I or II.
For any domain D(S j ) take T ∈ F so that T ⊂ U \D(S j ) and ∂T ∩d(S j ) = ∅. Let u T = uχ DT , where D T = Q, and the union is over rectangles Q ∈ F such that Q ⊆ D(S j ) and Q ∩T = ∅. In this case we say that T is adjacent to D(S j ). Observe that Γ(P ) |∇u T (X)|dX may be viewed as the surface measure of ∂T ∩ d(S j ) ∩ Γ(P ) multiplied by the size of the jump of the value of u(X) from d(S j ) to any other rectangle, and this jump is of the order of ε.
Note that by Fubini's theorem,
and so
Domains in class I. Let T ∈ F so that T ⊂ U \ D(S j ) and ∂T ∩ d(S j ) = ∅, and let u T be as defined above. Adding over all such rectangles, applying (9), since there is a finite overlapping we obtain (10)
On the other hand,
in case this region is not empty. Since the domains are mutually disjoint, we can add them together: 
where the sum in the right-hand side is taken over the rectangles R that touch D(S j ). Thus, applying (9), (12) and (7),
and since there is only a finite overlapping of domains D(S j ) that touch a fixed R,
2.5.
For j in the class III we first define the Lipschitz domain
where the sup is taken over the points Q in the line segment joining P and P j , the center of the rectangle S j . Also, we define for P ∈ ∂D (S j ),
(here is where we choose k 0 and k 1 to define red rectangles and blue regions).
Applying again (9) and adding over T ∈ B(S j ) with T ∩ ∂D (S j ) = ∅, we obtain
By the assumption (1), and since for P ∈ ∂D (S j ) there exists x P ∈ R n−1 such that Γ(P ) ⊂ Γ(X P ), we continue our estimates as follows:
where we used all the above remarks. We can add over all j in class III since these domains are disjoint. From the estimates in paragraphs 2.3 through 2.5, we may obtain Theorem 1 as in [4, p. 103 ].
Some consequences of Theorem 1
For completeness, in this section we include the arguments from [11] to prove Theorem 2. As mentioned before, this extends a theorem from [3] and the main theorem of [13] . We also provide the arguments to prove Theorem 3.
Define Φ : R n + −→ D by Φ(x, y) = (x, y + φ(x)). If u is harmonic in D, then v = u • Φ is a solution to Lv = 0, for some operator L as described in the introduction, and ∆ = Φ(Q) for some cube Q ⊂ R n . Using this map we transfer the situation to R n+1 + and solutions to Lu = 0. Moreover, by the results of [5] , the hypothesis (1) holds, and so we may apply Theorem 1. Also, by the boundedness of S α u we can normalize u so that it vanishes at infinity (cf. [8] ).
Given ∆ ⊂ ∂D an arbitrary surface cube, let Q ⊂ R n be the cube such that ∆ = Φ(Q). Suppose that the sidelength of Q is r. To prove Theorem 2 we need to prove
with constants independent of Q. For ε > 0, let ψ be the local approximation to v in a dyadic cube containing Q, according to Theorem 1. Fix x 0 ∈ Q. Observe that for any x ∈ Q,
