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ABSTRACT
Extracting accurate cosmological information from galaxy-galaxy and galaxy-matter
correlation functions on non-linear scales ( <∼ 10 h−1Mpc) requires cosmological sim-
ulations. Additionally, one has to marginalise over several nuisance parameters of
the galaxy-halo connection. However, the computational cost of such simulations pro-
hibits naive implementations of stochastic posterior sampling methods like Markov
chain Monte Carlo (MCMC) that would require of order O(106) samples in cosmolog-
ical parameter space. Several groups have proposed surrogate models as a solution: a
so-called emulator is trained to reproduce observables for a limited number of real-
isations in parameter space. Afterwards, this emulator is used as a surrogate model
in an MCMC analysis. Here, we demonstrate a different method called Cosmologi-
cal Evidence Modelling (CEM). First, for each simulation, we calculate the Bayesian
evidence marginalised over the galaxy-halo connection by repeatedly populating the
simulation with galaxies. We show that this Bayesian evidence is directly related to
the posterior probability of cosmological parameters. Finally, we build a physically
motivated model for how the evidence depends on cosmological parameters as sam-
pled by the simulations. We demonstrate the feasibility of CEM by using simulations
from the Aemulus simulation suite and forecasting cosmological constraints from
BOSS CMASS measurements of redshift-space distortions. Our analysis includes an
exploration of how galaxy assembly bias affects cosmological inference. Overall, CEM
has several potential advantages over the more common approach of emulating sum-
mary statistics, including the ability to easily marginalise over highly complex models
of the galaxy-halo connection and greater accuracy, thereby reducing the number of
simulations required.
Key words: cosmology: large-scale structure of Universe – cosmology: cosmological
parameters – methods: statistical
1 INTRODUCTION
The distribution of galaxies and matter encodes vital clues
about cosmology. The advent of large galaxy surveys has
propelled our ability to constrain cosmological parameters
from observations of the late Universe. Examples include the
Sloan Digital Sky Survey (SDSS, Abazajian et al. 2009), the
Baryon Oscillation Spectroscopic Survey (BOSS, Reid et al.
2016), the Dark Energy Survey (DES, Abbott et al. 2018) or
? email: johannesulf.lange@yale.edu
the upcoming Dark Energy Spectroscopic Instrument (DESI,
DESI Collaboration et al. 2016) survey.
The study of the distribution on small, ∼ Mpc scales
potentially holds the strongest statistical constraining power
due to its high signal-to-noise measurements but also comes
with unique challenges. First, the matter density contrast δ
on such small, so-called non-linear scales strongly deviates
from zero, |δ|  0, prohibiting analytic predictions from per-
turbation theory that are possible in the linear and mildly
non-linear regime. Secondly, the cross correlation coefficient
of galaxy and matter rgm deviates from unity (e.g. Seljak
c© 2019 The Authors
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2000; Cacciato et al. 2012; Wibking et al. 2019b). This ne-
cessitates the need to model several aspects of the relation-
ship between galaxies and the dark matter haloes harbour-
ing them. This relationship between galaxies and haloes is
colloquially known as the galaxy-halo connection. Based on
the above considerations, it is challenging to obtain accurate
cosmological inferences from the study of small scales and
many studies therefore resort to the linear and mildly non-
linear regime (e.g. Mandelbaum et al. 2013; Beutler et al.
2017; Abbott et al. 2018).
To model the matter distribution on small scales, many
previous works (see e.g. Cacciato et al. 2009; van den Bosch
et al. 2013; Cacciato et al. 2013; More et al. 2015) employed
empirically derived, analytic fitting functions (see e.g. Smith
et al. 2003; Tinker et al. 2008, 2010; Klypin et al. 2016)
obtained from a small number of numerical simulations of
structure formation. However, it is evident that the precision
of these fitting formulas is insufficient given the accuracy of
upcoming measurements (see e.g. van den Bosch et al. 2013).
Thus, future works need to employ a fully simulation-based
approach to use non-linear scales to constrain cosmology. At
the same time, one also needs to allow for complex models
of the galaxy-halo connection and propagate our uncertain-
ties in those models into the cosmological analysis. As we
will discuss below, a popular approach to obtain cosmologi-
cal constraints in the nonlinear regime is to calibrate surro-
gate models for simulation-based predictions of observable
summary statistics (e.g., Heitmann et al. 2006; Habib et al.
2007; Heitmann et al. 2010). The goal of this paper is to
develop an alternative method based on Bayesian evidence
that relaxes important limitations on the level of modelling
complexity that can be achieved with conventional imple-
mentations of the surrogate modelling approach. We test
this new method, which we call Cosmological Evidence Mod-
elling (CEM), by forecasting constraints from redshift-space
clustering of BOSS CMASS galaxies.
Our paper is organised as follows. In section 2, we briefly
review the statistical background, discuss surrogate mod-
elling, and outline our new CEM method, the detailed ele-
ments of which are described in section 3. Next, we perform
an analysis of mock BOSS CMASS data in section 4 and
specifically discuss the role of galaxy assembly bias in 5. Fi-
nally, we summarise our findings in section 6. Throughout
this work, log refers to the decadic logarithm and ln to the
natural logarithm.
2 STATISTICAL METHODS
Generally, our goal is to constrain a cosmological model, de-
noted by C, given a certain set of observational data D, i.e. a
set of summary statistics extracted from galaxy populations.
However, in large-scale galaxy surveys, the galaxy-halo con-
nection G describing how galaxies occupy dark matter haloes
is another latent variable that needs to be modelled. Thus,
in order to obtain observational constraints on cosmology we
need to marginalise over our uncertainty in G. Using Bayes’
theorem, the posterior probability of C and G given some
observational data D is equal to
P (C,G|D) =
P
(
D|Dˆ (C,G)
)
P (C)P (G)
Z(D) . (1)
In the above equation Dˆ (C,G) is the expectation value for
D given a certain model for cosmology and the galaxy-halo
connection. P (D|Dˆ) is then the likelihood to obtain D given
the expectation value Dˆ and depends on the accuracy of the
measurement of D. P (C) and P (G) denote prior knowledge
on cosmology and the galaxy-halo connection, respectively.
Finally, Z(D) is the Bayesian evidence of the data. It can be
obtained by integrating over the parameter space of C and
G,
Z(D) =
∫ ∫
P
(
D|Dˆ (C,G)
)
P (C)P (G)dC dG, (2)
and ensures proper normalisation. There exist several nu-
merical techniques, e.g. MCMC, to sample from the above
distribution without the need to know its normalisation
Z(D). This ultimately allows us to obtain posterior samples
for C and G. Finally, we can obtain observational constraints
on cosmology by marginalising over G,
P (C|D) =
∫
P (C,G|D) dG. (3)
The above quantity is the major result that we seek to ob-
tain from large-scale structure galaxy surveys. Ultimately,
to sample from the posterior probability of C, we need to
predict the expectation value Dˆ (C,G). However, to stochas-
tically sample from the posterior probability of both C and
G in Eq. (1), we need of order O(106) evaluations of Dˆ (C,G)
given that C and G together typically have of order ∼ 15 free
parameters (Feroz et al. 2010). Most importantly, due to the
dependence on C, this would require of order O(106) cosmo-
logical simulations which is computationally infeasible.
2.1 Surrogate model
A widely used approach is constructing a surrogate model
for Dˆ (C,G) that is computationally cheap to evaluate. First,
O(102) cosmological simulations are run. For each simula-
ton, O(103) realisations of G are built and the predictions
Dˆ (C,G) computed. The values for C and G for those O(105)
realisations of Dˆ (C,G) are chosen to efficiently sample the
prior space. Finally, the predictions Dˆ are used as training
points for an emulator, most commonly a Gaussian process
emulator, to predict Dˆ for arbitrary points in the cosmology
and galaxy-halo parameter space without the need to re-run
expensive simulations.
The most extensive example of such an emulator ap-
proach in the context of the small-scale clustering of galaxies
is the work of Zhai et al. (2019) (also see Kwan et al. 2015;
Nishimichi et al. 2018; Wibking et al. 2019b). In this study,
the authors constructed an emulator for the redshift-space
clustering of galaxies in the BOSS CMASS survey. Using this
work as an example, we will point out some of the shortcom-
ing of the emulator approach. First, it is important to realise
that a surrogate model such as Gaussian process emulation
cannot perfectly reproduce the full forward-modelling ap-
proach. In the case of Zhai et al. (2019), it was shown that
emulator inaccuracies are roughly of the same order of mag-
nitude as the typical observational uncertainties of the data.
This has two important implications. First, these emulator
inaccuracies will degrade or possibly bias our posterior infer-
ence. In the work of Zhai et al. (2019), typical cosmological
constraints are degraded by a factor of ∼ 1.5 due to emula-
tor noise. Secondly, the emulator accuracy will likely degrade
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further with increased dimensionality of C⊗G. In principle,
this could be mitigated by increasing the number of train-
ing points for the emulator. But, for example, the processing
time of a Gaussian process emulator scales with the number
of training points to the third power. This puts a practi-
cal limit on the number of training points and, thereby, the
complexity of the input models for C and G. For example,
with the exception of Wibking et al. (2019b) who use a sim-
plistic linear Taylor expansion emulator, we are not aware of
any emulator for the non-linear galaxy clustering that takes
into account cosmology and galaxy assembly bias (see e.g.
Zentner et al. 2014; Wechsler & Tinker 2018). Several stud-
ies have shown that neglecting this effect in the modelling of
G can lead to biased cosmological inferences (see e.g. Zent-
ner et al. 2014; Wibking et al. 2019b). We note that Yuan
et al. (2019) have recently demonstrated that an emulator
for galaxy assembly bias at fixed cosmology can be built.
Finally, Wibking et al. (2019a) have developed an em-
ulator for the galaxy clustering and galaxy-galaxy lensing
of BOSS galaxies. A novel feature of their approach is that
instead of emulating the observables directly the authors
emulate corrections to observables calculated from analytic
halo models. It was shown that this method can increase
emulator accuracy and thereby should allow more complex
models of the galaxy-halo connection. Ultimately, this shows
that it might be possible to develop the surrogate modelling
approach further to overcome some of its shortcomings.
2.2 Cosmological evidence
Our goal here is to develop a new approach different from
the emulation of observables. This new method easily allows
for arbitrary models of the galaxy-halo connection and also
performs the marginalisation over G in an exact manner,
thereby increasing the accuracy of the posterior inference.
Broadly speaking, our new approach utilises the fact that re-
alisations of the galaxy-halo connection G on top of a cosmo-
logical simulation are computationally orders of magnitude
cheaper than running the cosmological simulation itself. We
start by integrating Eq. (1) over G,
P (C|D) =
∫
P (C,G|D) dG
=
1
Z(D)
∫
P
(
D|Dˆ (C,G)
)
P (C)P (G)dG
=
Z(D|C)P (C)
Z(D) .
(4)
In the above equation we have identified the Bayesian ev-
idence for the observations D given a certain cosmological
model C,
Z(D|C) ≡
∫
P
(
D|Dˆ (C,G)
)
P (G)dG . (5)
This shows that if we were able to calculate the Bayesian
evidence for a given cosmological model, we would only
need to interpolate Z(D|C) instead of Dˆ(C,G). Let us de-
note the number of dimensions of Dˆ, C and G by nD, nC
and nG, respectively. Then, Z(D|C) is a RnC → R and
Dˆ(C,G) a RnC+nG → RnD function. Typical numbers of
(nD, nC, nG) are (42, 5, 12) (More et al. 2015) or (37, 8, 7)
(Zhai et al. 2019). In principle, nD can be reduced in spe-
cific cases through principal component analysis (Nishimichi
et al. 2018) or by emulating fitting functions (McClintock
et al. 2019). But even in such cases, using the cosmological
evidence still results in a dramatic reduction in dimensional-
ity. Moreover, the Bayesian evidence for a given cosmology
has no explicit dependence any more on the parameters of
the galaxy-halo connection. Thus, as long as we can effi-
ciently compute the integral in Eq. (5), we can allow for
arbitrarily complex models of the galaxy-halo connection.
Fortunately, there are efficient numerical methods like,
for example, nested sampling (Skilling 2004) to calculate
the complex multi-dimensional integral in Eq. (5). Gener-
ally, there are many possible ways to calculate Dˆ(C,G). The
most direct method is to first populate a dark matter halo
catalogue with galaxies according to the model G. After-
wards, the summary statistic Dˆ(C,G) is measured directly
from the mock galaxy catalogue (Zentner et al. 2019; Vakili
& Hahn 2019; Zhai et al. 2019). However, in this work, we
make use of the method described in Zheng & Guo (2016).
In this method, correlation functions between halos of dif-
ferent properties are computed. The expected correlation
functions between galaxies, which will serve as our summary
statistic, can then be obtained by convolving the halo abun-
dances and correlation functions with the probabilities to
host galaxies. This allows us to make very fast and accurate
predictions for galaxy correlation functions compared to the
traditional naive direct population method. In Section 4, we
demonstrate that it is computationally feasible to calculate
the Bayesian evidence for a given cosmology and make use
of the dramatic reduction in dimensionality achieved with
CEM.
3 MODEL INGREDIENTS
In this section, we outline several of the ingredients going
into Eq. (5). Specifically, we outline how we sample the cos-
mological parameter space C, our model for the galaxy-halo
connection G and our observational data vector D. Finally,
we describe how we calculate the Bayesian evidence Z(D|C)
in practice.
3.1 Cosmology C
In this work, we use simulations from the Aemulus project
(DeRose et al. 2019) to sample the cosmological parameter
space C. This simulation suite consists of 75 individual sim-
ulations which vary in 7 cosmological parameters: the total
matter density Ωm, the baryon density Ωb, the Hubble con-
stant H0, the spectral index ns, the amplitude of matter
fluctuations σ8, the equation of state of dark energy w0 and
the effective number of neutrino species Neff . The combina-
tions of these 7 parameters are chosen to efficiently sample
the 4σ CMB (Hinshaw et al. 2013; Planck Collaboration
et al. 2014) plus baryon acoustic oscillation constraints of
Anderson et al. (2014). Among the 75 simulations, there are
7 groups of 5 simulations each that have identical cosmolog-
ical parameters but different random seeds. We follow the
nomenclature of DeRose et al. (2019) and call them “test
simulations” since they have been used to asses the emula-
tor accuracy.
Each simulation uses 14003 particles to trace structure
formation in a cubic volume of (1050 h−1Mpc)3, resulting
MNRAS 000, 1–10 (2019)
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in a particle mass of mp = 3.51 × 1010(Ωm/0.3) h−1M.
Dark matter haloes are identified with the ROCKSTAR
halo finder (Behroozi et al. 2013). From the publicly avail-
able halo catalogues, we use the z = 0.55 snapshots and keep
all field halos with a halo mass of M200m > 100mp where
M200m is the spherical overdensity mass with respect to 200
times the matter background density. Such a selection is ap-
propriate for studying galaxies in the BOSS CMASS galaxy
sample (see e.g. Guo et al. 2015). We assign a concentra-
tion parameter c200m = r200m/rs using the relation between
c200m and Vmax for a spherical NFW halo (Prada et al. 2012;
Klypin et al. 2016). The halo concentration is later used to
assign phase-space coordinates to satellite galaxies and to
probe galaxy assembly bias.
3.2 Galaxy-halo connection G
Dark matter haloes in the Aemulus simulation are populated
using a Halo Occupation Distribution (HOD) approach. We
assume that every halo can host at most one central galaxy
and an unlimited number of satellite galaxies. More specif-
ically, we use the HOD parameterisaton of Zheng et al.
(2007), combined with the decorated HOD (dHOD) general-
isation introduced by Hearin et al. (2016). In this model, the
mean number of central galaxies hosted by a halo of mass
M is
〈Ncen|M〉 = 1
2
(
1 + erf
[
logM − logMmin
σlogM
])
(6)
with logMmin and σlogM as free parameters. On the other
hand, the average number of satellites is given by
〈Nsat|M〉 =
(
M −M0
M1
)α
(7)
for M > M0 and 0 otherwise. Here, M0, M1 and α are free
parameters.
The dHOD framework of Hearin et al. (2016) allows to
further modulate these average occupation numbers with a
secondary halo parameter besides halo mass. The motivation
behind this is that it is well-known that the clustering prop-
erties of dark matter haloes depend on other halo variables
besides halo mass, an effect called halo assembly bias (see
e.g. Gao et al. 2005; Wechsler et al. 2006). If the occupation
of dark matter haloes with galaxies depends on any of these
secondary halo parameters, an effect called galaxy assembly
bias, the clustering of galaxies will be affected. We choose the
halo concentration c200m as the secondary halo variable be-
cause it strongly affects halo clustering (e.g., Wechsler et al.
2006; Jing et al. 2007; Gao & White 2007; Han et al. 2019)
and because concentration strongly correlates with halo age
(e.g., Navarro et al. 1997; Wechsler et al. 2002; Ludlow et al.
2013) which, in turn, might correlate with galaxy properties
(e.g., Hearin & Watson 2013). In this case, the average num-
ber of galaxies is given by
〈Ngal|M, c〉 = 〈Ngal|M〉 ± δNgal, (8)
where δNgal is added if the concentration of a halo is larger
than the median of all haloes at that mass and subtracted
otherwise. For centrals, δNgal is equal to
δNcen = Acen (0.5− |0.5− 〈Ncen|M〉|) , (9)
which fulfills the constraint 0 ≤ 〈Ncen|M, c〉 ≤ 1 for −1 ≤
Acen ≤ 1 as a free parameter. On the other hand, for satel-
lites we have
δNsat = Asat〈Nsat|M〉, (10)
where −1 ≤ Asat ≤ 1 is another free parameter. We as-
sume that the numbers of centrals and satellites in individ-
ual haloes obey Bernoulli1 and Poisson distributions, respec-
tively.
Finally, we need to assign phase-space coordinates to
central and satellite galaxies. Centrals are assigned the po-
sition and velocity of their host halo core. Specifically, since
we use ROCKSTAR, the position corresponds to that of
the phase-space density peak and the velocity is equal to the
average velocity of all dark matter particles within 0.1r200m
around the phase-space density peak. On the other hand,
satellite phase-space positions are drawn from a spherically
symmetric NFW profile. We allow the radial distribution of
satellites to have a different concentration parameter than
the dark matter halo, csat = η cdm, and treat η as a free
parameter in our modelling. The velocities of satellites are
drawn from a local Gaussian velocity distribution without
orbital anisotropy. The mean of the distribution is that of
the host halo core and the second moment σ is obtained by
solving the spherically symmetric, time-independent Jeans
equation (van den Bosch et al. 2004; More et al. 2011; Lange
et al. 2019b). Thus, for a satellite at distance r in a halo with
mass M , concentration c and halo radius rh:
σ2 =
Gη2c2M
rhg(c)
(
r
rh
)(
1 +
ηcr
rh
)2 ∞∫
ηcr/rh
g(y/η)dy
y3(1 + y)2
, (11)
with g(x) = ln(1 + x) − x/(1 + x). Altogether, as shown in
Table 1, we have 8 free parameters to describe the galaxy-
halo connection G.
3.3 Summary Statistic D
For the purpose of this paper, we take the number density
of galaxies and the redshift-space multipole moments ξ`(s)
as the observational data vector D. The multipole moments
depend on the correlation function ξ(s, µ) that measures the
excess probability of pairs separated by (s, µ) over a random
distribution. Here, s =
√
r2p + pi2 and µ = rp/s, and rp and
pi are the projected and line-of-sight separations of galaxy
pairs, respectively. The multipole moments of order ` are
then defined via
ξ`(s) =
2`+ 1
2
1∫
−1
L`(µ)ξ(s, µ)dµ , (12)
(Hamilton 1992). In the above equation L` represents the
Legendre polynomial of order `. Throughout this work, we
use the monopole ξ0 and quadrupole moments ξ2 as our
observables. We have experimented with including the hex-
adecapole moments ξ4, but find that they do not provide
much additional constraining power.
We measure the redshift-space correlation function for
mock galaxy populations using halotools, specifically the
1 A Bernoulli distribution is a discrete probability distribution
with 0 and 1 as the only possible outcomes.
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s mu tpcf and tpcf multipole functions. We use linear
bins for µ going from −1 to +1 with ∆µ = 0.05 and 14
logarithmic bins in s spanning the range log(s/ h−1Mpc) ∈
[−1.0, 1, 8], the same bins as in Guo et al. (2015). These
functions assume the distant observer approximation, treat-
ing one of the Cartesian coordinates of the simulation as the
line-of-sight direction; to reduce the noise, we measure the
multipole moments 3 times by assuming the line-of-sight di-
rection to be aligned with the x, y and z-axis and averaging
the result.
In principle, we could measure the multipole moments
in a given simulation by directly populating dark matter
haloes in the simulation with galaxies. However, this is com-
putationally very expensive and comes with realisation noise
due to the random number and phase-space positions of
galaxies. Instead, we use a tabulation method (Neistein &
Khochfar 2012; Reid et al. 2014; Zheng & Guo 2016) to
speed up the computation dramatically and eliminate any
realisation noise. We first take all haloes in a given simula-
tion to serve as tracers of central galaxies. We furthermore
assign to each halo of mass M a Poisson number of satellite
tracers with expectation value 3×(M/1013h−1M). This ex-
pectation value is chosen to be significantly larger than the
number of satellites we typically expect in haloes of that
mass (see e.g. Guo et al. 2015). We then bin all haloes and
their central and satellite tracers by halo mass and whether
the concentration is above or below the median. Next, we
measure all cross- and auto-correlation multipole moments
between all tracers in each bin. One can then show that an
estimate for the galaxy number density and the multipole
moments of any arbitrary galaxy-halo model are given by
nˆgal =
∑
i=c,s
nbins∑
k=1
Nh,k〈Ni|Mk, ck〉 (13)
and
ξˆ` = nˆ
−2
gal
∑
i=c,s
∑
j=c,s
nbins∑
k=1
nbins∑
l=1
[
Nh,kNh,l〈Ni|Mk, ck〉
〈Nj |Ml, cl〉ξij`,kl
]
,
(14)
respectively. In the above expression, Nh,k denotes the num-
ber of haloes in bin k and, for example, ξcs`,kl denotes the mul-
tipole moments between centrals in bin k and satellites in bin
l. The above estimate ξˆ` approaches the expectation value
of ξ` for sufficiently small halo mass bins. We find that 100
logarithmic bins in halo mass is sufficient to adequately sam-
ple all haloes with mass M > 3.52 × 1013(Ωm/0.3) h−1M
(corresponding to 100 particles). With such a bin width of
∼ 0.03 dex, any biases in ξ are less than 5% of the obser-
vational uncertainty for a BOSS CMASS-like sample (see
Guo et al. 2015). The above method only works for a fixed
value of the satellite radial profile parameter η. In practice,
it suffices to tabulate correlation function for bins in η of
∆ log η = 0.1 and linearly interpolate between them.
Finally, when measuring correlation functions from
galaxy surveys, we measure angular separations, θ, and red-
shift differences, ∆z, instead of rp and pi. Generally, mea-
surements of correlation functions are made by assuming a
reference cosmology Cref to translate (θ,∆z) into comoving
coordinates (rp, pi). Thus, we need to correct our predictions
made using a simulation with parameters Csim for such a
Parameter Minimum Maximum Mock Data
logMmin 12.5 14.0 13.36
σlogM 0.2 1.0 0.65
logM0 12.0 15.0 13.28
logM1 13.5 15.0 14.21
α 0.5 2.0 1.02
Acen −1 +1 0 or +0.5
Asat −0.4 +0.4 0 or −0.1
log η −0.5 +0.3 0
Table 1. The prior ranges and input values for mock catalogues
of all parameters describing the galaxy-halo connection G.
reference cosmology. This is known as the Alcock-Paczynski
(AP) effect and can be modelled through a simple re-scaling
of the coordinates in the box:
rp,ref = rp,sim
dcom(z|Cref)
dcom(z|Csim) (15)
and
piref = pisim
E(z|Csim)
E(z|Cref) . (16)
In the above expressions, dcom is the co-
moving distance in h−1Mpc and E(z) =√
Ωm,0(1 + z)3 + (1− Ωm,0)(1 + z)3(1+w0). Through-
out this work we use the best-fit Planck15
“TT,TE,EE+lowP+lensing+ext” ΛCDM cosmology
(Planck Collaboration et al. 2016), i.e. Ωm,0 = 0.307 and
w0 = −1, as our reference cosmology Cref .
3.4 Bayesian evidence Z
Calculating the Bayesian evidence first requires a model of
the likelihood P (D|Dˆ(C,G)). In this work, we assume a mul-
tivariate Gaussian distribution for the correlation function
multipole moments and an uncorrelated error of σngal =
0.05ngal for the number density of galaxies:
P (D|Dˆ(C,G)) ∝ (ngal − nˆgal)
2
2σ2ngal
+
1
2
(ξ− ξˆ)TΣ−1(ξ− ξˆ) . (17)
In the above equation, ξ contains the monopole and
quadrupole measurements, i.e. ξ = [ξ0, ξ2]. We use the co-
variance matrix Σ from the volume-limited BOSS CMASS
sample of Guo et al. (2015) which also accounts for correla-
tions between the monopole and quadropole measurements.
Additionally, to calculate the integral in Eq. (5), we need
to specify the prior distribution P (G). In this work, we use
flat priors as listed in Table 1. Note that we limit the prior
of Asat to ±0.4 instead of ±1. The reason is that the latter
would be a rather unphysical model in which low or high-
concentration halos have 0 satellites.
Finally, to compute the multidimensional integral in
Eq. (5) me make use of nested sampling (Skilling 2004) as
implemented in MultiNest (Feroz & Hobson 2008; Feroz
et al. 2009). The main idea of nested sampling is to re-
place the multi-dimensional integral over G with a one-
dimensional integral along iso-likelihood surfaces. The al-
gorithm starts by randomly drawing a certain number of
so-called live points from the entire prior space and calcu-
lates their likelihood. Afterwards, new points are drawn from
MNRAS 000, 1–10 (2019)
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the parameter space G and their likelihood values are calcu-
lated. If the likelihood of a new proposed point is larger than
the lowest likelihood in the active set, Lmin, the new point
replaces the lowest-likelihood point in the active set. The
lowest likelihood point previously in the active set is added
to the so-called inactive set. One can show that the vol-
ume probed by the active set decreases exponentially with
each newly drawn active point. With this information, at
any given iteration, we can use all points from the active
and the inactive set to calculate the total Bayesian evidence
Z and an associated uncertainty ∆ lnZ. In order for nested
sampling to be feasible, proposed points are not drawn from
the entire prior space but from a smaller volume that en-
compasses all points with L > Lmin. While this volume can
be estimated from all points in the active set, it is crucial
for the volume from which points are drawn to fully contain
all points with L > Lmin. Thus, the volume from which pro-
posed points are drawn should be larger than the volume
of the active set, thereby reducing the sampling efficiency of
proposed points that are accepted. In this work, we use 1000
live points and a stopping criterion of ∆ lnZ = 0.01. Using
more live points would decrease the statistical uncertainty in
the evidence estimate slightly but increase the overall run-
time. We also use a the target sampling efficiency to 0.1 with
constant efficency mode turned off. Using a lower efficiency
does not affect our results while only increasing the runtime.
Finally, we also use the importance nested sampling (Feroz
et al. 2013) mode of MultiNest. In practice, once the corre-
lation functions have been tabulated each evaluation of the
Bayesian evidence takes only of order 0.3 CPU hours on a
single run-of-the-mill processor from 2014.
4 APPLICATION TO MOCK CATALOGUE
In this section, we demonstrate the viability of CEM out-
lined in Section 2. We do so by applying it to mock ob-
servations with a known input cosmology C. If the method
works correctly, we should be able to recover the input cos-
mology from our analysis. To produce mock data, we take
the 5 realisations of the third test cosmology of the Aemu-
lus simulation suite, i.e. “T02” in Table 2 of DeRose et al.
(2019). The reason for this choice is simply that its cos-
mological parameters lie roughly in the middle of all sim-
ulations. We assume the best-fit halo occupation model of
Guo et al. (2015) (see Table 1) and average the predicted
summary statistic for the 5 realisations, each time averaging
over the three line-of-sight projections. Note that the mock
observations are free of noise from random galaxy realisa-
tions, and that cosmic variance is reduced by using a cos-
mological volume of 5h−3 Gpc3 compared to 0.78h−3 Gpc3
in the actual BOSS data used by Guo et al. (2015). Since
this implies that the theoretical uncertainty associated with
the mock predictions is much smaller than the observational
uncertainty we assume (Guo et al. 2015), we should be able
to recover the input cosmology to within much less than 1σ
of the posterior. Finally, for the moment, in both the mock
observations and the models, we neglect galaxy assembly
bias, i.e. Acen = Asat = 0. In what follows, the 5 simulations
used to predict the mock observations are not used to infer
cosmological parameters.
We start by calculating the Bayesian evidence Z(D|C)
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Figure 1. The statistical inferences on fσ8 when analysing a
mock catalogue. The lower panel shows the Bayesian evidence
Z(D|C) as a function of fσ8. Each point corresponds to a simula-
tion of the Aemulus simulation suite. Note that the normalisation
of the Bayesian evidence is arbitrary and only the difference be-
tween cosmologies is relevant. We have thus chosen the highest
evidence to correspond to lnZ(D|C) = 0. The solid lines shows
our best-fit skew normal distribution to Z(D|C). The smaller up-
per panel shows our inferred posterior constraint on fσ8 and the
dashed red line the “true” input value in the mock catalogue.
Finally, the thin blue lines show random individual skew normal
distributions from the posterior of fitting Z(D|C).
for all the remaining 70 cosmological simulations. In prin-
ciple, the evidence is still a function of the 7 cosmological
parameters and it is difficult to gain an insight into a 7-
dimensional function from only 70 simulations for 46 inde-
pendent cosmologies. Additionally, each value of Z(D|C) suf-
fers from cosmic variance, as discussed below. However, we
expect redshift space multipoles to most strongly constrain
fσ8 where f is the linear growth rate and both quantities
are evaluated at the redshift of the simulation snapshots we
use, z = 0.55. Fig. 1, showing the Bayesian evidence Z as a
function of fσ8, indeed, suggests that the Bayesian evidence
is primarily a function of fσ8, i.e., almost all the variance
in Z can be explained by its dependence on fσ8.
We now proceed to derive a posterior inference on cos-
mology. There are two problems we need to overcome. First,
we only sample the cosmological parameter space with a very
limited number of points. Secondly, every evidence estimate
Z(D|C) comes with an inherent uncertainty due to cosmic
variance. We begin by estimating the uncertainty in our ev-
idence estimate. Upon substituting Eq. (17) in Eq. (5) it is
clear that lnZ ∼ χ2min/2, where χ2min is the best-fit χ2. Let
us assume that the prediction D from a simulation obeys
a multivariate Gaussian with covariance rsimΣ. Here, Σ is
the covariance matrix of the observations and rsim is a scal-
ing factor that is related to the volume of the simulation
with respect to the cosmological volume of the observations.
Under these assumptions one can show that
∆ lnZ ≈
√
r2simND
2
+ rsimχ2min (18)
where ND is the number of measurement points, i.e. ND =
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29 in our case, and χ2min is the best-fit χ
2 at a given cos-
mology. We naively expect rsim ≈ Vobs/Vsim where Vsim and
Vobs are the cosmological volumes of the simulations and the
observations, respectively. However, rsim is likely smaller be-
cause we project in all 3 dimensions in redshift space and
because we have a much better sampling of satellite galaxies.
In practice, we leave rsim as a free parameter to be deter-
mined empirically.
In what follows, we will use an approach which broadly
falls into the area of variational inference. That means, we
approximate the non-trivial Z(D|C) posterior distribution
with an approximate analytic one. In particular, we assume
that the evidence only depends on fσ8 and that it follows a
skew normal distribution,
Z(D|C) ≈ Z(D|fσ8)
∝
[
1 + erf
(
α(fσ8 − µ)√
2σ
)]
exp
[
− (fσ8 − µ)
2
2σ2
]
.
(19)
The choice of this particular functional form for the cosmo-
logical evidence is motivated by the distribution of Z(D|C)
vs. fσ8 shown in Fig. 1. We note that we do not fit for
the normalisation of Z(D|fσ8) or the total Bayesian ev-
idence Z(D). Neither is necessary to derive the posterior
P (fσ8|D), i.e. Eq. (4), due to its normalisation condition,∫
P (fσ8|D)dfσ8 = 1. Instead of just finding the best-fit
skew normal distribution, we also consider the uncertainty
from fitting the Z(D|fσ8) points. We choose flat priors for
µ, σ, 2/pi arctanα and rsim with ranges [0.35, 0.60], [0.0, 0.1],
[−1, 1] and [0, 1], respectively. Here, µ, σ and α are the pa-
rameters describing the location, scale and skewness of the
skew normal distribution. Upon fitting Z(D|fσ8), we obtain
a posterior sample of skew normal distributions P (fσ8|D)
that could fit the calculated evidence. We choose as the fi-
nal cosmological posterior, the linear sum of all skew normal
distributions in our posterior sample. In this way, our final
cosmological inference accounts for uncertainties in fitting a
functional form to the Z(D|fσ8) values.
The upper panel in Fig. 1 shows inferred posterior con-
straint on fσ8 when analysing the mock catalogue. We note
that the 1σ range encompasses the input cosmology (indi-
cated by the dashed, vertical line) despite this cosmology
not being used in the analysis. This shows that the analysis
was successful in recovering unbiased cosmological parame-
ter constraints. We have repeated this exercise with mock
observations from the “T01” and “T03” simulations of the
Aemulus simulation suite and obtained similar results. Over-
all, we can constrain fσ8 to within ∼ 2%. We also note that
the skew normal distribution fitted to the cosmological ev-
idence is well constrained. For example, the mean of the
skew normal is constrained to within 0.5%. In other words,
the uncertainty in the mean of the posterior of fσ8 due to
the finite sampling of cosmology is of order 4 times smaller
than the posterior uncertainty in fσ8 itself. Thus, our ap-
proach might be more precise than the emulation method
which adds significant noise due to emulator errors (Zhai
et al. 2019).
We note that when fitting Z(D|C) we neglected all cos-
mological parameters other than fσ8. Generally, the cosmo-
logical evidence might very well depend on other parame-
ters. However, the parameter space covered by the Aemulus
Posterior
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Figure 2. The impact of galaxy assembly bias on cosmological
constraints. The upper panel shows posterior constraints on fσ8.
The solid (dashed) line represent results if galaxy assembly bias is
included (neglected) in the analysis. In the lower panel, we show
the 68% and 95% posterior constraints on Acen in an analysis
accounting for galaxy assembly bias. Each error bar corresponds
to the average of all Aemulus simulations in that fσ8 bin. In
both panels, red elements denote the input values of the mock
catalogue.
simulation is too small to robustly uncover those. We find
hints that Z(D|C) might, for example, depend on param-
eters describing distortions due to the AP effect. However,
the derived constraints are weak with respect to the Aemu-
lus prior and taking this additional dependence into account
has no appreciable impact on our fσ8 constraint. Neverthe-
less, one should note that our constraints on fσ8 are only
strictly valid with the other cosmological parameters being
in the Aemulus priors.
5 IMPACT OF GALAXY ASSEMBLY BIAS
So far, we have neglected galaxy assembly bias in the mock
observations and the modelling. We now incorporate this
effect into the mock observations by setting Acen = +0.5
and Asat = −0.1. This corresponds to a scenario in which
high-concentration haloes have brighter centrals and fewer
satellites. Such a scenario might be expected naturally be-
cause haloes with a higher concentration are older than their
low-concentration counterparts. Thus, they had more time
to tidally disrupt their satellites and thereby grow their cen-
trals (e.g., van den Bosch et al. 2005; Jiang & van den Bosch
2017). All other HOD parameters are left unchanged. Next,
we repeat the same analysis as in the previous section, this
time also marginalising over both Acen and Asat.
The lower panel in Fig. 2 shows the posterior inferences
about the assembly bias parameter Acen that we obtain from
analysing the mock data. Each error bar corresponds to
one or more simulations of the Aemulus simulation suite,
represented by their fσ8 value. From this figure it is ap-
parent that inferences about central galaxy assembly bias
from small-scale redshift-space clustering depend strongly
on the assumed cosmology. For example, for fσ8 ≈ 0.43 we
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could infer Acen > +0.5 at 99% confidence, while adopt-
ing fσ8 ≈ 0.49 would result in inferring that Acen < +0.5
at 99% confidence. Both results are clearly inconsistent with
the true value of Acen = +0.5. Even more, both cosmological
parameter combinations are still compatible with our cosmo-
logical inference at the ∼ 3−4σ level. Given that we have 29
measurements and 8 free parameters, we should expect to
get a goodness of fit of χ2/dof ≈ 1.43± 0.31 and 1.76± 0.31
for 3σ and 4σ offsets, respectively. Thus, both values for fσ8
might result in acceptable fits. This shows that even a good
fit to observational data cannot reliably demonstrate the
existence or absence of assembly bias unless one properly
marginalises over the uncertainties in cosmology. Reassur-
ingly, for the correct input cosmology, shown by the vertical
red dashed line, we recover the correct galaxy assembly bias
strength. On the other hand, we find the satellite galaxy
assembly bias parameter Asat to be virtually unconstrained
unless fσ8 is far from the input value.
How does the presence of galaxy assembly bias affect
cosmological constraints? Recall that we model the redshift-
space clustering down to 0.1 h−1Mpc. Recently, McCarthy
et al. (2019) argued that galaxy assembly bias can only be
ignored when modelling scales as large as 8 h−1Mpc and
above. On these scales, the clustering seems to be deter-
mined solely by the large scale bias. Therefore, one does not
need to model galaxy assembly bias due to its degeneracy
with halo mass bias. However, McCarthy et al. (2019) show
that the small-scale clustering cannot be predicted from the
large-scale clustering unless one accounts for galaxy assem-
bly bias. Thus, we do expect the presence of assembly bias to
affect cosmological parameter constraints if it is not mod-
elled. The solid lines in the upper panel of Fig. 2, show
the posterior inference on fσ8 when allowing for galaxy as-
sembly bias in calculating Z(D|C). On the other hand, the
dashed line shows the result if galaxy assembly bias is not ac-
counted for. It is evident that not including galaxy assembly
bias in the modelling leads to a small shift in the posterior
by roughly +0.01 in fσ8. This shift can be explained by the
apparent degeneracy between fσ8 and Acen: excluding as-
sembly bias in the modelling corresponds to Acen = 0, and
in an analysis with galaxy assembly bias, +0.01 in fσ8 is
where Acen ≈ 0 is preferred. We also note that the poste-
rior uncertainty on fσ8 does not increase substantially when
including galaxy assembly bias in the analysis. Ultimately,
this investigation shows that it is important to account for
galaxy assembly bias in order to obtain unbiased inferences
on cosmology. However, it seems more important to con-
sider uncertainties in cosmological parameters when aiming
for unbiased constraints on galaxy assembly bias, than vice
versa.
6 CONCLUSION
We have presented a new method to derive cosmological
parameter constraints from the small-scale distribution of
galaxies and matter. This method, which relies on numer-
ical simulations, presents an alternative to using surrogate
models for summary statistics as a function of cosmology
and the galaxy-halo connection (see e.g. Heitmann et al.
2016; Nishimichi et al. 2018; DeRose et al. 2019; Zhai et al.
2019; Wibking et al. 2019b). The algorithm can be described
as follows:
(i) Separate the full parameter space into the cosmologi-
cal and the galaxy-halo connection parameter space. Reali-
sations of the latter on top of a chosen cosmological param-
eter set, i.e. a cosmological simulation, are computationally
inexpensive.
(ii) Perform the marginalisation over the galaxy-halo con-
nection parameter space by calculating the Bayesian evi-
dence Z(D|C) for each cosmological simulation. Tabulate
the values for the cosmological evidence and parameters of
all simulations.
(iii) Determine a model for the cosmological evidence
Z(D|C) as a function of cosmological parameters.
Compared to the emulation approach our CEM method
based on cosmological evidence has several advantages.
• CEM makes it easier to marginalise over highly com-
plex models of the galaxy-halo connection, including those
with galaxy assembly bias. On the other hand, for surrogate
modelling, the complexity of the galaxy-halo connection is
effectively limited by the accuracy of the emulator.
• The marginalisation over the galaxy-halo connection,
at least in the implementation presented here, is basically
free of numerical noise, leading to more precise cosmological
parameter inferences. This is different from the emulation
method where even at a fixed cosmology errors stemming
from emulating the dependence on the galaxy-halo connec-
tion could lead to inflated posteriors.
• The determination of cosmology constraints can be fur-
ther simplified by projecting the cosmological evidence into
a suitable coordinate system. For example, in the case of
the redshift-space clustering of BOSS CMASS galaxies and
the Aemulus simulation suite, it is sufficient to model the
evidence as a function of a single cosmological parameter.
This additional reduction in the dimensionality cannot nec-
essarily be applied to surrogate modelling.2
• CEM is a very transparent method: the main result of
this approach, the cosmological evidence Z(D|C) for differ-
ent simulations with different cosmological parameters, can
easily be included in a table accompanying an analysis. This
would allow other groups to build their own models for how
Z depends on cosmological parameters. One would not be
stuck with the result from a particular set of assumptions
and functional forms, like for example Eq. (19).
• We demonstrated that CEM can be computationally
cheap. For the analysis performed in this work, we only need
roughly 200 CPU hours to derive cosmological parameter
constraints. The majority of that time is spent on tabu-
lating the correlation functions. Deriving new cosmological
constraints under a different model for the galaxy-halo con-
nection takes only of order 20 CPU hours on a standard
server processor from 2014.
2 A simple example would be to constrain cosmological param-
eters with just the number density of galaxies, ngal. Clearly,
Z(ngal|C) should not depend on cosmology since ngal does not
contain cosmological information after marginalising over the
galaxy-halo connection G. On the other hand, the observable nˆgal
at fixed values for G will depend on cosmology C and would have
to be emulated as a function of both G and C.
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The exact performance of the CEM method also depends
on how steps (ii) and (iii) are implemented. The implemen-
tations used in this paper are not the only possible choices.
For example, it is important to acknowledge a shortcoming
of our use of variational inference in step (iii): the assumed
functional form for Z(D|C) is only an approximation of the
true cosmological evidence. It might be difficult to rigorously
quantify systematic errors associated with the assumed func-
tional form for Z(D|C). This is especially important once the
dependence on more cosmological parameters would need to
be modelled. Finally, we want to point out that CEM and
surrogate modelling should not necessarily be seen as mutu-
ally exclusive. For example, it might be possible to use sur-
rogate modelling of observables at a fixed cosmology (e.g.
Wang et al. 2015) in step (ii).
We have tested the new CEM method on mock ob-
servations of the redshift-space clustering, specifically the
monopole and quadrupole moments, of BOSS CMASS
galaxies down to highly non-linear scales, s = 0.1 h−1Mpc.
We have used simulations of the Aemulus simulation suite to
forecast cosmological parameter constraints. We find that we
can obtain a ∼ 2% measurement of the cosmological growth
rate fσ8. We have also investigated how galaxy assembly
bias interplays with cosmological parameters. We show that
cosmological inferences can incur a small bias by not in-
cluding galaxy assembly bias in the modelling. On the other
hand, inferences about galaxy assembly bias from modelling
clustering strongly depend on cosmology. This casts some
doubt on inferences about the presence or absence of assem-
bly bias from clustering studies at fixed cosmology (see e.g.
Vakili & Hahn 2019; Zentner et al. 2019; Wang et al. 2019).
Our analysis here should also be compared to the re-
sults of Reid et al. (2014). In this study, the authors model
the redshift-space clustering down to 0.8h−1Mpc and obtain
a 2.5% constraint on fσ8. One of the main differences be-
tween Reid et al. (2014) and our analysis is that Reid et al.
(2014) work with only a three simulations. To model the
dependence on fσ8, all halo velocities in the simulation are
scaled by a factor γHV and interpreted as a corresponding
change in fσ8. However, Zhai et al. (2019) argue that such
a method might underestimate the true uncertainty in fσ8.
Since we do not model γHV, we cannot comment on this
here. On the other hand, our analysis at least suggests that
the fact that Reid et al. (2014) neglected galaxy assembly
bias should not have strongly biased their conclusions.
We expect to apply CEM to observational data in the
near future. For example, one might constrain cosmological
parameters from the redshift-space clustering (Guo et al.
2015) and galaxy-galaxy lensing (Leauthaud et al. 2017;
Lange et al. 2019c) of BOSS CMASS galaxies. However,
we note that one first needs to verify that current mod-
els of the galaxy-halo connection are complex enough to
accommodate realistic galaxy populations. This could be
tested by running analysis on mock galaxy catalogues ob-
tained from semi-analytic models or hydrodynamical simu-
lations. For example, our analysis neglects parameters for
central and satellite velocity bias commonly employed (see
e.g. Tinker et al. 2006; Reid et al. 2014; Zhai et al. 2019).
We assume that centrals are located at the halo core which
should greatly reduce the need for additional velocity offsets
(Behroozi et al. 2013; Guo et al. 2016; Ye et al. 2017). Sim-
ilarly, satellite velocities are derived from solving the Jeans
equation which allows physically motivated differences be-
tween the velocities of satellites and dark matter (Lange
et al. 2019a). While these models are well motivated, it is
still possible that including additional velocity bias parame-
ters is required to obtain unbiased cosmological parameters.
We believe that the method presented here will provide a
valuable tool for these future works.
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