In this note, we provide further information and details on material appearing in the paper "Improving efficiency and robustness of the doubly robust estimator for a population mean with incomplete data," by Cao, Tsiatis and Davidian. In § A, we sketch how the approach to identifying the optimal, doubly robust estimator for a single treatment mean in § 3 of the main paper may be adapted to estimation of a difference in treatment means as in the case of a causal treatment effect. In § 2, we follow up on our comment that "the asymptotic variance of the estimator for µ can be approximated by the usual empirical sandwich technique" ( § 3 of the main paper) and give the explicit form of the building blocks required to calculate the asymptotic variances of the four estimators considered in the paper: µ OR , µ USUAL , µ TAN and µ PROJ . Throughout, we use the notation defined in the main paper.
Suppose we observe independent and identically distributed data (R i , Y i , X i ), i = 1, . . . , n, where now R i is a treatment indicator taking values 0 or 1, and Y i and X i are response and covariates, respectively, as in the main paper. (Note that these observed data are different from those in the paper, (R i Y i , Y i , X i ).) As in the standard set-up for the usual causal inference problem in an observational point exposure study, we may conceptualize potential outcomes Y 0 and Y 1 corresponding to each treatment, with the observed Y = RY 1 +(1−R)Y 0 .
The goal is to estimate the difference ∆ = E(Y 1 ) − E(Y 0 ) based on the observed data under the usual assumption of no unmeasured confounders, namely, that (Y 0 , Y 1 ) are independent of R given X.
Consider as an estimator for ∆
for some m(X, β) and estimator β for β. Following the ideas in § 3 of the main paper, we wish to identify a value β * opt and an estimator β converging to it such that the asymptotic variance of (1) is minimized when the propensity score is correct and such that (1) is doubly robust. Using the assumption of no unmeasured confounders, it is straightforward to deduce that the optimal value β * opt is the solution in β to
where m (k) (X) = E(Y k | X), k = 0, 1, are the true potential outcome means conditional on
, where the models m k (X, α k ) are possibly nonlinear in α k , and take
Suppose we estimate β by solving the estimating equation
If the propensity score is correct, π(X) = π 0 (X), but the models
then it is straightforward to show that the left hand side of (3) converges to an expression of the form of the left hand side of (2), so that the estimator β solving (3) converges in probability to β * opt . On the other hand, if the propensity score model is not correct but the models m k (X, α k ) are in the sense that there are values α
, then the left hand side of (3) converges to
T , so that β converges in probability to β 0 , This shows that the estimator for ∆ in (1) is doubly robust and achieves the minimum asymptotic variance even if the models
B. Calculation of asymptotic variances
We provide expressions required to calculate the asymptotic variances of the four estimators considered in the paper: µ OR , µ USUAL , µ TAN and µ PROJ . The asymptotic variance of µ en USUAL and µ en PROJ may be calculated using the same formulae as for µ USUAL and µ PROJ ; see below.
The following results are valid for a general propensity score model, including the logistic model or the enhanced model discussed in § 4 of the main paper. In order to streamline presentation of the results, denote the propensity score model by π i = π(X i , γ). Similarly, denote the outcome regression model by m i = m(X i , β). Let the score corresponding to the propensity score model be S γi = S γ (R i , X i , γ), and define
Let ξ be collection of unknown parameters involved in obtaining the estimators for µ; in
The estimator for ξ, ξ, in each case can be obtained by solving a set of M-estimating , 2002) , where the last element of ψ i (ξ) corresponds to the estimating equation for µ.
and
. Following standard theory, the asymptotic covariance matrix of ξ can be approximated by the empirical sandwich matrix
Therefore, the asymptotic variance of the four estimators can be approximated by the last, rightmost diagonal entry of the corresponding matrix V n . We present the form of ψ i (ξ) and A i for each of the estimators, from which the form of V n may be calculated. The desired diagonal entry of V n may then be obtained numerically, with the required matrix inversion carried out by standard routines.
For µ OR , ψ i (ξ) is given by
and A i is given by
where
A i is given by
where D 1i and D 2i are the same as for
For µ PROJ , ψ i (ξ) is given by
