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Abstract
In this note we give a short conceptual proof of the Jacobian conjecture in dimension 3 and
degree 3, which was only known through a lengthy computer calculation. We use methods from
algebraic geometry. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 14A99
1. Introduction and statement of result
We will be working over a xed algebraically closed eld  of characteristic 0. The
well-known Jacobian conjecture states that if F :An!An is an etale polynomial map,
then it is bijective, with polynomial inverse. The case n=2 has been amply studied,
with many striking results; much less is known when n>2. If F =(F1; : : : ; Fn) :An!An
is a polynomial map, we call the degree of F the maximum of the degrees of the Fi.
Let F :An!An be an etale polynomial map; if the degree of F is 2 it is easy to
verify that F is bijective ([3]). On the other hand, the following remarkable fact holds
(see [3]).
Theorem. If the Jacobian conjecture holds for etale maps of degree 3; then it holds
in general.
Actually, the result is more precise; it says that it is enough to verify the jacobian
conjecture for the so-called cubic homogeneous maps, that is, maps represented by
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polynomials without quadratic terms. The conjecture for cubic homogeneous maps has
been veried in dimension 3 [9] and 4 [6].
A further renement is due to L. Dru_zkowski (see [5], and the references cited
there). An extremely readable and useful survey of all this and much more is [10].
The purpose of this note is to prove the following result.
Theorem. An etale polynomial map F :A3!A3 of degree 3 is an isomorphism.
This was already known, in some sense: T.T. Moh and A. Sathaye together proved
it via a computer calculation, but the printouts were about 100 pages (unpublished.)
2. Proof
We will be using the following two facts.
Theorem (see Bass et al. [3]). If an etale polynomial map F :An!An is injective;
then it is surjective.
Theorem (see Moh [8]). An etale polynomial map A2!A2 of degree at most 12 is
an isomorphism.
Actually, in the reference given this is proved for degree at most 100; but the
statement above is all we will use.
Assume that we are given an etale polynomial map F :A3!A3 of degree 3 which
is not an isomorphism.
Lemma 1. If h :A3!A1 is a general linear projection; then the composition hF :
A3!A1 has irreducible bers.
The proof, with almost no changes, yields more; namely it shows that if the jacobian
conjecture holds in dimension n−1 for maps of degree 3, it follows that if F :An!An
is an etale map of degree 3 and h :An!A1 is a general linear projection, then the
composition hF :An!A1 has irreducible bers. In particular this will hold for n=4.
Proof. The key point here is that if H An is an ane hyperplane such that F−1(H)
is reducible, then F−1(H) must contain a hyperplane.
Assume that the hypothesis is false.
Let P3 be the projective space of hyperplanes in P3, H1 2 P3 the hyperplane at
innity. Set P0 = P3nfH1g; we can think of P0 as the space of ane hyperplanes in
A3 =P3nH1. Consider the correspondence
I = f(H 0; H)2P0  P0 j F(H 0)HgP0  P3:
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Lemma 2. The set I is closed in P0  P3.
Proof. Let Y 0P0 P3A3 and Y P0 P3P3 be the universal families on P0 P3
in which the bers over a pair (H 0; H) 2 P0  P3 are, respectively, H 0 and H . The
map F induces a map
F 0 :Y 0!P0  P3  P3
by sending (H 0; H; x) into (H 0; H; F(x))2P0  P3  P3; call Z the scheme-theoretic
inverse image of Y through F 0. Then a point (H 0; H)2P0  P3 is in I if and only if
the ber of Z over (H 0; H) is the whole ber of Y 0 over (H 0; H), namely H 0. Then
Lemma 2 is a consequence of the following standard result.
Lemma 3. Let Y ! S an ane An-bundle over a variety S; Z Y a subscheme. Then
the set of points p2 S such that Z S p=Y S p is closed in S.
Proof. The question is local on S, so we may assume that S =SpecA is ane and
Y = S An=SpecA[x1; : : : ; xn]. If f1; : : : ; fr is a set of generators for the ideal of Z in
A[x1; : : : ; xn], we see that the locus above is dened by the ideal in A generated by all
the coecients of the fi.
Let  :P0!P2 be the projection from the point H1 2 P3. Two ane hyperplanes in
A3 have the same image in P2 if and only if they are parallel; the falsity of the thesis
means that the composition of  with the second projection from I to P0 is dominant
onto P2, so that I has dimension 2. The rst projection of I onto the rst factor is injec-
tive, and its image is exactly the set J P0 of hyperplanes in A3 which map into some
hyperplane: this implies that J is also closed in P0, and of the same dimension as I .
Notice that since the two-dimensional jacobian conjecture holds for maps of degree
3, if H 0 2 J then the restriction of F to H 0 gives an isomorphism of H 0 with its image,
and in particular it is injective. As F cannot be injective, choose two distinct points p1
and p2 in A3 with F(p1)=F(p2), and call L’P1 the linear system of hyperplanes in
A3 passing through p1 and p2; then L and J do not intersect. Since L does not contain
H1 and is closed in P3, it follows that L and the closure of J in P3 do not intersect.
This is absurd, because the closure of J is a surface and L a line. This concludes the
proof of Lemma 1.
Take an ane hyperplane H A3, and call X 0 =F−1(H) the inverse image of H
in A3, X the projective closure of X 0 in P3, C the scheme-theoretic intersection of X
with the hyperplane at innity. So X is a cubic hypersurface in P3, C a plane cubic
curve. The open subscheme X 0 =X nC is smooth. We will analyze the pair (X; C); the
singularities of X play a pivotal role in the proof.
Here is the heart of the proof, where the real idea lies.
Lemma 4. The curve C cannot be nodal.
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Proof. If C were nodal for one hyperplane H it would be nodal for a generic hy-
perplane, so we may assume that H is generic. Let h :A3!A1 be an ane function
generating the ideal of H . Call K the function eld of A1, and call X 0K the ber product
SpecK A1 A3, where the map A3!A1 is the composition hF .
Lemma 5. H0(X 0K ;O
)=K.
Proof. This follows from Lemma 1. Take an invertible function on X 0K ; this corre-
sponds to a rational function on A3 whose zeroes and poles and all along bers of hF .
Because the bers of hF are integral this must be the pullback of a rational function
on A1, as claimed.
Fix an algebraic closure K of K . Make a base change to K , and change H to
h−1(u), where u is the K valued point of A1 corresponding to the canonical morphism
SpecK!A1.
The canonical sheaf !X on X is OX (−C); therefore !X has a section  with only
a simple pole along C. Call f :X 0!H ’A2 the restriction of F , and  the pullback
to X 0 of any nowhere vanishing 2-form on H dened over K .
Lemma 6. There exists c2Knf0g such that f()= c.
Proof. The forms  and  are both dened over K , and have no zeroes on X 0. The
conclusion follows from Lemma 5.
Fix an isomorphism H ’A2, and think of f as a rational function from X to P2.
Let X be a resolution of the singularities of X , such that f becomes dened over X .
Since  has a pole of order 3 at the divisor at innity, if E is a divisor of X mapping
onto the line at innity of P2 then f() will have at least a pole of order 3 at E. But
the following lemma, together with Lemma 6, leads to an immediate contradiction.
Lemma 7. The pullback of  to X has at worst simple poles along any exceptional
divisor of X over X .
In higher-dimensional algebraic geometry one says that the pair (X; C) is log-
canonical. Log canonical pairs play an important role in Mori theory; see for example
[7], or [4].
Proof. The curve C has isolated double points, so the surface X has only isolated
double points.
Lemma 8. A cubic surface in P3 with isolated double points has rational singularities.
Proof. Let  :X 0!X be a resolution of the singularities of X . The statement follows
from the Leray spectral sequence Hi(X;RjOX 0) ) Hi+j(X 0;OX 0), together with the
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facts that X 0 is rational, so OX 0 has vanishing higher cohomology, and OX also has
vanishing higher cohomology, because X has degree 3.
So X has rational double points. But rational double points have been classied by
Artin (see [1, 2]), and they fall into three types: An, with n 1, Dn, with n 4, E6,
E7 and E8. We also know that through each of the singularities of X passes a curve
with a simple node; this implies that the tangent cone to a singularity of X cannot be
a double plane. By inspecting the equations of the rational double points we see that
this happens only for singularities of type An. The minimal resolution  :X 0!X of an
An singularity p 2 X consists of chain E1; : : : ; En of rational smooth curves, all with
self-intersection −2. Let C0 be the proper transform of C in X 0.
Lemma 9. C =C0 +
Pn
i= 1 Ei.
Proof. Write C =C0 +
Pn
i= 1 aiEi. The standard way to calculate the ai is to notice
that
0= (C Ej)= (C0 Ej) +
nX
i= 1
ai(Ei Ej); ()
so we need to calculate the intersection number (C0 Ej).
If n=1 it is clear that (C0 E1)= 2, and the result follows immediately; so assume
n>1. Let eX !X be the blow up of the point p; on eX the exceptional divisors has
two smooth rational components intersecting at a point which is a singularity of type
An−2; after completing the resolution, the proper transforms of these two components
are the extreme components E1 and En. The two branches of the curve C must separate
in eX , therefore one of them will not pass through the singularity. The conclusion is
that C0X 0 will have an intersection point with one of the two extreme components,
which we may assume to be E1; call Ei the other component intersecting C0. Call A
the Cartan matrix
A=(−(Ei Ej))=
0
BBBBBBBBB@
2 −1 0 : : : 0 0
−1 2 −1 : : : 0 0
0 −1 2 : : : 0 0
...
...
...
. . .
...
...
0 0 0 : : : 2 −1
0 0 0 : : : −1 2
1
CCCCCCCCCA
:
If we denote by e1; : : : ; en the standard basis of Zn and we set a= a1e1 +    + anen,
then equation () becomes Aa= e1 + ei. We will check that this system has an integral
solution if and only if i= n, and this solution is a1 =    = an=1. To do this we
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triangularize the matrix A; set
E=
0
BBBBBBBBBBBB@
0 1 0 0 : : : 0 0
0 0 1 0 : : : 0 0
0 0 0 1 : : : 0 0
...
...
...
...
. . .
...
...
0 0 0 0 : : : 1 0
0 0 0 0 : : : 0 1
1 2 3 4 : : : n− 1 n
1
CCCCCCCCCCCCA
;
and verify that
EA=
0
BBBBBBBBBBBB@
−1 2 −1 0 : : : 0 0 0
0 −1 2 −1 : : : 0 0 0
0 0 −1 2 : : : 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 : : : −1 2 −1
0 0 0 0 : : : 0 −1 2
0 0 0 0 : : : 0 0 n+ 1
1
CCCCCCCCCCCCA
:
The condition in order for the system EAa=E(e1 + ei) to have an integral solution is
that n + 1 divides the last entry of E(e1 + ei), which is i + 1, and this happens only
for i= n; then one checks that the solution is a1 =    = an=1.
Because !X =!X 0 , Lemma 9 proves Lemma 7 when X =X 0. In general, X will
be obtained by blowing up X 0, but it is straightforward to prove that if the conclusion
of Lemma 7 holds for a surface X , then it will hold on each of its blow ups. This
concludes the proof of Lemma 4.
So now we know that C cannot be nodal. Next we need to check that C moves in
a linear system of the greatest possible dimension.
Lemma 10. The linear system spanned by the homogeneous parts of degree 3 of the
three components of F has dimension 2.
Proof. If this were not the case, there would be an ane hyperplane in H A3 whose
inverse image F−1(H) has degree 2. After an ane coordinate change we may assume
that H has equation x=0, so that F =(F1; F2; F3) with degF1 = 2. By an appropriate
coordinate change in the domain F1 will be either of the form q(x; y; z)+c, were c2 
and q is a quadratic form in three variables, or of the form q(x; y) + z, were q is a
quadratic form in two variables. But in the rst case we see that F1 has a singular ber,
whereas in the second we see that the surface whose equation is F1 = c is isomorphic
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to A2, the isomorphism being (x; y) 7! (x; y; c − q(x; y)). The following trivial lemma
allows us to conclude.
Lemma 11. No hyperplane H A3 can have the property that for each H 0A3 par-
allel to there is an isomorphism A2’F−1(H 0) dened by polynomials of degree at
most 4.
Proof. If  :A2’F−1(H 0) is such an isomorphism we see that the composition of 
with F yields an etale map A2!H 0 of degree at most 12, which must therefore be an
isomorphism. It follows that F is an isomorphism.
Call L this linear system, and  the 3-dimensional linear system on P3 correspond-
ing to the map F :A3!A3, as in the proof of Lemma 2. Let us check that all elements
of  are singular.
Lemma 12. The surface X is singular.
Proof. We will use topological arguments; we can assume that =C, or we can use
etale cohomology. We will follow the rst road, but the dierence is only in notation.
Let h be an ane function generating the ideal of H , and X be the closure of the
graph of = hF :A3!A1 into P3  A1. Set B=XnA3. The function  extends to a
proper function  :X!A1, whose bers are all smooth, such that X =  −1(0). If B is
the base locus of , thought of as a rational function on P3, there is an isomorphism
B’BA1, so that the restriction of  to B corresponds to the projection BA1!A1.
Call j :A3 ,! X the embedding; there is an exact sequence of sheaves
0! j!QA3 !QX!QB! 0;
to which we apply the functor  ! of direct images with compact support, obtaining a
long exact sequence
   !Ri−1 QB!Ri!QA3 !Ri QX!Ri QB!    :
The sheaves Ri QB are obviously constant on A1, because B is a product; so are
the sheaves Ri QX, because the map  :X!A1 is smooth. It follows that the sheaves
Ri!QA3 are also constant on A1, and so their compactly supported cohomology is 0
in all degrees dierent from 2.
Looking at the Leray spectral sequence
Epq2 =H
p
c (A
1;Rq!QA3 ))Hp+qc (A3;Q);
we see that H2c(A
1;Rq!QA3 ) = 0 for q<4, and therefore Rq!QA3 = 0 for q<4. So
the complement X nB=X nC has no compactly supported cohomology in dimension
less than 4; but this implies that the map H2(X;Q)!H2(C;Q) is injective, which is
absurd, because the second Betti number of a smooth cubic surface in P3 is 7, while
C can have at most 3 irreducible components.
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Let C be a generic element of L. By Bertini’s theorem, a singularity of C must be
a xed point of L. The possibilities are the following: C could be
(a) a cuspidal cubic;
(b) a nonsingular conic with a tangent line;
(c) three concurrent lines.
The singularity p must be a base point of the linear system L. In cases (a) and
(b) the tangent cones of the elements of L at p must be the same, and therefore in
any case there will be at least a pencil P of elements of L consisting of three lines
passing through p. The generic element of this pencil could consist of three distinct
lines, or a double line and a single line. In the rst case a corresponding element of
 will be singular at the intersection of the three lines, because of Lemma 12. In the
second case this is not clear, as a singularity of an element of  corresponding to
a generic element of P might not be at the intersection of the lines, but somewhere
else along the double line. Let us investigate how the surface X must behave at the
intersection of the lines. For this we use the following trivial lemma.
Let C be an element of P. Call X a corresponding surface in .
Lemma 13. If C is generic; the surface X cannot have a triple point at p.
Proof. Assume this is not true; then there exist two non-parallel planes H1 and H2 in
A3 such that the closures of the inverse images F−1(H1) and F−1(H2) are cones with
vertex at p. By appropriate ane coordinate changes we may assume that H1 and H2
have equations x=0 and y=0, respectively, and that p is the point at innity of the
line whose equation is x=y=0. If we write F =(F1; F2; F3) in this coordinate system,
then the variable z does not appear in F1 nor in F2. This implies that the Jacobian
of (F1; F2), thought of as map A2!A2, never vanishes; hence by the two-dimensional
case of the Jacobian conjecture in degree 3, the curves with equations F1 = a, F2 = b
are isomorphic to A1. Because the one-dimensional Jacobian conjecture is trivially true
we see that F is an isomorphism.
Lemma 14. For no C 2P the surface X can have a double point at a triple point
of C.
Proof. Let q be a triple point of C which is a double point on X . Let (t; x; y; z) be
homogeneous coordinates; assume that q=(0 : 0 : 0 : 1). We will use (t; x; y) as ane
coordinates around q. The surface X has a double point at q, and its tangent cone must
contain the plane at innity, which has equation t=0, so its equation must be of the
form 3(t; x; y)+t1(t; x; y)= 0. To get the equation in the (x; y; z) coordinates multiply
the second term by z to make the function homogeneous, then set t=1. We get an
equation of the form 3(x; y)+1(x; y)z=0, where i has degree at most i. If 1 were
constant we could immediately get a contradiction from Lemma 11; so we assume that
1 is not constant, and via a linear change of coordinates we set 1 = x. The three
partial derivatives of the polynomial 3(x; y)+ xz do not vanish simultaneously, so the
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system of equations
@3
@x
(x; y) + z=0;
@3
@y
(x; y)= 0;
x=0
has no solutions. This is equivalent to saying that (@3=@y)(0; y) is a non-zero constant;
after scaling we may assume that 3 has the form y + x2(x; y), so that X 0 =X \A3
has equation y + x(z + 2(x; y))= 0. Then it is easy to check that the map A2!X 0,
(; ) 7! (;−; −2(;−)) is an isomorphism, with inverse given by (x; y; z) 7!
(x; z + 2(x; y)); we can therefore apply Lemma 11 to derive a contradiction.
Let us conclude the proof of the theorem. From Lemmas 12{14 we know that a
surface X corresponding to a generic element of P is singular somewhere, but is
smooth at p. This implies that the general element of P must contain a double line
L. There are two cases to consider.
(a) Some element of  corresponding to an element of P is singular at p.
Let H1 and H2 be ane hyperplanes of A3 such that the closure of F−1(H1) is
smooth at p while F−1(H2) is not. Choose coordinates in the codomain of F in
such a way that H1 and H2 have equations x=0 and y=0 respectively, and in the
domain so that p is the point at innity of the line x=y=0. The tangent plane to
X at p is the plane at innity; using this one checks easily that F1 is of the type
3(x; y)+1(x; y)z+ cz2, and F2 is of type  3(x; y), where 3 and  3 have degree at
most 3, and 1 has degree at most 1. We may assume that c is 1.
If 1 is constant, then the jacobian of (3(x; y);  3(x; y)) is a nonzero constant;
therefore (3;  3) is an automorphism of A2, and the curves with equations F1 = c1,
F2 = c2 are isomorphic to A1. Since the 1-dimensional case of the Jacobian conjecture
holds trivially, we see that F is an isomorphism.
So 1 is not constant. Make a change of coordinates in (x; y) so that 1 = x. The
jacobian matrix of the pair F1 =3(x; y) + xz + z2, F2 =  3(x; y) is0
@
@3
@x + z
@3
@y x + 2z
@ 3
@x
@ 3
@y 0
1
A :
This matrix cannot have rank less than two for any value of x, y and z. By substituting
z= − x=2 we see that the matrix0
@
@3
@x −
x
2
@3
@y
@ 3
@x
@ 3
@y
1
A
is always nonsingular, which implies that the map  :A2!A2 dened by
(x; y) 7! (3(x; y)− x2=4;  3(x; y))
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is etale, and therefore an isomorphism. Then the inverse of  has degree at most
3 [3, Corollary 1.4], which means that for any constant c there is an isomorphism
A1’  −13 (c) dened by a pair of polynomials of degree at most 3. This implies that
there is isomorphism A2’F−12 (c) dened by polynomials of degree at most 3, and
this contradicts Lemma 11.
(b) No element of  corresponding to an element of P is singular at p.
I claim that there is a point q of L which is singular on all the X 2 corresponding
to elements of C. Suppose it is not so. Call I the subset of P L consisting of pairs
(C; q) such that a surface corresponding to C has a singular point at q. It is easy
to check that I is Zariski-closed in P  L; since the projection I !P is nite and
surjective, then I has dimension 1. But the projection I !L is also nite, so it must
be surjective; in particular there will be a surface X corresponding to some C in P
which is singular at p, and this is false by hypothesis.
Let H be a hyperplane in A3 such that X \ H1=3L. Then X will be smooth
at p, while because of the argument above, and of Lemma 14, must have a triple
point q2L. Choose a system of ane coordinates in A3 so that p is the point at
innity of the line x=y=0, while q is the point at innity of the line x= z=0. As
in case (a) we see that because of the conditions at p the equation of X is of type
f=3(x; y) + 1(x; y)z + cz2, which c a non-zero constant, 3 of degree at most 3
and 1 of degree at most 1, whereas from the fact that X has a triple point at q we
conclude that 3 and 1 are independent of z. Then using the fact that the system8><
>:
@f
@x
=03 + 
0
1z=0;
@f
@z
=1 + 2cz=0
has no solutions we see that 03−(101)=2c has no roots, and therefore it is a constant.
But this means that F3 can have degree at most 2, contradicting Lemma 10. This
concludes the proof of the theorem.
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