The ultrafast nonadiabatic dynamics of a prototypical Cu(I)− phenanthroline complex, [Cu(dmp) 2 ] + (dmp = 2,9-dimethyl-1,10-phenanthroline), initiated after photoexcitation into the optically bright metal-toligand charge-transfer (MLCT) state (S 3 ) is investigated using quantum nuclear dynamics. In agreement with recent experimental conclusions, we find that the system undergoes rapid (∼100 fs) internal conversion from S 3 into the S 2 and S 1 states at or near the Franck−Condon (FC) geometry. This is preceded by a dynamic component with a time constant of ∼400 fs, which corresponds to the flattening of the ligands associated with the pseudo Jahn− Teller distortion. Importantly, our simulations demonstrate that this latter aspect is in competition with subpicosecond intersystem crossing (ISC). The mechanism for ISC is shown to be a dynamic effect, in the sense that it arises from the system traversing the pseudo Jahn−Teller coordinate where the singlet and triplet states become degenerate, leading to efficient crossing. These first-principles quantum dynamics simulations, in conjunction with recent experiments, allow us to clearly resolve the mechanistic details of the ultrafast dynamics within [Cu(dmp) 2 ] + , which have been disputed in the literature.
■ INTRODUCTION
Owing to their strong absorption in the UV−visible region of the spectrum and to their long-lived excited states, transition metal complexes have become a central component of photocatalysts, 1 dye-sensitized solar cells (DSSCs), 2 and organic light emitting diodes (OLEDs). 3 Their extensive use for such applications has been the main driving force for a large research effort aimed at understanding their fundamental photophysical and photochemical properties. Many of these studies have focused upon resolving the decay mechanisms and the ultimate fate of the initially excited state, which generally occurs on the femtosecond time scale and can often be important for describing the suitability and efficiency of a complex for a particular application.
For a complete understanding of these ultrafast processes, simulations are an important tool. Computationally, the most common approach to address such problems is by calculating energy profiles along viable reaction and/or decay pathways. While useful, the resulting picture is static and lacks the dynamical information important for obtaining a complete understanding. In particular, because excited state dynamics are characterized by the breakdown of the Born−Oppenheimer approximation, 4 ,5 these simulations must not only describe the profile of the excited state surfaces but also accurately incorporate the effects of the coupling between the different states that lead to multiple nonadiabatic relaxation channels.
These nonadiabatic couplings give rise to the internal conversion (IC). However, for transitions metal complexes it is often important to also consider the intersystem crossing (ISC) relaxation processes, 6 which can be decisive for understanding both the decay mechanisms and light-harvesting efficiency. 7 The former (IC) involves population transfer between states of the same spin multiplicity, whereas the latter arises from the spin−orbit coupling (SOC) interaction between states of different multiplicity. 8 Following ultrafast ISC reported for prototypical transition metal complexes, such as [Ru-(bpy) 3 ] 2+ , 9−12 it is often assumed that the ISC rate occurs on the subpicosecond time scale and scales with the heavy atom effect. However, notable exceptions 13−15 highlight that this is not a general rule and that the rate of ISC is determined not only by the presence of heavy elements but also by the molecular structure and the nature of the electronic states involved. These can only be accurately assessed by calculating the magnitude of the SOC matrix elements at important points along the potential energy surface 16, 17 and following the time evolution of the system.
From this perspective a class of systems whose ultrafast dynamics and ISC rate have received significant attention are the Cu(I)−phenanthroline complexes, 18, 19 among which [Cu-(dmp) 2 ] + is a prototypical example. These complexes have been studied for potential application as photosensitizers and in this regard have many properties similar to those of the ruthenium polypyridines. 20 However, they exhibit a lower coordination number of 4, which though offering greater flexibility to fine-tune their photophysical properties, also leads to strong structure-dependent energetics and a susceptibility to solvent effects. In general, the ground state of these complexes adopts a pseudotetrahedral geometry with the two ligands being orthogonal. 21 Upon excitation into the singlet metal-toligand-charge-transfer (MLCT) states the oxidation state of copper becomes Cu(II) and a flattening of the complex occurs (Figure 1 ), because the copper d 9 electronic configuration is susceptible to pseudo Jahn−Teller (PJT) distortions. On the time scale of tens of picoseconds, the system is relaxed into a long-lived triplet state; however, the lifetime of this state is strongly solvent dependent. 18,22−24 To overcome the influence of the surrounding solvent, and prolong the excited state lifetime, bulky side chains have been added to the phenanthroline ligands. 19, 25, 26 However, these affect not only the longer time dynamics associated with the solvent effect but also the femtosecond dynamics. 27 One of the first time-resolved spectroscopic studies of [Cu(dmp) 2 ] + was performed by Chen et al., 28 who used timeresolved absorption spectroscopy to probe the dynamics following photoexcitation of the optically bright S 3 state.
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They reported two principal dynamical processes occurring in 500−700 fs and 10−20 ps. On the basis of the ultrafast ISC occurring in [Ru(bpy) 3 ] 2+ , 9 they assigned the first to ultrafast ISC and the second to the structural relaxation, i.e., the PJT distortion. At the same time Nozaki and co-workers 30 reported that the 10−20 ps relaxation was due to ISC, which is relatively slow in [Cu(dmp) 2 ] + due to a strong effect of the structural rearrangements on the magnitude of the SOC matrix elements. Indeed, at the FC geometry the coupling between S 1 and T 1 was estimated to be ∼300 cm −1 , but at the distorted excited state geometry, expected to be most important on the time scale of tens of picosecond, it is only ∼30 cm −1 . However, the authors also concluded that the quantum yield of the lowest singlet state in the PJT relaxed geometry (S 1 PJT ) was ∼0.1 and suggested that this pathway competes with the ultrafast ISC to the 3 MLCT occurring at the FC geometry, which is therefore the dominant relaxation channel.
Later, Tahara and co-workers 32 probed the excited state dynamics using femtosecond fluorescence up-conversion. Following photoexcitation at 420 nm they found three principal time components. An initial strong fluorescence, which decayed with a time constant of ∼45 fs, was attributed to the decay of the initially populated excited state via IC. This was followed by two time components of 660 fs and 7.4 ps, assigned to the PJT distortion and ISC, respectively. Later Chen and co-workers 33 reported similar time components, 80 fs, 510 fs, and 10−15 ps. They concluded, in agreement with Tahara, that the longer time scale was ISC and assigned the shortest time constant (80 fs) to IC and the PJT distortion. Finally, Tahara and coworkers 34 used transient absorption spectroscopy to investigate the dynamics following excitation at 550 nm. This transition corresponds to the lowest singlet MLCT state (S 1 ), which is dipole forbidden but gains intensity through vibronic coupling with the main absorption band. They observed distinct wavepacket dynamics corresponding to the PJT distortion and were able to obtain a low-frequency vibrational spectrum of the important modes. As the damping time for the oscillations were similar to that of the structural change, the authors concluded that the wavepacket dynamics arises from the coherent nuclear motion of the S 1 state before the structural change. They proposed the presence of a small but finite potential barrier between the perpendicular and flattened S 1 states, which using time-dependent density functional theory (TDDFT) was found to have a height of 0.002 eV. 34 However, this is at odds with the spontaneous structural instability usually associated with PJT effects and the reported barrier is both well below the accuracy of TDDFT and an order of magnitude smaller than kT at 300 K.
All of these latter studies 27,32−34 rule out ultrafast ISC. However, the analysis of these experiments only considered SOC between the S 1 and T 1 states. As pointed out by Zgierski, 21 there are four closely spaced triplet states in close proximity to S 1 , and therefore the S 1 −T 1 coupling is not the only relaxation channel into the triplet states. Indeed, it was shown in ref 31 that along a PJT (ν 21 ) mode identified to be important in the wavepacket dynamics of ref 34 the T 2 , T 3 , and T 4 states all intersect the S 1 state (Figure 2b ). Therefore, one could expect that efficient ISC could occur via a dynamic effect in which the system traverses a region where coupled states are degenerate leading to a more efficient crossing. 35 Consequently, it is apparent that a complete and consistent rationalization of the initial dynamics reported by Chen et al. 28, 33 and Tahara et al. 32 is still missing. To shed light on these dynamics and provide a complete picture of the photophysical processes, we present a study of the femtosecond excited state dynamics of [Cu(dmp) 2 ] + , using quantum nuclear wavepacket dynamics within the framework of the multiconfigurationaltime-dependent-Hartree (MCTDH) method. 36 We show that IC from the initially photoexcited state to the lowest lying singlet state occurs in ∼100 fs followed by the pseudo-Jahn− Teller distortion in ∼400 fs. These time scales agrees well with the dynamics previously reported. 28, 32, 33 By calculating the SOC matrix elements between all of the close lying states we find that ∼80% of the wavepacket crosses into the triplet states within 1 ps, demonstrating that ultrafast ISC does occur in [Cu(dmp) 2 ] + and competes with the structural dynamics associated with the PJT distortion. ■ THEORY Vibronic Coupling Hamiltonian. The adiabatic electronic basis, provided by quantum chemistry calculations, is unsuitable for quantum dynamics simulations because the coupling vectors between electronic states states becomes infinite when two states become degenerate. These singularities can be removed by switching to a diabatic electronic basis, which is therefore the method of choice for quantum dynamics simulations. The adiabatic picture provides a sets of energy-ordered potential energy surfaces and nonlocal couplings elements via nuclear momentum-like operators. In contrast, in the diabatic picture the potential energy surface is related to an electronic configuration and the couplings, are provided by local multiplicative Q-dependent potential-like operators. Importantly, as the surfaces in the diabatic picture are smooth they can often be described by a low-order Taylor expansion.
The Hamiltonian used in the present work is based upon the vibronic coupling Hamiltonian described in ref 37 . Here the diabatic basis is fixed by choosing a point at which it is equal to the adiabatic basis (i.e., the coupling is zero), in this case the Franck−Condon point. The Hamiltonian is expanded as a Taylor series around this point Q 0 , using dimensionless (massfrequency scaled) normal mode coordinates:
The zeroth-order term is the ground state harmonic oscillator approximation:
with the vibrational frequencies ω α . The zeroth-order coupling matrix contains the adiabatic state energies at Q 0 . The adiabatic potential surfaces are equal to the diabatic surfaces at this point, so W (0) is diagonal and is expressed
where H el is the standard clamped nucleus electronic Hamiltonian and Φ are the diabatic electronic functions. The first-order linear coupling matrix elements are written
where the on-diagonal terms are expressed
and the off-diagonal
κ and λ are the expansion coefficients corresponding to the onand off-diagonal matrix elements. The on-diagonal elements are the forces acting within an electronic surface and the offdiagonal elements are the nonadiabatic couplings. Higher order terms can be important and are included in the same manner. 38 The expansion coefficients for these coupling matrix elements (Tables S1−6, Supporting Information) were obtained by performing a fit to DFT/TDDFT calculations at various geometries along the important normal modes. These normal modes were calculated using DFT as implemented in Gaussian09 39 within the approximation of the M06 functional. 40 which gave good agreement with the experimental vibrational modes reported in ref 34 . The DFT/TDDFT energies were obtained within the approximation of the B3LYP functional, 41−44 which gave good agreement with the experimental absorption spectrum. For all calculations a TZVP basis set was used for the copper atom and an aug-SVP basis set for N, C, and H. Further details are given in ref 31 and in the Supporting Information.
Importantly, as [Cu(dmp) 2 ] + has 57 atoms, and therefore 165 nuclear degrees of freedom, calculating the full PES is unrealistic. Consequently, to decrease the computational effort our model Hamiltonian is based upon a reduced subspace of the full configuration space, including only the electronic states in the energy range of interest and the vibrational degrees of freedom (DOF), most important for the first ps of excited state dynamics. In particular, in ref 31 we identified, using the magnitude of the linear coupling constants, 8 normal modes. Although this clearly represents a significant reduction in the dimensionality of the potential, the modes included closely correspond to those identified in the femtosecond transient absorption study of ref 34 . Consequently, although the present Hamiltonian will be unable to capture longer time effects, such as vibrational cooling, this component has little influence on the femtosecond dynamics.
To probe the role of ISC, the singlet and triplet manifolds are coupled by SOC. The SOC matrix elements at various geometries along the potential energy surface were computed with the perturbative approach developed by Wang and Ziegler 45 as implemented within ADF. 46−48 A TZP basis set was used for all atoms and scalar relativistic effects were included using ZORA. 49, 50 Once calculated, the SOC matrix elements were fitted with either linear or Gaussian functions and incorporated in the Hamiltonian in the same manner as the nonadiabatic coupling terms. During the dynamics all three components (x, y, and z) of the triplet states were treated as a single state and the SOC terms are the square root of the sum of the squares of the three couplings. The parameters and profile of the SOC matrix elements along the important modes are shown in the Tables S7 and S8 and Figures S1−S3 in the Supporting Information.
Quantum Dynamics. The quantum dynamics were performed using the Heidelberg multiconfiguration timedependent Hartree (MCTDH) package. 36, 51 In this approach the wave function ansatz is written as a linear combination of Hartree products:
where Q 1 , ..., Q f are the nuclear coordinates, A j 1 ,...,j f (t) are the time-dependent expansion coefficients and φ j k (k) are the timedependent basis functions for each k (degree of freedom), known as single particle functions (SPFs). The SPFs used in MCTDH have two advantages: (1) fewer are required as they are variationally determined and (2) the functions can be multidimensional particles containing more than one degree of freedom, thus reducing the effective number of degrees of freedom.
The dynamics were performed using two model Hamiltonians. The first (model A) includes the three lowest singlet states and the second (model B) also incorporates the four lowest triplet states. The computational details for the quantum dynamics simulations are shown in Table 1 and ensured convergence of the dynamics for 1 ps. For each simulation the initial wave function in the ground state, built using onedimensional harmonic oscillator functions with zero initial momentum, was vertically excited into the S 3 state at the FC geometry (Q = 0).
■ RESULTS
We now present the nonadiabatic dynamics during the first picosecond after photoexcitation. Initially, by neglecting SOC, only the dynamics within the singlet manifold are considered.
In the second subsection, the SOC matrix elements are included and their influence on ISC and its rate is assessed.
Singlet Nonadiabatic Dynamics. Figure 3a shows the relative diabatic state populations during the first picosecond after photoexcitation. After only a few femtoseconds IC from S 3 to the S 2 and S 1 states is observed. The population of these states occurs almost simultaneously due to the strong coupling between S 1 and S 2 . The electronic energy of the wavepacket on S 3 is then converted into kinetic energy on the lower states, resulting in an incoherent distribution of vibrationally hot levels. Initially (up to 200 fs), the two states (S 1 and S 2 ) can be said to be in equilibrium; however, as the dynamics proceeds, the population occurs increasingly in the S 1 state. Eventually, vibrational cooling and energy transfer to the solvent will completely relax the wavepacket into S 1 ; however, this occurs on a longer time scale than presented here. 33 A more detailed insight into the dynamics may be obtained from the position and width of the wavepacket in each state along the important modes. This is shown in Figure 4 for the totally symmetric (ν 8 ) and PJT (ν 21 ) modes. In the S 3 state (Figure 4a,d ) the dominant motion is that of the totally symmetric ν 8 mode that oscillates around Q = −0.5 with a vibrational period of 300 fs. This displacement from the FC point (i.e., Q = 0) corresponds to a slight elongation of the Cu−N bond distance, which is the initial motion in the photoexcited dynamics and enables population transfer into the lower states. Along ν 21 no significant dynamics are observed in S 3 due to the harmonic nature of the potential. In the S 2 (Figure 4b ,e) and S 1 (Figure 4c,f) states, the wavepacket motions are somewhat similar, due to their strong coupling. We observe, in contrast to the dynamics in S 3 that the motion along ν 8 corresponds to a contraction of the Cu−N bond distance; i.e., ⟨q⟩ oscillates around values >0. Along ν 21 the population in neither the S 1 nor the S 2 states (Figure 4b ,c) appears to exhibit any significant displacement from the FC geometry. Instead, due to the vibrational hot system, in these states the dynamics are reflected in the width of the wavepacket ⟨dq⟩ rather than in its position. Here, at early times we observe a large increase in the width of the wavepacket along ν 21 (Figure 4e,f) . At later times a gradual decrease in this width is observed, highlighting the beginning of vibrational relaxation.
To compare these simulations to the experimentally observed dynamics, we fit the decay of the S 3 population with a biexponential. The best fit in Figure 3a was obtained with two decay times of τ 1 ∼113 fs and τ 2 ∼600 fs. The first corresponds to the IC from S 3 to S 2 and S 1 . While tempting to simply assign the second to the PJT distortion, we found this is not strictly the case. Indeed, the diabatic basis as presented thus far would not show a PJT distortion, and therefore, for the dynamics associated with this component, we must transform it into the adiabatic representation. Figure 5a shows the adiabatic populations of the S 1 a (blue), S 2 a (green), and S 3 a (red) obtained by a unitary transformation of the diabatic state populations presented in Figure 3 . For clarity we have added an a to denote the adiabatic state. Here, S 3 a shows a decay similar to that observed in the diabatic representation; however, we now observe that, due to the strong coupling between the states, S 2 a acts as a doorway for population transfer into S 1 a . To obtain the time scale for the PJT distortion and enable comparison to the experimental time scales, we plot in Figure  5b the portion of the wavepacket in a distorted geometry on S 1 a , which is obtained by integrating for Q < −1.0 and Q > 1.0 along the PJT mode (Figure 2 and Figure 5b inset ). This shows an exponential rise and at 1 ps, ∼50% of the total wavepacket population in the S 1 a state is in the PJT configuration. The black line in Figure 5b shows the fit of this population, which yields a time constant of 400 fs. Although faster than the time reported for [Cu(dmp) 2 ] + in dichloromethane, this is in close agreement with the time constant for the PJT distortion reported in lower viscosity solvents. 32 This is expected because the present simulations do not incorporate the frictional effects of the environment and, therefore, the time scale extracted represents the lower limit of the experimentally observed time constants.
Intersystem Crossing. Here we repeat the dynamics performed in the previous section but include SOC (Tables S7 Figure 3b shows the relative diabatic singlet and triplet state populations during the first picosecond. It shows that the decay of the S 3 population is slightly faster than Figure  3a ( i.e., without ISC). However, the largest difference is observed in the population of the S 1 and S 2 states which, due to presence of the new triplet relaxation channels, do not exceed a relative population of 0.2. Significantly, during the first picosecond we observe a total of 80% of the wavepacket populating the triplet states consistent with ultrafast ISC. This observation disagrees with the conclusions by Tahara et al. 32, 34 but agrees with the original interpretation of Chen and coworkers 28 and Siddique et al. 30 The biexponential fit of the S 3 population decay was again performed and in this case the first decay, τ 1 = 103 fs, becomes only slightly faster than in the previous section. The slower component is shorter, τ 2 = 416 fs, because the presence of triplet states and SOC opens new relaxation channels. The time scale for the PJT distortion remains, as found in the previous section, ∼400 fs but, due to the presence of the ISC, exhibits a significantly smaller population. Figure 6a shows the population of the individual triplet states during the dynamics. Due to the strong vibronic coupling within the triplet manifold and the small energy gap between the states we see a distribution of the population across all of the triplets. This population distribution will remain until, at later times, vibrational cooling relaxes the wavepacket into the flattened geometry of the T 1 state. To understand the mechanism of the ISC process, Figure 6b zooms into the first 100 fs of the populations kinetics. This shows that ISC initially occurs via S 1 → T 2 and S 1 → T 3 , due to the strong spin−orbit coupling and degeneracies of these three states along the PJT (ν 21 ) mode (Figure 2b) . 31 Indeed, at this point it is important to note that in all of the previous studies the S 1 /T 1 ISC was considered the only relaxation channel to the lowest triplet state. The present simulations demonstrate that in fact, ISC occurs via a dynamical effect by traversing a region where the coupled singlet and triplet states are degenerate leading to efficient and multiple ultrafast ISC channels. This is highlighted in Figure 7 , which shows snapshots of the wavepacket density in the triplet states projected along ν 8 and ν 21 at time delays of 10, 60, and 100 fs. After 10 fs, we observe a very small population of the triplet states in the T 2 and T 3 states only. As expected, this occurs at Q ∼ ±1 along ν 21 , where the S 1 is degenerate with the T 2 and T 3 states. At later times, as observed in Figure 6 , the other triplet states become increasingly populated and, due to the strong vibronic coupling and by virtue of it being the lowest state, the majority of the population resides in T 1 . However, for the time scales shown here, as the electronic energy of the population is converted into kinetic energy, giving rise to an incoherent superposition of vibrationally hot levels distributed among the triplet states.
■ DISCUSSION
In the previous section we have presented first-principles quantum dynamics simulations which have been used to identify the key mechanistic steps during the excited state nonadiabatic dynamics of [Cu(dmp) 2 ] + . A summary of the time scales extracted from this work compared to recent experiments is shown in Table 2 . As observed, these results compare favorably to recent experimental measurements, 33, 32 and clarify an important point, which has been widely disputed within the literature. Our simulations demonstrate that ∼80% of the wavepacket crosses into the triplet states within the first picosecond. The majority of this occurs near the FC geometry where the S 1 is degenerate with both the T 2 and T 3 . This confirms that ISC occurs on the sub picosecond time scale in [Cu(dmp) 2 ] + . In this section, we discuss and interpret our results in relation to recent experimental findings, 32, 33 especially concerning the observed ultrafast ISC.
Using either femtosecond emission 32 or absorption spectroscopy 33 the fastest components of the dynamics exhibit time constants of ∼45 or ∼80 fs, respectively. In both cases, this was assigned to the decay of the initially excited S 3 state via IC (see (a) in Figure 8 ). This is in good agreement with the ∼100 fs decay component identified in this work, especially considering that the 45 fs component was extracted using an experimental setup with a temporal resolution of 200 fs. 32 Our dynamics confirms this assignment of population transfer from S 3 to the S 2 and S 1 states. In particular, the strong coupling between the latter two gives rise to a relaxation cascade and the rapid nature of this decay is due to population transfer near or at the FC region; i.e., very little nuclear dynamics is required. Besides IC, the authors of ref 32 also report that the overall quantum yield of this transition is 0.7. They concluded that the remaining portion of the wavepacket passes directly from the S 3 to the T 1 state on the nanosecond time scale. Although this latter observation is not directly addressed in this work, this conclusion is consistent with our SOC calculations presented in Table S7 (Supporting Information), which show that there is SOC between S 3 and T 1 at the FC geometry (∼180 cm −1 ) and also between the S 3 and T 2 (∼250 cm −1 ), providing two possible relaxation channels. Though these SOC matrix elements are of similar magnitude to those between the S 1 and the T 2 /T 3 states, the ISC occurs on the nanosecond time scale, in this case due to the large energy gap (∼0.5 eV) between the coupled states.
Tahara and co-workers 32 reported that the second dynamical process has a time constant between 340 and 700 fs. In contrast to the previous decay component, this time constant exhibits a slight dependence on the viscosity of the solvent and consequently it was assigned to the flattening dynamics associated with the PJT structural distortion. Indeed, the simulations presented here confirms this assignment and at these longer times we observe population in the S 1 minimum ( Figure 5 ). The time constant extracted from our simulations (∼400 fs) represents the lower limit of these experimental time scales as the effect of the friction imparted by the solvent is not incorporated in our present simulations.
As previously stated, while these two previous dynamical components agree closely with recent experimental conclusions, upon inclusion of ISC (Figure 3b) , we observe that ∼80% of the population is in the triplets within the first picosecond. This is contrary to the conclusions of refs 27 and 32−34, which have instead reported that ISC only occurs after 10 ps at the flattened PJT geometry. However, the interpretations of all of these studies were based on the assumption that SOC is only important between the S 1 and T 1 states. Our present simulations, which also include SOC between the other close lying triplet states, points to a strong branching of the population kinetics between the S 1 FC → S 1 PJT (see (b) in Figure 8 ) and S 1 FC → T 2,3 FC (see (c) in Figure 8 ) pathways. Our simulations show that although both occur, the latter is favored. Importantly, we demonstrate that ISC initially occurs via the S 1 → T 2 and T 3 pathways, due to the strong coupling and degeneracies of these states along the PJT (ν 21 ) mode. 31 This strong branching ratio in favor of ultrafast ISC is in close agreement with the conclusions of ref 30 , and although this is contrary to the model proposed by Tahara and coworkers, 32 who assumed a unity quantum yield from S 1 FC → S 1 PJT , they also acknowledged the likelihood of a sizable uncertainty.
■ CONCLUSIONS
We have applied the vibronic coupling Hamiltonian and quantum dynamics within the framework of the MCTDH method to study excited state nonadiabatic dynamics of [Cu(dmp) 2 ] + . Including the dominant nuclear and electronic degrees of freedom we have obtained excited state decay components that agree with those observed experimentally. Our present simulations lead us to the following description of the excited state dynamics. After photoexcitation into the optically bright S 3 state, the system rapidly decays into S 2 at the FC geometry. At this point and due to the strong coupling between the almost degenerate S 1 and S 2 states, IC into the S 1 state occurs almost simultaneously. This initial population decay is dominant for the first ∼150−200 fs of the dynamics. Vibrational relaxation into the PJT geometry then occurs with a time constant of ∼400 fs. Experimentally, this process occurs between 340 and 700 fs, depending on the viscosity of the solvent. Finally, the strong SOC between singlet and triplet manifolds combined with the degeneracy of the S 1 , T 2 , and T 3 states near the FC geometry gives rise to multiple ISC channels, which is the driving force behind the occurrence of ultrafast ISC. This finding of ultrafast ISC has significant implications if one wishes to apply these complexes to solar energy conversion. Indeed, Huang et al. 52 recently demonstrated that, when a related Cu(I)−phenanthroline complex is attached to TiO 2 , charge injection from the 1 MLCT is 2 orders of magnitude faster than that from the 3 MLCT. Consequently, for efficient charge injection one needs to restrict ISC.
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