Abstract-This paper investigates the statistical properties of the Choquet and Sugeno integrals, used as multiattribute models. The investigation is done on an empirical basis, and focuses on two topics: the distribution of the output of these integrals when the input is corrupted with noise, and the robustness of these models when they are identified using some set of learning data through some learning procedure.
I. INTRODUCTION
T HE CHOQUET integral [3] and the Sugeno integral [31] , also known under the generic name of fuzzy integral, have become widely used aggregation functions, especially in multicriteria decision making [9] , [18] , subjective evaluation [2] , [15] , [24] , [32] , pattern classification [12] , [23] , image processing [16] , [22] , [23] information fusion [1] , [5] , [33] , regression analysis [34] , etc. (see also [20] for a detailed study and many references).
Their mathematical properties as aggregation functions have been studied extensively [4] , [6] , [25] , [29] , and it is known that many classical aggregation functions are particular cases of these so-called fuzzy integrals, e.g., the weighted arithmetic mean, ordered weighted averages (OWAs), weighted minimum and maximum, etc.
It is surprising that almost no study (at least to the knowledge of the authors) has been done concerning the statistical properties of the Choquet and Sugeno integrals, since this question is of primary importance in any application, where the robustness of models against noise has to be evaluated. The answer may lie in the mathematical difficulty of analyzing the statistical behavior of these integrals, due to their nonlinear character. However, a very recent theoretical work has been done in this direction by Marichal, who obtained the mathematical expression of the distribution of the Sugeno integral [26] . We will present this result in Section III.
This paper aims to fill this gap by providing an empirical analysis of statistical properties of the Choquet and Sugeno integrals, based on synthetic and real data. Two questions are addressed: for an input vector corrupted with Gaussian noise, E. Raufaste is with the Centre National de la Recherche Scientifique (CNRS), Ecole Pratique des Hautes Etudes (EPHE), Université de Toulouse, Toulouse 31058, France (e-mail: raufaste@univ-tlse2.fr).
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Digital Object Identifier 10.1109/TFUZZ. 2008.917295 what is the distribution, mean, and variance of the output of Choquet and Sugeno integrals? Second, what is the impact of noise corrupting learning data on the fuzzy measure, i.e., the parameters of the model, for a given learning procedure? This second question, in fact, addresses the problem of robustness of such models. The paper is organized as follows. Section II recalls basic definitions on fuzzy integrals, while Section III states precisely the kinds of problem we study. Sections IV and V give the result of the empirical studies, concerning, respectively, the analysis of output when the input vector is corrupted with noise, and the analysis of the fuzzy measure when the learning data are corrupted with noise. Section VI concludes the paper.
Results of experiments are given in all tables and figures. We also show an improved version of the heuristic least mean squares (HLMS) algorithm in the Appendix, whose original version [7] is well known by practitioners of the Choquet integral.
II. BASIC DEFINITIONS
Throughout the paper, we assume that input vectors are ndimensional nonnegative vectors, and N := {1, . . . , n} is the index set. We call for commodity attributes the dimensions of x.
Definition 1: A fuzzy measure [31] or capacity [3] is a function µ : 2 N → R + such that µ(∅) = 0, and µ(A) ≤ µ(B) whenever A ⊆ B (monotonicity). A fuzzy measure is normalized if µ(N ) = 1.
In this paper, we assume that fuzzy measures are normalized. A fuzzy measure is additive if µ(A ∪ B) = µ(A) + µ(B) whenever A ∩ B = ∅. The uniform additive measure is the additive measure defined by µ({i}) = 1/n, for i = 1, . . . , n.
Definition 2: Let µ be a fuzzy measure on N , and
where π is a permutation on N such that
, with the convention x π (0) := 0, and A π (i) := {π(i), . . . , π(n)}. An equivalent expression is
with the convention A π (n +1) := ∅. From this formula, we deduce that the Choquet integral reduces to a classical weighted arithmetic mean n i=1 w i x i when the fuzzy measure is additive with w i := µ({i}).
Definition 3:
Let µ be a fuzzy measure on N , and x ∈ [0, 1] n . The Sugeno integral of x w.r.t. µ is defined by
with same notations as earlier.
When these integrals are used to model the relationship between an input vector x and some output y, the parameters of the model are the 2 n − 2 values of the fuzzy measure µ for all subsets of N , except for ∅ and N , whose values are fixed. The exponential complexity of these models obliges one to look for either simpler models or for interpretative tools. The notion of kadditive fuzzy measures [11] provides simpler models, ranging from the purely additive one (k = 1) to the general case (k = n), and the general notion of interaction [11] , closely linked to kadditive fuzzy measures, provides a way to interpret the Choquet integral model. We recall here very briefly the essential notions, since they will be used in the sequel. The interested reader can find more details in, e.g., [10] , [13] , [14] , and [19] . 
with k := |K|. This notion has been introduced by Shapley [30] in cooperative game theory. It represents the overall importance of attribute i in the model, and it has the property that
For an additive measure, the Shapley value, the Möbius transform, and µ coincide in the sense that µ({i}) = m({i}) = φ(i), i = 1, . . . , n. It could be said that if φ(i) = 1/n, attribute i is neither important nor unimportant, since the Shapley value of the uniform additive measure satisfies this property for every i ∈ N .
Another useful notion is the notion of interaction between two attributes i, j (originally introduced by Murofushi and Soneda [28] and later generalized to more attributes by Grabisch [8] ).
Definition 7:
Let µ be a fuzzy measure on N , and i, j ∈ N . The interaction index between i and j is defined by
If µ is additive, then I(i, j) = 0 for all i, j ∈ N . Positive (respectively negative) interaction values represent a kind of positive synergy or complementarity (respectively negative synergy, redundancy) between attributes. Together with the Shapley value, the interaction index is a valuable tool to interpret the model (see, for example, [15] ). It can be proved that if µ is 2-additive, the values φ(i) and I(i, j) for i ∈ N and j = i uniquely determine µ.
III. DEFINITION OF THE EMPIRICAL STUDY
The aim of the paper is to study the statistical properties of the Choquet and Sugeno integrals. Two important questions arise in an applied context. 1) What is the statistical behavior of y = C µ (x) and y = S µ (x) when input vector x is corrupted with noise whose distribution is known? 2) For a given set of learning data supposed to be corrupted with noise whose distribution is known, what are the statistical properties of the parameters of the model, namely µ, for a given learning method? It is very difficult to give a mathematical answer to these questions, especially the second one; hence, our position is to undertake an empirical study. Section IV addresses the first question, while Section V addresses the second one.
Next, we give some insights into the first question. This will show why a mathematical analysis is difficult to undertake. Let us take the case of the Choquet integral, and consider first an additive fuzzy measure. In this case, the Choquet integral writes
Considering x 1 , . . . , x n as independent random variables with expected values m 1 , . . . , m n , we know that the distribution of y is the convolution product of the distributions of the x i 's, up to multiplicative constants µ({i}). Hence, in the normal case, the result is particularly simple, since we know that if X 1 , . . . , X n are independent Gaussian random variables with means m 1 , . . . , m n and variances σ 2 1 , . . . , σ 2 n , then the distribution of the sum α 1 X 1 + · · · + α n X n is again a Gaussian distribution with mean and variance given by
The additive case is thus solved when the input variables are independent Gaussian. Let us consider the general case where the fuzzy measure is not additive. Rearranging the terms in Definition 2, the Choquet integral can be written as in (2). It is known that if X 1 , . . . , X n are identically distributed and independent with cumulative distribution function F (t) := P (X ≤ t), then the distribution function of X π (k ) (called the kth order statistic) is given by
Supposing that this result permits computation of the distributions of X π (k ) , k = 1, . . . , n, it does not seem obvious to compute y, because the X π (k ) 's are no more statistically independent, and thus, the classical results on the sum of independent random variables [e.g., the sum of Gaussian random variables is still Gaussian, or the probability density function (pdf) of the sum is the convolution product of the pdfs] do not apply. We briefly cite the recent result of Marichal concerning the Sugeno integral [26] . Consider n independent random variables X 1 , . . . , X n with cumulative distribution functions F 1 , . . . , F n and a fuzzy measure µ on N . Let H be the Heaviside step function defined by H(x) := 1 if x ≥ 0, and 0 otherwise. For any c ∈ R, we also introduce H c (x) := H(x − c). Then, the cumulative distribution function of Y := S µ (X 1 , . . . , X n ) is given by
IV. STATISTICAL STUDY OF THE OUTPUT VALUE
In this section, we study the statistical properties of y = C µ (x) and y = S µ (x) when the vector x is corrupted with noise, that is, x = x 0 + ν with ν being a Gaussian white noise with zero mean. A first experiment is done where the vector x 0 has components that are scattered on the range [0, 1], and a second one where on the contrary components of x 0 , are all equal.
In both cases, we generate 1000 six-dimensional samples. We consider the three following fuzzy measures:
1) an additive measure µ add defined by
2) a 2-additive measure µ 2-add defined by 3) a fuzzy measure coming from identification on some real dataset, denoted µ 0 . We do not display the 64 values of µ 0 since this would take up a lot of room, and be minimally informative. However, fuzzy measures µ add and µ 2-add come from the same real dataset, and so can be considered, respectively, as additive and 2-additive approximations of µ 0 . This real dataset comes from experiments done on subjective evaluation of a mental workload [21] . We consider both the Choquet and Sugeno integrals in these two experiments.
A. Experiment 1
We choose x 0 = (0, 0.2, 0.4, 0.6, 0.8, 1) with standard deviation of noise being successively 0.01, 0.05, and 0.1. Table I shows the mean and standard deviation of the output y = C µ (x) and y = S µ (x) for the different µ and x defined earlier. Note that if σ is low, then x has a high probability to satisfy 6 , i.e., the same permutation applies for x 0 and x. From (2), it is clear that the Choquet integral reduces to a weighted sum whose weights are 
B. Experiment 2
We choose x 0 = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5) with the standard deviation of noise being successively 0.01, 0.05, and 0.1. Table II shows the mean and standard deviation of the output y = C µ (x) and y = S µ (x) for the different µ and x defined earlier.
C. Interpretation and Comments

1) Choquet Integral:
For the additive case, it is possible to compute the theoretical mean and variance of the Choquet integral due to (3) and (4). Thus, the mean is the value of the Choquet integral of x 0 without noise (theoretical value in the tables). For both Experiments 1 and 2, these theoretical values are recovered with great precision (error less than 1%).
The variance in our case is We obtain the following theoretical values for the standard deviation:
Again, we remark that the theoretical values are recovered with great precision in both experiments in the case of the Choquet integral w.r.t. an additive measure.
Strangely enough, even if the fuzzy measure is no more additive, the values for mean and standard deviation remain very similar to the theoretical values of the additive case. This curious result may come from the fact that fuzzy measures µ 2-add and µ add are in a sense approximations of µ 0 , as explained earlier.
Figs. 1 and 2 show some histograms of y for Experiments 1 and 2. We observe that the histograms are close to a Gaussian distribution, especially for low values of σ and for Experiment 1. This is natural, since in this case, the Choquet integral reduces to a weighted sum whose weights are given earlier (Section IV-A), so that the variance of y is and the standard deviation is σ y = 0.5979σ. This result is very close to the one obtained in Table I . For Experiment 2, the shape of the distribution is flatter than a Gaussian distribution.
2) Sugeno Integral: Here, results are more difficult to interpret. The mean value of y is stable, however, less than for the Choquet integral, and the standard deviation is approximately proportional to the standard deviation of the noise in case of Experiment 2, but not for Experiment 1.
Figs. 3 and 4 show some histograms of y for Experiments 1 and 2. The Sugeno integral gives rise to many various forms for the histograms. While Experiment 2 shows histograms similar to a Gaussian density, Experiment 1 shows rather curious shapes, but which can be explained for low values of variance. Indeed, in this case, the resulting random variable is approximated by using Definition 2 and values of µ 0
since the X 0 's are centered on 0, 0.2, 0.4, 0.6, 0.8, and 1, respectively, and they have a low variance. Simplifying further, we get y ≈ X 5 ∧ 0.7181 which well corresponds to the histogram (see Fig. 3 left; for σ = 0.01, we have seen that the histogram has only one slot in 0.7181).
V. STATISTICAL STUDY OF THE PARAMETERS OF THE MODEL
A. Description of the Experiment
We begin by general considerations. Let X := {x l 1 , . . . , x l n ; y l } l∈L be a set of learning data we have at disposal for the identification of the model (in this section, we restrict to the case of the Choquet integral), and some given learning procedure M . We obtain after learning a fuzzy measure µ X ,M , which represents the set of all parameters of the model. An important question in practice is the robustness of the model, specifically:
If a Gaussian noise with zero mean is added to the learning data, what is the influence on the parameters of the model?
The answer depends on the kind of learning procedure that is used. The most commonly used learning procedures for the Choquet integral are as follows.
1) Heuristic least mean squares [7] : This algorithm uses as basic idea the gradient algorithm to minimize the sum of squared errors, under the constraint of monotonicity of the fuzzy measure. The algorithm is not optimal, but is very fast and uses little memory. It also has the property of giving a fuzzy measure as close as possible to the uniform additive fuzzy measure µ({i}) = 1/n, i = 1, . . . , n. We use here an improved version of HLMS (described in the Appendix). Values of parameters for this method are α = 0.01 (coefficient of the gradient) and 300 iterations. 2) Quadratic programming (QUAD): The error criterion is again the sum of squared errors, under the constraint of monotonicity of the fuzzy measure. This leads to a quadratic program with linear constraints, and gives a (non-unique) optimal solution. 3) k-Additive quadratic programming (k-ADD): It is the same as earlier, but the model is supposed to be a Choquet integral w.r.t. a k-additive fuzzy measure. In this experiment, we use k = 2 (2-ADD). For a careful study of the methods based on quadratic learning, the reader is referred to [27] .
We describe our experimental setting and define more precisely our aims. We consider a theoretical model (the Choquet integral) with four attributes, built with several different fuzzy measures, and the identification of these models will be done with the aforementioned learning procedures, and also several datasets, each of them illustrating a different practical situation. In order to master the whole set of data of the study, we use only synthetic data.
We consider the following three fuzzy measures. The number of free parameters of these three models is 3, 9, and 14, respectively.
We consider nine learning datasets, which we describe next, illustrating three typical situations in practice: 1) 100 data (x l ; y l ) with vectors x l uniformly distributed on [0, 1] 4 , and y l = C µ (x l ) with µ being one of the three fuzzy measures defined earlier. We denote these three learning datasets by X Since data are insufficient regarding the number of parameters, and are uniformly distributed in the whole space, this is an ideal situation for learning, which is not always encountered in practice. We call it situation S1.
2) The same as earlier, but the number of learning data is only ten. We denote these learning datasets by X . This dataset illustrates the situation where there are apparently enough data regarding the number of parameters, but there are no data in some part of the space, which makes the learning of some parameters difficult. We call this situation S3. µ(1, 2), µ(1, 3), and µ(1, 2, 3) . Remark that these values are the highest in the three fuzzy measures defined earlier. This means that we have learning data with a considerable lack of information. As said earlier, we use the following learning procedures: HLMS, QUAD, and 2-ADD. We have verified beforehand that the previously defined learning datasets (without noise) permit a perfect identification of the three fuzzy measures, up to a precision of 10 −6 for QUAD and 10 −2 for HLMS. For each learning dataset and each learning procedure, we add to the data a Gaussian noise with zero mean and standard deviation being successively 0.01, 0.02, and 0.05, and we have done 100 realizations of each dataset. We try to answer the following questions for each situation S1, S2, or S3.
What is the behavior of the estimation of each parameter, described in terms of bias and standard deviation? What is the best learning procedure, i.e., with minimum bias and standard deviation?
The results shown are as follows. Tables III-XI. 2) In the case of incomplete datasets X (Tables XII and XIII) . For this case, we have taken σ = 0.01. Caution: Shapley values are multiplied by n (hence by 4) in tables, so that a value of 1 indicates a neutral value for overall importance (see Section II). Consequently, for comparing standard deviations of the Shapley value with those of interactions, it is necessary to divide the standard deviation of the Shapley value by 4.
B. Results and Comments
We first address Tables III-XI. 1) The computation of the overall bias on µ, φ, I being done by an arithmetic mean of the biases on each value of µ, φ, I, the bias on φ is always close to 0, since the sum of the Shapley values is equal to 1. This figure being not significant, we discard it from our analysis. 2) Generally speaking, the bias on µ remains very low, and can be considered 0, even with a low number of data (X 10 ). However, in the case of learning data that do not cover the whole space [0, 1] 4 (Tables IX-XI) , a nonnegligible negative bias may occur, in particular for QUAD. There is no clear linearity relation between the bias and σ: although the bias is generally increasing with the level of noise, in many cases, it is observed that the bias is smaller for higher levels of noise. More or less the same conclusions hold for the bias of the interaction. 3) Results are easier to interpret for the standard deviation of µ. For situations S1 and S2 (that is, with uniform distribution of the data), Tables III-V and Tables VI-VIII show that σ µ is approximately proportional to σ (although more experiments should be done to confirm this), and is relatively independent of µ, especially for X 10 . A linear regression σ µ = ασ done for each learning procedure and each situation and using results for all three fuzzy measures gives the following result:
The aforementioned table clearly shows that in the case of a large number of uniformly distributed data (X 100 ), 2-ADD and QUAD in second position give the best results, always better than HLMS. By contrast, when the number of data is insufficient (X 10 ), the HLMS always gives the best results and QUAD the worst ones. This tendency is even stronger with X 1≤4 (see Tables IX-XI) , where QUAD and 2-ADD give similar results, far worse than HLMS (for these cases, since σ µ is no more independent of µ, we did not perform any linear regression). Lastly, remark that the linear hypothesis is questionable for situation S2, QUAD, and 2-ADD. 4) The same phenomena can be observed on the standard deviation on the Shapley value, even in a more noticeable way. For the interaction, the behavior of its standard deviation is the same as the one of µ. Lastly, we comment on Tables XII and XIII, illustrating situation S3. The effect of a lack of learning data in a half-space can be well observed there. As explained earlier, this lack forbids a correct estimation of µ({1}), µ({1, 2}), µ({1, 3}), and µ({1, 2, 3}). This is exactly what can be observed: these values are very badly estimated, and only these ones.
The consequence is that the Shapley values are more or less heavily perturbed. Indeed, in the computation of φ(i), all terms µ(A ∪ i) − µ(A), A ⊆ N \ i, are used. It is easy to see that in our case, for φ(1) and φ (4) , there are four terms among eight that are spoilt, while there are only two among eight for φ (2) and φ (3) . This can be well observed on Table XIII [remark that  Table XII is not significant for this case since the measure is additive, so that φ(i) = µ({i})]. For the computation of I, the perturbation is even stronger and tends to spread over all values.
Let us come back to the estimation of µ({1}), µ({1, 2}), µ({1, 3}), and µ({1, 2, 3}). The results that are closest to the true value are given by HLMS and 2-ADD, while QUAD gives erratic results. The good performance of HLMS in situation S3 (and also S2) is explained by the fact that, in the absence of information for values µ(A) for some subsets A ⊆ N , HLMS assigns values for those µ(A)'s that are as close as possible (under monotonicity constraints) to the uniform additive measure, i.e., µ(A) = |A|/n. This can be checked in Tables XII and XIII. VI. CONCLUSION
The following fundamental conclusions can be drawn from the different experimentations.
1) The exact distribution of y = C µ (x) and y = S µ (x) seem to be very complicated to obtain, even if an analytical expression exists for the latter case. Empirically, it is observed that if x follows a Gaussian distribution, then, in general, the distribution of y is similar to a Gaussian one (unimodal and symmetric). For the Sugeno integral, the results are more unpredictable, and a peak or a Gaussian distribution can be obtained.
2) The quality of the learning dataset is of considerable influence on the quality of the identification. If the number of data is sufficient with respect to the number of parameters of the model, and if they are uniformly distributed in [0, 1] n (situation S1), then the optimal methods QUAD and 2-ADD give the best results in terms of robustness. The standard deviation on µ is roughly proportional to the standard deviation σ of the noise. By contrast, the value of the bias is not clearly related to σ, but remains very low. If few learning data are available, but still uniformly distributed (situation S2), the HLMS becomes slightly better than 2-ADD, and significantly better than QUAD. Conclusions on the relation between the standard deviation on µ, the bias, and σ remain the same as in situation S1. If some parts of [0, 1] n are not covered (situation S3), then the HLMS gives more reliable results than 2-ADD in second position, since this method uses a reduced number of parameters. In this case, which is, in practice, the most frequent one, it seems better to avoid the use of QUAD. We mention that the aforementioned learning procedures, as well as tools to compute the Möbius transform, interaction indices, Shapley values, etc., are all available in the free Kappalab package [17] , a package running under the R environment for statistics (see http://www.polytech.univ-nantes.fr/kappalab).
As a final remark, we would like to stress the fact that this paper is a first step toward a more complete and theoretical analysis of the statistical properties of these methods, now more and more used in practical applications. In particular, the least square estimation of fuzzy measures can be seen as an extension of classical multiple linear regression estimation, where classical results could be applied here with benefit.
APPENDIX AN IMPROVEMENT OF HLMS
The HLMS algorithm for the identification of a fuzzy measure when the model is a Choquet integral has been proposed by Grabisch in [7] . We propose here a simplification of it, which leads to better performance. We first recall the basic ideas of HLMS. Consider a learning datum (x 1 , . . . , x n ; y). The problem is then to ensure the monotonicity of µ, while modification of its values are done. In the original HLMS algorithm, this was done in two steps. In a first step, for each datum, after application of (6), verification of monotonicity was done only for values of µ already modified (for previous data). Then, in a second step, when all data have been used, unmodified values of µ are checked to see if they satisfy monotonicity and they are modified accordingly. Then, a kind of uniformization is performed on the whole set of unmodified values of µ.
It has been observed in experiments that in some rare cases, monotonicity may be violated when HLMS is used. This is due to the intricate way of modifying the values of µ. The new version of the algorithm avoids this drawback, and is much simpler (particularly in step 2). We describe it next.
Step 0: The fuzzy measure is initialized at the uniform additive measure. Steps 1 and 2 form one iteration, and they can be repeated in the same order.
