Abstract-In this paper, we present a promising approach to systematically testing graphical user interfaces (GUI) in a platform independent manner. Our framework uses standard computer vision techniques through a python-based scripting language (Sikuli script) to identify key graphical elements in the screen and automatically interact with these elements by simulating keypresses and pointer clicks. The sequence of inputs and outputs resulting from the interaction is analyzed using grammatical inference techniques that can infer the likely internal states and transitions of the GUI based on the observations. Our framework handles a wide variety of user interfaces ranging from traditional pull down menus to interfaces built for mobile platforms such as Android and iOS. Furthermore, the automaton inferred by our approach can be used to check for potentially harmful patterns in the interface's internal state machine such as design inconsistencies (eg,. a keypress does not have the intended effect) and mode confusion that can make the interface hard to use. We describe an implementation of the framework and demonstrate its working on a variety of interfaces including the user-interface of a safety critical insulin infusion pump that is commonly used by type-1 diabetic patients.
I. INTRODUCTION
In this paper, we present a framework which aims to discover the internal state diagram for an interface by interacting with it from outside. To enable this, we combine two seemingly disparate tools: (a) computer vision techniques to recognize features on an interface and interact with them [1] ; and (b) grammatical inference techniques to learn the internals by observing the interaction [2] . We employ standard computer vision techniques implemented in a tool called Sikuli script to automate the interaction with the device [1] . Sikuli script provides the basic infrastructure required to recognize input and output elements on the graphical interface. It can be programmed to systematically interact with these elements while recording the sequence of inputs and outputs. Next, we employ grammatical inference (GI) techniques over the set of input/output sequences resulting from running Sikuli to infer the smallest automaton that is consistent with these observations [3] , [2] . Such an automaton can be viewed as a likely model of the device's internal operation. The resulting model can reveal a lot about the interface, including: (a) Implementation bugs, wherein the interface implementation deviates from its design specification, (b) mode confusion patterns, wherein two internal states with identical outputs nevertheless perform inconsistent actions on the same input [4] , [5] , [6] , [7] , and (c) cognitive complexity measures to quantify the usability of the interface for a set of common tasks [8] .
The key advantages of our framework are two-fold (a) platform independence: our approach can (and has) been deployed across a variety of platforms such as Mac OSX, iOS and Android; and (b) precision: our approach does not necessitate an expensive and often imprecise analysis of complex code that implements the GUI features. We note that recognizing standard features in a graphical display is often a much easier problem than understanding the underlying code that implements them. Figure 1 depicts the overall framework and the key components involved. The interface prototype is assumed to be run through a simulator on the screen.
Automated Interaction:
The Sikuli script tool actively captures the screenshot image and is able to detect changes in the interface state. Sikuli uses pattern recognition techniques to recognize various input elements such as dialogs, pull down menus and text input areas. It can simulate pointer moves, clicks and key presses to interact with these elements. Our framework can use many exploration strategies including systematic depth first exploration or randomized interactions with periodic restarts. The framework records the sequence of inputs and outputs for each interaction. The outputs are recorded by computing a hash function over the designated output region images.
Grammatical Inference: The grammatical inference module uses the input/output sequences gathered by Sikuli script. It then attempts to build a finite state Moore machine model (FSM) that is consistent with the observations gathered from Sikuli. In other words, when fed an input sequence exercised by Sikuli, the inferred FSM will yield the corresponding observed output sequence. In accordance to the common Occam's razor principle in machine learning, the GI engine seeks a consistent FSM with the minimal number of states. We have implemented a GI engine using the Z3 SMT solver [9] .
Backend Analysis: We have implemented elementary backend visualization and analysis tools to help the user examine the FSM produced. The analysis tool checks for potential mode confusion patterns in the interface.
We apply our implementation to analyze two complex interfaces: (a) a windows scientific calculator and (b) a widely used commercial insulin infusion pump for infusing insulin to type-1 diabetic patients to control their blood glucose levels. We show how our framework goes beyond a simple aggregation of the GUI inputs and outputs to reveal facts about the internal state of the GUI. Related Work: Tools such as Monkey can automate GUI fuzz testing in platforms such as Android, helping developers to stress test their applications 1 . Our approach is targeted towards finding subtle errors such as mode confusion that are hard to discover using a fuzzing approach. In particular, data from multiple traces need to be correlated for finding these errors. Our approach in this paper has been inspired by the previous work by Gimblett and Thimbleby [10] . Therein, the authors provide a formal framework for systematically interacting with a GUI and building models of the output. This work extends their program by providing a truly platform independent technique for interaction that is less cumbersome to implement and performing more ambitious analysis on the resulting interaction sequences through grammatical inference.
There have been many approaches to statically analyzing models of interfaces. These include the analysis of interface models for patterns that indicate mode confusion potential [5] , [6] and a systematic exploration of the interface in conjunction with user models [11] .
The inference of likely specifications by observing the executions of a program has been well studied by software engineering researchers [12] , [13] . Our work differs in its focus on studying the internal state of graphical user interfaces as opposed to programming APIs. Grammatical inference techniques have been employed in this context to obtain abstractions for components [14] .
Roadmap:
The rest of this paper will provide further details on the various components of our framework. Section II provides a brief overview on Sikuli script and its use in our framework. Section III briefly describes the grammatical inference procedures used and our implementation. Section IV describes the experimental evaluation of the ideas presented in this paper. Concluding remarks are provided in Section V.
II. SIKULI SCRIPT

Sikuli
2 automates the interaction with a GUI by executing it, recognizing widgets such as buttons and text fields from their visual appearance on the screen, and interacting with those widgets by simulating mouse pointer or keyboard actions [1] . As such, the tool is intended to automate laborious tasks performed using a GUI and to automate GUI testing in a platform independent manner [15] . The three core technical capabilities of Sikuli are Look, Recognize and Interact. We explain each of these capabilities below.
Look: Sikuli uses a system API to grab the pixel data from the screen buffer and analyzes it. This basic system function for screen capture is available on most modern platforms including Windows, Mac, Linux and Android.
Recognize: Sikuli "recognizes" widgets on a GUI using pattern matching based on visual appearance. There are two use cases that must be dealt with separately: recognizing a specific widget and recognizing a class of widgets. To recognize a specific widget such as the OK key, Sikuli needs a programmer to provide an example image of the key. It uses standard template matching techniques to recognize areas in the screen that match the given image. To recognize a class of widgets such as all the buttons on a GUI, we exploit the consistency in the style of GUI elements across interfaces. Sikuli extracts style features for common GUI elements including the corners (see Fig. 2 ), the border, the background color, and the foreground color. Sikuli scans the screenshot from the GUI, and first looks for all small patches of pixels that exhibit some preset style features. It then considers all possible groupings of these patches and score each grouping based on geometry (e.g., are corners aligned?) and continuity (e.g., are edges connected?). Finally, groupings with scores above a threshold are recognized, as illustrated in Figure 2 .
Interact: Sikuli uses the Java Robot class to simulate mouse and keyboard interaction. After recognizing a widget, Sikuli knows that widget's location on the screen, and can move the pointer to that location. At that location, it can issue a click command which will effectively click on that widget. If that widget is a text field, the widget can gain focus. Sikuli can type or paste text into the text field.
We consider two basic exploration strategies: (a) random exploration first identifies all widgets on the current screen image and interacts with one uniformly at random. The length of each interaction is a user-controlled parameter. (b) Depthfirst exploration systematically explores all interactions upto a given length, assuming that the system is deterministic.
III. GRAMMATICAL INFERENCE
Grammatical inference pertains to a large area of machine learning and natural language processing that is concerned with learning an unknown language from observations [2] . Our framework in this paper uses grammatical inference techniques to infer parts of the internal state machine from the set of input/output sequences produced from the interaction. As mentioned earlier, this is achieved by finding the smallest size automaton that is consistent with the recorded observations. Unfortunately, the problem of finding the smallest automaton is well known to be NP-hard, and thus quite hard to solve in practice [16] . However, the significant breakthroughs achieved in solving the propositional SAT problems over the last decade gives us hope that grammatical inference is feasible for large enough inputs. Promising, SAT-based schemes for learning minimal consistent automaton have been proposed by Gupta et al. [14] and by Heule & Verwer [17] . However, these techniques have been proposed for learning FSMs with two types of labels (accepting or rejecting). Our setup requires us to learn a Moore machine with many labels arising from the interface output images. The encodings obtained are quite large (quadratic in the size of the trie) in this case since a disequality constraint is needed for each pair of nodes with differing output and there are many such pairs.
We use an SMT-based algorithm for grammatical inference that is suited for inference of Moore machines which have output labels associated with states. Our approach encodes the problem of finding the smallest automaton into a set of constraints which are solved to obtain the smallest solution. Our approach first builds a trie based on the input/output sequences. The nodes of the trie with the same output labels can potentially be merged to yield the final FSM. However, care must be taken to ensure that nodes that yield different outputs on the same inputs should not be merged. We encode these constraints in linear arithmetic by associating a number with each node. Nodes with the same number are considered to be merged. Our tool uses the SMT solver Z3 to solve the constraints [9] . Our approach uses heuristic clique finding techniques to set certain nodes in the trie to fixed constant IDs. This yields a significant reduction in the running time.
IV. EXPERIMENTS
In this section, we describe the use of our tool on two example interfaces: a calculator application that is available in windows and the mockup of a commercial insulin infusion pump that is used by diabetic patients to infuse insulin.
Windows Calculator: The windows calculator was used off-the-shelf (see Figure 2 (left) ). Sikuli was used to identify buttons on the calculator and systematically interact with them. The screen was recorded for each interaction as the output. Our use of sikuli did not involve any kind of instrumentation of the calculator code. The input/output sequences were recorded and analyzed by our GI solver to yield a likely state machine describing the internals of the calculator. We note that the calculator can have a large number of internal states depending on the current output of the calculator and the contents of its internal registers. To simplify the problem, we restricted Sikuli to press the numerical key "5" along with arithmetic operators and the "=" key. This vastly reduces the number of states of the internal machine that is well in excess of 10 12 to a much smaller set. Figure 4 shows a small part of the automaton generated by our tool.
Insulin Pump Mockup:
We performed a mockup of a commonly available commercial insulin infusion pump model. Figure 3 shows the original pump placed alongside a mockup constructed. A physical pump served as the basis for constructing the mockup. Figure 4 highlights a potential mode confusion involving two states with the same display "Enter BG" that prompts the user to enter the blood glucose by pressing arrow keys. In one instance, the "B" key leads to a new screen that prompts for the manual bolus type whereas in the other case, it does not have an effect. On the other hand, pressing the "A" key in both modes have similar effects. Another potential interface fault involves the "E" key, which serves to take the user back to the previous screen on all but a few notable occasions. We are investigating these findings to check if they can potentially lead to dangerous mode confusion scenarios in diabetic patients. Table I summarizes the performance of the GI engine. We note that GI can be carried out for interactions that are longer than 1000 steps for the Pump example and around 400 steps for the calculator. However, the running time and memory used increase sharply beyond a limit that varies, depending on the interface. The number of states in the final machine is strongly correlated with the overall running time, while the length of the interaction matters to a lesser extent. 
V. FUTURE DIRECTIONS
We have presented a framework that combines computer vision techniques with grammatical inference to yield a likely model for the internal state. We have noted the ability to uncover potential interface inconsistencies and mode confusion errors. Our framework, however has a long way to go. Our current implementation can handle interactions of upto a 1000 input actions. We are considering improvements to symbolic encodings that can yield further increases in the size of the interactions that can be handled. Yet another challenge is to use "plausible" inputs that are likely to be exercised by a human [18] . To address this, we are considering the integration of ideas from cognitive analysis of interfaces such as automated design walkthroughs [19] , cognitive complexity metrics to predict user performance [8] and integration with cognitive architectures [20] . The ideas presented here can naturally complement some emerging work in the broader area of program synthesis from demonstrations [21] .
