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Abstract
A new proof for a newly proved conjecture of Soltani and Roozegar (2012) is
provided; our proof does not make any use of the Stieltjes transform unlike
the proof of Roozegar and Soltani (2013), and the distribution of power semi-
circle has been directly specified, contrary to the authors’ claim in (Roozegar
and Soltani 2013).
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1. Introduction
To set the stage, we briefly review the work of Soltani and Roozegar
(2012), who considered a randomly weighted average (RWA) of independent
random variables X1, · · · , Xn defined by
Sn = R1X1 +R2X2 + · · ·+Rn−1Xn−1 +RnXn, n ≥ 2 , (1)
where random proportions are Ri = U(i) − U(i−1), for i = 1, · · · , n − 1, and
Rn = 1 −
∑n−1
i=1 Ri; and U(1), · · · , U(n−1) are order statistics of a random
sample U1, · · · , Un from a uniform distribution on [0,1], also U(0) = 0 and
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U(n) = 1. If the random variables X1, · · · , Xn are independent and have
common Arcsin distribution on (−a, a), then Sn will have a power semicircle
distribution on (−a, a) with λ = (n−1)
2
, i.e.
f(x;λ, a) =
1√
pia2λ
Γ(λ+ 1)
Γ(λ+ 1
2
)
(a2 − x2)λ− 12 , |x| < a, a > 0.
The authors established the cases of n = 2, 3, 4 in Example 1 of Soltani
and Roozegar (2012), and later proved it for all n’s in Roozegar and Soltani
(2013). In this short note, we will give a new proof for this identity, for every
n, by using moments, and without making use of the Stieltjes transforms.
2. The Proof
In order to prove the identity, we need the following lemma.
Lemma 2.1. For all positive integers r ∈ N, we have
∑
i1+···+in=r
(
r
i1, i2, · · · , in
)
Γ(a1 + i1)
Γ(a1)
· · · Γ(an + in)
Γ(an)
=
Γ(
∑n
j=1 aj + r)
Γ(
∑n
j=1 aj)
.
Proof. Let the distribution of f(x|p) be multinomial with the parameters
(p1, · · · , pn), and assume that (p1, · · · , pn) has dirichlet distribution with the
parameters (a1, · · · , an). So, the distribution of f(x) can be calculated, and
the lemma is proved considering the fact that the sum of f(x) on its support
equals to one.
Theorem 2.2. Assume that a = 1 and that the random variables X1, · · · , Xn
are independent and have common Arcsin distribution on (-1,1). Then Sn
will have a power semicircle distribution on (-1,1) with λ = n−1
2
, i.e.
f(x;λ) =
1√
pi
Γ(λ+ 1)
Γ(λ+ 1
2
)
(1− x2)λ− 12 |x| < 1.
2
Proof. First, we find the rth moment of Sn as follows:
E(Sn
r) =
∑
i1+···+in=r
r!
i1! · · · in!E(R1
i1 · · ·Rnin)E(X1i1) · · ·E(Xnin).
By using the dirichlet distribution, we have
E(Sn
r) =
∑
i1+···+in=r
r!
i1! · · · in! (n− 1)!
Γ(i1 + 1) · · ·Γ(in + 1)
Γ(r + n)
E(X1
i1) · · ·E(Xnin).
It is well known that
E(Xj
ij) =
1
2
(1 + (−1)ij )Γ(1
2
+
ij
2
)√
piΓ(1 +
ij
2
)
, for j = 1, · · · , n.
So, E(Sn
r) =
∑
i1+···+in=r
r!
i1! · · · in! (n− 1)!
Γ(i1 + 1) · · ·Γ(in + 1)
Γ(r + n)
1
2
(1 + (−1)i1)Γ(1
2
+ i1
2
)√
piΓ(1 + i1
2
)
· · · 1
2
(1 + (−1)in)Γ(1
2
+ in
2
)√
piΓ(1 + in
2
)
.
Since Arcsin distribution is symmetric about zero, the rth moment is zero for
odd r. Now we note that for even r(= 2k) if i1 + · · ·+ in = r = 2k and one
of ij
′s is odd then 1 + (−1)ij = 0 so the corresponding summand will equal
to zero. Hence, we assume all ij
′s to be even, so we write 2ij in place of ij .
Thus,
E(Sn
2k) =
∑
i1+···+in=k
(2k)!
(2i1)! · · · (2in)!(n− 1)!
Γ(2i1 + 1) · · ·Γ(2in + 1)
Γ(2k + n)
1
2
2Γ(1
2
+ i1)
Γ(1
2
)Γ(1 + i1)
· · · 1
2
2Γ(1
2
+ in)
Γ(1
2
)Γ(1 + in)
=
(2k)!(n− 1)!
Γ(2k + n)
∑
i1+···+in=r
1
i1! · · · in!
Γ(1
2
+ i1)
Γ(1
2
)
· · · Γ(
1
2
+ in)
Γ(1
2
)
3
=
(2k)!(n− 1)!
Γ(2k + n)k!
∑
i1+···+in=r
k!
i1! · · · in!
Γ(1
2
+ i1)
Γ(1
2
)
· · · Γ(
1
2
+ in)
Γ(1
2
)
.
By using Lemma 2.1 we find that
E(Sn
2k) =
(2k)!(n− 1)!
Γ(2k + n)k!
Γ(n
2
+ k)
Γ(n
2
)
=
1
Γ(1
2
)
Γ(n
2
+ 1
2
)Γ(k + 1
2
)
Γ(k + n
2
+ 1
2
)
So,
E(Sn
r) =


0 if r = 2k + 1,
Γ(k+ 1
2
)Γ(n
2
+ 1
2
)√
piΓ(k+n
2
+ 1
2
)
if r = 2k,
is the rth moment of the power semicircle distribution, and this proves the
theorem.
Remark 2.3. The restriction a = 1 in Theorem 2.2. was just for simplicity.
In fact, a very similar argument can prove the theorem for arbitrary a’s.
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