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ABSTRACT
The purpose of this research was twofold. The first part explored the study habits
of lower-division undergraduate college students during independent study time, with
special inquiry into sustained attention and mental effort. A questionnaire and focus
groups answered research questions that explored students' general study practices, their
study habits, factors influencing study, the length of sustained attention and mental effort,
the strategies used to maintain attention, perceptions about productivity, and the
metacognitive strategies used (i.e., self-monitoring, self-regulating, planning, and selfevaluating). The study showed that 1) students do not spend enough time studying, 2) the
more time students spent on the job, the less they studied; 3) different factors impeding
study were identified by the different age groups; 4) only 67% of study time was
characterized by productive, sustained mental effort; 5) of the variability on productivity,
15.5 % could be accounted for by the use of metacognitive strategies; and 6) students
reported using strategies most related to knowledge and comprehension goals rather than
higher order thinking goals.
The purpose of the second part was to investigate the perceived impact of the use
of a brain-based study strategy. Participants used a 20 to 25 minute study segment,
followed by a two to five minute break, in which cross-midline body movement was
employed. The research focused on questions about the benefits of the study strategy, its
effectives in increasing sustained attention, its effect on· the length of time studied, its

xvi

influence on better learning and productivity, and its continued use. After a two-week
trial, 15 students completed an individual interview about their results using the strategy.
Students reported increasing their attention and productivity and positively impacting
their grades and learning. They attributed their successes to use of the strategy and
indicated that they would continue its use.
Three major conclusions emerged: 1) students need to study more and more
productively, 2) professors need to teach study strategies, structuring their courses to
include study strategies as an integral part of the course content, and 3) metacognitive
study strategies (both cognitive and effort management) and higher order thinking
strategies should be taught and supported.
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CHAPTER I
INTRODUCTION
When asked about college students' studying, the adult world's reaction seems to
be, "What studying?" "According to the College Board, nearly half of all students come
to college without the study skills to cope with the new academic tasks" (Hechinger,
1982, p. 19). Since 1982, society and students have changed. Now not only does there
continue to be a need for improvement in student study activities (Bol, Warkentin,
Nunnery, & 0' Connell, 1999), but "anecdotal evidence suggests that students are not
spending sufficient time in study, possibly because they have too many additional
responsibilities which prevent them from studying" (Cerrito & Levi, 1999, p. 1). Most
college students today are working, many of them are married and have families of their
own, and many of them are part-time students. They have grown up with computers and
television.
Historically, the main purpose for attending college was to get a broad-based
education, to become an educated person. Today, many are in college for the sole
purpose of acquiring the skills to secure a good job. These changing purposes and
increasing demands for time and energy place additional importance on the study time
that students have. The first part of the present study explored students' current study
habits within the parameters of these changed circumstances, purposes, and life demands.
To be successful, study strategies need to work within time and energy constraints of the
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students. A second criterion for successful strategies is that students feel competent to
perform the strategies based on their self-assessment and on the evaluation of the learning
strategies as within their capabilities. Strategies that meet those two criteria are needed
more today than ever before.
A key idea proposed by brain-based researchers is that students' most significant
learning occurs during reflection and personal interaction with what is taught (Jensen,
1998a, 1998b; Robbins, Gregory, & Herndon, 2002). This tenet assigns even more
importance to students' individual study and preparation time. How students plan,
monitor, regulate, and evaluate their study time directly impacts the effectiveness of their
learning. To study most effectively, students must accomplish all these metacognitive
self-regulation tasks not only as related to their cognitive processing but also as related to
time, concentration, and learning effectiveness (Warkentin & Bol, 1997).
The ideas that movement is an integral part of thinking (Walte-Stuplansky &
Findlay, 2001) and that, in fact, learning does not occur without some kind of body
movement (Hannaford, 1995) are two findings of recent research on the living human
brain. With the ability to scan the living brain, researchers are now able to map it
according to function, revealing the complex interactions within the brain. Knowledge
that the brain has attention cycles that determine times when learning is possible and
optimal is information that teaching and learning must take into account. This body of
information on optimal brain-based learning (Abernathy & Reardon, 1998; Caine &
Caine, 1990, 1997; DePorter, 1992; DePorter, Reardon, & Singer-Nourie, 1999;
Fishback, 1998-99; Hannaford, 1995; Jensen, 1998a, 1998b; Reardon, 1998-99) often
challenges both past and present teaching and learning practices. The idea of staying
2

seated and sitting still is directly opposite of moving to remember. "Locking the content
of [the] lesson into students' muscle memory facilitates their ability to learn efficiently
and recall quickly" (DePorter et al., 1999, p. 154). Movement can be paired with
learning, or movement can have the function of preparing the brain for learning
(Dennison & Dennison, 1989).
The brain-based Brain Gym (Dennison & Dennison, 1989) learning theories and
exercises are beginning to be acknowledged throughout educational communities as
important tools for learning. Brain Gym is a series of simple, integrative movements used
to enhance whole-brain learning. These movements stimulate specific aspects of sensory
activation and facilitate integration of function across the body mid line (Dennison &
Dennison, 1989; Hannaford, 1995). Brain Gym activities may be a major educational
innovation. Miles (1988) asked, "What must an innovation be in order to significantly
influence a college's educational practices?" (p. 337). He counted only three educational
innovations in the 20 years prior to 1988 that had been significant: individually paced
instructional material, competency-based education, and computer-assisted instruction.
According to Miles, successful educational innovations must 1) have strong validity, 2)
hit deep into the core of a problem yet be able to be flexibly applied, 3) have top-level
administrative support, 4) solve already recognized problems, 5) appear feasible soon,
and 6) provide rewards, or at least avoid punishments (pp. 337-338). With the exception
of the administrative support, it appears that the study and learning techniques of the
Brain Gym activities might meet Miles' criteria for a successful innovation. The second
part of the present study used three brain-based practices (including an exercise from
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Brain Gym), asked college students to use them, and then explored the impact of these
practices on students' perceptions about their study time and its efficacy.
Statement of Problem
There is much information in the literature about study strategies (e.g., Bol et al.,
1999; Jakubowski & Dembo, 2002; Karakoc & Simsek, 2004; Kuo, Hagie, & Miller,
2004; Minnaert & Janssen, 1992; Warkentin & Bol, 1997), but there are not many articles
specifically focused on the sustained attention and mental effort of college students
during study time. There is a significant body of literature on students with Attention
Deficit Hyperactivity Disorder (ADHD) (e.g., Anderson, 2003; DuPaul et al., 2001;
Heiligenstein, Guenther, Levy, Savino, & Fulwiler, 1999; National Institute of Mental
Health [NIMH], 2002; Semrud-Clikeman et al., 1994; Swanson et al., 1998; Sowell et al.,.
2003;) or other disabilities such as learning, reading, or movement disorders (e.g.,
Klassen, 2002; Kupietz, 1990; Robins, 1992; Wann, Rushton, Smyth, & Jones, 1997), but
disordered attention is not the focus of this present study. There are also many studies on
vigilance (e.g., Methot & Huitema, 1998; Parasuraman, Warm, & See, 1998; Sawin &
Scerbo, 1995; Tomporowski & Tinsley, 1996). Although vigilance requires the brain to
be focused, vigilance does not really address that kind of sustained attention combined
with mental effort needed for studying. The strategies that students use currently for
maintaining attention and engaging mental effort and variables that interfere with that
attention merit further investigation.
Students of today live in a world with a different focus, requiring different skills,
and with different demands than there were 20 years ago. College undergraduates are
more racially diverse and are, on average, considerably older (Levine, 1998; Rauf, 2004).
4

College students seem busier than ever. Many or most hold part-time to full-time jobs.
According to Levine (1998)~ by 1995, 54% of college students were working. In 2004,
47% said they would have to work to pay for college (Rauf, 2004). By 1998, "fewer than
one in six of all undergraduates fit the traditional stereotype of the American college
student attending full-time, being 18 to 22 years of age, and living on campus" (Levine,
1998, p. 1). Bryant (2001) reported that:
The vast majority of students [at community colleges] (both full and parttime enrollees) work at least part-time, with one half of all students
working full-time. Even students who are full-time enrollees are heavily
engaged in work activities; overall, 75% of them work (p. 6).
Working off-campus, commuting, and enrolling part-time have been found to have a
negative effect on students of traditional age and those up to age 29 years (Lundberg,
2003; see also Astin, 1993). Many students are married and have families causing a
further demand ·on their time (Bryant, 2001). Students are increasingly involved with
volunteer work with up to 83 % reporting frequent or occasional volunteer work in a study
at UCLA (Rauf, 2004). One synopsis suggested that even college students with time to
study did not put in the time needed (Cerrito & Levi, 1999). Only 18.7% of freshmen
reporting said that they studied six or more hours a week, a new record low (Rauf, 2004).
Discovering strategies that maximize the effectiveness of the study time students do have
could have implications for improved student learning. There is room for additional,
current information on students' study habits, their lifestyle changes, and the life factors
of today that interfere with their learning.
The first part of this study focused on discovering the study habits, study
preferences and strategies, and attentional factors of a sample of lower-division
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undergraduate college students. This part investigated the students' life circumstances as
related to independent study habits and strategies.
The second part of this study investigated the use of selected, current brain-based
theories and practices as applied to college students during independent study time. This
part explored college students' ability to maintain sustained attention and mental effort
using strategies arising from brain-based information and incorporating one of the Brain
Gym (Dennison & Dennison, 1989) cross-midline movements. Because the Brain Gym
ideas are relatively new to education and initially focused on their use with elementary
age children, a search of the literature produced no research on the use of these study
strategies at the college level. The problem addressed in the second part of this study was
to discover if students, after learning 1) about brain-based information regarding
maintaining attention and 2) about three brain-based activities, would use those
strategies. A second goal for this part was to determine how helpful or valuable those
study strategies were to the students who used the strategies during independent study
time.
Statement of Purpose
The purpose of this research was twofold. The purpose of the first part of the
study was to explore the study habits of lower-division undergraduate college students,
with special inquiry into matters regarding sustained attention and mental effort.
Because for the purposes of this study the terms "sustained attention" and "mental
effort" are interdependent, they will be used together throughout this dissertation. If a
student can sustain attention on a single sound as in a mantra in meditation or if that
student can sustain visual attention looking for a particular pattern as on the Continuous
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Performance Test (CPT; Conners, 1995), then it might be said that that person has a long
attention span. However, that kind of sustained attention is only part of what constitutes
productive study time. The brain also has to be engaged in actively thinking about,
processing, and making connections with that subject matter. This study investigated
attention that was sustained and was also combined with the accompanying intellectual or
mental. effort needed for effective studying.
The brain has attention cycles, times of greater and lesser ability to maintain focus
(Reardon, 1998). There are activities that help the brain reset its attention cycle so that
attention can be refocused (Hannaford, 1995; Reardon, 1998). If those reset activities can
be used to increase the amount of time students are able to sustain active attention, then
that allows for the possibility of also sustaining mental effort for a longer time. There can
be no sustained mental effort without sustained attention. Attention must be active and
focused in order to sustain mental effort, and conversely, mental effort requires focused
and active attention.
The purpose of the second part of this dissertation was to investigate the
perceived impact of lower-division undergraduate college students' use of three brainbased study strategies applied sequentially and cyclically. These three strategies were: 1)
a 20 to 25 minute study segment, followed by 2) a two to five minute break, in which 3)
cross-midline body movement was used [referred to as "the pretzel" or "hook ups" from
Brain Gym literature (Dennison & Dennison, 1989); see Appendix A for a description of
"hook ups"]. This three-part sequence of behaviors is, hereafter, referred to as "a threeelement, brain-based cycle."
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Research Questions/Hypotheses

Part I
The first part of this descriptive research study was guided by the following
research questions and was designed to gather information regarding current study habits
of students with special inquiry into matters regarding sustained attention and mental
effort.
1. What were the general study practices of lower-division undergraduate
college students?
2. What environmental and life style factors influenced the independent study
habits of these college students?
3. What were these college students' study habits during activities such as
preparing for class or studying for a test?
4. How long were these college students' periods of sustained attention and
mental effort?
5. What strategies did these college students employ to maintain sustained
attention and mental effort throughout their study time?
6. What were these college students' perceptions about their productivity during
independent study time and about the relationship between productivity and
attention/sustained mental effort?
7. Did these students use planning, self-monitoring, self-regulating, and selfevaluation, in regard to their study practices, particularly in regards to
maintaining sustained mental effort and productivity?
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Part II
The hypothesis for this second part was that students should be able to study
longer with greater sustained focus and mental effort if they utilize a 20 to 25 minute
study period followed by a two to five minute break in which they do cross-midline body
movement. Because of greater sustained mental effort, college students should also learn
more and be more productive (i.e., get more accomplished and remember more later)
during their independent study time. Incorporating activities that actuate and maximize ·
brain-based attention cycles should increase sustained mental effort for a longer time.

1. What benefits, if any, did lower-division undergraduate college students report in
using the three-element, brain-based cycle?
2. . How effective did these college students perceive the use of the three-element,
brain-based cycle to be in increasing their sustained attention and mental effort
during their independent study?
3. Could these college students study longer using the three-element, brain-based

· cycle?

4. Did these college students perceive themselves as learning better and being more
productive (i.e., get more accomplished, remember more later) during their
independent study time when using the three-element, brain-based cycle study
strategy?
5. Did these college students perceive enough benefit in the three .. element, brainbased cycle approach that they would continue to use it?
Operational Definitions
For this study, the following definitions were u~ed.
9

•

Cross-midline or cross-lateral movement is any movement that crosses the
midline of the body.

•

Sustained attention is attention that is focused over a period of time.

•

Mental or intellectual effort is when the brain is engaged in actively thinking
about, processing, and making connections with that which is being focused on or
studied.

•

Brain-based refers to information or activities that are based on information
gained from the new research using brain scanning on live human subjects,
including Computerized Axial Tomography (CAT) scans, Positron Emission
Tomography (PET) scans, Magnetic Resonance Imaging (MRI), and Nuclear
Magnetic Resonance Imaging (NMRI).

•

Independent study is individual sn1:dy that occurs outside of class time and
includes assigned homework.

•

Study habits are those study activities or approaches to study that have been
chosen by an individual student and that are repeated over time.

•

Study strategies are specific learner-initiated study actions (Palmer & Goetz,
1988) or ways to study that are beneficial to study and learning. These are
approaches to learning that are either taught to or discovered by the student and
found to be effective.

•

Study skills are the cognitive skills used by the learner in the acquisition of
knowledge.

10

Assumptions
It was assumed for this study that lower-division undergraduate student study
habits need intervention, and it was further assumed that those study habits are amenable
to intervention. It was also assumed that the students who participated in the study would
give truthful answers and not answers either that they thought the researcher wanted or
that they thought would put them in a favorable light. It was also assumed that there
would be enough volunteers to complete all the parts of the study.
Delimitations of the Study
This study was limited to one small, mid-western community college. The
participants were sophomores or second semester freshmen who were enrolled in
Introduction to Psychology, Developmental Psychology, or Abnormal Psychology.
Because of the small size of the community college, the available pool of subjects was
limited.
The brain-based study strategies were limited to only three of the many
documented in the literature. This review of literature on study habits includes minimal
information about cognitive study strategies and is limited mostly to information
regarding study style, study preference, and attentional factors.
Significance of the Study/Rationale for the Study
This research has implications in three important areas.

1. This research adds basic knowledge about how lower-division undergraduate

college students study and about sustaining attention and mental effort during
study time.
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2. The second area of importance applies to these college students, personally.
This research has potential for adding to their applied knowledgeo If a simple
study skills strategy (e~g., the three-element, brain-based cycle) can improve
attention and, thereby, increase learning during study time, it would be
important for students to be aware of and use that technique.
3. This research has the potential to improve the practice of college teaching.
Since study skills are best learned in relation to a particular course and study
task (Warkentin & Bol, 1997), there are implications that professors should
include study skills teaching as part of their curriculum.
According to McKeachie (1988):
Moreover, teachers themselves do not think teaching involves the
development of more effective repertoires of learning strategies. Students
are directed to carry out certain learning activities, but grades and other
feedback to the students are primarily directed to the correctness of the
outcome, rather than to the strategy used to achieve the result. Students
seldom get directed training and practice in developing study strategies.
Rather, they stumble upon effective strategies only when, by chance, they
vary their approach and find that one method works better than others. (p.
5)
Not only could college professors teach study skills as an integral part of their courses,
but also analyzing and adapting the very structure of the courses could increase students'
study strategies and increase academic success as well. Miles ( 1988) summed it up when
he said, "Ultimately, most students will become conscious masters of ... learning
strategies only if teachers make this possible, appealing, and/or unavoidable" (p. 334).
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CHAPTER II
REVIEW OF LITERATURE
Introduction
The scope of this study incorporates the study strategies and habits of college
students, attentional issues, and the application of educational practices that are based on
the research of the brain made possible by the new techniques for studying the living
brain. An understanding of some basic brain anatomy is important to comprehend and
appreciate the progress that has been made in isolating the processes of attention and of
learning. The ultimate goal of this review of the literature and of the research is to add to
the basic understanding of students' study habits in the current societal climate and to
influence the use of better, more productive study strategies by students. To that end, a
review of the study strategies literature, of the attention literature, and of the brain-based
educational literature was needed. In addition, to understand the implications of both the
attention literature and the brain-based educational literature, it was important to have a
basic understanding of how those processes are manifested in the brain. First, the study
skills literature is addressed, followed by an exploration of attention in its many varieties.
A brief explanation of brain anatomy and function then sets the stage to understanding
how the different types of attention are carried out by brain function. Finally, the brainbased educational literature applicable to the current study is explored.
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Study Skills Literature
Many students come to college without the study skills to cope with the different
academic tasks required for successful academic performance (Hechinger, 1982; Thomas,
Bol, & Warkentin, 1991). "There is ample empirical and anecdotal evidence to suggest
that student study activities need improvement even at the college level" (Bol, Warkentin,
Nunnery, & O'Connell, 1999, p. 2). Data from a study of college freshman suggested that
college students "(a) had a restricted range of study strategies; (b) could rarely explain
why a strategy was important to their own learning process; (c) had one study strategy for
most learning tasks regardless of the content area; and (d) had little idea how to know or
check when they were ready for a test" (Simpson, 1984, p. 136). Students also enter
college lacking the skills for engaging in sustained autonomous study and particularly in
regards to studying efficiently, allotting enough time, and managing their study time
(Thomas et al., 1991). One way to influence the ways in which students process new
information and acquire new skills is to teach them learning strategies and how to use
them (Weinstein, Zimmermann, & Palmer, 1988). For college students to handle the
more rigorous learning demands and to be successful learners, they require updated
learning and study strategies (Bartlett & Knoblock, 1988). Bartling (1988) noted that
there were upward trends for college students exposed to effective study habits and
downward trends for those who were not exposed to them in regards to successful
learning. Bloom (2003) found that improved reading/study skills by the learner showed a
one standard deviation magnitude of effect over the norm. Thomas et al. (1991) reported
that study activities, and specifically time and effort management strategies, correlated
with and were able to significantly predict college-level achievement.
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There are study skills programs or learning assistance centers on most college
campuses. Unfortunately, the evaluations of those programs show some positive results
in the short run, but no significant effects on study behavior for the long term (Thomas et

al., 1991). Those skills also do not seem to be translated into other study settings. What
Bol and Warkentin and their different research partners indicate is the necessity of
focusing on the students' study activities and the requirements of the courses in which the
students are enrolled (Thomas et al., 1991). Although they seldom are, the study
strategies must be linked to the coursework and requirements of particular classes.
Having a variety of study strategies and knowing how, when, and where to apply
those strategies have been linked to academic success. McKeachie ( 1988) recognized that
education is often "directed in ways that provide students with opportunities to carry out
elaboration, self-monitoring or other strategies, but seldom is any explicit attention given
to helping students become aware that they have a choice in types of learning strategies
that may be employed" (p. 5). Study strategies are most effectively taught as part of each
particular course where there is the opportunity to teach not only the strategy by the when
and where information. Simpson (1984) recognized that ideally teaching students how
and when to apply and modify a study strategy should be taught and reinforced by the
content area teachers.
Before continuing several definitions need to be established. Studying can be
defined _as "the integration of thinking and learning on the basis of motivation" (Minnaert
& Janssen, 1992, p. 190). According to Baker and Brown (1984), studying includes tasks

such as identifying important ideas, mastering information, developing effective study
strategies, and planning study time appropriately. According to Thomas and Rohwer
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(1986) studying is effortful and is an isolated and individual activity. Studying "typically
must be self-instigated" (p. 20), because frequently it must be chosen in situations when
and where other activities are more appealing.
Tactics refer to specific skills, and strategies are tactics that are grouped and used
purposefully (Hattie, Biggs, & Purdie, 1996). Strategies then are a sequence of activities,
"alternative modes of learning, which can be chosen when appropriate for the task"
(McKeachie, 1988, p. 8). A consistent, central feature of any strategy is that it is under
the control of the learner and an intentional, learner-initiated action (Gamer, 1988;
Palmer & Goetz, 1988).
Strategies are generally deliberate, planned, consciously engaged-in
activities .... This means both that strategies require attentional resources
that are not limitless, and that strategies can be examined, reported, and
modified.... In order for an activity to be considered strategic, it must be
selected by a learner from alternative activities, and it must be intended to
attain a goal, to complete a task. (Garner, 1988, p. 64)
Learners need to acquire study strategies that include both the processes for
studying (the cognitive strategies) and a routine for organizing the processes (Gamer,
1988). Because of that "learner initiated and controlled" feature, Warkentin, Bo!, and
Wilson (1997) termed the use of study strategies, self-directed learning. A defining
characteristic of self-directed learning is the idea of autonomy and responsibility for
one's own learning. "For example, students engage in self-directed activities when they
select and concentrate on main ideas ... , integrate information with prior knowledge ... ,
monitor and regulate their effort, reflect upon and evaluate their approach to problemsolving, or construct a systematic plan to achieve their study goals ... " (Warkentin et al.,
1997, p. 72). The selecting and concentrating on main ideas and integrating information
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with prior knowledge are examples of some of the processes for studying, referred to as
cognitive strategies, while the reflection, evaluation, and planning are routines for
organizing the processes, called effort management.
Students who use "self-directed study strategies attain higher levels of
achievement in their academic courses .... Improving students' use of self-directed
activities holds the promise that students will become life-long learners" (Warkentin et
al., 1997, p. 72).

Cognitive Strategies or Interventions
Cognitiv~ strategies are those processes that focus on developing or enhancing
particular task-related skills that have to do with thinking and understanding, such as
underlining, note tiling, and summarizing (Hattie et al., 1996). Thomas and Rohwer
(1986) identified five functions within the cognitive activities category: 1) selection, the
differentiating among and within sources of information according to importance and
criterion relevance and the identifying and eliciting cues regarding criterion-relevant
information; 2) comprehension, the understanding of the material studied, 3) memory, the
enhancing, storage, and retrieval of information; 4) integration, the constructing
relationships among things to be learned and between items to be learned and other
information; and 5) cognitive monitoring, the assessing of the need for and adequacy of
cognitive transformational activities (p. 24). Wittrock (1988) includes attention,
motivatfon, and comprehension as cognitive processes. Being motivated to learn and
having the cognitive prerequisites (i.e., a prior knowledge base) are both important
cognitive strategies that influence successful learning. Having study goals that are related
to higher level thinking skills as opposed to just knowledge acquisition and then having
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the specific study strategies needed to apply those higher level thinking processes are also
linked to higher achievement levels. One of the deficits identified for students was the
cognitive study skill of knowing how to decide what was important and not important in
the information presented or assigned. Another cognitive study strategy that is emerging
from the brain-based literature is the need for movement (e.g., physical movement tied to
the information, interaction, talking, writing) for learning to take place. The role of
emotion in the effectiveness of studying is also important. Positive emotion enhances
learning while stress, anxiety, and other negative emotions shut down or short circuit
learning.

Having the Cognitive Prerequisites or Prior Knowledge Base
In the study by Pearson and Santa ( 1995), one of the study strategies discovered
to impact success was the effect of background knowledge. Having the cognitive
prerequisites or enhancing the cognitive prerequisites makes a significant difference in
the success of the learning (Bloom, 1976, 2003; Kuo, Hagie, & Miller, 2004).
An important part of learning is the linking of new knowledge to that which one
already knows. Minnaert and Janssen (1992) addressed that prior knowledge:
Dependent on the curriculum completed in secondary education, on the
domain-specific knowledge, and on the intrinsic motivation of the student,
the acquisition of new information is more or less successfully (accurately
and with speed) related to the cognitive structure already built up. The
latter implies a process of goal-oriented restructuring of the knowledge
into a new, even more complex structure [via analysis and synthesis]. (p.
185)
If there is little or no knowledge base, it becomes a matter of having to build that base
before one can attach new knowledge. A difficulty is that students who come to college
without the skills and knowledge base often never have the opportunity to develop and
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refine those skills and acquire the knowledge base (Kuo et al., 2004). A lack of domainspecific prior knowledge (i.e., knowledge in the course content area) inhibits both the
speed of information processing and the ability to restructure knowledge into more
complex structures (Minnaert & Janssen, 1992) by linking the prior knowledge to the
new information. That linkage is what gives meaning and relevance to the learning.

Being Motivated to Learn the Subject Matter
According to Hattie et al. (1996), "One of the conditions necessary for successful
strategy training is having high and appropriate motivation" (p. 103). Motivation can be
measured based on how interested students are in the topic of study. Interest ratings,
therefore, can be assumed to measure intrinsic motivation (Minnaert & Janssen, 1992).
The decision by students about how to use their time and how much effort to put in
obviously has a motivational component as well (Garner, 1988). "Thinking and learning
should be integrated on the basis of motivation in order to develop expertise in subject
matter" (Minnaert & Janssen, p. 185).
Humphreys and Vevelle (1984) proposed a model in which students' personality
factors (i.e., impulsivity, achievement, motivation, and anxiety) influence their
motivation (e.g., arousal, on-task effort). In turn, these motivational variables impact
students' performance on memory tasks by affecting the availability and allocation of
learners' cognitive resources during learning.
There is "strong evidence for the integration of cognitive and motivational
variables" (Minnaert & Janssen, 1992, p. 191). In other words, there is a_relationship
between interest and having a knowledge base. If the student is interested, then they are
more apt to have built a knowledge base around a particular content.
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Yip and Chung (2002) referred to motivation in terms of intrinsic disposition.
Along with motivation, scheduling, concentration, and selecting main ideas are also
identified as intrinsic disposition factors. Their findings indicated that the high academicachieving group of students differed significantly from the low academic-achieving group
in tenns of those intrinsic disposition factors (Yip & Chung, 2002).
Minnaert and Janssen (1992) suggested that study strategies could be influenced
by different internal and external factors. Motivation and cognitive characteristics were
identified as those internal factors influencing study skills, while the nature of tasks and
the nature of materials could be considered as external factors (Minnaert & Janssen,
1992). In their study an unexpected finding was an absence of a relationship between
domain-specific prior knowledge and the intrinsic motivation. Although both factors
were indeed predictive of the academic performance, "their independence only stresses
the importance of motivational and cognitive variables." (Minnaert & Janssen, 1992, p.

187).
To summarize, motivation affects both cognitive factors (e.g., domain specific
prior knowledge, selecting main ideas, memory) and attention and effort factors (e.g.,
concentration, scheduling, time allocated, on-task effort). If students are interested (i.e.,
motivated), they will allocate more time, show more on-task effort, and stay focused
longer. The corollary is also true. If there is no interest, then it is harder to stay focused. If
students are havi?g a harder time understanding or selecting the main ideas of a specific
content (a cognitive factor), then they will have a harder time establishing interest and
continuing to attend. Likewise, if there is interest, then students are more apt to have
taken the time and expended the effort to learn about a topic, gaining a knowledge base in
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that content area. There is a strong interrelationship between motivation and cognitive
factors.

Relating Study Goals to Higher Level Thinking
Bloom's taxonomy of cognitive objectives is a hierarchy of thought processes and
learning based on the principle of complexity (Bloom et al., 1956, 1994). The taxonomy
proceeds from the learning of facts to higher order thinking; The categories identified in
the taxonomy are knowledge, comprehension, application, analysis, synthesis, and
evaluation. Just collecting knowledge becomes only the first part of curriculum. Bloom
and his colleagues thought that in order for significant growth to take place, there must be
emphasis on the more complex objectives (Bloom et al., 1956; Bloom, 1994; Bloom et
al., 1994). Summarization and self-questioning strategies used by college students led to
higher achievement than did other types of study strategies (Bol et al., 1999; Warkentin
& Bol, 1997). These more advanced study strategies, the focusing on higher-order

knowledge products (e.g., principles as opposed to factual details), are linked to higher
levels of achievement (Bartling, 198.8; Bol et al., 1999; Thomas et al., 1991).
Bol et al. (1999) identify a level of cognitive processing and a representational
level. The level of cognitive processing is the extent to which students engage in
generative or transformational processing while studying. They identify four different
levels of cognitive processing: l) encoding the course content, 2) the selection of
important versus unimportant information, 3) the integration of information, and 4) the
extension of application of information beyond a given context. Each in turn represents
the next level of complexity of thought. The representational levels contain the
knowledge products that serve as the content of studying. Again there is an ascending
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order of complexity: 1) the lowest level units are comprised of facts or details, 2) the
mid-level units contain the definition of terms followed by main ideas or principles, and
3) the highest level units address the implications of the information.
The research identified that by using the distinct thinking processes of analysis
and synthesis, students can restructure knowledge into an even more complex
construction. Minnaert and Janssen (1992) would call that process goal-oriented
restructuring. Analysis is "serialist thinking as a deep, stepwise analysis of one problem
after the other," while synthesis is "holistic thinking in search for a broad synthesis of
different elements fro;m distinguished themes" (Minnaert & Janssen, p. 185). Goaloriented restructuring also has a third dimension called long-term expertise, which is the
integration of both thinking and learning to develop expertise in the subject matter. The
higher order thinking that comprises this process of goal-oriented restructuring not only
has a direct effect on the success and progress in higher education, but also has an effect
on the process of studying (Minnaert & Janssen, 1992).
Study goals chosen by the student affect whether lower or higher order thinking
processes are involved in the process of study. Warkentin and Bol ( 1997) hypothesized
that what goals students chose for studying were important factors affecting the kind of
strategies they select. Their selection of goal may actually be either facilitating or
impeding their ability. The goal of lower-achieving students was to remember for the test,
while the goal for higher achieving students was to understand the information and to
remember it so that they could use it in their vocation (which was in this instance
teaching). The goal chosen by the lower achieving students recommended a lower level
of cognitive processing thereby "impeding their ability to engage in more constructive,
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meaning-enhancing [i.e., analysis and synthesis] memory activities." (Warkentin & Bol,
1997, p. 7). In other words, according to Bloom's taxonomy, the lower achieving students
were trying for knowledge goals as opposed to comprehension, application, analysis,
synthesis, or evaluation goals. Students shortchange themselves by setting goals of
studying to the exam with their sights only set on gaining the knowledge or information
needed to pass the test or pass the course. They would actually be more successful by
setting a goal for themselves that encouraged the use of higher order thinking skills.
Knowing the information is a prerequisite to understanding, application, synthesis,
analysis, and evaluation. If the goal is one of the higher order skills, the knowing comes
as part of the process of engaging in the other skills. As will be noted in more detail later,
·professors can have a substantial impact on the study goals of students by how· they
structure the course features (e.g., the structure of the independent studying assignments,
the way the course is evaluated, the way the content is communicated, the learning
contexts chosen).
Having the Variety ofStudy Skills/Information/Strategies Necessary to Apply Higher
Level Thinking Processes

One of the conditions for successful strategy training is that students have both
the strategic and contextual knowledge for doing a task (Hattie et al., 1996). Strategic
knowledge can be thought of as "having the strategies" and contextual knowledge can be
understood as course context and content. Even though students are taught about the
higher order thinking skills, they must also learn the strategies to put those into practice.
In addition students need to learn how to apply the strategies in the particular course
context with the knowledge specific to that context. Higher achievement has been linked
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to having a wider range of study tactics (Warkentin & Bol, 1997). The more study
strategies students possess, the greater the likelihood that they will have appropriate
strategies to use to fit each of their study needs.
There is a continuum of memory augmentation strategies (Bol et al., 1999), which
are study strategies. Lowest on the continuum is no engagement, followed by duplicative
activities (i.e., repeating the information over and over), interpretive activities (i.e.,
putting the material in one's own words), and, finally, constructive activities (i.e.,
creating study aids). Having a variety of strategies allows students to choose an
appropriate strategy for a particular study setting or context.

Knowing How to Decide Between What Is Important and Not Important
The selection of important information is another essential study skill. The student
needs to acquire the ability to differentiate important from unimportant information.
Deciding what is important to study needs to be the first step in the study process
(Reynolds & Shirey, 1988). Then follows focusing an adequate amount of time learning
that important information. If the student chooses to study irrelevant information, any
strategy used will not provide the desired successful outcome. The College Study Skill
Program, a joint effort of a group of experts from Harvard University and the Milton
Academy, identified learning what is important as one of their priorities (Hechinger,
1982). "In general, student's responses revealed an uncertainty of what to study, or what
was important to know, or what was going to be on the test, or how to study for a
multiple choice test" (Warkentin & Bol, 1997, pp. 5-6). Thomas and Rohwer (1986)
agreed that what is important to study can be ill defined, especially at the college level.
The process of deciding what is important to study depends on the students' ability to
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determine ''the differential relevance of different aspects of course material with respect
to the criterion" (Thomas & Rohwer, 1986, p. 27) of the course. Further, deciding how to
study is dependent on deciding what is important to study.
Instructors in the early grades usually inform students about what they are
supposed to do when studying and about what they are supposed to know
or be able to do for a test. With the transition to high school and beyond,
however, the criteria for studying become increasingly shrouded in
secrecy. Thus, studying can become sophisticated detective work for a
small number of 'cue seekers,' but it can constitute guesswork or blind
routinized behavior for the majority. (Thomas & Rohwer, 1986, p. 21)
Thomas et al. ( 1991) studied the differences between high school and college
teaching and study practices in order to identify elements that either help or impede
students' study practices and learning. They identified course features called
compensations, i.e., practices that decreased the need for students to engage in a variety
of study practices. Compensations, also called safety nets, included giving students notes
from which the test was constructed, conducting oral reviews that taught to the test,
allowing students to retake the test, and/or allowing extra credit to make up a failing
grade (Bol et al., 1999; Thomas et al., 1991). These teaching practices impeded students'
development and use of study strategies and learning. Among other things, these reduced
the demand on the student to engage in their own selective processing activities (i.e., to
choose the most important information to study). There were fewer compensations in
college courses than were found in high school. Thomas et al. (1991) found that "only in
the college-level courses were students responsible for selecting and summarizing main
ideas from the reading assignments on their own" (p. 279).
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Engaging in Movement for Learning
Weinstein et al. (1988) discussed research that "suggested that there are two
components to effective study -- consistent and regular study, and an 'active' learning
style -- most items in published inventories deal primarily with the first component" (p.
27). The ideas about movement as a part of the repertoire of study strategies are further
developed in the section that focuses on the brain-based education literature.

Emotion and Learning
Positive emotion enhances learning while stress, anxiety, and negative emotion
obstruct learning. Although emotion is only a minor focus and not directly part of this
research, it is still important to consider its impact on studying and attention. Because
emotion is so interconnected with attention and learning, it is being addressed as part of
the background and discussion.
The themes that emerged from the research on adult learners were that "adults'
background knowledge, metacognitive knowledge, and affect are associated with their
use of strategies" (Palmer & Goetz, 1988, p. 52). Affect or emotion can affect the use of
learning strategies. Depressed mood negatively affected learning and learning strategies
(Palmer & Goetz). Bloom (1976) asserted that students vary in what they are emotionally
ready to learn. This preparedness is affected by their interests, attitudes, and their view of
self. If students start a learning task with enthusiasm, the learning should be easier and a
higher level of achievement should be reached (Bloom, 1976). Emotion, its interaction
with attention and learning, and its physiology are discussed in the brain-based literature
review section of this paper.
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Bloom, Krathwohl, and Masia (Bloom, 1956) were the main writers for the body
of work known as Bloom's taxonomy. In fact, Bloom, Krathwohl, and Masia (Bloom,
1956) along with their colleagues proposed a three-part division of educational
objectives: 1) cognitive, 2) affective, and 3) psychomotor. The best known is the
taxonomy of cognitive tasks, a hierarchy of thought processes and learning based on the
principle of complexity. While the psychomotor part of the classification system was
never completed or published, the affective taxonomy was (Krathwohl, Bloom, & Masia,
1964). The affective domain emphasized a feeling tone, an emotion, or a degree of
acceptance or rejection. The hierarchy was also based on the principle of complexity, but
the continuum progressed from simple awareness to incorporation as a life outlook (see
Figure 1). Interests,· attitudes, values, appreciation, and adjustment were the typically
used affective words, which could be applied to the structure of the continuum. In the
affective domain students were expected to display a certain behavior, but also with a
certain amount of emotion connected to that behavior. The emotional involvement
increased with the continuum. It was not what was learned but rather the manner in which
and extent to which students embraced the learning that determined the affective
objectives. These affective objectives were achieved conctll'rently with the cognitive
objectives.

Effort Management
Researchers have conducted extensive work regarding study skills, especially in
the area of effort management. The way that they conceptualized the components and the
structure of effort management was both understandable and logical.
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Figure 1. Affective Domain: The range of meaning typical of commonly used affective
terms measured against the Taxonomy continuum (Krathwohl et al., 1964, p. 37)
From David R. Krathwohl, Benjamin S. Bloom & Bertram B. Masia
Taxonomy Of Educational Objectives, Book 2: Affective Domain
Published by Allyn and Bacon, Boston, MA. Copyright (c) 1964 by Pearson Education.
Reprinted by permission of the publisher.
The Effort Management hierarchy defines the metacognitive and selfregulatory processes involved in monitoring, planning, and evaluating
one's concentration, time, and learning effectiveness. These activities
support students' efforts to initiate and maintain productive study sessions,
to set goals and monitor progress, to evaluate learning effectiveness, to
overcome distractions, to manage time, and to create a positive climate for
learning. An underlying assumption of the Effort Management hierarchy is
that engagement in these kinds of self-regulation strategies is positively
related to achievement. Studies have indicated that students who monitor
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the relationship between effort and achievement, and who regulate and
redirect their efforts, are more successful and productive learners.
(Warkentin et al., 1997, p. 76)

In their schema there were four major activities: monitoring, regulating, planning, and
evaluating. Within these activities there were three general components: concentration,
time, and learning effectiveness (Bol et al., 1999; Warkentin & Bol, 1997; Warkentin et
al., 1997). Simpson (1984) identified the need for similar activities: "Self-regulation of
learning includes being able to plan activities prior to understanding a problem, to
monitor and revise strategies of activities, and to evaluate the strategies' outcome for
effectiveness in terms of the criterion task" (Simpson, 1984, p. 138).
According to Warkentin and Bol (1997), most students have some problems in
monitoring their effort. They suggested that the four activities delineated above were
actually in a hierarchical relationship, with the first level proficiency in monitoring or
being aware, the second level proficiency in self-regulating or using what was learned by
· monitoring to adjust behavior, the third level proficiency planning before studying to
make the adjustments, and the highest level proficiency evaluating and reflecting on the
study methods used (Warkentin et al., 1997).
The working definition of metacognitive self-regulation that Van Zile-Tamsen
(1997) employed in her study - planning, monitoring, evaluating, and adjustment
activities - was very similar to that of Bol, Warkentin, and colleagues. The metacognitive
themes that Van Zile-Tamsen identified also showed many similarities to the ideas of
Bol, Warkentin, and colleagues:
a) awareness of self, task, and memory/memory strategies
b) planning/organizing of time, tasks, and materials
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c) monitoring/evaluation when studying for exams, writing papers, and taking
lecture notes
d) self-regulation of attention, comprehension/understanding, and
learning/memory. (Van Zile-Tamsen, 1997, p. 2)
Her results indicated that the participants in her study "did seem to be planning,
monitoring, evaluating, and adjusting their cognitive activities" (Van Zile-Tanisen, 1997,

p. 14).
Thomas and Rohwer (1986) called these regulatory activities self-management
activities. Within this category they defined three functions: time management, effort
management and volitional monitoring. Time management is insuring that adequate time
is allocated for studying. Effort management involves minimizing competing demands
and insuring adequate attention and effort. Volitional monitoring includes assessing the
need for and adequacy of self-management activities (Thomas & Rohwer, 1986, p. 25)
and seems similar to the evaluating function delineated by Bol et al. (1999).

Self-monitoring ofStudy
"Effective learning requires an active monitoring of one's own cognitive
activities" (Baker & Brown, 1984, p. 354). Monitoring activities are self-assessments or
self-appraisals of one's concentration or persistence, time, and learning effectiveness
while studying (Warkentin & Bol, 1997). Monitoring the effectiveness of learning
includes monitoring 1) efforts to understand (master) content information, 2) efforts to
identify test-relevant information, and 3) distractions to concentration (Warkentin & Bol,
1997, pp. 5-6).
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According to Warkentin and Bol ( 1997), students identified both internal and
external distractions to their learning. External distractions were things in the
environment that interfered with studying. Internal distractions involved 1) difficulty
beginning and maintaining the study episode, 2) difficulty sustaining reading due to the
length of reading assignment, the unfamiliarity of the material, or the apparent similarity
of the information, 3) difficulty maintaining positive emotions d1:1e to anxiety about the
test, and 4) other negative affect such as not liking the book (Warkentin & Bol, 1997).

Self-regulation ofStudy
Regulating activities are strategic adjustments in response to an awareness
brought about by monitoring while· studying, such as self-corrections, self-adjustments, or
redirection of one's efforts or actions during a study episode (Van Zile-Tamsen, 1997;
Warkentin & Bol, 1997). Researchers found that metacognitive self-regulation strategies,
including self-management, executive control, and self-efficacy, positively predict
achievement outcomes, and that their use is an important characteristic of good learners
(Bol et al., 1999; Van Zile-Tamsen, 1997). There were four conditions that affected the
extent to which students self-regulate their academic activities: interest in the content, .
enjoyment of the class, a teacher/professor who is well organized and/or enthusiastic, and
time factors (Van Zile-Tamsen, 1997, p. 22). Students self-regulated in a number of areas
including concentration, learning effectiveness, and time management.
Self-regulating activities can function to sustain concentration by regulating the
pace and momentum of a study session. Self-monitoring disclosed the internal and
external obstructions to concentration. The students then found ways to change tactics to
remove those obstacles. To manage internal concentration difficulties, students reported
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such strategies as taking breaks to keep alert, dividing the study session into smaller
periods to increase diligence, and splitting the reading assignment into smaller chunks to
reduce stress. Others used specific study tactics, such as taking notes, along with the
shorter study segments. To handle external distractions, students "adjusted their
environment or avoided a place where they knew they would be distracted" (Warkentin

& Bol, 1997, p. 6).
Self-regulating activities can function to cope with learning effectiveness
problems. Students reported the following activities:
Taking notes while reading to check their understanding, relating reading
material to other content to increase memory, underlining while reading to
keep from daydreaming, mapping each section of the text to maintain
momentum and to help detect error in comprehension, focusing on
important or test relevant information, and rereading information when a
comprehension error occurred. (Warkentin & Bol, 1997, p. 6)
Self-regulating activities can serve to deal with time management problems.
Students reported making choices about allocating time during study. To better use their
time, the students might prioritize activities, choosing to focus on test-relevant
information, on difficult parts of the information, or on personally interesting or familiar
information (Warkentin & Bol, 1997). Bloom (2003) found that increased time on task by
the learner had a one standard deviation magnitude of effect size above the norm.
Learners also have to deal with time management issues in organizing their time and
deciding how much time to actually devote to study. There need to be decisions about
other activities that would conflict with time spent studying.
·One self-regulation activity can impact other study needs and serve a number of
functions. For example, breaking the session into smaller segments helps students to
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create intermediate goals. These goals can facilitate persistence by allowing for frequent
monitoring of progress, reflection upon the adequacy of comprehension, and assessment
of the effectiveness of study efforts. This same tactic of breaking the session into smaller
segments serves not only to help sustain attention or interest but also to handle large
reading assignments and to facilitate the detection of difficulties in reading
comprehension. Breaking the study session into smaller units helped students cope with
the large amounts of information that they were required to read as well as to help them
regarding what information was most important (Warkentin & Bol, 1997). Students "use
specific self-regulating tactics to control concentration (persistence and momentum) as
. well as to correct or repair comprehension errors" (Warkentin & Bol, 1997, p. 10).

Planning Study
Planning study is just that. Before studying, students think about what works and
helps them learn, and then they plan to make that happen. Students attempt to organize
and plan their time, their academic tasks, and their academic materials (Van Zile-Tamsen,
1997). Planning usually includes establishing a goal designed to direct successful
cognitive learning or to optimize the productivity of the study time (Thomas & Rohwer,
1986; Warkentin & Bol, 1997). There were differences between higher and lower
achieving students in planning. Higher achieving students established goals and purposes
for study and "self-instructional sequences [were] used to structure study efforts"
(Warkentin & Bol, 1997, p. 6).
Students' planning activities generally involved setting up a sequence of
study sessions, starting about 1 to 5 days before the test, to structure and
regulate concentration, reading pace, learning effectiveness, and selection
activities .... The study sequences were important events to students and
appeared to involve intermediate goals ... so that students could monitor
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and obtain feedback on progress across sessions .... The events served to
guide students' overall behavior, to allocate time for study, to cope with
concentration problems, ... and to sustain diligence. (Warkentin & Bol,
1997,p.7)
The nature of goals and purposes for studying was different for higher achieving
students than for lower achieving students in a study by Warkentin and Bol (1997). They
found that the higher achieving students were more systematic and connected their plans
across study sessions, that they used a wider range of tactics, that they paid more
attention to selection activities, and that they reviewed and applied knowledge, building
upon previous study sessions. The study sessions for the higher achieving students were
more productive "because the sequences were more connected and incorporated a greater
variety of meaning-enhancing strategies" (Warkentin & Bol, 1997, p. 10). They also paid
more attention to reviewing all prior knowledge prior to the test. Of the higher achieving
students no one reported that they did not plan at all and 92 % reported using the type of
planning just delineated. "In contrast, only 44% of the lower-achieving students' reports
of planning revealed such a pattern, and 22 % of the lower-achieving students said that
they did not plan at all" (Warkentin & Bol, 1997, p. 7). The higher achieving students
also chose goals using higher order thinking skills (e.g., remembering information for
long time use, understanding concepts,.relating information to real-life situations). The
lower achieving students indicated a goal of studying to remember long enough to recall
the information for their test. Warkentin and Bol (1997) hypothesize "that students' goals
for studying are important factors affecting the kind of strategies they select for reading
and studying and that the goal of the lower achieving students ... impeded their ability to
engage in more constructive (meaning-enhancing) memory activities" (pp. 7-8).
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Good reading strategies are central to students' effort management activities.
Students report that they experience frequent difficulties in sustaining concentrated
reading, in adjusting to reading difficulty (length, unfamiliarity), and in estimating how
much time and effort they will need to complete a reading assignment (Warkentin & Bol,
1997, p. 11).
Allocating and scheduling enough time to study are areas of current concern.
Even though anecdotal evidence might indicate that students' additional responsibilities
(e.g., parenting, work) prevent them from spending enough time studying, Cerrito and
Levi (1999) found that there was enough leeway in their leisure activities and that they do
have sufficient amount of time available. The problem may be more the difference in
teacher and students' expectations about the amount of time that should be allocated for
study. The "rule of thumb" for college professors in the past was that students should
spend two to three hours outside of class studying for every hour they spend in class
(Cerrito & Levi, 1999). However, when asked, 75% of the students believed that three
hours was unreasonably high (Cerrito & Levi, 1999). That becomes a problem when
professors structure assignments that will take two to three hours to complete.
Correctly estimating how much time and effort are needed and allocating that
time are important aspects of planning. Planning also includes setting up for and putting
into effect those items that students have discovered during self-monitoring. That might
include planning where to study (e.g., a place that has been shown to work well) or when
to study (e.g., most effective study for a particular student might be 6:00 a.m. to 8:00
a.m.). More sophisticated planning includes a comprehensive plan that is guided by goals
and purposes.
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Evaluation Of Study
Self-evaluating activities occur after studying. These are self-assessments of the
relationship between effort and achievement and between learning effectiveness
(understanding of content and test-readiness) and time and concentration. A large number
of students engage in some sort of reflective analysis, self-assessment, or self-appraisal of
their study efforts (Warkentin & Bol, 1997; Warkentin et al., 1997). It is the quality of
these evaluations that account for differences in student achievement. Higher-achieving
students' evaluations seem to be more precise in their cognitive judgments of the
relationship between effort and achievement, and.the students seem "to make clearer
connections between their study efforts and the result of their actions" (Warkentin & Bol,
1997, p. 11).
Higher achieving students' evaluations focused on what helped them learn the
information and on finding better strategies to improve learning. They also assessed how
well they know or could apply the information. Higher achieving students see themselves
as directly responsible for the outcome of their study activities and of theit cognitive
efforts. Such reflections generate productive feedback about one's study activities
(Warkentin & Bol, 1997).

Study as Tied to Course Content and Structure and to Context
It was not reported as a common practice for teachers at the college level to teach
study strategies as part of their particular course. Their focus is usually solely on the
content of their curriculum. McKeachie (1988) observed that teachers usually do not
consider it their job to teach learning strategies. This leaves students to discover effective
strategies by chance or when they discover that one tactic works better than another.
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Cognitive processes are closely tied to course structure and content and to
learning contexts. "Course features such as learning tasks, performance requirements, and
subject matter influence the kinds of cognitive activities and self-regulatory behaviors
students choose to engage in and develop" (Warkentin et al., 1997, p. 72). In other words,
course characteristics influence student study activities. Study practices differ depending
on the reference course, study context, and task conditions (Bol et al., 1999; Thomas &
Rohwer, 1986). Therefore, it seems reasonable to conclude that learning and study
strategies need to be taught as part of each course, and professors need to be aware of
how the course structure either encourages or discourages student learning and success.
Bloom (2003) indicated that he hoped that the special programs that are taught to
improve study and learning methods would be "closely related to the academic courses
the student is currently taking" (p. 219).
Within course content and structure are various contexts. "Self-directed activities
occur within many different academic contexts such as preparing for class meetings,
taking notes in class, completing reading assignments, writing a research report, or
preparing for an exam" (Warkentin et al., 1997, p. 72). Not only is there an overall course
structure that influences study strategies, within that overall structure are different
learning contexts that also influence how one studies. Attention needs to be paid to study
strategies within the different contexts as well.

Differences in Instructor Style/Teaching Methods/Expectations (Course Characteristics/
Conditions)
One of the first issues when considering instructor differences is the unequal
treatment of students in most classrooms.
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Teachers frequently direct their teaching and explanations, give positive
reinforcement, and encourage active participation to some students and not
others .... Teachers give students in the top third of the class the greatest
attention and students in the bottom third of the class receive the least
attention and support. These differences in the interaction between
teachers and students provide some students with much greater
opportunity and encouragement for learning than is provided for other
students in the same classroom (Brophy & Good, 1970). (Bloom, 2003, p.
222)
Awareness on the part of the teacher is a beginning step in ensuring that each student gets
the attention and support needed.
It is known that characteristics of a particular course influence how students study
as well as their achievement (Strage, Tyler, Rohwer, & Thomas, 1987; Thomas et al.,
1991 ). Therefore, the goal of a course should be "to arrange course conditions that
promote more sophisticated study strategies that in tum promote achievement" (Bol et al.,
1999, p. 2). Learning and studying are affected by the clarity of the information students
have about the course criteria to be met, by the degree of congruence between the content
learned and the content tested, by the amount of support provided for attaining
performance criteria, and by the conditions affecting spontaneous strategy use and
maintenance (Thomas & Rohwer, 1986).
Rohwer, Thomas, and their colleagues who investigated the relationships between
student study activities, achievement, and course characteristics have found that there are
teaching practices that support and encourage the higher level study practices (which in
tum are .associated with higher achievement and course success) and those that do not.
Supportive practices, such as more extensive use of feedback provided to students, tend
to encourage higher level study practices, while teaching practices known as
compensations ( or safety nets) tend to be associated with lower level thinking and study
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practices. Course compensations undermine with the need for students to engage in the
higher order practices. "Past studies suggest that more advanced study strategies are
associated with courses characterized as high in supportive practices and low in
compensatory practices" (Bol et al., 1999, p. 11).
How demanding a course is can be diminished by the supports and/or
compensations offered (Strage et al., 1987). Therefore, a course that may be cognitively
very challenging can be made less difficult by the accompanying supports and
compensations. Prevalent at the high school level are supports for self-management
activities such as allocating time and effort. At the college level those supports for selfmanagement activities are removed, and it is expected that students will be able to
assume control of those activities (Strage et al., 1987). This lack of support for selfmanagement increases the difficulty of the college courses for students who lack those
self-management strategies.
Expectations of the professor about the depth and breadth of the learning can be
observed in the decisions that the professor makes about the methods of testing and
evaluation. How tests are structured and the content of test questions influence not only
how students study, but also what they learn. Thomas et al. ( 1991) reported that some
studies indicated that test formats affected the type of studying and the learning goals of
the test. Students who expected and studied for an essay "take notes on ideas of higher
structural importance ... and ... pay more attention to the relationship among ideas to be
remembered, [while students who expected a multiple choice test] reported engaging in
'shallow' (low-level, duplicative) processing strategies" (Thomas et al., 1991, p. 283). ·
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Changing test format and the structure of the questions could lead to higher level thinking
processes as preparation for the test.
Test-taking improvement is one of the factors that plays a key role in student
retention (Kuo et al., 2004). Students need to be taught how to study for and take tests,
adjusting their preparation and testing strategies according to the type of test
administered. Thomas et al. (1991) indicated that many students do not change their
study practices based on information about the type of test to be taken. Students fail to
adapt their study strategies in response to information given about the format of the test.
This failure to adapt may reflect the students' "insensitivity to the cognitive processing
requirements of different item formats or it may stem from the tendency, in their
experience, for instructors to develop questions, regardless of format, that require
reproduction of facts and details rather than integration of information ... " (Thomas et al.,
1991, p. 283). Based on the latter information, teachers could assume that there is a need
to teach students how to prepare for different kinds of tests, and that teachers need to pay
attention to test goals, test format, and the structure of the questions. "The tendency for
integrative tests to prompt integrative study practices seemed to depend on the presence
of instructor-provided support such as study advice, practice questions, and integrative
frameworks provided as handouts" (Thomas et al., 1991, p. 284).
Thomas and his colleagues (1991) suggested the following changes:
Appropriate changes might include a) moderate increases in the workload,
b) improvement~ in tests and testing practices, c) progressive turnover of
aspects of the instructional process (e.g., interpretation, review) to
students ... , and d) the provision of such supportive practices as
instruction, practice, feedback, and opportunities for students' selfassessment in the use of study strategies. . .. Design ingredients that might
be beneficial in these courses include providing: a) frequent and
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increasingly challenging tests; b) opportunities for students to evaluate the
effectiveness of their study activities in tenns of their mastery of course
content; c) latitude for student self-direction; d) direct instruction in study
techniques specific to particular courses administered as an adjunct to
those courses; e) study aids ... that provide students with models of how to
select, process, interpret, and integrate information when studying; and f)
assistance in setting goals and constructing schedules for starting and
completing academic work in a timely fashion. (pp. 291-292)
What is being suggested is that professors reexamine their course structure to ascertain
what kinds of study practices are being encouraged. Are the assignments built to
encourage conversation and group work or are they only information generating? Are
students asked to analyze and synthesize either as part of homework or as part of the
class? Are tests constructed to only give information or do the questions ask for
understanding, synthesis, and analysis? Are the students asked to relate content
information to real life situations? Are professors teaching study strategies that promote
success (e.g., asking students to keep a study log, encouraging self-regulating activities)?
The same content can be taught very differently depending on the goals of the course and
the way it is structured. It is hoped that the professor might set course conditions that are
structured to promote the more sophisticated study strategies, which also impact
achievement (Bol et al., 1999). Because "one of the conditions for successful strategy
training is that there is a teaching-learning context that supports and reinforces the
strategies being taught" (Hattie et al., 1996, p. 103), effective strategy training needs to
become embedded in the teaching context itself.
Differences in Course Content
Bol et al. (1999) reported that there is evidence to suggest that study strategies
differ by subject area, study purpose, and incentive conditic;m. "If strategy training is
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carried out in a metacognitive, self-regulative context, in connection with specific content
rather than generalized skills, and if such training is supported by the teaching context
itself, positive results are much more likely" (Hattie et al., 1996, p. 101). Study strategies
are influenced by the nature of tasks of a course and the nature of the content materials
(Minnaert & Janssen, 1992; Yip & Chung, 2002). Each content area has different tasks,
and the nature of its content is different, which would lead to the conclusion that study
strategies would be different in different content areas. Therefore, study skills training
"ought to take place in the teaching of content rather than in a counseling or remedial
center as a general or all-purpose package of portable skills" (Hattie et al., 1996, p. 130).

Influence That an Instructor Could Have in Improving Student Success
Professors play an important role in the degree to which their students find the
class both useful and enjoyable. When the professor is not motivating or is not an
effective teacher, there is less interest in becoming involved with and completing the
academic activities for that class. "An effective professor who can clearly convey the
course concepts and shows enthusiasm for the course material, however, can encourage
participants to become engaged in the class whether it is relevant for their profession or
not" (Van Zile-Tamsen, 1997, pp. 22-23). The professor then has an obligation not only
to adjust course content, but also to influence the course in such as way as to connect
study strategies, to look for and employ motivational strategies, and to engage in
effective teaching practices.

Teaching Course Specific Study Skills/Strategies.
The improvement of study skills is one of the factors influencing student retention
(Kuo et al., 2004). Variations in student study strategies depended on the reference course
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and context of studying (Bol et al., 1999). Hattie et al. (1996) found that the effectiveness
of learning skills interventions indicated that study. skills were best learned in the context
of the subject taught. In a study conducted by Fleming (2002), results indicated an
improvement in exam performance when study strategies were taught within the course
structure. This finding was especially true for freshmen. According to Commander
(2003), Georgia State University is pioneering an approach to study skills that ties them
directly to academic course content. In their cohort known as the strategic thinking and
learning community, study skills that were taught in their university orientation course
were directly linked in content and practice to their Introduction to General Psychology
course that was taken simultaneously. The result was that the students in the strategic .
thinking and learning community cohort achieved significantly higher grades in the
psychology cou:cse than students in the other learning communities and the control group.
The higher achievement was attributed to the connected learning. One of the conclusions
reached was that "content area instructors would be well-served by teaching learning
strategies for succeeding in their courses and by providing opportunities for students to
connect various learning skills to the course material" (Commander, 2003, p. 25).
· Even metacognitive skills need to be taught embedded in the course. According to
Pearson and Santa (1995), to make the connection between knowledge and application
teachers need to incorporate information about metacognitive self-regulation and guided
practice in regulation into their courses to encourage students (see also Van Zile-Tamsen,
1997). Because the reading does not usually cue students nor do teachers usually instruct
students in constructing self~management plans or demonstrate strategies for evaluating
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learning effectiveness, when students do engage in these activities they see themselves as
the initiators of and responsible for their actions (Warkentin et al., 1997).
According to Simpson (1984), "Students often do not adopt appropriate study
strategies because they do not know how to apply a learned strategy to a new task" (p.
139). Training students in the use of a new learning strategy should include: a)
simplification to make the basic steps explicit, b) modeling or demonstration of the
strategy, and c) guided instruction and feedback activities to move the students to the
level of self-dependence in using the strategy (Simpson, 1984). It is not enough to just
tell students about a strategy; there must be use of that strategy, guided by the instructor
and incorporated into the class activities.

Teaching Attentional Strategies
Attention is one of the components of effort management. It makes sense to teach
not only cognitive study strategies, but also the effort management components as well.
One of the attention strategies addressed previously was to break study into smaller
sections and time periods. There are many other strategies addressed specifically in the
section devoted to the review of the attention literature.

Structuring Out-of-Class Assignments to Include Analysis, Synthesis, and Evaluation
According to Bartling (1988), successful college students (defined as having
survived the first four semesters at any given college) "were more likely to report using
'deep level' approaches to study (i.e., higher scores on the Synthesis-Analysis scale)" (p.
533). As was addressed earlier, changing the structure of the class assignments,
evaluation procedures, and other structures makes a difference in the cognitive and study
strategies used by the students. The teacher is the person who structures the course and its
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out-of-class assignments. Out-of class assignments could be structured to promote the
higher order thinking skills (i.e.. , application, synthesis, analysis, and/or evaluation).

Collecting and Grading All Homework or Asking Students to Keep a Study Diary of Their
Efforts and Time
Regular collection and grading of homework is highly related to increased study
time in mathematics (Cerrito & Levi, 1999, p. 1). Students are not choosing to spend
sufficient time studying. If they are held responsible for the out~of-class assignments by
the collection and/or grading of that homework, they would be much more apt to
complete the assignment. Alternative assessment procedures such as thinking aloud while
studying or having students keep a diary while they are studying may be different ways
of holding students accountable (Warkentin et al., 1997). Angelo and Cross (1993)
suggested a study log documenting the amount of study time, what was done, and how
affective the study period was. This technique not only encourages the students to engage
in effort management strategies, but also holds students accountable for time spent
studying.

Encouraging Group Learning and Study Skills Groups
Bloom (2003) noted that the development of student support systems were
effective in increasing learning at the .8 standard deviation above the norm level (p. 219).
Student support systems can also be built into the course structure by assigning students
to groups to study together, to help with course difficulties, to review for tests and to
engage 1n periodic learning reviews. Tinto (1997) investigated programs that enrolled
students together in blocks of courses and required students to work together in groups.
He found that students who worked together in peer learning groups earned higher grades
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and persisted in college longer. Those students who reported higher levels of contact with
peers and faculty also achieved higher levels of learning gain during college. Peer
learning increased the effort invested by students in learning (Tinto, 1997; Lundberg,
2003), and there was a direct rel_ationship between the quality of student effort and the
extent of student learning (Tinto, 1997). Students in peer learning groups spent more time
on course work than their peers who were not involved in such groups (Lundberg, 2003).
According to Astin (1993), hours spent studying was positively related to most academic
outcomes, including retention, graduating with honors, self-reported increases in
cognitive skills, enrollment in graduate school, and so forth. "The more students are
involved, academically and socially, in shared learning experiences that link them as
learners with their peers, the more likely th~y are to become more involved in their own
learning and invest the time and energy needed to learn" (Tinto, 1997, p. 615). Professors
are the ones responsible for designing learning opportunities and for setting up the course
structure to effectively promote the occurrence of peer learning opportunities.

Selection and Use ofStudy Strategies: The Student Role
Metacognition is both an important concept and a practice that influences success.
Metacognitive interventions can be defined as those that focus on the self-management of
learning, on planning, implementing, and monitoring one's learning efforts, and on the
conditional knowledge of when, where, why, and how to use particular tactics and
strategies in their appropriate contexts (Hattie et al., 1996). In other words students need
to be aware of study strategies (both cognitive activities and effort management
activities) and to think about their application as it pertains to them. "Once strategies are
brought to the metacognitive level, college students are more likely to monitor and revise
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them according to task demands" (Bartlett & Knoblock, 1988, p. 363). The "best results
came when strategy training was used metacognitively, with appropriate motivational and
contextual support" (Hattie et al., 1996, p. 129).

Variety, Selection, and Use ofStrategies
Bartlett and Knoblock (1988) discuss three possible reasons that college students
fail to use effective study strategies: 1) students may have received insufficient
instruction in strategies that are appropriate for college coursework, 2) students may be
unable to monitor and revise their study strategies, and 3) students just neglect to use
. effective study strategies (pp. 261-262). As noted earlier the decision about the use of
time and effort has a motivational component (Garner, 1988). Students also may
recognize the need to use strategic remedies, but simply choose not to do so (Garner,
1988). Prior experience in strategy use is a characteristic students bring with them.
"Students can meet a given study demand more effectively if they have experienced the
demand before, have preciously used a particular study activity to meet the demand, and
have practiced and received feedback in the use of the activity" (Thomas & Rohwer,
1986, p. 28).
Van Zile-Tamsen ( 1997) found that with high-achievers there was a pervasiveness
of metacognitive factors in their approach to academic activities and that there were a
greater variety of those tactics employed. It was noted previously that high achieving
students had a greater number of strategies from which to choose.

Flexible Use

It is a necessary to know not only how to use a study strategy, but also when to
use it and how to adapt it to other settings. Gamer (1988) stated, "Another significant
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aspect of any metacognitive or cognitive strategy is the need for flexible use. This means

that knowing when to use a strategy is as important as knowing how to use it" (Gamer,
1988, p. 64). The purpose of metacognitive activity is to guide the adjustable use of
various strategies (Garner, 1988).

Application to New Settings/Course Generalization
In their study of high school students, Pearson and Santa (1995) encouraged
generalization of study habits across subjects/classes by having students keep a
homework journal throughout the semester. This journal recorded their time spent
studying, the strategies used, and their final test scores. "More studies like the one
described by Pearson and Santa (1995) need to be conducted to determine the
effectiveness of teaching metacognitive self-regulation embedded within a curriculum
and to assess the degree of transfer of self-regulation to other subject areas" (Van ZileTamsen, 1997, p. 29). In the study skills courses that were taught independent of
particular course content, the outcomes of getting the students to generalize the strategies
taught to their other courses were not good, and the overall use of the strategies was short
lived. Even when strategies were taught embedded in course content, the generalization
needed to be specifically taught for there to be a chance at implementation in other
courses.
Simpson (1984) found that students often do not implement appropriate study
strategies because they do not know how to apply an acquired strategy to a new task. "To
transfer a strategy to another learning situation, students need guided instruction in
multiple contexts with explicit statements and demonstration of the general rule"
(Simpson, 1984, p. 139). Once students have practiced applying and adapting the specific
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strategy to many different tasks and texts, they are more likely to think to use it in future
learning (Simpson, 1994). Thomas and Rohwer (1986) would concur:
Special provisions must be made if students are to continue to use and
generalize these learning strategies beyond the specific context in which·
they were acquired .... One such provision is that of affording students
direct experience of the effectiveness of a given strategy for a given
performance criterion. The reactivation of a strategy beyond its acquisition
context depends on the student recognizing that the same performance
criterion is in effect once again. (p. 31)

Students' Beliefs About Self and Strategy: Attribution
Attribution and self-efficacy are very closely linked concepts with one influencing
the other (McCombs, 1988). Attribution is the process by which individuals interpret the
causes of events in their environment (Palmer & Goetz, 1988) and has to do with what
value is ascribed to themselves, the task, or the study strategy. Self-efficacy on the other
hand is the learners' beliefs about their ability to successfully perform behaviors or
achieve desired outcomes (Palmer & Goetz, 1988). The beliefs of students about their
successes and failures are based on their attributions. This section explores the ideas
about attribution and the next section examines efficacy.
One of the conditions for successful strategy training is that students have
appropriate attributions (e.g., as attributing failures to lack of effort and setting realistic,
attainable goals) (Hattie et al., 1996). Students "behave differently if they attribute their
actions to effort rather than to ability, luck, or other factors" (Wittrock, 1988, p. 291).
Because students' own theories of intelligence and learning often involve
the notion that failure to learn is the result of low innate ability, they
attribute their failures to stable, unchangeable factors, which they can do
nothing about. ... Changing attributions and self-concepts to include the
idea that needed skills can be developed may have a significant effect
upon motivation. (McKeachie, 1988, p. 5)
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Bloom's studies (2003) demonstrate that given the optimal teaching/learning situation

most students do have the potential to reach what he called the 2 sigma effect or the
highest level of learning. In other words, success at the highest level should not
. necessarily be attributed to the fixed concept of "smart," but rather attributed to learning
context and factors that are changeable. This applies not only to course content, but to
learning strategies as well. "When students, even remedial readers, are given explicit
rules for using a strategy, demonstration or modeling of the rules in realistic situations,
and training in how to evaluate and check whether a strategy works, they do learn to
regulate and control their learning" (Simpson, 1984, pp. 138-139).
Palmer and Goetz (1988) proposed that the characteristics of attributions for
success and failure have three dimensions. The first is internality (Is the attribute internal
or external to the student?), the second is stability (Is the attribute fixed or variable?)~ and
the third is controllability (Is the attribute controllable or uncontrollable?). As indicated
previously, ability has traditionally been classified as internal, fixed, and uncontrollable.
Effort is seen as internal, variable, and controllable while task difficulty is viewed as
external, fixed, and uncontrollable. Changing perceptions about attributions impacts the
students' use of strategies.
A fundamental principle of attribution theory is that thought influences action.
Therefore, an individual's cognitive representation of the causes of an event helps explain
what the individual chooses to do in any given situation. Studies by Weiner in 1972 and
1974 (as cited in Palmer and Goetz, 1988) contended that individuals' attributions for
their performance influence what they expect for future performance, persistence,
affective reactions, and task choice. Performance, then, is influenced by perceived
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characteristics, task characteristics, strategy use, and the interactions among the tlrree
components. Ability, effort, and task difficulty have been identified as perceived causes
of success and failure on academic tasks (Palmer & Goetz, 1988).
The critical elements of the model of strategy use proposed by Palmer and Goetz
(1988) are students' perceptions of task attributes, strategy attributes, and their own
attributes as learners. Students' perceptions of these three attributes influence strategy
use. For example, if students believe that a strategy requires a great deal of effort, they
may fail to use it, or if students perceive themselves as incompetent, they may be
reluctant to attempt to use any strategy. This model is unique in its conception of the
nature of strategy attributes and in the concept of match between perceived strategy and
learner attributes (Palmer & Goetz, 1988). Figure 2 is a schematic representation of their
theory.
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Figure 2. A model of study strategy use (Palmer & Goetz, 1988, p. 44)
Reprinted from Weinstein, Goetz, & Alexander (Eds.), Learning and study strategies:
Issues in assessment, instruction, and evaluation, Palmer & Goetz, Selection and use of
study strategies: The role of the studier's beliefs about self and strategies, pp. 41-61,
1988, with permission from Elsevier.
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·Students each have different achievement histories. They have varying amounts
of background knowledge, different histories of cognitive functioning, and varying
academic outcomes. Related to these achievement differences are attitudinal and other
affective differences including positive self-concept (i.e., self-attributions), greater
interest in a subject (which usually translates into greater background knowledge), and a
greater desire to learn more in that particular content area (Bloom, 2003). This history
and student experiences in their educational settings influence not only the students'
perceptions of themselves, but also their familiarity with different instructional tasks and
cognitive strategies that they either have or might use. Their perceptions concerning
achievement include judgments about their own ability and effort and about task
difficulty. Students have already judged what strategies are appropriate for which tasks
and have determined the level of effort, intelligence, and prior knowledge needed for
effective use. In this model, "the match between students' perceptions of learner
attributes and strategy attributes affects their judgment of the personal effectiveness of
the strategy, and ultimately, their decision to use it" (Palmer & Goetz, 1988, p. 45).
Match is defined "as the case where the perceived level of a learner's attribute meets or
exceeds the perceived level required by the strategy. For example, if you view yourself to
be not very smart, but believe that you do not need to be very smart in order to use a
strategy, there is a match between the strategy and learner attributes" (Palmer & Goetz,
1988, p. 45).
These variables and the perception of a match between learner and strategy
attributes forms the basis of student decisions regarding whether or not they can use a
strategy and how and when to use that strategy (Palmer & Goetz, 1988). "In sum,
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individuals' attributions influence achievement-related variables including learners'
expectations for future performance, task persistence, affective reactions, and task
choice." (Palmer & Goetz, 1988, p. 49). Bartling (1988) proposed that "students'
perception of their learning and study habits are more dependent upon their current and
past academic performances than are their academic performances dependent upon their
learning and study habits" (p. 527).

BeliefAbout Ability to Learn or to Do a Strategy: Self-Efficacy
Self-efficacy is defined as "the extent to which students believe they can control
the outcomes of their behavior" (Thomas, Iventosch, & Rohwer, 1987, p. 346) and
combines both the idea of "perceived competence ... with those of locus of control and
the perceived contingency between actions and outcomes ... " (Thomas et al., 1987, p.
346). Self-efficacy is the belief that one can be successful in behaviors that produce
desired outcomes (Palmer & Goetz, 1988) and is a prerequisite for successful strategy
training (Hattie et al., 1996; McCombs, 1988). McKeachie (1988) posed the central
question, "How does a student's sense of self-efficacy affect his or her learning of study
strategies, and how does increasing competence in study strategies affect a student's
sense of self-efficacy?" (p. 8).
Bandura (1982) asserted that beliefs about self-efficacy have extensive effects.
One of Bandura' s primary assumptions was that self-efficacy judgments influence
actions. Bandura contended that efficacy expectations influence: (1) individuals' choice
of activities, causing them to avoid activities believed to exceed their capabilities, and to
take on those they believed they could perform; (2) how much effort people will expend;
and (3) how long they will persist in the face of obstacles and aversive experiences.
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Bandura (1982) asserted that interventions that influence subjects' self-efficacy would
therefore affect subjects' behavior. Bandura, Barbaranelli, Caprara, and Pastorelli (1996)
proposed that self-efficacy beliefs also influence academic "aspirations and strength of
goal commitments, level of motivation and perseverance in the face of difficulties and
setbacks, resilience to adversity, quality of analytical thinking, causal attributions for
successes and failures, and vulnerability to stress and depression" (p.1206). McCombs
(1988) believed that motivation has an important role in supporting the maintenance of
perceptions of self-efficacy and personal control. Efficacy beliefs not only influence
attainments, but also influence the level of personal goals that are set (Bandura & Wood,
1989). Jakubowski and Dembo (2002) found that self-efficacy was significantly related to
· self-regulation. Students' beliefs in their efficacy to regulate their own learning and to
master difficult subjects shaped their academic motivation, interest and academic
achievement.
Similar to Bandura, Thomas and Rohwer (1986) also believed that self-efficacy
has a great influence on students and their actions.
Self-efficacy should affect the amount of studying exhibited by students,
their choices of study methods, the intensity and degree of cognitive effort
they put into a particular method, their persistence at study tasks, and the
degree and kind of self-monitoring and other self-referent behavior they
engage in during studying. (p. 28)
There is a continuum of efficacy ranging from feeling that one has little power to
influence achievement to feeling confident in one's own ability. "With respect to
studying, the personal efficacy principle can show itself in three major ways:
participation, persistence, and intensity" (Thomas & Rohwer, 1986, p. 35). This sense of
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personal efficacy is proposed "to be especially important in determining the quality and
quantity of effort that students expend" (Thomas & Rohwer, 1986, p. 37).
Several strategies can be employed to increase self-efficacy. Bandura (1982)
found that self-efficacy and cognitive performance were enhanced when learners adopted
attainable subgoals that lead to major goals rather than focusing directly on the more
distant major goals. Achievement and success experiences (Bandura, 1982) increased
self-efficacy. According to Bandura (1982, 1986), there were four sources of information
that verify self-efficacy judgments: 1) actually performing a task successfully, 2)
watching others perform successfully or vicarious experience, 3) hearing verbal
persuasion and believing in one's capability to perform successfully, and 4) being able to
adequately assess one's physiological state (e.g., stress level, tiredness). Thomas et al.
(1987) argued that self-efficacy is connected with achievement. "It is clear that .
achievement, whether measured by test grade or by course grade, is highly related to selfefficacy" (Thomas et al., 1987, p. 361). Kurtz and Borkowski (1984) (as cited in Palmer
& Goetz, 1988) proposed that learners who recognize that their efforts will lead to
success are more likely to transfer trained strategies to other learning situations and
contexts.
However, it is important for students to correctly judge the task difficulty.
Misjudgments about task difficulty, even if students have high efficacy expectations, can
lead to poor performance on the task. Also sometimes students will judge the task so easy
that they decide that use of special strategies is not warranted. Students' self-referent and
strategy~referent thought should always be considered.
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In designing a program to teach study strategies, it is important to know about and
take into consideration "the learners' attributional patterns, and their feelings of selfefficacy ... [as well as their] interests, backgrounds, and aspirations" (Wittrock, 1988, pp.
292-293). Strategies worked differently for different students depending upon their
knowledge of topic and their facility in doing a particular strategy (Pearson & Santa,
1995). An additional arrow and box might be added to the right hand side of the
attributional model proposed by Palmer and Goetz (1988; see Figure 2). That final box
after "strategy use" should read "perceptions of self-efficacy," because in the end the
success or failure of that strategy use leads to decisions about self-efficacy.

Students Have a Choice ofLearning Strategies and Are Aware That They Have a Choice
Students need to be aware of the smorgasbord of learning and study strategies
available before they can choose ones that are effective for them. Because of lack of
exposure to options and lack of teaching about learning and study strategies, students just
continue to use the strategies they learned early in their academic careers. "Even when
there is a thoughtful course structure that provides students with opportunities to do
elaboration, self=monitoring or other strategies, [there is seldom] any explicit attention
given to helping students become aware that they have a choice in types of learning
strategies that may be employed" (McKeachie, 1988, p. 5). The acquired repertoire of
strategies may not be sophisticated enough for the higher level thinking requirements
needed at the college level.
According to Palmer and Goetz (1988),
Academically capable learners appear to have more knowledge regarding,
and make more use of, learning and study strategies than do their less able
peers. The effective readers and studiers are more flexible and adaptive in
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their use of strategies and more aware of the variables that influence the
appropriateness of specific strategies. (p. 53)
In the interviews conducted by Van Zile-Tamsen (1997) awareness, planning/organizing,
and monitoring/evaluating were mentioned most as strategies employed. Strategy use is
affected by strategy knowledge:
The model of learning strategies ... centers on active learners (1) who
attend to instruction; (2) who attribute results to their own effort; (3) who,
at least in large part, relate tasks and materials to their knowledge and
experience; and (4) who construct meaning from that interaction. These
model learners are aware of their own learning strategies, choose among
them, and employ them appropriately for the tasks and the context.
(Wittrock, 1988, pp. 289-290)

Summary
Hattie et al. (1996), in a meta-analysis of the study skills research and explored
outcomes, gave an optimistic review about the success of study strategy intervention.
"Despite ... the conventional wisdom, most intervention does work most of the time.
After all, the effect size over all studies was 0.45; and a very respectable 0.57 for
performance" (Hattie et al., 1996, p. 128).
There are many factors that influence use of study strategies. Palmer and Goetz
(1988) asserted that there was an interaction between personality and cognition, and it
was "a person's cognitions that play a central role in his/her model of strategy use" (p.
56). Effort management and cognitive and affective components influence students'
performance on academic tasks. The use of metacognitive practices (self-monitoring,
self-regulating, planning and self-evaluating) influences student success. "To understand
the role of the studier in study behavior, we must consider how self-referent thought,
knowledge of the task and topic, and strategic knowledge and beliefs combine and
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interact" (Palmer & Goetz, 1988, p. 56). In addition the roles of attribution (personal,
task, and strategy) and self-efficacy must be taken into account.
The role of the class content, context, and structure along with the role of the
professor must also be considered. Study strategies are found to be most effective when
taught in conjunction with a particular learning content and context. Generalization of
strategies cannot be assumed, but must be taught. Professors must consider the role of
class structure and evaluation, both in promoting and teaching study strategies and in
improving the chances of student achievement and success. When higher order thinking
skills, metacognition, and peer group learning are encouraged by professors, supported by
course structure, and used by students, there are increases in student success measures.
"Helping people to become independent learners who assume responsibility for their own
learning and know how to direct and manage their study activities, in school or on-thejob, must be a democracy's major educational priority in a rapidly changing world''
(Weinstein et al., 1988, p. 36)
Attention Literature
According to Parasuraman (1998), "Attention is not a single entity but the name
given to a finite set of brain processes that can interact, mutually and with other brain
processes, in the performance of different perceptual, cognitive, and motor tasks" (p. 3).
Attention is "a focusing of consciousness or awareness on some part of the multitude of
stimuli from the environment, usually on the basis of learning or training" (Mirsky,
1978, p. 33). The attentive process includes all of the events from the receiving of stimuli
by the body receptors, through the central processing in the brain, to the final result,
usually some motor act (Mirsky, 1978). Attention is a multifaceted, complex, and varied
58

combination of interactions that work together to bring focus, memory, recall, perception,
learning, and skill development and to help e_nsure the survival of the organism.
As the ability to scan the living brain has increased, so has lmowledge of what
parts of the brain are in charge of or associated with the different kinds of attention.
Those interrelationships among the different kinds of attention, the complexity of the
attentional system just by itself, and the complexity of attention in combination with
other brain processes demonstrate the multifaceted intricacy of the brain and its
workings. Sustained, focused, and controlled attention that is combined with mental
effort interacts with the other processes of attention that are constantly at work.
Therefore, it is important to understand the processes of all the different forms of
attention (e.g., passive attention, divided attention, selective attention) as those processes
continue to be active or at least ready to be activated at a millisecond's notice while
sustaining and focusing attention. This section reviewing the attention literature explores
the different types of attention and how the attentional processes are interrelated.
Types ofAttenti~n Defined
Passive Attention

Attention begins as a passive process, the acts of receiving sensory information
from the external world or from the internal world and of distinguishing its nature. The
sensory receptive system is constantly bombarded with enormous amounts of
information. Most stimuli coming to the body are automatically excluded because the
brain can only perceive stimuli within certain ranges. The brain would be incapable of
processing all the stimuli reaching the body. Passive attention is unfocused attention; it is
the brain in an idle mode. This unfocused, unconscious attention allows the brain to be
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aware of many stimuli that are entering through the sensory receptors. Because this
attention is unfocused and unconscious, passive attention is a kind of monitoring system.
When an important piece of information arrives, the brain is available to shift gears and
act quickly on the new information. This passive attention process is important for quick
adaptation to the environment (Cho, 1990). Sensory stimuli that catch the brain's
attention usually contain sharp contrasts (Cho, 1990; Sylwester & Cho, 1992.. 93). Those
contrasts could be lines and edges, movement, rapid temperature changes, beginnings and
endings, and oscillations (Cho, 1990). These are processed more completely by the brain,
as are stimuli that are emotionally intense or novel. The purpose of passive attention is
for survival. "This period of passive reception is important because it allows our brain to
process as many stimuli as possible while it actively searches for anything that might
require immediate attention" (Sylwester & Cho, 1992-93, p. 72). When threatening
information enters the sensory field, the person must be ready to perceive it, to then
translate that information into the danger that it is, and to handle the situation with fight
or flight. The moment stimuli catch the attention, the switch is made from the passive
attention mode into the active attention mode.

Active Attention
Attention is basically an active process. Attention becomes active when the brain
begins to process incoming stimuli. The stimuli can be external sensory stimuli or
internal stimuli, such as a memory or an idea. Differences in goals can change the process
of active attention. The idea of active attention contains two other attentional processes:
focused attention and anticipatory attention.
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Focused attention. Since the brain cannot process all the sensory infonnation it is
receiving, it must choose its attention focus. That choosing includes not only what should
be given the focus, but also what should be shut out. That process, called focused
attention, depends on the brain's cognitive mechanisms. In fact, the brain is an active
processor that can influence what enters even the visual cortex. The brain can choose to
recognize stimuli at any of several points within the brain, at the point of first entry into
the brain or at any of several processing points. Orientation is the term used to describe
"the mechanisms, learned and unlearned, which cause an organism to direct some part of
its sensory receiving apparatus toward novel environmental stimuli" (Mirsky, 1978, p.
33), while habituation "refers to the gradual disappearance of the orienting response, as a
once novel stimulus becomes repetitive and familiar" (Mirsky, 1978, p. 33) (e.g., a dog

will sleep undisturbed through a sound that is familiar to it). Attention is sometimes more
the ability to shut out other sensory-irrelevant stimuli than to activate an area of attention
(Davidson, Schwartz, & Rothman, 1976). "The act of focal attention involves a brain
network and like all networks this one becomes organized around its present activity and
cannot be easily accessed by other signals" ("Interview with Michael I. Posner", 1996, p.
83). In other words, once the brain has established its focus, it would require a change of
focus, a reorienting, to concentrate on a different set of stimuli. Although they are
interrelated processes, focused attention is different from selective attention. While
selective attention is the process of choosing what should receive the focus, focused
attention is the actual maintaining of concentration on a particular set of stimuli by the
brain network.
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According to Angelo (1993), learning requires focused attention and awareness of
the importance of what is to be learned. For novice learners, deciding what to pay
attention to and what can be ignored is difficult because of a lack of experience needed to
evaluate the incoming data. It takes experience to discern what deserves the focus of
attention.

Anticipatory attention. According to Cho (1990),
Anticipatory attention is active attention that is initiated by our brain's
internal mechanisms, rather than by external stimuli. Our memory
contains many items that can spark our attention, so we can anticipate an
object or event and move our attention processes toward it before it
passively enters our brain. (p. 29)
However, external cueing can also be a way to clue the brain that it needs to turn its
attention to a specific stimulus. When given a cue prior to a stimulus, human subjects
responded more quickly to a visual stimulus, anticipating that attention needed to be
focused (Cho, 1990). Additionally, the brain can be primed to anticipate the need to
attend to a specific stimulus. That is basically what teachers do when they use a mental
set, telling their students what is coming, what the lesson is about. Priming allows the
brain to "select from the current sensory information those stimuli and memory elements
that will probably become more important, and then focuses attention on those elements
in the later procession of sensory information" (Cho, 1990, p. 30). One of the main ideas
to emerge from recent research is that "the effects of mental set are more pervasive than
had previously been thought" (Pashler, Johnson, & Ruthruff, 2001, p 643).

Selective Attention
Another form of attention is selective attention, "where an animal has to focus
resources on a restricted number of sensory channels while ignoring the rest" (Robbins,
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1998, p. 190). Again selective attention is needed because the brain can only process a
limited amount of the multitude of sensory information continually coming into the body.
As Kanwisher and Downing (1998) so descriptively indicated, "Seeing the world around
you is like drinking from a firehose. The flood of information that enters the eyes could
easily overwhelm the capacity of the visual system" (p. 1). Selective attention is the
process of choosing what stimuli to pay attention to and what stimuli to ignore. Selective
attention allows a person "to act coherently in the face of competing and distracting
sources of stimulation in the environment" (Parasuraman, 1998, p. 6). An effort
component has been identified in the selective attention process (Davidson et al., 1976, p ..
619). Selective attention, then, allows the processing of information important to current
goals. In other words, selective attention serves coherent, goal directed behavior
(Kanwisher & Downing, 1998; Milner, 1999; Parasuraman, 1998).
In real life tasks, attention can be switched only about two times a second (Cho,
1990). Because the brain has a limited processing capacity and because there is_ a need to
make sense out of what is happening in the world, the process of selective attention is
crucial to accommodate both parameters simultaneously.
High contrast, previous knowledge, goals, and expectations, all affect what is
selected for attention. A stimulus can be selected for attention early after its presentation
or later depending on its stimulus and semantic features. Certain selected stimuli are
thoroughly processed, which is the goal of selective attention (Cho, 1990). Stimuli that
display high contrast, that are either familiar or novel, or that are relevant are the ones
that are selected by the brain for attention. The brain is a pattern maker (Caine & Caine,
1990; Reardon, 1998) and tends to select a stimulus that has a detectable pattern.
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"Previous knowledge and expectations help us to be more efficient in selective attention"
(Cho, 1990, p. 37).
Goals and internal motivation have a major affect on what is selected for
attention. There has been an active discussion among the researchers of selective
attention about whether attention selection is a "bottom-up" or "top-down" process. In
other words, is the selection of stimuli to attend to motivated strictly by the stimuli and its
characteristics or is the selection a result of internal motivation and goals? In the early
1990's there was a consensus that attention was stimulated and controlled externally by
the stimuli, that the nature of the stimuli was what controlled its selection (Pashler et al.,
2001). The research of Yantis and Jonides (1990), Folk et al. (1992,1994), Gibson and
Jiang (1990), and Pashler (2000) (as cited in Pashler et al., 2001) has now discredited that
theory. Yantes and Jonides (1990, as cited in Pashler et al., 2001) were the first to find
the exception to the bottom-up theory. "If an observer's attention is already locked onto
one location, the power of other stimuli to draw attention is nullified ... ; this exception
appears restricted to situations in which attention is tightly focused on an object" (Pashler
et al., 2001, p. 633). Folk et al. (1994, as cited in Pashler et al., 2001) then theorized that
involuntary attention capture only happens if the distracters have the distinct
characteristics that the subjects are using to find targets. Folk described the workings' of
attention as analogous to that of a thermostat. The person sets the critical attending
parameters, but then has no control over the events/stimuli that trigger the capture of
attention.
In the case of involuntary attention capture, Folk et al. proposed that
cognitive goals determine attentional control settings in advance; ... the
appearance of stimuli matching that setting will ... capture attention with
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no further involvement of cognitive processes. Folk et al. dubbed their
hypothesis contingent orienting because the reflexive allocation of
attention is contingent on the match between the stimulus properties of
distracters and the attentional control settings. (Pashler et al., 2001, p. 634)
The effects of mental set, motivation, and goals significantly influence the selection of
attention (Milner, 1999). "Once a goal has been established, however, attention is focused
on stimuli needed to proceed with the task. ... Thus stimuli are seen to play a dual
function in this model, serving sometimes to motivate, and at other times to inform and
guide responses" (Milner, 1999, p. 5). There is a "striking ability of top-down processes
to tune selective attention so effectively that even a large number of changing distracters
will not capture attention, provided that their properties do not fit what the subject is
looking for" (Pashler et al., 2001, p. 634). This top-down process or executive process is
also associated with vigilance and sustained attention.
Milner (1999) took the whole idea of an executive system a step further,
connecting the executive system with its goals, motivations, and intentions with the
establishment of associations between all the concepts that are formed from the
processing of the stimuli and from behavioral results. The goals, motivations, and
intentions of a person usually include a behavioral outcome. The purpose of selective
attention is to assist in the attainment of a certain behavior or behavioral goal. Milner sees
this executive system as the genetic basis of the self.
The self has a predominately genetic basis. Observations of brain activity
suggest that a central process, closely related to motivational and response
mechanisms, is responsible for selecting responses and determining what
sensory input is required to execute them. This central process makes use
of the strong reciprocal paths through the sensory systems to highlight the
relevant input. (Milner, 1999, p. ix)
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The individual puts together concepts as the result of the selections of sensory
input and the outcomes that happen as a result of attention and of the behavior response.
These concepts then form associations with one another. These concepts form not just
one association, but hundreds of associations within the brain. As stimuli enter, the brain
must choose the one right association that matches the concept and stimuli present. The
brain does not choose "just any association at random, usually it is the relevant one"
(Milner, 1999, p. ix). Associations emanate not only from sensory input but also from the
executive system. The uniqueness of the experiences and the associations that are
established give shape to the genetic self.

Vigilance
According to Parasuraman, Warm, and See (1998), "Vigilance can be considered
to be a basic, primitive form of attention, without which many other perceptual and
cognitive functions would be compromised" (p. 221). Robbins (1998) defined vigilance
as "a continuous allocation of processing resources for the detection of rare events" (p.
190). Neurologist Norman Mackworth (1950) (as cited in Robbins, 1.998) defined
vigilance as "' a state of readiness to detect and respond to certain small changes
occurring at random time intervals in the environment"' (p. 190). Neurobiological
scientists use vigilance to refer to a general state of wakefulness, one that is characterized
as arousal or alertness. In the literature, vigilance is considered a type of sustained
attention requiring focus and minimizing distractibility (Pardo, Fox, & Raichle, 1991 ). In
vigilance tasks, the person or animal has to remain alert and is looking for a specific
periodically occurring event or stimuli. The vigilant state allows the brain to minimize
distractibility to irrelevant internal and external information. The purpose of vigilance is
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for an animal to be alert for signals of or for actual infrequent and unpredictable events
that occur in its environment and that must be monitored over long periods of time. The
alerting function of the reticular formation in the brain has a role in the maintenance of an
animal's vigilance (Parasuraman et al., 1998).
Tasks that are set up to study some aspect ofvigilance usually have four
parameters: 1) the subject attends to some stimulus source, 2) the subject has to
discriminate among stimulus conditions, 3) the subject makes response to some critical
stimuli, and 4) the duration of experiment is long enough to assess sustained attentive
capacity (Mirsky, 1978). Most of the time the subject is performing no responses, only
observing some display and being ready to respond to the essential stimuli (Mirsky,
1978). Reaction time in response to stimuli is measured (Mirsky, 1978). Two of the most
popular tests to measure vigilance are the Continuous Performance Test (CPT) and the
Stroop Test. The CPT, originally developed by Rosvold and associates (Rosvold, Mirsky,
Sarason, Bran.some, & Beck, 1956), was later adapted for computer and documented by
Conners (1995). It presents letters of the alphabet at different intervals. The subject is told
to respond to the letter X every time it appears or to respond to the letter X when it is
followed by the letter A. Scoring occurs for the number of correct responses, the number
of false responses (responses made when the correct sequence did not appear), and the
number of missed responses. On the Conners' version there are other letters being flashed
on the screen while the subject waits for the target to appear. Other similar vigilance tests
use dots flashed on a screen with the target being a particular color or a particular color
when it appears at a specific location, etc. The CPT is used to help diagnose the presence
or absence of Attention Deficit Hyperactivity Disorder (ADHD). There is infonnation
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being processed during these tasks, but the subject is mostly waiting for the correct target
to appear and then to make an appropriate motor response. The Stroop Test (Stroop,
1934) is a series of color words that are printed in colors other than the color the word
would indicate. For example, the color blue might be printed in red ink. The subject may
be asked to say the word as it is printed or to name the color of the print. This test has a
little more cognitive involvement, but it is not a learning task in the sense of learning,
understanding, or mastering information.
Methot and Huitema ( 1998) defined vigilance as "watch-keeping performance"

(p. 9). For the pmposes of this paper vigilance means that watchful, primitive attention
that is ever alert for environmental features and for the detection of rare events and is
differentiated from sustained attention.
While during passive attention the brain is basically in neutral, in vigilant
attention the brain is at an alert status, primed to be ready for a particular kind of
stimulus. However, the quality of that alertness has been shown to diminish over time.
The outcome of letting down that quality of attention is known as the vigilance decrement
(Methot & Huitema, 1998; Parasuraman et al., 1998). The accuracy ofresponses to
critical events tends to decrease with time on task (Methot & Huitema, 1998).
The vigilance studies have identified that attention/vigilance is maintained for
about 25 to 3 5 minutes with a rapid decline in continuing vigilance after that time period
(Sawin & Scerbo, 1995). This decline or vigilance decrement is consistent among varying
conditions (Sawin & Scerbo, 1995). Tomporowski & Tinslery (1996) have shown that
both intrinsic (e.g. information processing demands and motivational factors) and
extrinsic motivational factors (e.g., pay) affect vigilance. Making a commitment to
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perform a task and performing cognitively demanding vigilance tasks both increase
vigilance (Tomporowski & Tinslery, 1996).

Sustained Attention
Even though throughout most of the attention literature, vigilance is considered
synonymous with sustained attention, for this study, sustained attention is differentiated
from vigilance. Sustained attention· is used here to mean attention that remains focused
over time. "The distinction between sustained attention and vigilance is a subtle one, the
latter normally being described as a state of readiness to detect and respond to
unpredictable and rare events" (Robbins, 1998, p. 199). According to Sarter, Givens, and
Bruno (2001 ), research has "only rarely addressed the essential significance of sustained
attention for higher cognitive functions like learning and memory" (p. 147), but has
focused instead on the vigilance parametric issues. In the case of studying, the sustaining
of attention is more the sustaining of a focus on selected data and not that readiness to
respond to occasional data presentation.

Divided Attention
Another form of attention is "divided attention, where an animal has to
simultaneously monitor several different sensory channels, perhaps in order to perform
different types of tasks, which requires optimal allocation of information-processing
resources" (Robbins, 1998, p. 190). "The divided attention construct assumes that the
brain is .limited in its ability to monitor in parallel more than a finite number of inputs,
and thus requires a switching mechanism to enable effective time-sharing of activities"
(Robbins, 1998, p. 202). The brain is capable of simultaneously processing two or more
stimuli, provided they are sufficiently different from each other. This can be observed
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regularly when driving a car. The driver can unconsciously listen to the radio while
consciously driving. The brai,n can also process different aspects of a single modality as
when hearing the radio, the birds singing, and the sound of the wind blowing. Much
experience with a task enables a person to more easily divide attention between the
known task and another stimulus. For example, an accomplished church organist can play
the organ and at the same time listen and respond to conversation. It is also easier to
divide attention if the incoming information is between different sensory modalities (i.e.,
hearing and sight) or comes from different dimensions within a modality (i.e., color and
shape) (Cho, 1990; Sylwester & Cho, 1992-93). According to Sexton and Geffen (1979)
the process of dividing attention appeared to be well developed in humans by age seven
and does not improve with age.

Shifted Attention
Shifted attention is the interruption of one stimulus by another more powerful
stimulus. "Attention shifting is among the fastest known cognitive events. At the opposite
end of the temporal continuum is sustained attention, in which, subjects may maintain an
attentive state for minutes or longer" (Marrocco & Davidson, 1998, p. 44). The brain
needs to be flexible in shifting attention in order to meet a task demand or to focus on
sudden or unexpected stimuli. Those urgent messages that stimulate an attention shift can
come either externally or internally, and they can be affected by memory and emotions
(Cho, 1990). "Our brain frequently shifts its focus between external events and internal
memories and interests" (Sylwester & Cho, 1992-93, p. 72). For example, when listening
to a friend's story, one may shift attention to a related internal mental story. At that point
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the attention could become divided attention with the continuation of the monitoring of
the friend's story and the remembering of the internal story.
Shifting attention involves three basic operations (Posner, Inhoff, Friedrich, &
Cohen, 1986; Posner & Peterson, 1990). The first operation is to disengage from the
current object of attention. "The depth of commitment to one task influences the time to
switch or disengage from the task" (Posner et al., 1986, p. 4). The second step is the
movement of focus to the next object, and the third operation is to engage the new target
of attention. Any problems with any of the operations can effect the shifting of attention
(Posner et al., 1986).

Inter-Relationship of the Types ofAttention
Attention is an amazing, extremely complicated, and multi-faceted system, a
multi-process construct (Sexton & Geffen, 1979). In real life, most situations require a
combination of different attentional processes (Robbins, 1998). The processes of
attention are combinations of attending and ignoring, focusing and dividing, quick
response or no response, internal and external.
An effective attentional system must be able to (1) quickly identify and

focus on the most important item in a complex environment; (2) sustain
attention on its focus while monitoring related information and ignoring
other stimuli; (3) access memories that aren't currently active, but that
could be relevant to the current focus; and (4) shift attention quickly when
important new information arrives. (Sylwester & Cho, 1992-93, p. 72)
Attention can sometimes be more the ability to shut out sensory-irrelevant stimuli than to
activate the area of attention (Davidson et al., 1976). Attention permits learning, protects
the person/animal, and makes memory possible. As Samuel Johnson (as cited in Angelo,
1993) said, "The true art of memory is the art of attention" (p. 4).
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Attention during studying, the topic of the present study, involves complex interrelationships of the attention system. Passive attention is always continuing as an
underlying occurrence, an unconscious process yet always on guard and protecting.
During study, attention must become active and must be focused on the chosen study
materials while internally motivated anticipatory attention encourages focus on what is
important in the material being studied. "When we consciously seek ... information, our
attentional system primes itself in anticipation" (Sylwester & Cho, 1992-93, p. 73).
Attentional shifting between external stimuli and internal stimuli is a very complex
process allowing for the attachment of relevant past infonnation to current information
being studied. "This attentional shift between external and internal events appears to be
an important element in maintaining and updating long-term memories, since it ties past
experiences to the present situation" (Sylwester & Cho, 1991-93, p. 72). The brain must
divide its attention ( e.g., between processing information and writing or between reading
and internally attaching meaning). Attention has to be sustained over long periods of
time, attending to selected stimuli, all the while blocking out distracting stimuli. Without
that ability to sustain attention and block stimuli that is not connected to the task at hand,

it does no good to be able to divide, anticipate, activate, focus, or shift attention. Time
spent studying is important to adequate preparation and learning. Sustaining attention on
the selected materials is what permits the necessary time on task.
Before the types of attention can be discussed in conjunction with their location
within the brain, the anatomy of the brain and its functions are reviewed. This
information helps clarify where in the brain different types of attention are based and how
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they work together. This information also provides the background for the section
regarding brain-based educational practices.
Brain Anatomy and Function
The brain weighs about three pounds at adulthood and has the consistency of
loose gelatin (Sprenger, 2002). "The typical brain has approximately 100 billion neurons,
and each neuron has one to 10,000 synaptic connections to other neurons" (Weiss, 2000,
p. 1). Those synaptic connections form networks of neurons. Information coming into the
brain is processed through these networks of neurons, especially the more complex forms
of information and behavior (Sylwester, 1995). Prior information already stored in the
brain influences how and what we choose to attend to and what we learn. To understand
the brain it is important to know something about its basic structure. This section looks at
the basic anatomy of the brain, including its structure, the cells, and the neurochem.ical
system. Then it connects the different attentional functions to brain locations and primary
mediating neurochemicals.

The Structure of the Brain
There is some basic orienting vocabulary that helps with understanding the brain
and its parts. Dorsal is the direction towards the top of the head while ventral means in
the direction of the shoes. Anterior means toward the face and posterior means towards
the back of the head. Every bump on the brain is called a gyrus, and most of them are
named.

Brain Stem
The oldest and lowest area of the brain, called the brain stem or reptilian brain
(MacLean, 1978), regulates the basic survival processes such as breathing, heart rate,
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metabolism, and the waking and sleeping cycles (Sprenger, 2002). It is believed that this
brain evolved first and is the instinctual brain (Sprenger, 2002). "The brainstem passively
receives incoming sensory information and starts the process of active attention"
(Sylwester & Cho, 1992-93, p. 72). It contains the medulla oblongata, the midbrain, the
pons, the locus coeruleus, and part of the reticular activating system or reticular
formation. The reticular formation is a net of nerves, like a fish net, right in the middle of
the brain; it goes right through the medulla, pons, and midbrain (Nolte, 2002). The
reticular formation "integrates the amount and type of incoming sensory information into
a general level of attention" (Sylwester, 1995, pp. 43-44). This chemical net "opens and
closes to increase or decrease the flow of information in and out of our brain" (Sylwester,
1995, p. 44). The reticular formation and the locus coeruleus appear to control both
arousal and our ability to ignore irrelevant stimuli (Sylwester & Cho, 1992-93). The locus
coeruleus, located in the pons, looks like a series of blue dots and is the place where the
noradrenergic fibers originate and go to the cerebrum. A bump on the midbrain called the
superior colliculus plays an active role in the attention system and has a small part in
vision.

Limbic System
The limbic system, an area in the deepest part of the brain, was the next to evolve.
It is called the mammalian brain and has greater learning capacities than does the
reptilian brain (MacLean, 1978). The limbic system contains not only the hippocampus
and amygdala, but also the thalamus, hypothalamus, pineal gland, pituitary gland,
mammillary bodies, and the cingulate gyrus (or cingulated cortex) (Sprenger, 2002). "The
amygdala and hippocampus play librarian-like roles in the selection and classification of
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incoming information for long-term memory storage and retrieval" (Sylwester & Cho,
1992-93, p. 72). The hippocampus, which involves mostly memory, takes recent memory
and puts it into long-term memory (Nolte, 2002). The amygdala is in charge of memory
storage when the infonnation to be stored is emotional. Loaded with peptides, this area is
the main controller of emotions (Sylwester, 1995). "The limbic system provides the
emotional overtones and motivation for attention" (Sylwester & Cho, 1992-93, p. 72).
The amygdala and hippocampus are also involved in the fight or flight response
(Sprenger, 2002). The pituitary is part of the endocrine system and its job is the release of
hormones. The walnut-sized thalamus is basically a relay center, taking input and sending
it to the cerebral cortex. All incoming sensory information except for the olfactory pass
through the thalamus (Nolte, 2002). The limbic system, the brain stem, and the cerebral
cortex work together to make the decisions about what stimuli are chosen for attention.

Cerebrum
The cerebrum is the largest structure of the human brain (Hannaford, 1995).
According to Nolte (2002), part of the limbic system (i.e., the limbic lobe and the
thalamus and hypothalamus) is also part of the cerebrwn. The cerebrum contains the
cerebral hemispheres and the diencephalon. The diencephalon is comprised of the
thalamus and hypothalamus and is located right in the middle of the cerebrum. The rest of
the cerebrum, called the cerebral hemispheres, is divided into right and left hemispheres.
The left and right hemispheres have different functions. "The left hemisphere is in charge
of speech, logic, sequence, time, details, and math. The right hemisphere is more related
to music, art, strong emotional responses, intuition, images, and summarizing" (Sprenger,
2002, p. 18). The cerebral hemispheres contain the hippocampus and amygdala
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(described previously in the section on the limbic system), the basal ganglia, and the
cerebral cortex (Nolte. 2002).
The basal ganglia participate in the planning of movements (Nolte, 2002). The
basal ganglia coordinate with the cerebellum for minute-to-minute movement. The
cerebellum is excitatory and the basal ganglia are inhibitory. The balance between the
two systems allows for smooth, coordinated movement.
The outermost and youngest layer above the limbic system is collectively called
the cerebral cortex. The cerebral cortex, also called the neocortex, is a thin layer of gray
matter that occupies the outermost edges of the cerebrum. The neocortex, a cell border
about 1/8 of an inch thick, is the outer part of the cerebrum. The neocortex examines
information for pattern and meaning. It also includes the olfactory area for processing
smell. The cerebral cortex is divided into five lobes. They are the occipital, temporal,
parietal, frontal, and limbic lobes. Each lobe contains a primary area and an association
area.

Occipital lobe. The occipital lobe, located at the back of the brain, is in charge of
processing visual information (D'Arcangelo, 1998).

Temporal.lobe. The temporal lobe is located on the side of the head just above the
ears. Its job is to process auditory information, which is received directly from the
cochlea of the ear (Teyler, 1978). Additionally, it is in charge of some memory functions
(D' Arc~gelo, 1998). It also plays a role in speech and learning. The upper back edge of
the lobe, called the Wernicke's area, is the location where thoughts are changed into
spoken words (Sprenger, 1999). It is the area for the understanding of speech.
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Parietal lobe. The parietal lobe, located on top of the brain and toward the back of
the head, is in charge of feeling and touch (Sprenger, 2002). A portion of the front of the
parietal lobe, called the sensory strip, is where interpretation and integration of sensory
stimuli occurs (Teyler, 1978). The sensory strip is the site for the reception of feedback of
pain, pressure, temperature, and touch (Sprenger, 1999) and processes the various forms
of sensory information to which the brain is attending (Sylwester & Cho, 1992-93).

Frontal lobe. The frontal lobe, located at the front of the head, is responsible for
such executive functions as decisions, planning, creativity, critical thinking, problem
solving, self-control, judgment, emotional regulation, future planning, and organization
(Begley, 2000; Sprenger, 2002; Sylwester, 1995). "The frontal lobes control, fixate, and
shift our attention - thus consciously detennining what's foreground and background and
how the current situation refers to our previous experience" (Sylwester & Cho, 1992-93,
p. 72). An area in the frontal lobe called Broca's area is responsible for producing speech.
At the rear of the frontal lobe is an area call the motor strip where voluntary movement is
controlled (Sprenger, 1999). The growth and maturation of the frontal lobe allow the
development of inner language or private speech that humans use to help regulate
attention, guide behavior, and work through problems in their heads (Healy, 1994). The
frontal lobe undergoes the greatest change between puberty and young adulthood. Jay
Giedd and a team of scientists at the National Institute of Mental Health (as cited in
Begley, 2000) found that the frontal lobe in humans grows measurably between ages 10
and 12. Then there is a second wave of creation of grey matter at puberty. This creation
of new connections and branches is followed by pruning. This pruning occurs for humans
when they are in their 20's. This process creates an efficient and well-organized circuitry
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(Begley, 2000). It was unexpected to the researchers how much the brain changed and
how much activity there was during peak growth periods (Hotz, 2000a).

Prefrontal cortex. The prefrontal cortex is right behind the forehead. The
prefrontal cortex deals with emotions, personality, working memory, attention, learning,
planning, choosing behaviors, and motivation (Sprenger, 2002).

Corpus collosum. The corpus collosum is the structure that connects the two
hemispheres of the brain (Sprenger, 2002; Nolt~, 2002). It makes possible
communication between the two hemispheres. It is implicated in intelligence,
consciousness, and self-awareness and continues to grow into the 20's (Begley, 2000).

Cerebellum
The cerebellum is the structure that looks like a cauliflower and is tucked in under
the back of the brain under the occipital lobe. It regulates unconscious posture changes
that help the body keep its balance (Nolte, 2002). It is also the area of the brain associated
with coordinated movement. The cerebellum contains procedural memory, also called
muscle memory (Sprenger, 1999). This is the system that learns and remembers how to
ride a bike, jump rope, or swim. The cerebellum contains more than 50% of the brain's
neurons, yet accounts for only one-tenth of the brain's volume. The neurons of the
cerebellum connect to all parts of the cortex, proving a clear link between movement and
thinking.

The Cells of the Brain
The Neurons
The neurons are the actual nerve cells, the principal cellular mediators of
cognition (Sylwester, 1995). Nerve cells are like relay stations; they receive signals,
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process the signal information, and send the messages on to other neurons using
electrochemical processes (Weiss, 2000). The neuron has a cell body, dendrites, and an
axon. The cell body is the grey matter of the brain. The job of the cell body is to maintain
the cell and to synthesize the neurotransmitter molecules. It also determines the response
to message inputs (Sylwester, 1995). The dendrites are the appendages that receive
information. When nerves are stimulated and used, they grow dendrites, the receiving end
of the cell. "Dendrites are the major receptive surface of the nerve cell. . .. With use, you
grow branches; with impoverishment, you lose them" (Weiss, 2000, p. 2; see also
D' Arcangelo, 1998). The more active the nerve cell is, the more dendrites and the more
branchings on the dendrites. Each nerve cell has only one axon. Information is sent on to
the next nerve cell via the axon. The nerve cells, however, do not touch. Instead there is a
small space between the axon of one nerve cell and the dendrites of the next cell. This
space is called a synapse. The messages sent between neurons are chemical. To
accomplish the transfer of information, neurotransmitter chemicals are released from
small vesicles in the axon of the sending neuron into the synapse, swim across the
synapse, and attach themselves to the dendrites of the receiving neuron.
Neurons also form clusters that work together (Bower, 2000). When neurons
continually communicate with each other, elaborate neural networks are formed
(Fishback, 1998-99). The more those networks are used the more quickly and efficiently
the messages are transmitted. When these networks become accustomed to firing
together, it may be difficult to change this information pattern in the brain (Sprenger,
2002). We basically create our own brains by the choices we make as we live our lives
(Fishback, 1998-99; Hannaford, 1995) as those choices determine the networks that are
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created and influence the pattern and amount of branching on the dendrites. The
connections in a normal brain are able to process 1,000 new pieces of information every
second (Hannaford, 1995).
Myelin is a white, fatty substance that coats most axons to help transmit
messages. This myelin sheath serves both to insulate the axon from its surrounding
neurons and to speed its message-sending capacity (Teyler, 1978). Myelin is the white
matter in the brain. The process of the putting down of the myelin is called myelination.
Myelin insulates the nerve cell and speeds the transmission of the electrochemical
messages. There are two theories about the impetus for myelination. One theory states
that myelination is a developmental process, which starts at the back of the brain and
finishes in the prefrontal cortex and develops as the brain develops (Healy, 1994;
Sprenger, 1999, 2002). Hannaford (1995) supports a second theory that holds that myelin
is added with use. In other words, the axons on the neuronal paths that are used are
insulated with the most myelin (Hannaford, 1995; Sprenger, 1999). Sprenger (1999)
postulates that both theories may be true.
The neurons and dendrite branchings operate on a use it or lose it rule.
"Connections among neurons that are not used wither away, a process called pruning"
(Begley, 2000, p. 58; see also Sprenger, 2000). The brain during development goes
through different growth and pruning cycles. Humans have an explosive growth of
dendrites in their first eight to ten years, followed by a pruning of unused connections
(D' Arcangelo, 1998). It is true that the more a neuron is used the greater the dendrite
system, and with disuse the dendrites are pruned away.
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The Glial Cells
According to Nolte (2002), the glial cells are the support cells in the brain. Their
job is to provide electrical, metabolic, and mechanical support to the brain. For example,
the oligodendrocytes, one of the kinds of glial cells, form the myelin, the sheathing
material on the neurons that enables the transmission of nerve impulses. Other glial cells
protect the brain by taking up extra neurotransmitters and by screening against
unnecessary or dangerous molecules that travel in the blood, keeping them from getting
into the brain (Nolte, 2002; Sylwester, 1995). Glial cells also line the ventricle of the
blood brain barrier so blood cannot get into the cells of the brain (Nolte, 2002). The glial
cells assist in providing nutrition for the neurons (D' Arcangelo, 1998; Sprenger, 2002),
remove dead cells from the brain, regulate the immune system, and provide structural
support that improves the firmness of the brain (Jensen, 1998b). The glial cells
outnumber the neurons, as more are needed for nurturing the neurons. Unlike most
neurons, the glial cells can reproduce to provide the number needed to take care of the
neurons (Sprenger, 1999).
The Neurochemical System
The neurotransmitters are the chemical messengers or brain transmitter substances
that carry messages across synapses and either stimulate or inhibit the action of both
nerve cells and nerve systems (Nolte, 2002; Weiss, 2000). Scientists have identified over
50 different neurotransmitters (Sylwester, 1995). The neurotransmitter either sends
excitatory ("do it") messages or inhibitory ("don't do it") messages to the receiving
neuron (Sprenger, 1999; Sylwester, 1995). Overall there is much more inhibitory than
excitatory neural activity in the brain (Sylwester, 1995). These two kinds of
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neurotransmitters work in combinations creating a delicate balance within the brain. The
neurotransmitters can be chemically classified into three types: amino acids,
monoamines, and peptides. The neurochemical system contains both adrenergic and
cholinergic elements (Nolte, 2002). The cholinergic system acts as a regulatory system,
modulating the release of other transmitters.

Amino Acids
The principal neurotransmitters for this system are gamma-aminobutyric acid
(GABA) and glutamate. GABA is an inhibitory chemical because it keeps neurons from
firing. Its job is to send "no" messages to stop neurons from firing. It is found in
profusion in the prefrontal cortex. Glutamate on the other hand is one of the most
abundant excitatory neurotransmitters. It sends the "yes" message to make neurons fire.
Fanned in the hippocampus, it is responsible for all the messages in that brain area.

Monoamines
The monoamines include two separate classes of neurotransmitters catecholamines and indoleam.ines (Sprenger, 1999). The catecholamines include
dopamine, epin~phrine, and norepinephrine. Dopamine is the reward chemical and is
critical to voluntary movement. Also related to the flow of information into the higher
levels of the brain (Sprenger, 1999), dopamine helps direct attention and make decisions.
Because dopamine is important for the execution of smooth movement, a lack of
dopamine causes the tremors and stiff movements that are seen in Parkinson's disease
(Sprenger, 2002). Norepinephrine is manufactured in the locus correleus, an area in the
brain stem. Phenylalanine, found in dairy products, helps manufacture norepinephrine.
This chemical is released in a regular, easy rhythm until something alarming happens.
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Then the norepinephine is released in a torrent and floods the hippocampus, the
hypothalamus, the amygdala, and the cerebral cortex, facilitating the preparation for fight
or flight (Sprenger, 2002). "Norepinephrine plays a role in attention and learning, as well
as being a memory enhancer" (Sprenger, 2002, p. 25). In fact, it is the neurotransmitter
most involved in attention (Jensen, 1998b). A shortage of norepinephrine seems to rob
people of the ability to pay attention to what's important and to not pay attention to what
is not important (Begley, 1994). Epinephrine is another name for adrenaline and mediates
movement of the body in situations where fast action is needed (Sprenger, 1999). The
indoleamines include serotonin and melatonin. Serotonin, a neurotransmitter produced in
the lower brain regions just above the spinal cord brain and found throughout the brain, is
especially found in the emotional areas, making it essential for good emotional health.
One of the jobs of serotonin is to help cells communicate easily (Sprenger, 2002).
Melatonin is related to sleep. This neurotransmitter, which is discharged from the pineal
gland of the forebrain, causes drowsiness when released.

Peptides
Endorphins and enkephalins, peptide neurotransmitters, are found in several brain
areas and are also produced in the pituitary gland and released in the body as hormones.
As part of the brain's endrogenous morphine system, they are produced in the brain and
body to reduce or alleviate pain (Sylwester, 1995). Sometimes they are involved in the
pleasure system when they enhance the release of dopamine (Sprenger, 2002). Peptides
use neural networks, the circulatory system, and air passages to navigate throughout the
body, modulating the range of pain and pleasure. They regulate the emotionally charged
approaching and retreating behaviors, such as to drink or urinate, to agree or disagree, to
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buy or sell, and so forth. Angiotensin, another peptide, activates the behaviors that
regulate the body's fluid levels, triggering feelings of thirst and water search behaviors
(Sylwester, 1995).

Acetylcholine
· Acetylcholine is in a class by itself. It is involved with learning and memory and
is necessary for the making oflong-tenn memories (Jensen, 1998a). "In Alzheimer's
disease, the production on acetylcholine may be down 90% in areas such as the
hippocampus" (Sprenger, 2002, p. 26). The cholinergic system is generally thought to be
a regulatory system - it modulates the release of other transmitters. Acetylcholine is also
involved in muscular skeletal movement. It is released at the neuromuscular junctions. In
addition, acetylcholine is linked to drowsiness (Jensen, 1998b). While sleeping, there are
high levels of acetylcholine in the brain. "It is the chemical that causes many of our
dreams, and it is directly related to memory" (Sprenger, 1999, p. 23). Some research has
noted that one purpose of sleep is to allow the practice of what was learned during the
day (Sprenger, 1999).

The Brain and Attention
Attention is a general activity of the brain. Attention, according to Michael
Posner, is "conducted by a designated network of neurons performing specific tasks in
specific locations" ("Anatomy of Attention", 1992, p. 15). Some brain regions, such as
the anterior cingulate and the posterior parietal cortex, are believed to be exclusively
attentional in nature (Corbetta, 1998; Posner, 1994; Posner & Peterson, 1990). Posner
(1994) and Posner and Petersen (1990) propose the existence of attentional brain systems
that are separate from sensory, motor, or other cognitive networks (e.g., language or
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memory) and that carry out various attentional operations. Recently, there has been a
great increase in efforts to connect attentional mechanisms depicted at a functional level
to brain activity and neural circuits (Parasuraman, 1998; Pashler et al., 2001). Because of
the current ability to scan the brain, researchers have been able to isolate different brain
areas that are active during different types of attention. Earlier studies had to rely on
conclusions drawn from comparing subjects with specific brain disorders with subjects
from a normal population. With surprising accuracy those studies identified brain areas
that were involved with attention. Many of the results of those studies have been
confirmed by studies using different brain scanning devices. In this section different parts
of the attentional system are discussed in relation to brain functioning, identifying the
different part of the brain engaged by each.

Executive System
It is thought that there is an executive system for attention. According to Corbetta
(1998),
An anterior executive system, centered on the anterior cingulate region,
acts as a central executive: it regulates the relative traffic between the
lateral frontal region (language, working, memory) and the posterior
visual regions, and controls the access of relevant targets to premotor
systems and focal awareness. (p. 104)
Strong mental effort has been linked to activation of the anterior cingulate as well as
target detection ("Interview with Michael I. Posner," 1996; Lawrence, Ross, Hoffmann,
Garavan, & Stein, 2003). According to Sarter et al. (2001), activation of top-down
processes (i.e., internally motivated attention choice) is an element of this frontal cortical
mediation of executive functions.
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Sensory Attention/Visual
A posterior orienting system, formed by the posterior parietal cortex, the superior
colliculus (a bump on the midbrain), and the pulvinar nucleus of the thalamus, orients to
sensory events (Corbetta, 1998, p. 104). It was also found that attention to sensory
information activated the cerebellum (Allen, Buxton, Wong, & Courchesne, 1997).
About 70% of the stimuli that reach the brain are visual, and the brain tends to process
visual stimuli more efficiently than either auditory or somatosensory stimuli (Cho, 1990).
"The posterior network, which includes the parietal and inferotemporal cortices, the
superior colliculus, and the medial pulvinar, becomes active during visuospatial attention
tasks and during the selection of objects in the visual field" (Marrocco & Davidson, 1998,
p. 35). The posterior parietal lobe of the cortex is critical both for orienting visual
· attention and for shifting it from one location to another. This area recognizes visual
patterns and visual word forms ("Anatomy of Attention", 1992). Mirsky (1978) found
that patients that have lesions in the right parietal lobe "may neglect the left side of their
body and visual field almost entirely" (p. 39) and "have chronic (if partial) attention
deficits" (p. 49).
The fovea is the high-resolution central region of the retina. It is comprised of the
actual nerve cells in the eye that bring the visual sensory stimuli to the brain. The fovea is
the only place in the body you can actually see neurons. The fovea has the highest
concentration of cells that are sensitive to color and bright light and plays an important
role in the processing of visual attention.
Robertson (1998) suggested that there is a modular system for visual processing.
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Different areas respond to different visual features. Neurons in one area of the temporal
lobe are more responsive to color than to other characteristics, while neurons in another
area may be more reactive to shape.
Areas along the ventral temporal pathway contain neurons that are
responsive to object features such as color, brightness, and shape, whereas
areas along the dorsal parietal pathway contain neurons that are responsive
to spatial features necessary for localization, perception of motion, and
preparation for action. (Robertson, 1998, p. 257)

Sustained Attention and Prevention ofDistraction
According to Cho (1990), maintaining attention over time and preventing
distraction seems to be the job of the frontal lobes. "The anterior network, which includes
the frontal and cingulated cortex and the basal ganglia, is active during target detection
and sustained attention" (Marrocco & Davidson, 1998, p. 35). Sustained attention "may
be controlled by cholinergic and noradrenergic influences on the anterior attention
system" (Marrocco & Davidson, 1998, p. 47).

Vigilance
The brainstem reticular formation and the frontal cortex both play an important
role in vigilance (Parasuraman et al., 1998). There is a relation between vigilance
performance and cortical arousal. The cingulate gyrus, a cortical area lying just above the
corpus collosum, has also been implicated in the performance of vigilance tasks
(Parasuraman et al., 1998). A "network of brain regions -including the LC [locus
coerule~s] noradrenergic system, the basal fore brain cholinergic system, the intralaminar
thalamic nuclei, and the right prefrontal cortex - are involved in the initiation of the
vigilant state and in cortical arousal" (Parasuraman et al., 1998, p. 244). A number of
studies have found that the right versus the left frontal lobe is active during vigilance task
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performance (Parasuraman et al., 1998; see also "Interview with Michael I. Posner,"
1996; Pardo et al., 1991; Sarter et al., 2001). Research by Sarter et al. (2001) found that
the "anterior cingulate and dorsolateral prefrontal as well as parietal cortica! regions,
located primarily but not exclusively in the right hemisphere, have been consistently
found to be activated in subjects performing sustained attention tasks, irrespective of the
modality of stimuli used in these tasks" (p. 151 ). A vigilance system, identified with the
noradrenergic projections from the locus coeruleus and various right hemisphere areas,
maintains the alert state (Corbetta, 1998). "A substantial case has been made for
noradrenergic mediation of vigilant behavior, and there is recent work implicating ...
[acetylcholine] as well" (Marrocco & Davidson, 1998, p. 44).
In another vigilance study using MRI, Lawrence et al. (2003) found that
performance was influenced not only with the activation of the right fronto-parietal
regions, but also with increased deactivation of task irrelevant areas, specifically the left
temporo-limbic and cingulate areas. "Good task performance, as defined by better
detection of target stimuli, was correlated with enhanced activation in predominantly
right fronto-parietal regions and with decreased activation in predominantly left temporolimb1c and cingulate areas" (Lawrence et al., p. 1028). To function effectively the brain
must also be able to block out or ignore those stimuli that are not important to the task at
hand (Milner, 1999). In other words, there are two independent circuits that need to be
involve~, one activated and the other deactivated, to achieve good task performance on
vigilance tasks.
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Selective Attention
"Selection can happen at the peripheral sensory receptor, at the first synapse in the
central nervous system, in the thalamus (which is the final relay structure of the sensory
pathways before the cerebral cortex), or even in the cortex where our memory can affect
the selection of the incoming stimuli" (Cho, 1990, p. 34). The reticular formation, located
in the brain stem, is "a sort of gating mechanism that determines whether or not incoming
sensory information is sent on to the thalamus and cerebral cortex" (Cho, 1990, p. 36).
The strength and nature of the alerting stimulus affects the action of the gating
mechanism.
When there are two or more equally compelling stimuli vying for the brain's
focus, there is conflict about where the focus should go. The research of Kerns et al.
(2004) explores the brain areas that are active in such conflict. Cognitive control seems to
be the process that becomes engaged when there is conflict. There are two brain regions
that have been associated with the process of cognitive control: the anterior cingulate and
the prefrontal cortex. The prefrontal cortex seems involved with implementing control,
while the anterior cingulate is involved in monitoring the processing of conflict. The
engagement of the anterior cingulate monitoring function leads to the recruitment of
cognitive control. Conflict-related activity in the anterior cingulate predicts both greater
prefrontal activity and adjustments in behavior (Kerns et al., 2004).

Shifted ,4ttention
The hippocampus is one of the brain mechanisms that seem to be important in
allowing the shifting of attention from one activity or stimulus to another. Three regions
of the brain appear to play special roles in shifting of attention: 1) the posterior parietal
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cortex, which probably mediates the disengagement of attention from a given location
and from current focus; 2) the midbrain, including the superior colliculus which is in
control of visual saccades and the movement of attention; and 3) the lateral pulvinar of
the thalamus, which collects data from the target locations and mediates the engagement
of attention at a new attentional focus (Posner & Peterson, 1990; Robbins, 1998).
Damage to the superior colliculus affects the ability to shift attention whether attention
was previously focused on that target or on another target (Posner & Peterson, 1990).
Lesions in the thalamus give problems with fully engaging the target location (Posner &
Peterson, 1990). In human brains, lesions occurring in the midbrain can affect covert
attention shifts, especially those related to the eye movement system (Posner et al., 1986).
Neurotransmitters are also involved in the process of the "facilitation of shifts of
attention, the utilization of cues, and the maintenance of attention during arousing
environmental conditions" (Marrocco & Davidson, 1998, p. 35).

Focused Attention
The posterior parietal lobe of the cortex and the right frontal cortex are the two
main centers of attention focusing in the brain ("Anatomy of Attention," 1992). The
neurotransmitter norepinephrine is central to the operation of this network. A blockage of
norepinephrine may produce attention deficit disorder ("Anatomy of Attention," 1992).

Alertness
Alerting is an important function of attention as it provides the ability to prepare
for and to process high priority signals (Kapralos, 2001; Posner & Peterson, 1990). The
alerting system permits attention to dangerous situations and appropriate reactions. The
right frontal cortex is crucial to maintaining alertness. "The ability to develop and
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maintain an alert state relies heavily on the integrity of the right cerebral hemisphere"
(Posner & Peterson, 1990, p. 36). That area also detects meaning in language ("Anatomy
of Attention", 1992). The posterior parietal lobe of the cortex is the other main attention
. center in the brain. An alerting network, consisting of fibers that respond to
norepinephrine, links the two areas (i.e., the frontal cortex and the parietal lobe) from
back to front ("Anatomy of Attention", 1992). It makes sense, then, that the
neurotransmitter norepinephrine plays an important role in the alerting process.
N orepinephrine and dopamine, two of the catecholamines, seem to be the main
neurotransmitters that process attention. "Attention functions best with an optimum
middle level of catecholamines" (Sylwester & Cho, 1992-93, p. 72).

Summary
To summarize, the brain is made up of two kinds of cells: 1) neurons, that are the
message transmitters, and 2) glial cells, that are the support and housekeeping cells for
the neurons. Based on amount of use, these neurons join together into clusters and
networks that work together to more efficiently transport messages. Brain chemicals
called neurotransmitters are responsible for the actual transmission of messages from one
neuron to another. The job of the neurotransmitters is either to excite the nerve cell to
action or inhibit the activity. The brain is structured forming different brain areas, each
performing a different task. Responsible for basic survival processes, the brain stem is the
oldest 8:fea of the brain. The limbic system, the next to evolve, is responsible for selection
and classification of information, memory, emotion, the fight or flight response, and
relaying of sensory information. The cerebrum, which is divided into left and right
hemispheres, contains five lobes with each responsible for different functions. The corpus
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collosum is the structure that connects the two hemispheres. The cauliflower shaped
cerebellum, which is located at the back of the brain, regulates body posture and balance.
Its neurons connect to all parts of the cortex, proving a clear biological link between
movement and thinking.
The different kinds of attention are mediated by different parts of the brain either
separately or in concert with another location in the brain. Because attention is such a
complicated process, the coordination of various brain centers is responsible for different
attentional needs. One of the brain areas that is active during attention tasks is the
cerebellum. The posterior parietal cortex and the right frontal cortex are two main centers
of attention focusing in the brain. The posterior parietal cortex and the anterior cingulate
are believed to be exclusively attentional in nature. The right frontal lobe is especially
indicated in maintaining alertness. Vigilance seems to activate the right frontal parietal
regions and decrease activation in the left temporal limbic and cingulate areas. The
reticular formation is thought to be responsible for the maintenance of consciousness.
N orepinephrine is the neurotransmitter that is central to the attention networks, but
acetylcholine also has shown to play an important role as well.
Brain-Based Education Literature
Ideas about education are evolving because of information gained from scanning
the living brain. There are innovative changes in the structure of classrooms and the ways
of le~ng, and there are new ideas about the facilitation of learning and of attention to
study. Educators have used the information about the brain to rethink how learning best
occurs and to help re-determine best teaching practices. This last section explores the
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literature about brain-based educational issues especially as they relate to attention and
implications for teaching and studying.

Educational Indications Regarding Attention, Based on Brain Information
According to Sylwester and Cho (1992-93), "Attention - the ability to focus the
mind - is a prerequisite to learning and a basic element in classroom motivation and
management" (p. 71; see also Sylwester, 1995). The brain's ability to focus attention and
maintain that focus on material and events is essential to learning and memory
(Sylwester, 1995). However, the attentional system "evolved to quickly recognize and
respond to sudden, dramatic changes that signal physical predatory danger and to ignore
or merely monitor the steady states, subtle differences, and gradual changes that don't
carry a sense of immediate alarm" (Sylwester & Cho, 1992.. 93, p. 71). This presents a
curricular dilemma (Sylwester, 1995; Sylwester & Cho, 1992-93), as teachers want
students to ignore all other stimuli and focus only on what is currently determined by the
learning situation. "Our profession's principal challenge is to help students learn how to
consciously manage those adaptable aspects of their attentional system that aren't
preprogrammed to enhance survival" (Sylwester & Cho, 1992-93, p. 74). Encouraging
students to think about how they manage their own attentional system is one way of
helping students learn that management lesson. Metacognitive discussions about attention
induce students to explore their own thought processes (Sylwester & Cho, 1992-93).
Teachers also have a responsibility to understand the attentional system and use
strategies and structure that enhances learning. By recognizing elements that relate to the
best use of the attentional system, teachers can structure learning opportunities to make it
more likely that those adaptable aspects of the attentional system are best utilized in the
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learning process. Interest and motivation, prior knowledge and memory, peripheral and
focused attention, attention cycles, movement, pattern making, and emotion are all
connected to the process of attention. There are educational implications for teaching and
learning within each of those topics.

Interest, Motivation, and Attention
Motivation can be defined as the ability to persevere even in the face of obstacles
(Robbins, Gregory, & Herndon, 2002). "The interaction between motivation and attention
can be complex" (Mirsky, 1978, p. 39). Interest and motivation are connected concepts in
that what is interesting is also usually motivating and vice versa. Further, it has been
found that the executive attention system directs attention to that which is interesting or
motivating. According to Sylwester and Cho (1992-93), "interest and pleasure can
reverse a currently depressed attentional system" (p. 74). It is more difficult to maintain
attention without personal interest (Sylwester & Cho, 1992-93). Past experiences,
training, motivation, or level of interest in a particular task at a particular time can make a
difference in the attentive capacity at any given moment (Mirsky, 1978). Stating the
purpose of the lesson; providing an anticipatory set; posing a question, challenge or
problem; or accessing either prior knowledge or a shared experience grab students'
attention, provide motivation to students, and set up a direction for learning (Robbins et
al., 2002) ..

Prior Knowledge, Memory, and Attention
Both prior knowledge and memory are important to the attentional processes.
Knowledge is retained in the brain as memory. In the prior section on study skills there
has already been a discussion on the importance of prior knowledge to focusing attention
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on particular subject matter (i.e., studying). Prior knowledge usually makes whatever
stimuli are being presented more interesting and relevant, which then influences
attention. Activating prior knowledge can facilitate the learning process (Robbins et al.,
2002). Concepts and associations are added to memory as experience adds to the
structure of the brain. Some neurons are pared and other neurons that are used often form
intricate branches. The more a part of the brain is used, the more elaboration occurs. "The
recalling and retelling of our memories strengthen the neural networks that contain and
process them" (Sylwester & Cho, 1992-93, p. 72). The encoding of"an event in terms of
some rich knowledge base allows the system to generate further elaborative productions"
(Lockhart & Craik, 1990, pp. 101-102). Recalling, retelling, and elaboration are learning ·
processes validated by information about brain functioning.
In attention there is that process of switching between external and internal
attention. External stimuli may trigger a switch to an internal memory. Learning is a
process of focusing on external stimuli, relating those stimuli to internal memory, and
then forming new memory~ enhancing existing memory, or, at least, making connections
to other memories. All the processes of attention are interrelated with prior knowledge
and memory. William James (as cited in Lockhart & Craik, 1990) said, '"The art of
remembering is the art of thinking ... Our conscious effort should not be so much to

impress or retain (knowledge) as to connect it with something already there' (James,
1983, p._ 87)" (p. 99). This process of connecting external stimuli with internal memory
and prior knowledge can be enhanced by teaching practices that consciously encourage
that process.
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Memory influences what type of information is chosen for focus. "Primary
memory ... represents the deployment of processing resources to various parts of the
system, thereby giving rise to the phenomenological experience of paying attention to
various types of information - phonological, pictorial, semantic, or whatever" (Lockhart
& Craik, 1990, p. 105). While visual information is often the focus of attention, also
important for attention is semantic information and memory. Semantic refers to the
meaning attached to words and symbols. Michael Posner suggested that while visual
attention is important, in part because researchers are closer to understanding its
mechanisms, "it probably plays a much smaller role in many of our lives than attention to
semantic information stored in memory. We may be even more symbolic animals than we
are visual animals" ("Interview with Michael I. Posner," 1996, p. 83). Based on this
information a suggestion for best practice would be to encourage students to encode
perceptions in some kind of language format. That attaching of words and symbols could
take a number of forms (e.g., talking to another student about an idea learned; writing
about the idea; creating poetry, rap, or song).

Peripheral and Focused Attention
The fovea is the name given to the neurons in the eye related to direct or focused
vision. When focusing directly on a visual stimulus, the head or eye move to place the
target of the focus on the foveal area of the eye. Humans also have a peripheral vision
system.."The fact that we see peripherally has immense importance for education because
it means that children in a school and at home are actually being profoundly influenced
by the total enviromnent" (Caine & Caine, 2001, p. 5).
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But focused attention and peripheral attention go beyond just the visual field. The
human body is always receiving peripheral signals while attending to only those chosen
by the brain for focus. Nonetheless, the brain is talcing in all the sensory data at some
level. Learning involves both focused attention and peripheral perception (Caine &
Caine, 1997, 2001).
Even while paying direct attention, children are also absorbing
information that lies beyond the immediate focus. This input ranges from
basic background sensations (sound, color, chatter, laughter) to the
behaviors and aspects of the environment that reflect the beliefs and
practices of a culture. This dual operation of attention and peripheral
perception occurs all the time in every context, including the home and the
classroom. (Caine & Caine, 2001, p. 5)
What that means for education is that students are being influenced by the total
environment. Teachers need to be aware of and plan for the educational impact of
background as well as foreground. Because of peripheral attention, the planning of the
setting and background elements are also important for learning.

Attention Cycles
Studies on attention have presented information on different cycles of attention.
Sylwester and Cho ( 1992) found that attention levels were higher in the morning. "The
average levels begin to decline during the afternoon and reach their lowest levels after
midnight, when sleep becomes inevitable" (Sylwester & Cho, p. 73). "Our ability to
maintain attention is affected by normal cyclical fluctuations in the efficacy of the
neurotransmitter molecules that chemically re~ulate attention. These fluctuations occur in
90-minute cycles across the 24 hours (Hobson, 1989, p. 191)" (Sylwester & Cho, p. 73;
see also Reardon, 1998-99). The brain was not designed to stay attentive for long periods
of time. Generally the brain does poorly at continuous high-level attention (Jensen,
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1998b). The brain works

m· periods of high attention followed by low periods of attention

(D' Arcangelo, 1998). The brain alternates between periods of focus and non-focus or
diffusion and between cycles of activity and rest (Abernathy & Reardon, 1998). "The
French researcher Pieron discovered that our brain learns best when learning is
interrupted by breaks of two to five minutes for diffusion or processing. In addition, we
also know that the optimal learning pattern corresponds to our age plus or minus two
minutes, up to a maximum of 20-25 minutes" (Reardon, 1998-99; see also Abernathy &
Reardon, 1998). Sprenger (2002), too, recommends the rule of the child's age in minutes
as the approximate length of attending to a task. The vigilance studies found that human
brains have a sustained attention of about 25 to 35 minutes before attention falls off
dramatically. This is very like Reardon's identified attention span. Fishback (1998-99)
also recommends a change in teaching pace/activity every 20 to 30 minutes to aid
learners in paying attention.
Breaks "refresh the brain and accentuate the moments of attentiveness by
allowing the non-conscious mind to integrate the new information" (DePorter, Reardon,
& Singer-Nourie, 1999, p. 154). According to Reardon (1998-99) learning/studying
segments are most productive if the segments adhere to the 20-25 minute formula and are
followed by a two to five minute break. Students need processing time, giving them an
opportunity to act on their learning (Sprenger, 2002). It is important to provide students
time for. internal attention, time to process internally the information gained (Prigge,
2002) and to create new meaning (Jensen, 1998b). "Our brains are designed to learn short
bursts of information followed by time to process the information" (Jensen, 2000b). The
brain needs time for rest. Downtime or breaks both during class time and during
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independent study time give students this processing time and are a requirement for
attention and learning (D' Arcangelo, 1998; DePorter, 1992, Jensen, 2000b).

Movement, Learning, and Attention
"Movement is an indispensable part of learning and thinking" (Hannaford, 1995,
p. 107). As stated previously, the cerebellum, which is connected to movement and to
· attention, is also directly linked via neurons to the cortex, where higher-level thinking
occurs.
A section of the cerebellum called the dentate nucleus is the last place
information is processed before being sent to the cortex. The presence of
the dentate nucleus distinguishes humans, who have the capacity for
higher-order thinking, from other primates. Performing complex
movements like dancing, throwing a ball, or playing tag engages the same
area of the brain as problem solving, planning, and sequencing (Calvin,
1996). (Waite-Stupiansky & Findlay, 2001, p. 17)
The recent data indicate a clear and positive link between physical activity and brain·
function. Phy.sical exercise, especially aerobic exercise, fuels the brain with oxygen and
causes the release of mood elevating neurotransmitters such as endorphins (Jensen with
Dabney, 2000; Jensen, 2000b), the neurotransmitters responsible for a state of cortical
alertness. These same endorphins also reduce the symptoms of stress and depression.
Exercise also tends to positively affect levels of other neurotransmitters (e.g., serotonin,
noradrenaline, and dopamine) that stimulate cognition (Jensen with Dabney, 2000).
Movements such as stretching and marching can help focus attention (Jensen, 1998b).
Physical activity (e.g., moving, stretching, walking) can actually enhance the learning
process (Jensen, 2000b).
Because of the biological and chemical changes in the brain as a result of
exercise, the brain's capacity to learn new information and recall old information is
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improved (Waite-Stupiansky & Findlay, 2001). There were a series of studies in Canada
exploring activity and learning. The schools involved increased the physical activity,
including both recess and physical education, to make up a full one-third of the school
day. They found that though the students spent less time on academic subjects, their
scholastic achievement levels increased (Waite-Stupiansky & Findlay, 2001 ).
Active learning is more effective than passive learning (Angelo, 1993). As the
Chinese proverb says, "What I hear, I forget; what I see, I remember; what I do, I
understand" (Angelo, 1993, p. 3). Students learn more by becoming actively involved,
not only with mental energies, but also with physical movement. "Active learning occurs
when students invest physical and mental energies in activities that help them make what
they are learning meaningful, and when they are aware of that meaning-making"
(Angelo, 1993, pp. 3-4).
DePorter et al. (1999) recommended linking key concepts or steps to hand, arm
and/or body motions "locking the content of your lesson into student's muscle memory
facilitates their ability to learn efficiently and recall quickly" (p. 154). Movement both
anchors and integrates information into the neural networks located throughout the body
(Hannaford, 1996). "Not only do body motions strengthen the kinesthetic modality and
lock the information into muscle memory, they provide another way to get students'
attention by influencing their behavior through action" (DePorter et al., 1999, p. 154).
fyiovement also is important in intervening in negative emotion that is blocking
learning. If a learner is stuck or into a negative emotion, providing some movement can
. help to change the student's mind. After moving, students may be better able to focus
(Sprenger, 2002).
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The Brain Gym (Dennison & Dennison, 1989) exercises come out of the
occupational therapy discipline and are movements that foster access to the whole brain.
According to Cecilia K. Freeman, a certified Brain Gym facilitator, "Essentially, Brain
Gym offers short cuts to activate specific parts of the brain" ("Scaling greater heights,"
2001, p. 1). Movement, when integrated into learning activities, increases circulation and
oxygen flow to the brain. This, in turn, can increase student attention (Prigge, 2002). The
philosophy of Brain Gym stresses the connectedness of the whole body and mind in
learning. Movement, which activates the neural wiring throughout the body, makes the
whole _body the means of learning. Brain Gym "activates full mind/body function through
simple integrative movements which focus on specific aspects of sensory activation and
facilitate integration of function across the body mid line" (Hannaford, 1995, p. 112).
Through specific movements, Brain Gym allows students to access parts of the
brain that were previously inaccessible and encourages the integration of both mind and
body to revitalize learning. Part of the rationale is that the Brain Gym exercises move the
body and brain away from the fight or flight mechanisms, which are known to block the
ability to concentrate and learn, and help refocus that energy into other areas of the brain
more compatible with learning (Hannaford, 1995). Indeed, movement is considered
essential for learning.
The Brain Gym activities are to stimulate, release, or relax students to enable
them to _reach their optimum learning capability. Some of the exercises work to increase
the ability to cross the body's mid-line, which affects the potential for bilateral brain
integration. Part of focusing is the ability to cross the mid-line. Crossing the mid-line
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stimulates interaction between the back (occipital) and frontal lobes of the brain
(Dennison & Dennison, 1989).
As previously discussed, the brain has high and low energy cycles. Brain rhythm
"alternates between left and right hemispheric efficiency. The learner will be more adept
at sequential thinking and logic when the left hemisphere is dominant, followed 45
minutes later by more random, creative, and spatial abilities when the right hemisphere is·
dominant" (Jensen, 2000a, p. 35).
Since the left hemisphere controls the right side of the body and the right
hemisphere controls (to a degree, there is some debate· about this) the left
side of the body, the bridge or link between these two hemispheres is
important. Called the corpus collosum, this bundle of 250 billion nerve
fibers provides the 'fiber optics' for each side to talk to the other. If you
want to reduce the temporary lateralization in students ... , you can
facilitate exercises, known as cross-laterals, to create more crosshemispheric activity. (Jensen, 2000a, p. 35)
A cross-lateral is an exercise in which left or right limbs cross over the mid-line of the
body and the visual field to the opposite side of the body. "When a cross-lateral is
performed, additional neural traffic allows the brain to sort out which side of the brain is
now governing the anomaly .... A series of cross laterals by learners seem to stimulate
and energize" (Jensen, 2000a, p. 35-36). Arm and leg crossover activities force both
hemispheres of the brain to communicate with each other (Jensen, 2000b).
Dennison and Dennison (1989) further contended that the semicircular canals of
the inner ear are stimulated by electrical activity that occurs during movement. "These
canals, in turn, activate the brainstem' s reticular formation, which screens distracting
from relevant infonnation and creates wakefulness, facilitating focus and attention in the
rational centers of the brain" (p. 23). When semicircular canals are damaged or not
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adequately stimulated by movement, concentration difficulties may result. The Brain
Gym exercises classified under the category of Energy Exercises and Deepening
Attitudes provide a balanced stimulus to the semicircular canals, which activates and
focuses the higher brain centers for fine-motor skills and new learning (Dennison &
Dennison, 1989).
Of particular interest to the present study is one of the Energy Exercises and
Deepening Attitudes movements, called Hook-ups. (See Appendix A for a description of
Hook-ups.) This particular activity crosses the mid-line of the body, stimulating the
interaction and integration of both hemispheres of the brain. "Hook-ups connect the
electrical circuits in the body, containing and thus focusing both attention and
disorganized energy" (Dennison & Dennison, 1989, p. 31). They also stimulate the.
reticular formation and activate the brain for emotional centering and increased attention.
They shift energy from the survival centers of the back brain to reasoning centers in the
midbrain and neocortex. Further, this arm and leg crossover activity forces the
hemispheres of the brain to communicate with one another (Jensen, 2000b). As
Hannaford (1995) explained, "This configuration connects emotions in the limbic system
with reason in the frontal lobes of the cerebrum, thus giving an integrative perspective
from which to learn and respond more effectively" (p. 120). The implication for teachers
would be the teaching about and encouragement of the use of cross body movement
during a class session or during independent study times.

Brain As Pattern Maker
The.brain is the consummate pattern maker and pattern finder (Caine & Caine,
1990; Robbins et al., 2002). The brain combines elements into concepts and finds or
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constructs patterns for attaching meaning. For example, humans see a face as a single
unit, not as one nose, two eyes, one mouth, and so forth. Combining elements into a
larger whole allows for further embellishment. Encoding of an event into a preexisting
pattern base allows the system to generate further elaborative productions (Lockhart &
Craik, 1990). This patterning is not only a perceptual patterning but also becomes an
actual physiological patterning of nerves. Patterns of neural cells group together into
networks that fire in the same way consistently (Caine & Caine, 2001). "Meaningful
schematic knowledge allows both for the interpretation of an incoming stimulus array as
a unitary configuration and also for its reconstruction at the time of retrieval" (Lockhart
& Craik, 1990, p. 102). Pattern making also increases sustained attention. "Conceptual

development increases our attentional span by combining related elements into a single
unit" (Sylwester & Cho, 1992-93, p. 73). Categorization is at the center of patterning.
Through categorization the brain searches for meaning -- through finding similarities and
differences and comparing and isolating features (Caine & Caine, 2001). One of the
results of patterning is that humans construct their own mental models of reality. The
result of this created mental model is that the executive system chooses what to attend to
based on the patterns and constructed models of self.
Teachers can capitalize on this tendency of the brain by encouraging the
discovery of patterns, by categorizing information, and by linking new concepts to those
already taught to form new patterns or embellishments of old patterns. Not only is
concept formation enhanced, attention is also increased by patterning.
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Emotion and Attention
Emotion and attention are interrelated processes. Emotion is explored in this
context not only because of that relationship but also because of the interaction between
emotion and learning.
Emotion and attention are the principal preliminary processes that our
body/brain uses in its efforts to survive (and even to thrive) in the face of
continual challenges. Our wary brain constantly surveys our internal and
external environments to determine what's important and unimportant.
Emotion provides a quick, general assessment of the situation that draws
on powerful internal needs and values (to survive, eat, nurture, and mate),
and attention provides the neural mechanisms that can focus on the things
that seem important, while monitoring or ignoring the unimportant.
(Sylwester, 1995, p. 71) ·
Emotion can have both positive and negative effects on attention and learning. On
the positive side the attention system has a built-in bias for high contrast, novelty, and
emotional overtones (Sylwester & Cho, 1992-3, p. 74). Something that is positively ·
emotionally charged will draw attention and facilitate learning. On the other hand,
negative emotion such as fear can trigger the fight or flight mechanism, narrowing the
focus and behavioral outcomes. "Emotion obviously dominates reason in many
attentional decisions, and a stressful situation can chemically trigger an intense focus on
something unimportant" (Sylwester & Cho, 1992-3, p. 73).
Sylwester (1995) stated, "Our emotions result from triggering systems of
behavioral adaptation that have evolved over eons of time" (p. 72). When the brain
perceives a threat or distress, its capacity to reason rationally, think clearly, and create
accurate memories is curtailed (Hotz, 2000b). What happens is a physiological process
involving the amygdala in the limbic system of the brain. There is an emergency nerve
route from the eyes and ears to the thalamus and then directly to the amygdala, bypassing
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the main route to the neocortex where meaning is added and the executive system has a
chance to analyze the incoming stimulus. The amygdala treats information from this back
door route as an emergency that needs an immediate fight or flight response. This shortcircuiting of the thinking process shuts down learning and results in a shift in attention
away from learning and toward the threatening stimulus (Goleman, 1995). The brain is
"emotionally hijacked" (Goleman, 1995) into the fight or flight mode, with the primitive
response taking over before the frontal lobe has had a chance to process the information
and make a decision about how to react. This phenomenon, known as "downshifting," the
shutting down or preempting of rational thought, is a psychophysiological response that
can halt learning in the moment and over time (Caine & Caine, 1997; DePorter et al.,
1999). Downshifting into survival mode is the brain's response to threat or fear
(Fishback, 1998-99). Many more neural fibers project from the limbic emotional centers
into the large rational/logical thinking cortical centers than vice versa. The result is that
emotion is more powerful a determinant of response/behavior than are logical thinking
I

processes (Sylwester, 1995). When "people downshift, they revert to more primitive
instinctual responses and to early programmed behaviors" (Caine & Caine, 1997, p. 103).
To help prevent downshifting teachers need to create classrooms that are emotionally safe
for learning.
According to Sprenger (2002), "emotions are the source of attention" (p. 94); and
without attention, there can be no learning. Sylwester (1995) suggested moving towards
the inclusion of emotions in the classroom (see also D'Arcangelo, 1998). Emotions have a
strong impact on learning (Fishback, 1998-99). They are critical for cognition, patterning,
and remembering, and they assist the storing and recollection of information (Caine &
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Caine, 1990; Goleman, 1995). The emotional system indicates whether or not something
is important (D' Arcangelo, 1998). Classroom activities, such as simulations or role-plays,
are full of emotional content and can provide important contextual memory that is needed
for the generalization of learning when a similar situation arises in the real world outside
of school (Robbins et al., 2002; Sylwester, 1995). The emotion captures and holds
attention and then, hooked to the learning, emotion makes the memory more intense.
Using PET scans of the brain, researchers from the University of Iowa were able
to map the course of emotions in the brain (Hotz, 2000b). Each emotion, including
sadness, happiness, anger, and fear, generates its own unique pattern in the brain.
Emotions are not centered in any one part of the brain, but involve neural circuits and
networks throughout the brain. According to Dr. Helen Mayberg, neuropsychiatrist at the
University of Toronto, emotion "is the body's way of tying together a range of physical,
mental, and biochemical responses" (as cited in Hotz, 2000b, p. B, 2).

Summary
Based on what has been learned by being able to explore the processes of the
living brain through brain scanning, educators and students are able to adopt processes
that can enhance learning and attention. Implications for best practice were discussed in
seven concept areas:
1. The literature has documented the close connections among motivation,
interest, learning, and attention. Creating interest positively impacts students'
learning and attention. Being interested increases motivation.
2. The goal of learning is not to retain knowledge but to connect it to memory
and prior knowledge. Connecting memory and prior knowledge to current
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information increases attention and builds both cognitive elaboration and
actual neural circuitry elaboration.
3. Both focused attention and peripheral attention contribute to learning. The use
of both enriched setting and background elements adds to the total learning
environment.
4. There are set brain cycles of high attention and low attention, ofleft
hemisphere or right hemisphere domination, and of activity and rest. The use
of the 25-minute attention cycle followed by a two to five minute break for
rest and information consolidation facilitates focused attention and learning.
5. Movement is tied to learning. Of particular importance to this study is the use
of the cross-midline movement, which facilitates the communication of the
left and right hemispheres of the brain and helps to reset the attention cycle of
the brain.
6. Using patterns and categorization in teaching fits with the brains' natural
tendency as a pattern maker.
7. Emotions are crucial for attention, cognition, patterning, and remembering and
recollection of infonnation. They can be used positively in the
teaching/learning environment. Negative emotions can also shut down
learning. The creation of a safe learning environment is essential to reduce
negative emotions in the classroom.
Summary of the Review of Literature
This review of literature covered study strategies literature, attentional literature,
and brain..based educational literature. A section on brain anatomy laid the informational
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groundwork for understanding how attention operates in the brain and for appreciating
the impact that having information about brain functioning has on best practices for
teaching and learning. There are a number of major themes that surfaced throughout the
review of the literature. The following section summarizes those themes and synthesizes
information from the three topics reviewed.
College students need a range of study strategies to effectively handle the
demands of college courses, yet students come to college unprepared. Further colleges do
not have consistent institutional structures in place to address the needs of students as
they adjust to college studying. Students need to be taught both cognitive strategies and
effort management strategies. They need to engage in metacognitive activities (i.e., selfmonitoring, self-regulating, planning, and self-evaluation) regarding concentration, time,
and learning effectiveness. The literature endorses the active role of every professor. It is
recommended that study strategies be taught in the reference course and regarding the
context of studying. Strategies not only need to be taught, they need to be modeled,
practiced, and supported for successful adoption and use. In addition, attention needs to
be focused on the generalization of the strategies to other courses and course contexts.
Professors need to include the teaching of attentional, time management, and learning
effectiveness strategies, not just the cognitive strategies. College students do not study
enough, not to their own expectations and not to professors' expectations. Perhaps
teaching and supporting study strategies would encourage the commitment by students to
additional study time.
New information needs to be integrated into information the student already
possesses. This integration makes learning relevant to the student by connecting new
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information to the memory and world of the student. Relevancy comes out of integration
with prior knowledge. Integration of information also increases interest, which in turn
increases motivation. Prior knowledge, interest, and motivation were found important for
increased learning and student success. Interest is linked to intrinsic motivation. Interest
also translates to more time spent on the material and more time on task. Interest, prior
knowledge, and motivation are also linked to attention. The brain executive attention
system directs attention to that which is interesting and motivating, and memory
influences what is chosen for focus. The instructor can facilitate this integration, interest,
motivation, and attention complex by structuring the course to encourage the exploration
of relevancy. Both during class and during independent study time, questions, discussion,
writing, assignments, and so forth can be designed to compel that process.
The use of higher order thinking skills are directly connected with student success
measures. Bloom's taxonomy (1956) of cognitive processes (i.e., knowledge,
comprehension, application, analysis, synthesis, and evaluation) is helpful in identifying
and employing those higher order skills in the teaching and learning. Bol et al. (1999)
suggested four levels of cognitive processing: 1) encoding the course content, 2) selection
of important versus unimportant information, 3) integration of information, and 4)
extension of application of information beyond a given context. Again the professor can
be instrumental in influencing the use of higher order thinking. Strategies that were
suggested included structuring out of class assignments and constructing evaluation
procedures that require higher order thinking.
The students' goals for studying influenced their learning and success. Those
goals lie on a continuum from studying to pass each test (knowledge retention) to
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learning and remembering for their vocation. Again the teacher is influential in
encouraging the setting of higher study goals by students.
Movement has been found to be an indispensable part of learning and thinking
(Hannaford, 1995). Movement is important both for learning and for concentration.
Performing complex movements engages the same area of the brain as problem solving,
planning, and sequencing. In the brain there is a connection between the cerebellum
(dentate nucleus) and the cerebral cortex. The dentate nucleus is the last place
information is processed before being sent to the cerebral cortex. According to Dennison
and Dennison (1989), their Brain Gym exercises move the body away from the fight or
flight mechanisms, which block concentration and learning. Some of the Brain Gym
movements activate the corpus collosum, which allows for the communication,
interaction, and integration between the left and right hemispheres of the brain. These
movements stimulate and energize the brain and refresh the learning process. It is the
responsibility of the instructor to decide the best use of movement in their teaching. If the
Brain Gym exercises are going to be used by students, it again falls to the instructor to
provide the information and supportive structures for student incorporation of the
strategies.
The use of peer group study and learning was found to have a significant impact
on student success. The structuring of those learning situations and opportunities again
become mainly the responsibility of either the instructor or the program. Students could
also initiate peer group study, and some do. However, they might be more apt to initiate
peer studying if they have been informed of the positive impact that peer discussion and
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study have been shown to have on student success. Informing about successful study
strategies becomes an important aspect of teaching.
Emotion impacts learning. Emotion can either impede or help learning. Learning
paired with an emotional response increases memory for that information. Emotion can
facilitate engagement with students. To learn, students need to engage their frontal lobe
for the cognitive processing needed and for accessing the memory parts of the brain.
Negative emotions can set off the fight or flight mechanism, which shuts down access to
those parts of the brain, essentially shutting down learning. Safe classrooms and use of
positive emotions promotes learning.
Both attribution and self-efficacy have an influence on student study and learning.
Student perceptions about attributions impact the use of strategies. Attribution is the
interpretation of the causes of events and the value ascribed by the students to
themselves, the task, or the study strategy. Efficacy is closely tied to attribution. Efficacy
is about the learners' beliefs about their ability to successfully perform a behavior.
Palmer and Goetz (1988) suggested that students will use a strategy if there is a match
among 1) the perceptions of learner attributes and strategy attributes, 2) how effective
students think it will be for them, and 3) the beliefs of the students about their ability to
successfully use the strategy. Thomas and Rohwer (1986) believed that self-efficacy
influences the amount of studying undertaken by students, the choices of study methods,
the intensity of cognitive effort, the persistence at study tasks, and the degree and kind of
effort management behavior engaged.
The main thread that winds throughout the review of the literature is that of
attention. Attention involves not only focusing on certain stimuli but also shutting out
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other stimuli. Both processes are important in successful attention. All of the forms of
attention (passive, active, focused, anticipatory, selective, vigilance, sustained, divided,
and shifted) are important to both survival and learning. There are specific areas in the
brain that are responsible for each of the types of attention. The different types of
attention also work together interactively, and there is an executive function that decides
where the attention needs to be focused. However, when stimuli enter the brain that the
brain perceives to be important for survival, the executive portion of the brain is either
bypassed or never engaged, and the brain sends the message directly to action centers. As
Sylwester and Cho (1992-93) pointed out, the attention system evolved to recognize and
respond to danger and to ignore or monitor the other "normal" stimuli that do not carry an
immediate alarm. In education, teachers want students to ignore all other stimuli,
focusing only on what is being taught. One of the goals for teachers lies in helping
students to manage the parts of the attention system that are not focused on survival.
Students need strategies to focus and sustain attention to achieve maximum productivity
and learning. Metacognitive discussions regarding attention induce students to explore
their own attention processes.
Both professors and students need to be informed about brain attention cycles.
The adult human brain can attend for about 20 to 25 minutes. Then it needs a break. The
break serves to get the brain ready to pay attention again and for consolidation of
learning. The traditional college class lasts about an hour. Other classes last from two to
_three hours. For optimum learning teachers should structure a break and change of
activity into their teaching every 25 minutes. Students also should be structuring breaks
into their independent studying at about the same intervals.

113

CHAPTERIII
METHODOLOGY
Part I: Study Habits of College Students During Independent Study Time,
Especially Regarding Sustained Attention and Mental Effort

Participants
The participants for Part I of this study included 122 sophomores or second·semester freshmen who,were over 18 years of age and who attended a small, mid-western
community college. First semester freshmen were excluded as it was assumed that they
did not have sufficient experience with study habits at the university level to participate

knowledgeably in this study.
The students were recruited from Introduction to Psychology, Developmental
Psychology, and Abnormal Psychology courses. In order to obtain a minimum sample of
100 participants, students who met the criteria (i.e., over 18 years of age and either a
sophomore or second-semester freshm~) were recruited from different psychology
classes taught by two professors. Because student studying is influenced by professor and
teaching style variables (Bol, Warkentin, Nunnery, & O'Connell, 1999; Van ZileTamsen, 1997), the participation of two professors, instead of just one, is a limitation but

an unco_ntrollable variable under the circumstances of the available pool of participants.
The sample size of approximately 100 was chosen because it seemed to be a
sufficient number to represent the population being studied. Because the number of
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students enrolled in the combined Developmental Psychology and Abnormal Psychology
classes was not sufficient to reach the sample size of 100, students from the Introduction
to Psychology classes who were also over 18 years of age and who were either
sophomores or second-semester freshmen were recruited to constitute an adequate sample
size.
Regarding the institutional approval of this human-subject research, the
participating community college deferred to the Internal Review Board of the University
of North Dakota. On March 12, 2003, that board approved the request to complete this
study and found that it met the standards for protection of human subjects.

Instruments
A survey instrument and a group-interview protocol were developed to obtain the
data for this study. A 41-item questionnaire on study habits (see Appendix B) was
I

administered to 122 participants. Some of the 41 questions were multi-part, and there
were an additional 12 items asking for demographic data. A group interview protocol was
used in the conduct of four focus groups, three of which inclu~ed ten participants and one
included nine participants.
The questionnaire used in the current study was researcher-designed. The Study
Activities Questionnaire (SAQ) (Warkentin, Bol, & Thomas, 1990) and th~ theories
behind its development were very helpful in conceptualizing and designing the
questionnaire that was used. Although the rating scales used in the SAQ are different
from the ones in this instrument, four questions (as indicated on the Study Habits
Questionnaire; see Appendix B) were adopted directly from the SAQ. Two questions
were adapted from the SAQ. Permission to use the items from the SAQ was given by
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Bol; a copy of her e-mail correspondence and a note that she enclosed with a copy of the
SAQ are included in Appendix C.
The questionnaire items addressed student study preferences, including where and
when they studied, the amount of time studied, and the strategies preferred. It also asked
about what prevented studying. Other items explored study productivity and student
attention during study. Finally, there were questions exploring study and students' use of
metacognitive strategies.
The items of the questionnaire for the present study required four types of
participant responses. Fourteen of the items used a five-point, anchored rating scale.
Eighteen of the items used a seven-point rating scale anchored on the ends. Seventeen
items offered a closed set of choices to be selected by circling or checking one or more
items in a list. Eight items were either open-ended, short answer or short essay-type
responses; and one item used a four-point rating scale.
The eight-question protocol that guided the focus group· interviews is provided in
Appendix D. The protocol also included an additional four questions regarding
metacognitive activities that were used when there was time to incorporate them during
the conduct of the focus groups. The questions were designed ·to promote insight into the
current study habits of college students. These items were open-ended to elicit stories,
personal examples, and opinions. The focus group guide questions were developed in
consultation with two individuals who regularly conduct focus groups in their
consultation and program evaluation practice.

116

Pilot Tests of the Questionnaire
The self-report questionnaire was piloted with two groups of students who were
not participants in the actual study. The methodology for piloting the questionnaire was
based on the advice of Fink (1995). After Pilot Test I, the questionnaire was changed to
incorporate the suggestions of the subjects. The revised questionnaire was used for Pilot
Test II.

Pilot Test Subjects
A total of 11 college-bound high school seniors and one second-semester college
freshman completed the two pilot tests. The sample consisted of seven males and five
females. Of the 11 seniors, seven were in the top 10 % of their high school class, two
were in the top 25 %, and one was in the top third. Seven of the 11 were taking a college
course at the time of the piloting. Ten of the 11 were taking at least one Advanced
Placement high school course.
Additionally, to obtain expert review, the researcher sought out four individuals
experienced with questionnaires. This review was provided by a human resources
director with experience in evaluation and questionnaire design, a health care
professional with experience in the design and conduct of research, and two education
program evaluators with experience in survey instrument development.

Protocol Guide for Pilot Tests
A 10-question protocol guide was implemented for each of the two pilot test
sessions. The guide also included questions about three procedural issues and a question
about the length of time it took to complete the questionnaire. The protocol guide
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questions can be found in Appendix E. The cover sheet to record minimal demographic
infonnation about the subjects is provided in Appendix F.

Pilot Test Procedures
The subjects were given testing instruction information (e.g., their task was to
complete the instrument in order to provide feedback about the questionnaire itself, its
structure, clarity, ease of completing, thoroughness of questions). As all of the high
school students were taking an English course and none were enrolled in a psychology
course, they were instructed to read the questions that pertain to the psychology courses
as if they were for their English course. The college student was taking a sociology
course, and that was her course of reference. After the questionnaire was introduced in
the same way as it was eventually introduced in the actual study, the students began
completing the questionnaire. A starting time was established, enabling them to calculate
the number of minutes it took to complete the instrument. To insure the integrity of this
activity as a pilot test only, all of the subjects took their completed questionnaires with
them without the researcher ever seeing the actual content.

Results of the Pilot Tests
The participants gave the researcher information as to the length of time needed to
complete the instrument and the meaningfulness, understandability, and clarity of the
items. For Pilot Test I, the first person completed the questionnaire in 15 minutes and the
last one in 20 minutes (mean=16.7 minutes). For Pilot Test II, the completion of the
questionnaire took between 16 and 25 minutes (2 @16 minutes, 1 @ 17 minutes, and 1 @
25 minutes). The range of the length of time it took to complete the questionnaire over
the two pilot tests was 15 to 25 minutes.
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Based on Pilot Tests I and II, the content of eleven of the items was revised, but
no items were added or deleted. One revision involved changing an item that required
ranking of alternative responses to providing choices among amount of use responses
(item# 25 in Appendix B). The subjects suggested using a 4-point rating scale. They
preferred a 0-3 scale indicating that the Owould mean "never used." Four
recommendations were wording changes to add clarity. Five changes involved adding
response options to an item. Another change added a Part B to a short essay response
(item# 11). Also based on participants' suggestions, an additional three of the delimiting
words (e.g., "usually," "average") were highlighted to draw the respondents' attention to
them. There was additional clarification regarding completion of "assigned homework"
included as part of individual study time. The last changes were to the font style of the
procedural section of the form used to obtain extra credit. Those changes were based on
the Pilot Test II group's suggestions that the font be larger and in bold to assure that
potential participants would attend to the form.
Pilot Test Group II suggested three additional questions regarding assigned
homework that is completed in individual study time. Their suggestions for additional
questions were: 1) Is doing the assigned homework a meaningful part of study? 2) How
helpful is the assigned homework in studying for class? and 3) Is doing the assigned
homework sufficient for study? Those suggestions were not implemented for two
reasons: 1) the length of the questionnaire was already a concern and making it longer
might be undesirable, and 2) the scope of the questions was extraneous to the purpose of
this research.
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Both groups reported that the format of the questionnaire was easy to read, and
the place and way to mark responses was clear. They indicated that the directions were
clear, and the content "thorough, yet concise." None of the questions were difficult to
. understand, and the responses were all mutually exclusive. The subjects in Pilot I
especially liked the rating scales, but one of the subjects in Pilot II said that they took the
longest to complete because of their subjective nature. All agreed that the length was
"just right."

Procedures
Two professors from the Psychology Department of the participating community
college allowed this researcher access to their students to describe this study and to
request student participation during class time. Both professors provided extra academic
credit to those students who participated in Study I. Extra credit was determined by the
two professors and was commensurate with the participant's level of involvement. Five
points of extra credit were awarded for completing the questionnaire, and an additional
15 points were given for participating in one of the focus groups.

Level 1 Involvement: Questionnaire
Participants who volunteered were asked to complete the questionnaire on study
habits. The completion of the questionnaire required about 20 minutes as determined
from the pilot study. During the class recruitment, the students were told that their
participation in completing this instrument was strictly voluntary and non-participation
would in no way jeopardize their grade in their particular psychology class. They were
assured that they could discontinue completing the questionnaire at any point in time
without prejudice. However, they were asked to return their incomplete questionnaire so
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that copies of the instrument could be accounted for. They were also informed that
completion of the survey would earn them. the five extra credit points designated by their
professor. The consent form. for the Study Habits Questionnaire was stapled to the front
of the questionnaire (See Appendix G). The students were asked to read and sign the
consent form before completing the questionnaire.
In order for the professor to accurately award the extra credit, students were asked
to complete an Extra Credit Student Sign-up Sheet (See Appendix H) that was stapled to
the front of every questionnaire. A "Verification Form for Questionnaire Completion"
(see Appendix I), completed by the researcher, compiled the names of the students to be
issued extra credit. The purpose of the verification form was .to consolidate the
information for ease in awarding extra credit by the psychology professors. Each
questionnaire was numbered, and the number coincided with the number beside the
participant name on the student sign-up sheet and on the verification shee~. The
verification form, which listed the student's name, the name of the psychology class in
which the student was enrolled, and the questionnaire number, had a box for the
researcher to indicate questionnaire completion. Once it had been ascertained that the
questionnaire had been completed, and prior to any data collection or analysis, both the
student sign up sheets and the list compiled on the verification form were submitted to
the professors for awarding of extra credit. To assure anonymity, at no time did the
professors have open access to the questionnaire data. There were no names on the
questionnaires. Likewise, the researcher did not retain any copies of the sign-up sheet or
the verification list with the names and questionnaire number information listed together,
thus assuring anonymity during the data analysis.
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Level 2 Involvement: Focus Groups
When the participants with Level 1 involvement submitted their completed
questionnaires, they were asked to return the "Interest in Focus Group Participation and
Sign-up Sheet" that was attached to the questionnaire. This form (see Appendix J) was
used for the students to indicate their interest in participating in the focus groups.
The goal was to conduct three to four focus groups each including approximately
eight participants. Because more students volunteered to participate in the focus groups
than the targeted 32, actual participants were selected at random. Students were informed
during the first class information session of that possibility and procedure. Attendance at
the focus group was documented as a way of providing information to the professors for
the awarding of the correct number of extra credit points (see "Focus Group Attendance
Sheet" in Appendix K). The copy of the consent form for focus group participation (see
"Focus Group Consent Form" in Appendix L) was given to the participants when they
arrived at their assigned focus group. The information on the consent form was verbally
reviewed and all signatures were obtained prior to the start of the focus group.
The purpose of the focus groups was to explore study habits and answer questions
about sustained attention and other issues. The information from the focus groups added
the rich detail about the participants' independent study and enabled the researcher to
paint a fuller and more detailed picture of student study habits. Participation in the focus
group required approximately 60 to 90 minutes.
The focus group sessions were audiotape recorded. The only other person who
had access to the tapes besides the researcher was the transcriber. All real names were
removed during the transcription, and pseudonyms were then used to provide anonymity.

122

At the end of each focus group, information about Study II was shared, and
volunteers were recruited to participate in the final part of the research. To minimize any
potential risks and to provide a vehicle for debriefing, at the end of a focus group session,
the participants were asked if they had any questions or concerns about the study or their
participation. The questions raised were concerning minor details, and those questions
were answered.

Data and Data Analyses
Level 1: Questionnaire
Data consisted of student demographics and ratings of perceptions, forced-choice
responses, short answers, and short essay information. Percentages of respondents were
calculated for the demographic items. Descriptive statistics including frequencies,
percentages, means and standard deviations were calculated for some student responses.
Relationships and comparison among data were determined when appropriate.

Level 2: Focus Groups
The data from the focus groups were qualitative in nature. The information was
transcribed and analyzed. The perception data were m1itized into minimum units of
meaning and categorized (Lincoln & Guba, 1985). Themes emerged from the analyzed
data and were subsequently interpreted. The anecdotal data from the focus groups were
analyzed and interpreted relative to the results of the statistical data obtained from the
questionnaire.
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Part II: College Student Perceptions of the Impact of
Brain-Based Attention Strategies on their Independent Study

Participants
Fifteen students who had participated both in completing the questionnaire and in
one of the focus groups hi Study I were recruited at the end of their participation in a
focus group. Since the volunteers had come from the original 122 students, they were all
over 18 years of age, were either sophomores or second-semester freshmen, and were
enrolled in one of the psychology courses. Again, because more students volunteered to
participate in this second study than the targeted number, actual participants were chosen
randomly. Students were informed during the recruitment at the end of the focus group of
that possibility and procedure. For these students, participation in Study II required their

commitment to: 1) use the 20 to 25-minute study period and the two to five-minute break
that incorporated cross-midline body movement during their study times for two weeks
(i.e., 14 successive calendar days); 2) keep a log of their study time; and 3) participate in
a one

hour final interview with the researcher.

Instruments
The instruments for Part II included a daily study log (Appendix M) and a
protocol of questions that guided the individual interviews (Appendix N). The
participants were asked to keep daily logs of their study; of their use of the three-element,
brain-based study strategy; and of their perceptions of the experience. The format for the
logs was developed by the researcher, based on information from Angelo and Cross
(1993), and was structured to give specific information to the researcher. The logs were
designed to require no more than five minutes to complete after each study time.
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A six-question protocol guided the individual interviews (See Appendix N). The
interview protocol questions were open-ended to encourage rich detail about the
participants' experiences and perceptions.

Procedures
At the end of each focus group, the researcher shared information about the last
part of the study including both explanation of the theory supporting this research and
identification of what would be required if they chose to participate. Volunteers were
solicited. They were informed prior to committing themselves to the study that the same
pseudonym that had been assigned to them during the focus group would be used for the
second part of the study. Further, the information that they had provided during the focus
group could be linked to the information obtained from them in this second part of the
· study.
After the information about Study II and the expectations of participation in this
part of the study had been shared, those students who agreed to participate were given the
consent form. It was reviewed with them and signed by those willing to participate. A
copy of the consent form for participation in Study.II is located in Appendix 0.
The procedure for this final part involved teaching the participants the three-cycle,
brain-based strategy and insuring their competency in using the strategy. The participants
were asked to use the strategy for two weeks, keeping a log each time that they studied.
The logging procedure was reviewed with them to assure their understanding. They were
reminded that the researcher would call them at the end of the first week to inquire about
the activity and answer any questions. At the· end of the two weeks they would be asked
to participate in an interview about their experiences and perceptions. Because each of
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these participants had been part of one of the focus groups, information about current
study habits and attention span had already been recorded.
At the end of the first week of Study II, each participant was contacted via
telephone to inquire how the activity was going, to answer any questions that had arisen,
and to encourage continued participation for the second week. The following are
examples of questions that were asked during the phone call:
1. How is it going?
2. Are you using the technique~?
3. Are there any concerns, questions, or problems?
A list of the participants' names, addresses, and phone numbers was kept for the purpose
of communication during this part of the research and was destroyed after the interview
session.
After two weeks (i.e., 14 successive calendar days) of using the strategy, each of
the participants of Study II completed an interview, sharing their experiences and
perceptions as they used the strategy. Each interview was approximately 45 minutes in
length and was audiotape recorded. The only other person who had access to the tapes
besides the researcher was the transcriber. To provide anonymity all real names were
removed during transcription of the tapes, and the same pseudonyms that were used
during the focus group were assigned.
The logs that the participants had completed after each study time were brought to
the interview and used by the participants during their interview to recapture and report
on their use of the strategies and on their experiences with those strategies during the two
weeks of use. Those logs, which were turned in to the researcher at the end of the
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interview, were attached to the corresponding tape transcription and are being kept in a
locked file cabinet in the researcher's home for three years following the study. At the
end of three years, the documents and tapes will be destroyed.
No extra credit was awarded for participation in Study II. Although they were not
informed prior to the completion of the final interview, small gift certificates were given
to them in appreciation for their participation. To minimize any potential risks and to
provide a vehicle for debriefing, at the end of the individual interview the participants
were asked if they had any questions or concerns about the study and their participation.
Minor details were raised, and those questions were answered.

Data and Data Analyses
Literature has suggested that study productivity is enhanced when cross-midline
body movement (Dennison & Dennison, 1989; Hannaford, 1995) and breaks that
coincide with brain attention cycles are incorporated into study periods (Reardon, 1998).
What the literature did not document was the experience of students in their own words,
nor did it record any use of those strategies with college-age students. The interviews and
the study logs of this investigation provided that information and documentation.
Part II was concerned with individual improvement during independent study or
the perception of improvement, not improvement as compared to other students. The
study logs were analyzed for documentation of participants' use of and perceptions about
the study strategies. The interview data were qualitative in nature. The information was
transcribed and analyzed using the same procedures applied to the focus group data. It
was unitized into minimum units of meaning and categorized. Themes that emerged from
the analyzed data were interpreted relative to the research questions that guided Part II.
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CHAPTERIV
PART I: STUDY HABITS OF COLLEGE STUDENTS DURING INDEPENDENT
STUDY TIME, ESPECIALLY REGARDING SUSTAINED ATTENTION AND
MENTAL EFFORT
According to Cerrito and Levi (1999), ''Anecdotal evidence suggests that students
are not spending sufficient time in study, possibly because they have too many additional
responsibilities which prevent them from studying" (p. 1). Most college students today
are working, many of them are married and have families of their own, and many of them
are part-time students. Historically, the main purpose for attending college was to get a
broad-based education, to become an educated person. Today, many are in college for the
sole purpose of acquiring the skills to secure a good job. These changing purposes and
increasing dem~ds for time and energy place additional importance on the study time
that students have. The present study explored students' current study habits within the
parameters of these changed circumstances, purposes, and life demands.
There is a need for improvement in student study activities (Bol, Warkentin,
Nunnery, & O'Connell, 1999). Study strategies 1) that work within time and energy
constraints and 2) that students feel competent to perform based on their self-assessment
and their evaluation of the learning strategies are needed more today than ever before. A

key idea proposed by brain-based researchers is that students' most significant learning
occurs during reflection and personal interaction with what is taught (Jensen, 1998a,
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1998b; Robbins, Gregory, & Herndon, 2002). This tenet assigns even more importance to
students' individual study and preparation time.
How students plan, monitor, regulate, and evaluate their study time directly
impacts the effectiveness of their learning. To study most effectively students must
accomplish all these metacognitive self-regulation tasks not only as related to their
cognitive processing, but also as related to time, concentration, and learning effectiveness
(Warkentin & Bol, 1997).
The purpose of this research was to explore the study habits of college students.
The research focused both on discovering the study habits, study preferences and
strategies, and attentional factors of a sample of undergraduate college students and on
investigating the students' life circumstances as related to independent use of those study
habits and strategies. Further, it investigated attention that was not only sustained but also
combined with the accompanying intellectual or mental effort needed for effective
studying. This part of the present study was designed to answer the following research
questions:
1. What were the general study practices of lower-division undergraduate
college students?
2. Wnat environmental and life style factors influenced the independent study
habits of these college students?
3. What were these college students' study habits during activities such as
preparing for class or studying for a test?
4. How long were these college students' periods of sustained attention and
mental effort?
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S. What strategies did these college students employ to maintain sustained
attention and mental effort throughout their study time?
6. What were these college students' perceptions about their productivity during
independent study time and about the relationship between productivity and
attention/sustained mental effort?
7. Did these students use planning, self-monitoring, self-regulating, and selfevaluation, in regard to their study practices, particularly in regards to
maintaining sustained mental effort and productivity?
Methods
This investigation was designed as descriptive research ( Gall, Gall, & Borg,
2005). It employed mixed methodology, involving both survey methods and focus group
interviews. Quantitative and qualitative data were analyzed. A 41-item questionnaire was
completed by 122 subjects. Of those 122 subjects, 39 students agreed to participate in one
of four focus groups.

Participants
The sample consisted of sophomore (53.7%) or second semester freshmen
(38.8%) students attending a small, mid-western community college (7.5% were included
in an "other" category). First semester freshmen were excluded from the study, as it was
assumed that they did not have sufficient experience with study habits at the university
level to participate knowledgeably in this study. The participants were enrolled in an
introduction to psychology course, a developmental psychology course, or an abnormal
psychology course.
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Instruments
A survey instrument and a group-interview protocol were developed to obtain the
data of this study. A 41-item questionnaire on study habits was administered to all 122
participants. Some of the 41 questions were multi-part, and there were an additional 12
items asking for demographic data. A group interview protocol was used in the conduct
of four focus groups, three groups included ten participants each, and one included nine
participants.
The questionnaire used in the current study was researcher-designed and was
piloted with 12 individuals that were not participants in the final study. The Study
Activities Questionnaire (SAQ) (Warkentin, Bol, and Thomas, 1990) and the theories
behind its development were very helpful in conceptualizing and designing the
questionnaire that was used. Although the rating scales used in the SAQ are different
from the ones in this instrument, four questions were adopted directly from the SAQ, and
an additional two questions were adapted from the SAQ.
The items of the questionnaire for the present study required four types of
participant responses. Fourteen of the items used a five-point, anchored rating scale.
Eighteen of the items used a seven-point rating scale anchored on the ends. Seventeen
items offered a closed set of choices to be selected by circling or checking one or more
items in a list. Eight items were either open-ended, short answer, or short essay-type
responses; and one item used a four-point rating scale.
The eight-question protocol guided the focus group interviews. The protocol also
included an additional four questions regarding metacognitive activities that were used
when there was time to incorporate them during the conduct of the focus groups. The
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questions were designed to promote insight into the current study habits of college
students. These items were open-ended to elicit stories, personal examples, and opinions.
The focus group guide questions were developed in consultation with two individuals
who regularly conduct focus groups in their consultation and program evaluation
practice.

Procedures
Two professors from the Psychology Department of the participating community
college allowed this researcher access to their students during class time to describe this
study and to request student participation. Additionally, the professors did allow some
class time for completion of the questionnaire, although not all classes got enough time to
totally finish. Those students not finishing during class time completed the instrument
outside of class and returned it the next time the class met. The completion of the
questionnaire required about 20 minutes as determined from the pilot study. Both
professors provided extra academic credit to those students completing and returning the
questionnaire.
Upon completion of the questionnaire, students were recruited to take part in the
focus groups. Because more students volunteered for the focus groups than could be
accommodated, random selection was used to choose which students could take part in
the groups. Participation in the focus group required approximately 60 minutes, and
additional extra credit was given by the professors for those participating. The focus
group sessions were audiotape recorded and transcribed. All real names were removed
during the transcribing and pseudonyms were used after that to provide anonymity.
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A university institutional review board approved the study. They found that it met
the standards for the protection of human subjects.

Data and Data Analysis
The quantitative data consisted of the subjects' responses to the demographic and
scaled items. These data were analyzed using descriptive statistics, Pearson Correlations,
multiple correlation, analysis of variance, and pairwise comparisons.
The qualitative data were analyzed by reducing, unitizing, coding, categorizing,
and thematizing (Lincoln & Guba, 1985). The data were summarized in narrative form
and were used to expand on and illustrate the quantitative findings.
Results

Demographic Data ofParticipants
Of the 122 students who participated, 94 were female and 28 were male. Their
age range was from 18 to 47 years (M=21.9 years; SD= 5.68). There were 94 students
(77%) ages 18 to 21 years old, 12 students (9.9%) were ages 22 to 25, and the remaining
16 (13.1 %) were 26 years old or older. Of the 121 students reporting, 11 (9.1 %) were
taking 11 semester hours of classes or fewer, 52 (43%) were taking between 12 and 15
hours, 43 (35.5%) were taking between 16 and 18 hours, and 15 (12.4%) were taking 19
or more semester credits. The mean number of hours per semester was 14.9 (SD= 3.44).
The reported range of grade point averages (GPA) was from 1.33 to 4.0 (M = 3.27; SD=
.549). Of the students 11.8% had a GPA of 2.5 or less, 24.3% reported a GPA between
2.6 and 3.0, 26.1% had a GPA between 3.1 and 3.5, and the remaining 37.8 % reported a
GPA over 3.5 to 4.0. Fifteen students or 12% reported having a 4.0 GPA. Of the 121
students reporting, 82% reported being employed in a job. Of those reporting, 18.2% (22
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students) did not work, 12.4% (15 students) worked 10 or fewer hours, 26.4% (32
students) worked 11 to 20 hours, 21.5% (26 students) worked 21-30 hours, 15.7% (19
students) worked 31-40 hours, and 5.8% (7 students) worked 41 or more hours per week.
One hundred three students (84.4%) were single, fourteen (11.5%) were married, and five
(4.1 %) were divorced. Nineteen (15.7%) of the students participating in the study
reporte.d having children. Fourteen (11.6%) of the students reporting lived in the dorm, 43
(35.5%) lived in their parents' home, and the remaining 64 (52.9%) that reported lived in
housing off campus. Seven of the 122 students (5.7%) reported having a physical
limitation. Those limitations included not being able to lift heavy items (n = 2), vision
impairments (n = 2), nerve damage due to back surgeries, and bipolar and social anxiety
disorder. One student did not disclose the nature of the limitation.
The demographics of the subjects of this study must be regarded when the results
are considered for generalization. Of special note is the male/female ratio of participants.
About 77% of the participants were female. This approximately mirrored the make-up of
the psychology classes from which the sample was drawn. It is not clear what, if any,
implications this might have had on the results of the study.

General Study Practices of College Students
The areas explored in the first research question were when and where students
studied, what study activities they used, what helped them study, what prevented them
from studying, and how long they thought they should study and actual length of study.
Frequency distributions were used to analyze the data.
Of the students surveyed most reported that they studied in the evening, with 8:01
to 10:00 p.m. (68%) and 10:01 p.m. to midnight (54.1%) being the most popular times to
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study. The data are reported in Table 1. Most students reported preferring to study after
supper (47.9%), 23.1 % of the students reported preferring to study before class, 11.6%
between classes, 26.4% after class, and only 18.2% (22 students) reported preferring to
study on the weekend. Nine students did not list a preference but indicated that they
studied as they could around job, children, and other responsibilities.
Table 1. Number and Percentage of Students by Usual Time of Study During the Day
Time of Day
6:01 and 8:00 a.m.
8:01 and 10:00 a.m.
10:01 a.m. and noon
12:0land 2:00 p.m.
2:01 and 4:00 p.m.
4:01 and 6:00 p.m.
6:01 and 8:00 p.m.
8:01 and 10:00 p.m.
10:01 and midnight
12:01 and 2:00 a.m.
2:01 and 4:00 a.m.
4:01 and 6:00 a.m.

N
19
12
13
23
25
27
46
83
66
25
8
4

%
15.6
9.8
10.7
18.9
20.5
22.1
37.7
68.0
54.1
20.5
6.6

3.3

, The results of where students study are reported in Table 2. Students' two favorite places
to study were in their bedrooms (52.5%) or in their living rooms (23.8%). Most students
stated that they liked best to study lying on their bed (31.4%) or sitting or lying on a chair
or sofa (23.8%). To a lesser extent, students reported sitting at a large table (12.3%) or
sitting or lying on the floor (10.7%).
Several students in the focus group said they needed the place they studied to be
somewhat organized and picked up. They told of needing to clean their space prior to
beginning to study. Linda shared, "When I am doing my homework in the living room, I
have to straighten it first, you know. It helps me do my homework better." Kylie reported
that she had to pick up after her 18-month-old daughter before she studied. "I'll look up
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from my computer and be like, I gotta get up and clean." Yolanda concurred, "Yeah, I'm
like that. My house has to be clean."
Table 2. Number and Percentage of Students by Where Students Studied
Place of Study
At home in the bedroom
At home in the living room
At home in the kitchen
At home in an office or study area
In a campus student lounge
Other
In a computer lab
At a library
At an off-campus snack bar or cafeteria
In an empty classroom
At an on-campus snack bar or cafeteria

N

%

64
29

52.9
24.0

9

7.4

5
5
5
2

4.1
4.1
4.1
1. 7

1
1
O

0.8
0.8
0

O

O.

Students rated study activities on the basis of how much they used the activity.
Table 3 presents the munber and percentage information regarding study activities. Of the
students 70.2% regularly wrote required papers, and 71.1 % regularly did the assigned
homework. Self-testing and writing to learn were used seldom or never by 70.2% and
70.8% respectively.
Table 3. Number and Percentage of Students by the Use of Study Activity
(0 = never used, 1 = seldom used, 2 = sometimes used, 3 = re~ularly used2
Study Activity
l
2
3
0
N

Doing Assigned
Homework
Writing Required Papers
Reading Text Or Other
Class Materials
Reviewing Teacher
Handouts
Reviewing Text or SelfMade Study Materials
· Preparing Study
Materials
Writing to
Learn/Organize/ Analyze
Self-Testing

%

N

%

N

%

N

%

2

1.7

9

7.4

24

19.8

86

71.1

10

8

30

14.0
24.8

85

31

6.6
25.6

18

9

8.3
7.4

51

70.2
42.1

6

5.0

21

17.4

48

39.7

46

38.0

16

13.2

26

21.5

41

33.9

38

31.4

35

28.9

30

24.8

22

18.2

34

28.1

52

43.3

33

27.5

17

14.2

18

15.0

51

42.1

34

28.l

19

15.7

17

14.0
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The activities that facilitated learning that emerged from the focus group data
were taking notes, making note cards or flash cards, writing out/studying definitions of
key terms, re-reading, being in class, highlighting text and notes, repetition, and straight
memorization. The use of mnemonic devices for memorizing was also identified. Many
subjects indicated that the act of writing the information down was instrumental in
learning. Being interested in the material made it easier to study. Isabelle said, "If I'm
interested in what I'm studying, I can stay focused on it." David reported, "Another thing,
too, is just if you're interested in what you're learning, it's gonna come a lot easier than
stuff you dislike." Diana conveyed this thought, "If you're not really interested, but you
have to have that class, you know, those kinds of things I think lead to procrastination
which lead to distraction and not spending the time with it that you probably need to."
Other ·themes emerged that were related to the cognitive strategies of studying.
The students in one of the focus groups said they used the web sites that accompany the
texts from their different courses to help them learn the material. The web sites were online study guides. Relating what was being learned to one's own experience was another
theme. Harlan offered, "I think it helps to tie it in with your life. It helps you remember."
Frank said, "I try to relate different things to something that's happened."
Being organized, taking breaks, studying in a group, relying on deadlines and
pressure to get things completed were all part of the planning/organizing strategies that
are also important for study. In answer to the question, "What is the most important thing
you know about studying?" Beatrice responded, "Being organized." Having a planner,
calendar, or other method to stay organized was an important theme. Beatrice continued,
"I have post it notes all over my room." Victoria stated, "You have to organize yourself
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and plan what you need to do." Isabelle reported, "I put my syllabus in the cover of my
binder or something so I just pull it out look it out and put it back. 'Cause otherwise, I'd
probably lose that." Another student described losing her planner and then not knowing
when assignments were due or when she worked. Tara shared, "That was miserable. I
like missed so many assignments. I had to go to all my teachers and like, 'I lost my
planner.' I had to go to work, and I have two jobs, 'I don't know when I'm supposed to
work.'''
Activities that prevented study were investigated. Just not feeling like studying,
procrastination, friends, and job were the activities that most prevented studying.
Although television was one of the higher rated deterrents to study, electronic games and
computer games we!e not rated by the students as often getting in the way of study. (See
Table 4.)
Table 4. Percentage of Students Reporting Activities Preventing Them from Studying
Activities Preventing Study

Just not feeling like studying
Procrastinating
Being with friends
Working atjob
Caring for children
Doing household chores
Watching TV
Online or surfing the web
Playing electronic games
Playing sports
Reading for pleasure
Playing computer games
Exercising

Percentage
Responding
Very OftenAlmost Always
31.2
28.9
20.5

Percentage
Responding
Fairly Often

10.7
9.8
9.0
6.7
4.1
2.5
2.5

22.1
29.3
16.4
19.7
6.6
15.6
21.3
14.9
2.5
5.7
6.6

2.0

3.3

1.7

7.4

19.7

Percentage
Responding
Almost Never Sometimes
46.7
42.2
63.2
60.6
82.8
74.6
69.7
78.5
93.4
91.8
90.9
94.3
90.9

Many in the focus groups talked about procrastination - putting things off,
thinking that they could do them later, but later comes, and they still did not get things
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accomplished. Rachel's words reflected the sentiments of others in the focus groups. "I
should be studying. I'm like, 'Well, I can start studying in an hour.' Then something else
comes up that I do, and then I just never get around to studying." Zelda shared, "You
realize that in the end then it's really not that bad studying if you don't procrastinate." .
Many students described using self-talk to get themselves to study. Nancy stated,
"I do a lot of yelling at myself to study." Nancy continued, "I tell myself, 'No, you can't
go on MSN' or 'You can't go check your hotmail' or, you know, 'cause I get distracted so
easily." Bruce said, "I just tell myself that if I don't work hard now; then I'm gonna have
to work a lot harder as I get older. I tell myself that school's a lot easier than any job that
I'll ever have."
Another activity that was noted by students as a distraction was phone calls. In
responding to the question about things that get in the way of studying, Isabelle
elaborated, "The phone down the hall. People calling to talk to you. You really don't have
an excuse to tell them, 'Well, I'm studying.' If you had to go to work, then they'll
understand, but studying, they're like, 'Oh, you can do that later.'" Diana explained, "And
having like the telephone, you know,

and then nobody seems to want to answer the

phone. So I have to kinda set aside what I'm doing and then go tend to little things like
that."
Either lack of sleep or falling asleep while studying was also reported as getting in
the way of studying. In talking about impediments to study, Tara replied, "Falling asleep
while you're studying." David's reply was "lack of sleep." For Jacob keeping his
attention focused and mind engaged required, in his words:
Being well slept. When I'm sleep deprived, I look at my stuff, and I just
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stare at it for 15 minutes, and then I snap out of it. I'm like, 'Oh, I'm not
even really doing anything.' I'm a really bad procrastinator. So a lot of
times I'll have stayed up all night; just you lmow, slept from 3:00 to 5:00
a.m. And around 2:15-3:30 I'll probably just stop studying then and go to
sleep 'cause you don't learn anything, and it doesn't stick in my head. It's
exactly like that so definitely sleep for me.
Many students struggled with working and studying. Many were tired after work and had
to choose between sleep and study. Grace reported:
When I work until 11 :00 and when I c.ome home from work, I probably
don't like to study 'cause I'm so tired. I fall asleep all the time. It's too late.
So I just make myself cause ifI don't do it, then I don't do it.
Victoria stated, "Like last weekend I worked a double shift; so I was there for 16 hours.
After that, then I had to go back the next day. So when I did have free time, I didn't
wanna study. I wanted to sleep."
Those students who have families worked to balance family needs and study.
Responding to the things that get in the way of studying, Florence said, "For me it's my
kids and working around their schedules with activities." Diana continued, "And I'd have
to echo that. Just kind of the demands of the family, and like my husband's my worst
enemy when he's at home. So, just normal demands, you know, in a household that the
family brings." Yolanda also shared her perspective about studying and family:
And the kids have to be in bed. My kids are a big thing 'cause I have three
kids, and I just, I feel like they're more important than studying. And then
I have housework and everything else, plus working. It's just a lot, and I
think I always put studying off 'til the last. It's on the bottom of my
priority list until I have a test, and then it goes up to the top.
Mary reported:
I have kids and I'm older, but I would rather wake up in the morning and
study at 5 or 6, and then my kids get up at 7:30 or something. It's just more
of a productive time for me because I don't have kids throwing things, the
Wiggles on, and it's just more a productive time.
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Clara noted, "I take breaks too, I have to. Especially with kids. You know, you don't have
a choice." Other participants who do not have children empathized with those who do.
Zelda stated, "I don't know how mom's do that. They have to take care of everything and
children, and I don't even have that, and I would feel overwhelmed. I couldn't imagine
having kids and going to school." Beatrice added, "I barely work, and I'm overwhelmed."
Two-thirds (66. 7%) of the students indicated that they did not think they were
spending enough time studying for their college courses, with the other one-third (33.3%)
indicating that they were spending enough time. The amount of time they actually spent
studying each day and the length of each study session.varied (see Tables 5 and 6).
Table 5. Number and Percentage of Students by Number of Minutes of Study per Day
Number of Minutes of
Studying Per Day
Less than 30 minutes
31 to 60 minutes
61 to 90 minutes
91 to 120 minutes
121 to 150 minutes
Other

N

%

30
48
23
10
5
6

24.6
39.3
18.9
8.2
4.1
4.9

Table 6. Number and Percentage of Students by Nuinber of Minutes Studied at a Time
Number of Minutes
Studied at a Time
Less than 10 minutes
10 to 20 minutes
21 to 30 minutes
31 to 40 minutes
41 to 50 minutes
51 to 60 minutes
61 to 90 minutes
91 to 120 minutes

N

%

}

0.8
9.0

11
25

17
8
31
18
11

20.5
13.9
6.6
25.4
14.8
9.0

In college there is an expectation that students will study two to three hours
outside of class for every hour in class. The students in the study were asked about the
expected amount of study for each hour spent in class. The results are reported in Table 7.
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Only 25 .4% identified the expectation to study two or more hours for every hour spent in
class.
Table 7. Number and Percentage of Students by Study Expectations
Class Time
Number of Minutes ofExpected
N
Study per Every Hour of Class Time
15 minutes
10
30 minutes
35
45 minutes
5
1 hour
27
11/2 hours
14
2 hours
23
6
2 1/2 hours
More Than 2 1/2 hours
2

for Every Hour of
%

8.2
28.7
4.1
22.1
11.5
18.9
4.9
1.6

Then the students were asked how much time relative to the number of hours of
class time they actually spent studying (see Table 8). Two-thirds (66.4%) of the students
reported spending 30 minutes or less of study time for every hour that is spent in class.
Only 12 students (4.1 %) reported spending two hours or more studying for each hour of
class time as is expected.
Table 8. Number and Percentage of Students by Actual Time Spent Studying per
Hour in Class
================-=-==============
N
Number of Minutes of Actual Time
%
Spent Studying Per Hour in Class
24
Less than 15 minutes
19.7
16
15 minutes
13.1
41
33.6
30 minutes
8
6.6
45 minutes
10.7
1 hour
13
8
6.6
1 1/2 hours
5.7
2 hours
7
0.8
2 1/2 hours
1
4
More Than 2 1/2 hours
3.3

Study Habits While Preparing/or Class or Preparing for a Test
The questions regarding preparing for class were asked in reference to the specific
psychology course that these students were taldng. The results regarding the number of
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days students studied for this course are summarized in Table 9. More than two-thirds of
the respondents (68.9%) reported studying less for their psychology course than for other
courses, 14.8% said they studied about the same amount of time as for other courses, and
16.4% said they studied more. A total of 92.6% of the students reported studying for
psychology three or fewer days per week.
Table 9. Number and Percentage of Students by Number of Days per Week Studied for
Their Psychology Course
Number of Days per Week of Study
for Their Psychology Course
I rarely study for course.
1 Day
2 Days
3 Days
4 Days
5 Days
6 Days
7 Days

N

%

24
33
37
19
1
2
6
O

·19.7
27.0
30.3
15.6
0.8
1.6
4.9
0

On the days that the students studied for this class, 83 .6% studied 60 minutes or
fewer. In total students reported studying an average of 87.61 minutes a week (SD=
122.53) in preparation for class with 59.8 % studying less than 60 minutes a week. See
Tables 10 and 11 for results. A surprising 19.7% reported rarely studying. In the focus
group, Adam was one who reported rarely studying. He said, "I really don't study. If I
have a test coming up, I might study an hour like the night before. That's about it."
Table 10. Number and Percentage of Students by Number of Minutes Studied on the
Days this Psychology Course Is Studied
The Number of Minutes Studied on the
Days This Psychology Course Is Studied
15 minutes
16 to 30 minutes

45 minutes
60 minutes
61 to 75 minutes
90 minutes
105 minutes to 165 minutes
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N

%

26
32
19
25
4
6
10

21.3
26.2
15.6
20.5
3.3
4.9
8.2

Table 11. Number and Percentage of Students by Total Study Time for
Psychology Course
Total Study Time for Psychology Course
00 minutes
15 minutes
30 minutes
45 minutes
60 minutes
75 minutes
90 minutes
120 minutes
135 minutes
150 minutes
180 minutes
204 to 990 minutes

%
19.7
4.9
11.5
8.2
15.6

N
24
6
14
10
19
1
13
11

0.8
10.7

9.0

5

4.1
2.5
6.6
6.4

3
8
8

Students reported studying longer during the week when they were preparing for a
test. In the week prior to their last psychology test, students studied between Ominutes
and 12 hours. The mean number of minutes the students reported studying the week prior
to their last test was 123.2 minutes (SD= 114) or about 2 hours. However, that mean is
skewed because of the few who studied from five to 12 hours. A more accurate
representation is that 73.7 % of the students studied two hours or fewer with 38.5%
studying one hour or less in the week prior to their last test (see Table 12).
Table 12. Number and Percentage of Students by Number of Minutes Studied in the
Week Prior to Their Last Test
Number of Minutes Spent Studying
in the Week Prior to the Last Test
Less than 1/2 hour
> 1/2 to 1 hour
1 1/2 hours
> 1 1/2 hour to 2 hours
2 1/2 hours
>2 1/2 hours to 3 hours
3 1/2 hours
4 hours
4 1/2 hours
5 hours
6 to 10 hours
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N

%

21
26
15
28

17.2
21.3
12.3
22.9

4

3.3

12
1

9.8
0.8
4.1

5
1
3
5

0.8
2.5

4.0

Students reported using a variety of study strategies to prepare for their last test:
90.2% reported that they reviewed class notes, 73.0% indicated that they memorized
information, 66.4% said they reviewed the teacher handouts, and 54.1 % reviewed the
vocabulary in bold in their text (see Table 13).
Table 13. Number and Percentage by Study Strategies Employed in Studying for
Their Last Test
Study Strategies Employed in Studying for
N
%
Their Last Test
Reviewed class notes
110
90.2
89
Memorized information
73.0
81
66.4
Reviewed teacher handouts
66
54.1
Reviewed vocabulary in bold in the text
51
Reread the material in the book
41.8
43
Did the study questions in the text
35.2
38
31.1
Tested myself
35
Prepared my own study materials
28.7
23.8
29
Studied my own study materials
27
22.1
Outlined the material
25
20.5
Related coursework to life/experiences
15.6
19
Looked for relationships in the information
16
13.l
Worked with a study group or partner
10
8.2
Looked for themes in the information
5.7
Developed possible test questions
7
Of the study activities employed, students were asked to indicate the three they
spent the most time using. Of the respondents 67 .8% indicated reviewing class notes,
49.6% memorized information, 31.4% reviewed the vocabulary, 28.8% reviewed teacher
handouts (see Table 14). Only 8 students (7.4%) indicated preferring to use the study
strategies most related to higher order thinking (i.e., developed possible test questions,
looked for themes in the information, looked for relationships in the information, thought
about how this information related to my life/experiences). Only 9% of the students used
the evaluation activity of testing themselves as one of their preferred strategies.
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Table 14. Ntunber and Percentage of Students by Study Strategies Most Used
Study Strategies Most Used in Studying
N
%
for Their Last Test
Reviewed class notes
82
67.8
49.6.
Memorized information
60
Reviewed vocabulary in bold in the text
38
31.4
Reviewed teacher handouts
35
28.9
Reread the material in the book
29
24.0
Did the study questions in the text
22
18.2
Prepared my own study materials
20
16.5
Studied my own study materials
11
9.1
Tested myself
11
9.1
Outlined the material
8
6.6
Worked with a study group or partner
5.8
7
Related coursework to life/experiences
4.1
5
Looked for relationships in the information
3
2.5
Developed possible test questions
1
0.8
Looked for themes in the information
0
0

Sustained Attention and Mental Effort
The results regarding attention span are reported in Table 15. Students reported
attention spans of between 7 minut~s and 3 hours with a mean of 41.4 minutes (SD =
27.67). Of the students 41.7% reported their attention span to be between 16 and 30
minutes.
Table 15. Ntunber and Percentage of Students by Reported Attention Spans
Number of Minutes
N
%
Studied at a Time
15 minutes or Less
15
12.5
50
16 minutes - 30 minutes
41.7
31 minutes - 45 minutes
21
17.5
46 minutes - 60 minutes
20
16.7
4
3.3
61 minutes - 75 minutes
90 minutes
5
4.2
120 minutes
4
3.3
0.8
180 minutes
1
Students were asked if they became distracted or had trouble sticking with their
studying while preparing for their last test in their psychology course. On a seven-point
anchored scale ( 1 = not at all like me and 7 = very much like me) students reported a
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mean rating of 4.57 (SD = 1.48) indicating they sometimes became distracted from
studying and a mean rating of 4.25 (SD= 1.46) regarding having trouble sticking to their
studies. They were also asked to rate their efforts to sustain attention and mental effort on
a seven-point scale from not very effective (1) to very effective (7). The mean rating was
4.37 (SD 1.21). Those results are middle range between not being effective and being
very effective. Numbers and percentages are summarized in Tables 16 and 17.
Table 16. Number and Percentage of Students by Ratings of Distraction and of Sustained
Studying for a Test
(1 = not at all like me; 7 = very much like me)
Ratings
1
2
3
4
5
6
7
N %
N
%
N
%
N
%
N
%
N %
N %
Became
Distracted
When Studying
for the Test

3

2.5

10

Trouble
Sticking to
Studying for
the Test

3

2.5

13 . 10.7

8.2

15

12.3

25

20.5

33

27.0

27

22.1

9

7.4

21

17.2

31

25.4

27

22.1

21

17.2

6

4.9

Table 17. Number and Percentage of Students by Ratings of Effectiveness of Effort
Sustaining Attention and Mental Effort in Studying for a Test
(1 = not very effective; 7 = very effective).
Effectiveness
of Effort

1
N

Effectiveness
of Efforts to

%
0.8

2
N

%

8

6.6

3
N
16

4

%
13.1

N
42

5
%

34.4

N
33

7

6
%
27.0

N
19

%
15.6

N
3

%
2.5

Sustain
Attention and
Mental Effort.

When asked to identify the percentage of study time for their psychology course
that was characterized by productive, sustained mental effort, the students' answers
ranged from 10% to 98%. The mean percentage was 67.0% of study time (SD= 21.2)
was productive, sustained mental effort.
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Strategies to Maintain Sustained Attention and Mental Effort
Students were asked to rate a number of strategies used to maintain attention
using a seven-point scale anchored on the ends (1

= not at all like me; 7 = very much like

me). The first strategy examined was whether students studied with someone because
they had trouble paying attention while studying alone. The results are summarized in the
Table 18 below. Of the students 56.4% rated this item a 1, 2, or 3, indicating that this was
not like them in their choice of study strategy.
Table 18. Number and Percentage of Students by Study with a Study Partner
(1 = not at all like me; 7 = very much like me)
Study with a
Partner

1

2

3 ·

N%N%N%

Study with
someone

47

38.5

21

17.2

13

10.7

4

5

6

7

N%N%N%N%

18

14.8

13

10.7

8

6.6

2

1.6

Of the other strategies rated, underlining in books and notes and eating or
drinking during study were the two strategies that garnered the highest percentage ranked
at either a 6 or 7 "most like me" rating. The results of the findings about these attention
strategies are summarized in Table 19.
A separate item considered the study strategy of taking a break every 20 to 25
minutes of study. The same rating scale was used. The mean rating was 4 .24 with a
standard deviation of 1.74. About 15% rated their use of breaks as a "1" or a "7". The
percentage of students choosing each of the other ratings was approximately 17%. (See
Table 20.) Students reported knowing they needed a break from studying when they felt
tired or started falling asleep, when they could not remember what they just read (e.g., "I
read a whole page, and I couldn't tell you a thing about it."), when information was
getting mixed up, when they could not concentrate or keep their mind on the topic, or
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when they felt fidgety. One person reported knowing it was time to take a break when "I
turn on the TV." In the focus group, Helen added:

If I'm studying something that's intense, I will take breaks, but on the
breaks I do something that is very, very simple, that does not require brain
thought. Like sitting in front of the TV and just kind of not even really
paying attention but just relaxing. 'Cause the storylines are simple and you
lmow, it's a half hour show. I'm just listening to music just to calm down
so I can go back and get the intensity back.
Table 19. Number and Percentage of Students by Study Strategies Used to Maintain
Attention and Mental Effort
(1 = not at all like me; 7 = ve!l much like me
Study
2
6
1
3
4
5
7

l

Strategies Used
N
14

%

N
9

%

N

%

N

%

N

%

N

%

N

11.5

7.4

16

13.1

17

13.9

20

16.4

14

11.5

32

%
26.2

Take notes
from my
reading

14

11.5

19

15.6

16

13.1

22

18.0

23

18.9

9

7.4

19

15.6

Drink coffee or
other
caffeinated
beverage

24

19.7

16

13.1

23

18.9

12

9.8

13

10.7

15

12.3

19

15.6

Play music in
the background

46

37.7

14

11.5

10

8.2

8

6.6

14

11.5

11

9.0

19

15.6

Eat or drink
during study

9

7.4

12

9.8

10

8.2

27

22.1

27

22.1

22

18.0

15

12.3

Take frequent
breaks .

5

4.1

7·

5.7

25

20.5

29

23.8

32

26.2

15

12.3

9

7.4

Walk around or
stretch

13

10.7

11

9.0

23

18.9

31

25.4

28

23.0

9

7.2

7

5.7

Change my
activity or
study focus
every 20-25
minutes

14

11.5

28

23.0

19

15.6

33

27.0

18

14.8

7

5.7

3

2.5

Underline in
my books or
notes

in three of the four focus groups the first answer to the question "What helps you
study?" was a statement about needing either quiet or no distractions. "No noise. It has to
be completely silent," "I need quietness," "Anywhere quiet," "I can't have any noise"
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Table 20. Number and Percentage Rating Student Use of Breaks
Every 20-25 Minutes of Study
(1 = not at all like me; 7 = very much like me)
Use of Breaks
Short Breaks
Every 20 to 25
Minutes of
Stud

1
N

%

7

5.7

2
N
18

%

14.8

3
N
18

4

%

N

14.8

22

5
%
18.0

N

22

7

6
%
18.0

N
13

%

N

18.9

12

%
9.8

were statements in the four focus groups. Most students reported either needing total
quiet for study or wanting some kind of background noise. Although the students in the
focus groups tended to favor a quiet environment, the other side was also clearly stated.
The students needing some kind of noise reported, "I have to have noise, or I can't
concentrate"; "I can't study in a quiet room; I need noise"; "I always put on music; it
helps me relax"; and "I play music to cover the background noise." Information from the
questionnaire supported that finding. The most frequent ratings for "playing music in the
background" seemed to occur on either end of the scale (see Table 19, item "play music
in the background"). Students seem to be fairly polarized about sound in the background,
either they like it or they do not, with 37. 7% (n = 46) rating the use of music "not at all
like me." In answer to another question about quiet as opposed to noise, 46.7% (n = 57)
of the students indicated they liked it very quiet when they study while 41.0% (n = 50)
said they like some quiet background music or sound. Of those who like background
sound when studying, 29 (24.2%) preferred their favorite music, 21 (17.5%) liked TV
programming, 11 (9.2%) listed regular radio programming, and eight (6.7%) preferred
baroque or classical music. In the focus groups several students indicated that they had to
have music with no words. Music with words caused trouble with maintaining focus on
the studying and triggered an attention shift to the music (see Table 21).
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Table 21. Number and Percentage of Students by BackgrolUld Sound Levels
While Studying
===a=a==i=======================
Preferred Background
N
%
Sound Levels
Very quiet
57
46.7
Some quiet background
50
41.0
noise/sound
Regular noise levels
12
9.8
Loud music or sound
1
0.8
Other*
2
1.6
*Thunderstorm CD and "I can handle the kids talking in the background."

Productivity and Attention/Sustained Mental Effort
Students were asked to rate how productive their typical independent study
session was, again using a seven-point scale anchored on the ends (1 = very unproductive
and 7 = very productive). The highest percentage (41.0%) rated their productivity at a
five for the total study session. Students were then asked to rate the first half and the
second half of the study session relative to productivity. The ratings shifted slightly from
the "very productive" end of the scale in the first half of the study session toward the
"very unproductive" end for the second half of the study session. The mean productivity
rating for the total session was 4.77 (SD= 1.06), 4.81 (SD= 1.38) for the first half of the
study session, and 4.22 (SD = 1.52) for the second half. The results are summarized in
Table 22.
Students were asked if there was a connection between their productivity and their
ability to sustain attention and mental effort. This time a five-point anchored rating scale
(1 = almost never; 2 = sometimes; 3 = fairly often; 4 = very often; and 5 = almost always)
was used. The results are found in Table 23. Of the students 75% said there was a
relationship either fairly often or very often.
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Table 22. Number and Percentage of Students Rating Productivity for Full Study Session,
·
(1 = very unproductive and 7 = very productive)

First Half of the Study Session, and Last Half of the Study Session
Productivity of
Study Session

1

N
Productivity for
Full Study
Session

2

3

4

5

6

7

%
0.8

N

%
1.6

N

%

N

%

N

%

N

%

N

2

8

6.6

34

27.9

50

41.0

22

18.0

5

%
4.1

Productivity for
First Half of
Study Session

1

0.8

3

2.5

22

18.0

24

19.7

24

19.7

38

31.1

10

8.2

Productivity for
Last Half of
Study Session

2

1.6

12

9.8

32

26.2

27

22.1

19

15.6

20

16.4

10

8.2

Table 23. Number and Percentage of Students Rating the Perceived Relationship
Between Productivity and Attention
(1 = almost never; 2 = sometimes; 3 = fairly often; 4 = very often; and 5 = almost always)
Relationship Between
Productivity and Attention
Perceived Relationship
Between Productivity and
Attention

1
N
4

2

3

%

N

%

N

%

3.3

13

10.8

41

34.2

4
N
49

5

%

N

%

40.8

13

10.8

Planning, Self-Monitoring, Self-Regulating, and Self-Evaluation
The study skills literature places importance on metacognitive strategies (i.e.,
planning, self-monitoring, self-regulating, and self-evaluation) in improving students
study habits. Students used a seven-point scale anchored on the ends (1

= not at all like

me; 7 = very much like me) to rate planning, self-regulating, and self-evaluating items.
The use of self-monitoring was not addressed in the questionnaire, but was investigated
in the focus groups.

Planning
Two planning questions were asked in the student questionnaire: the first was
planning regarding the avoidance of procrastination, and the second was planning

152

regarding avoiding study distractions. Results (see Table 24) were similar for the two
planning situations.
Table 24. Number and Percentage of Students by Planning for Study
(1 = not at all like me; 7 = very much like me)
Planning
Planning
Regarding the

7

6

1
N%
6
4.9

2
N%
14 11.5

3
N%
22 18.0

4
5
N%N%
39 32.0 19
15.6

N%
10 8.2

N%
12 9.8

6

16

25

36

15

5

Avoidance of
Procrastination
Planning

4.9

13.1

20.5

29.5

19

15.6

· 12.3

4.1

Regarding
Avoiding
Distractions

In the focus groups, students gave many examples of planning. Beth said:
I do plan my time out you know. I've got this stuff I've gotta get done, and
this I've gotta get done, and I'm working. When can I study? I plan out
like everything. I like it during football season. I say, "Ok, what's the
schedule?" so that I know that those are the times when I can study cause
[my husband] he'll be occupied.
Clara shared:
I try to plan too. I usually study when the kids are napping. Then ifmy
husband's off during the week, he'll watch all the kids for me if I have like
a test coming up or something to go study. I watch his schedule to see, you
know, what days he's off and stuff like that so that I can plan accordingly.
Agnes submitted, "[I] sit down and say, 'I'm gonna do this for so long, then take a little
break, and then come back and read another chapter and kinda reward yourself.'" Ky lie
reported:
I think it helps to have an idea of what you're gonna study before you start.
Sometimes I'll forget about another·class and have to go back and do
something really late instead of I should've done that first. So I have to
write down what I need to do before I even start.
Gertrude voiced an opinion shared by others as well. "So I kinda study, like focus on the
main subject that I have the test in next."
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Self-monitoring

In the focus groups, students were asked if they did anything to monitor the
effectiveness of their study and attention strategies. Even though the question was in
regard to the monitoring of sustained attention and mental effort, most of the selfmonitoring responses were in relationship to whether they were being effective in
learning the cognitive material, and not in monitoring the effectiveness of the study and
attention. A common monitoring theme was quizzing themselves to see if they had
learned the material. Frank said, "Yeah I'll quiz myself. I'll go so far through the notes
· and then quiz myself to see what I got out of it. The stuff I didn't get, I try to mark it
down. So then I go back and re-study 'em." Greg stated,
I'll like read something, like a definition. After about 5 minutes after
reading it, I'll ask myself, "You know what it meant?" And then if I can't
remember what it meant, then I know that it hasn't really sunk into my
head. I guess you can monitor what you're learning that way. That's kinda
how I do it.
Self-regulation

The self-regulation item asked whether the students made adjustments in their
study when they found them~elves distracted and not concentrating. The results are
shown in Table 25. Only 12.3% indicated by a 6 or 7 (very much like me) level, that selfregulation of attention was very much a regular feature of their study strategies, while
19.7% rated the self-regulation of attention at a 1 or 2 (not at all like me).

Table 25. Number and Percentage of Students by Self-Regulation of Study
(1 = not at all like me; 7 = very much like me)
Self-Regulation
Adjustments to
Study When
Distracted/Not

1
N
8

%

6.6

2
N
16

3

%

N

13.1

19

4

%
15.6

Concentrating
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N
32

5
%
26.2

N
32

6

7

%

N

%

N

%

26.2

12

9.8

3

2.5

Taking a break was a common response in the focus groups to questions about
self-regulating. Beth offered that she would:
Take a break or try a different technique. Ifl'm not doing well with my
flashcards, I would go to reading what I've highlighted and see if that
helps or reading the summary. Sometimes I'll read the summary at the end
of the chapter several times, even before I've read through the whole
chapter and that kinda helps. That's what they say to do anyway at the
study center.
Kylie reported a specific self-monitoring:
I get carried away with the highlighting pen. Sometimes I'll like read and
highlight at the same time. And I'll look at my page, and I'll have 2
sentences on the whole page that aren't highlighted. Well, I might as well
write down the whole book in my notebook. So I have to watch how I
highlight. Otherwise, I don't get anything out of highlighting except
wasting a highlighter pen.

Self-evaluation
The results regarding self-evaluation are summarized in Table 26. Students were
asked if they reflected back on their study efforts, plans, goals, and accomplishments
after studying. Sixty out of the 122 students (49.2%) rated the self-evaluation item at a 1,
2, or 3, indicating that is not a strategy that is used regularly by them. Only six students
(4.9%) rated the item a 7 or "very much like me."

.

.

Table 26. Number and Percentage of Students by Self-Evaluation of Study
(1 = not at all like me; 7 == very much like me)
Self-'evaluation
1
2
3
4
5
6
Reflection on
Study Efforts
and·
Effectiveness

N
20

%
16.4

N
20

%

N

%

16.4

20

16.4

N
23

%
18.9

N
16

7

%

N

%

N

%

13.1

17

13.9

6

4.9

In the focus group Beth voiced a common opinion "that evaluation usually comes
after you've taken a test, and you've received your grade. And then you think, 'well, I
really studied hard for this, and I didn't do well' or 'I really studied hard, and that
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worked.'" Harlan reported, "I just look how well I accomplished the test. If didn't do so
well, I know I have to change something. If I did fine, then I know what I'm doing is
O.K." Frank agreed, "That's how I evaluate myself too. I always wait 'til the t~st is done
and ifl get a grade that I wanted, then I know I studied right. If it's low or I failed it or
whatever, then I know I gotta put more time into it or try something different."

Metacognition as Related to Productivity.
Correlational analyses were used to investigate metacognition and productivity.
When comparing planning (2 items), self-regulating, and self-evaluating together with
productivity, the multiple correlation was .394, indicating that 15.5% of the variability
could be accounted for on productivity by the metacognitive strategies (F = 5.38; df= 4;

p = .001). As shown in Table 27, there were low positive relationships (p < .05) between
each of the four metacognitive strategies and productivity. The more the strategies were
used, the more productive the study time.
Table 27. Relationship Between Productivity and Planning,
Self-Monitoring, and Self-Evaluation
Variables
Pearson
Sig. (2 tailed)
Correlation
.296

.001

% Of Variability
Accounted For
8.8

Productivity and Planning
(Avoiding Distractions)

.203

.025

4.1

Productivity and Self-regulation
(Adjustments to Study for
Concentration)

.307

.001

9.4

Productivity and Self-evaluation
(Reflection on Study)

.324

<.001

10.5

Productivity and Planning
(Avoidance of Procrastination)

The Influence ofEnvironment and Life Style

In order to explore the relationships between GPA and study strategies, Pearson
correlations were calculated. Correlation coefficients are presented in Table 28. There
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were no significant relationships (p > .05) between GPA and particular study strategies
used.
Table 28. Relationship Between GPA and Study Strategies Used to Maintain
Attention and Mental Effort
GPA and Study Strategies
Pearson
Sig.
Correlation
(2 tailed)
GPA and Note Taking
.173
.060
GPA and Underlining
.049
.598
GPA and Eating or Drinking
.099
-.152
GPA and Changing Activity or Study Focus
-.124
.177
GPA and Background Music
.320
-.092
GPA and Walking/Stretching
-.034
.717
GPA and Taking Frequent Breaks
-.028
.764
GPA and Drinking Caffeinated Beverages
-.024
.799
In order to determine the relationship between living situation and the number of
hours spent studying, cross-tabulations and a Chi Square Test were .conducted. Living
conditions were collapsed into three categories: dorm, home, and off-campus. Number of
hours were collapsed into four categories of less than 30 minutes, 31 to 60 minutes, 61 to
90 minutes, more than 90 minutes. No relationship was found (See Table 29) with a Chi
Square of 2.45 (6 df; p = .874).
Table 29. Cross-Tabulations of Amount of Time Studyin~ and Living Conditions
Living in
Amount of Time
Living at
Living OffDonn
Home
Cam2us
3
12
Count
15
Less than 30 minutes of study
10.0
40.0
% Within
50.0
6
17
25
31 to 60 minutes of study
Count
12.5
35.4
52.l
% Within
3
10
61 to 90 minutes of study
Count
9
13.6
40.9
45.5
% Within
14
2
5
More than 90 minutes of study
Count
9.5
23.8
66.7
% Within
To determine if the level of employment was related to number of hours studied,
Pearson correlations were calculated for hours studied and level of employment including
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those who were not employed and level of employment excluding those who were not
employed. The former conelation was -.203 (p = .026) and the latter was -.346 (p <
.001). In both cases employment was found to have a low significant negative
relationship between hours worked and hours studied; the more hours that were worked
the fewer hours the students studied.
In order to answer the question of whether there were differences by age in
activities that prevent studying, MANOVA was used comparing five age groups (18, 19,
20, 21-25, and over 25 year olds) on the activities. Significant multivariate differences
were found on the activities across age groups (Wilks' lambda= .438; F

= l.69;p = .003)

when the activities that prevent studying were compared for the different age groups.
Differences were ·found between the younger age groups and the 26 to 4 7 year old group.
(See Table 30.)
Table 30. Table of Means, F Values, and Probabilities for Activities Preventing
Studying by A~e Grou;e
Mean
Mean
F
Activities Preventing
Mean
Mean
Mean
20Yr:
21-25
Over
Values
Studying
18 Yr.
19 Yr.
Yr.
Olds
25 Yr.
Olds
Olds
Olds
Olds
1.43
1.69
2.93
6.81
Caring for children
1.23
1.68
. 2.08
1.86
1.81
2.93
4.10
Doing household chores
1.77
2.73
2.07
Not feeling like studying
2.92
3.41
2.97
3.97
2.35
1.50
2.46
Being with friends
2.92
2.46
3.56
1.46
1.43
1.89
2.52
Online or surfing the web
1.92
2.18
2.07
2.92
2.77
2.25
2.85
3.23
Procrastinating
1.07
1.51
1.23
1.34
1.46
1.46
Playing sports
2.65
2.05
2.43
1.27
Working at job
2.69
2.41
1.86
1.38
1.42
1.25
Reading for pleasure
1.55
1.39
1.35
1.12
1.07
1.22
Playing computer games
1.54
1.27
1.30
1.23
1.00
1.09
Playing electronic games
1.50
1.15
1.36
1.64
1.39
Exercising
1.77
1.51
.93
2.30
2.12
1.79
.72
Watching TV
2.08
2.05
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Prob.

<.001
.004

.005
.009
.046
.069
.260
.285

.296
.306
.365
.448
.580

Because five analyses were significant, pairwise comparisons were conducted
between age groups on these variables. Significant results are summarized in Table 31.
Being with friends prevented study significantly more for the 18 year olds (p = .005) and
20 year olds (p = .036) as compared to the 26 to 47 year old group. For ''just not feeling
like studying" and for "procrastinating," there were significant differences between the
19 year olds and the 26 to 47 year old group. The mean difference between the two
groups for not feeling like studying was 1.34 (p = .002) and for procrastinating was 1.16
(p = .041). Those two variables were a greater hindrance to studying for the 19 year olds

than for the older group. There were also significant differences found between all four
younger age groups and the 26 to 47 year old group in regards to both "caring for or
spending time with children" and "doing household chores." In this case, however, those
variables have a greater effect on the 26 to 47 year old group than the other groups. The
remaining comparisons were not significant at the .05 level.
Table 31. Significant (p > .05) Pairwise Comparisons Between Age Groups for
Activities Preventing Studying
Activities Preventing

Age Group

Age Group

Prob.

Studying
Being With Friends

26-41 yr. olds

18 yr. olds
20 yr. olds

.005
.036

Just Not Feeling Like
Studying

26-41 yr. olds

19 yr. olds

.002

Procrastinating

26-41 yr. olds

19 yr. olds

.041

Caring for Children

26-41 yr. olds

18 yr. olds
19 yr. olds
20 yr. olds
21-25 yr. olds

<.001
.004
<.001
.003

18 yr. olds
· 19 yr. olds
20 yr. olds

.019
.013
.003

Doing Household Chores

26-41 yr. olds
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In the focus groups, when asked to share last comments, many expressed a wish
that they would study more. Eve said, "I wish I would spend more time studying because
when I do spend a lot of time studying I get the 'A' that I want. I wish I would just study
more." Bruce elaborated:
I wish I would study more, too. I do well, but if I would actually put a
little more time into it than I do, I'd do a lot better. I get all 'B's,' but I
could probably have 'A's' ifl would actually go to it. Ifl'd actually try, I'd
probably do a lot better.
Grace added, "I always find myself like taldng the test, I'm like, 'Man, if I would have
studied a little bit more I would have known all that stuff."' Adam concluded, "Umm
yeah. I guess I wish I'd study more, but I really don't want to study more, so."
Conclusions and Implications for Higher Education
The conclusions and implications for higher education that emerged from this
study related primarily to 1) the students' expectations about and the actual amount of
time spent studying, 2) testing of learning, and 3) the use of metacognition and attention
to increase productivity. First, students' expectations regarding the amount of time they
should spend studying does not match the traditional expectations of professors. Further,
the actual amount of time spent studying for the most part falls short not only of the
traditional expectations but also of the· students' own expectations. Life circumstances
and changing priorities of students interfere with the amount of time studied. The second
area was that of evaluation of learning. According to Angelo (1993), "the ways in which
students are assessed and evaluated powerfully affect the ways they study and learn" (p.
6). One of the themes from the focus groups was testing and its relationship to studying
and learning. The purposes, the structure and content, and the use of tests by professors
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may not be taking advantage of the optimum learning and evaluating potential. And
finally, the reduced time used by students to study suggests that learning can be
maximized by increasing students' productivity during the time they do study using both
metacognitive study strategies and strategies to increase sustained attention and mental
effort.

Time Spent Studying
Two-thirds (66.7%) of the students indicated that they did not think that they were
spending enough time studying °for their college courses. Two themes developed within
this topic. They were 1) the expectations about and the actual amount of time spent
studying and 2) the life circumstances and other factors that interfere with studying.
There were a number of possible ways to help students increase study time and deal with
the factors that interfere with study, including using assignments on which students
already report spending time; chunking or breaking down large assignments into smaller,
more manageable blocks; making the course and course work more interesting; and
setting deadlines. Advisement and preplanning about interfering factors could help
reduce interference and assist in better time management.

Expectations About and Actual Time Spent Studying
Traditionally, there has been the expectation that students will study two to three
hours outside of class for every hour in class (Cerrito & Levi, 1999). Yet, only 25.4% of
the students in the study correctly identified that expectation of study. Two-thirds
(66.4%) of the students reported spending 30 minutes or less of study time for every hour
spent in class. Only 12 students of the 122 studied (4.1 %) were reporting spending two
hours or more studying for each hour of class time. There is this notion that they should
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be studying more, yet there was not a clear guideline regarding the amount of study
exp.ected. In the focus group there was the notion that if they were not studying for a test,
there was no need to study. They talked about reading and underlining in their books but
did not speak of class projects, writing assignments, or other structured class
requirements. However, they did report that 70.2% regularly write required papers, and
71.1 % regularly do assigned homework.
There are a number of possible implications for teaching based on this result.
Teachers need to communicate their expectations about study time outside of class at the
beginning of the course and probably even have it written in the syllabus. Once those
expectations have been set, then teachers need to decide on what they want their students
doing to learn in that independent study time.
This is also a faculty development issue. Faculty need to be encouraged to think
about the number of hours it is important for students to spend out of class and devise
their assignments around those expectations. It is essential for faculty to decide about
their own expectations and align the work assigned to students accordingly.
There is additionally an implication for further research in the area of expected
study time. Information is known about traditional time expectations and results from this
study give the students' information, but there needs to be information from the
standpoint of the professor, as well. Information on the current expectations of professors
and their current practice in structuring that amount of study time needs further
exploration. Do their current expectations match the traditional expectations? Are the
traditional expectations still appropriate? A further question would be regarding whether
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professors even consider time required when they decide on required reading and
assignments.
Required completion of assigned work could be helpful in getting students to
spend more time studying. Since over 70% of all students complete out-of-class papers
and assignments, teachers could make use of those assignments not only to increase study
time but also to enhance learning. In the focus groups students also identified writing
down information as a helpful study strategy. Written papers and assignments both
structure the learning to accomplish the learning goal stated by the professor and
incorporate writing. Professors could use many writing-to-learn assignments, including
reflection or application papers. Using on-line study guides and self-quizzes were
reportedly helpful to some students. Required completion of selected online resources,
study guides, and self-assessments meet the criteria of "assignments to hand in" and
"writing to learn" and could also be used to structure and enhance learning.

Factors That Interfere with Studying
Just not feeling like studying, procrastination, friends, and job were the activities
that most prevented studying, especially for the 18, 19, and 20 year olds. For students
over 24 years of age, balancing family and household needs and study were of greatest
consequence. Because these factors that interfere with studying have been identified,
several implications appear important. The first is the need for faculty to be informed of
the factors interfering with studying and attention. This information could also be very
helpful to professors in their advisement role. As part of the advising role, there is need to
include information about and discussion of the life style factors affecting students. With
their advisees, advisors should think about the impact of working, family, household
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chores, and friends. Consideration of these interfering factors could be used to help
students anticipate and plan for those barriers that most hinder students in their age
group. Advisors could collect a listing of strategies that work for students for different

life circumstances to prevent the interference and help students plan in advance regarding
their time and time management.
There was a positive relationship between the number of hours worked and the
amount of time spent studying. The more hours worked, the less time was spent on study.
As part of the advising role, it would be important to discuss the issue of amount of time
worked and to inform their advisee of that relationship. If the student was unable to cut
the number of hours worked, then discussion about ways to best structure the time
available might need to be part of the advisement.
As one student put it "being well-slept'' is important for studying. Lack of sleep
leads to lessened attention, to decreased learning or understanding, and to having to
choose between study and sleep. Both job and family needs were identified as being
directly related to lack of sleep. Working late and then coming home to study reportedly
does not work for students. Working around those two issues takes planning and
organization. The whole issue of the relationship of lack of sleep as related to job and
studying could be another topic for faculty advisement. It also would be an area for
further research.
Having to read a whole chapter or prepare for a test over four or five chapters of
material was overwhelming for students. Those feelings of being overwhelmed can lead
to procrastination, another of the interfering factors that were identified. However, if
learning and evaluation are broken down into smaller chunks, students may feel more
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competent to do the work. Professors may need to structure the reading into units smaller
than a chapter or teach their students to chunk the reading instead of trying to do the
whole chapter in one sitting. Short quizzes might be used for students to test ~~ir own
competency before going on to new material. These could be structured but could also be
part of the content addressed through advisement. Advisors might have to teach their
advisees to self-quiz over smaller portions of material in preparation for a large test. Selftesting was used seldom or never by 70.2%. That would be a skill to be taught. Or
advisors could be the ones to teach the student how to break a chapter into smaller less
overwhelming units. Students can also be encouraged to look for and make use of small
blocks of time.
Students are more apt to feel like studying if the course and material is interesting
to them or can somehow be related to their life or life goals. Stories were identified as
making information interesting as were group discussions. Classes that are straight
lecture are not categorized as interesting unless there are stories. Discussion is seen as
more interesting and fun. Students also found the learning easier when they could relate it
to their own world. Assignments could be structured to aide students in discovering the
relevancy of the learning for their lives. In the role of academic advisor, faculty could
encourage students to relate their learning to their own life experiences and life dreams.
Questions to stimulate students to think about application and relevancy to their own
lives could be helpful: "How do you see these courses you are planning to take as being
relevant and important to your life?" "What have you learned so far this semester that has
had meaning for you?" "What are the most important stories in your learning so far?"
· Questions such as these facilitate students in making their own discoveries and
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connections. Without assistance many times academic learning apparently does not get
translated by the students to their life experiences and dreams.
Setting deadlines was also indicated as being helpful to get motivated to study.
Having deadlines for graded assignments could serve to help students get over "the just
not feeling like studying." Quizzes, either graded or non-graded, would also function as
deadlines.

Testing
Although evaluation of learning was not specifically the focus of this study,
testing was a theme that emerged strongly both in the survey results and in the focus
group conversations as another area with important results and implications. The theme
can be organized into three topics: 1) the purpose of testing, 2) testing as motivation for
and structure of student studying, and 3) the make-up and structure of the test.

Purpose of the Test
When testing is used, the professor needs to carefully consider the purpose of the
test. There are many different purposes for testing, such as grading students; assessing
learning for the professor; assessing learning for and giving feedback to the student;
identifying strengths and weaknesses in learning for student re-learning or teacher reteaching; and stimulating application, synthesis, analysis, and evaluation of the material
learned. There could also be a combination of purposes. The consensus of the focus
groups in this study was that testing accounted for most or all of their grade in their
courses. The purpose of the tests seemed to be narrowly defined and to be strictly for the
assignment of grades to students. Tests were not used for mastery learning, nor did
students give information that would indicate that the instructors used the tests for the
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purpose of re-teaching. Instructors could be using tests for so much more. In this instance
the richness of information and purpose was being missed. The practice of using testing
strictly to get a student grade may or may not be a widespread phenomenon. That would
be an area for further review and research. Nevertheless, teachers need to be infonned, or
perhaps, reminded about other possible purposes of testing and encouraged to use the
wealth of the information tests potentially have to offer when other purposes besides
grading are considered.
If the goal is strictly to get a grade, there are many other ways to evaluate learning
other than testing. Never once in the focus groups was another way of evaluating learning
mentioned. One area of faculty development might be the topic of testing and evaluation.
Not only the many ways to structure and use testing other than to just get a grade but also
the other many kinds of evaluation possible could be explored.

Testing as Motivation for and Structure ofStudent Studying
Preparing for evaluation (i.e., testing) was a major motivation for students to
spend time studying. Many in the focus groups indicated only studying the night before a
test. The most intensive studying occurred just prior to an exam.in8:tion and in preparation
for that exam. If the purpose of test taking was to further learning and not just to get a
grade, then the test could be structured not just for recall of infonnation but for
encouraging higher order thinldng during test preparation. The result could be maximum
benefit from the motivation and time spent by students in preparation for testing.
Students use limited study strategies and do not structure their studying based on
the type of test anticipated. Student test preparation should differ based on the structure
of the test expected. However, it did not appear that the students were even aware of the
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need to structure studying and test-taking behavior differently for different kinds of tests
nor that they had different study strategies for different test formats (e.g., matching,
multiple choice, short answer, essay). In this study regarding preparing for a test, 90.2%
reported that they reviewed class notes, 66.4% said they reviewed the teacher handouts,
and 54.1 % reviewed the vocabulary in bold in their text. These are good study strategies.
The questions are whether these strategies matched the test type and optimized learning
and whether these strategies were only several in a diversified collection of additional
study strategies. The literature (Thomas, Bol, & Warkentin, 1991. See also Bloom, 2003;
Hattie, Biggs, & Purdie, 1996; McKeachie, 1988; Warkentin, Bol, & Wilson, 1997)
suggests that the best way for students to learn about matching study strategy to test type
is for professors to teach the study strategies as related to their course and test structure.
Focus group feedback also indicated that having the deadline of a test helped
students structure study time and forced them to study. Testing became a timemanagement aide for students.

Make-up and Structure of the Test
The make-up and structure of the test can either lead to memorization or to higher
level thinking tasks. In the focus groups memorization was a theme that went through the
conversation about testing. On the questionnaire 73.0% indicated that they memorized
information. Only 8 students out of the 122 responding (7.4 %) indicated preferring to use
the study strategies most related to higher level thinking (i.e., developed possible test
questions, looked for themes in the information, looked for relationships in the
information, thought about how the information related to their life/experiences). The

168

implications are that professors need to structure their tests to encourage higher order
thinking, which has been shown to improve learning.

Attention and Metacognition to Increase Productivity
The idea of increasing worker productivity to achieve greater profit or value is
one of the familiar tenets of the business world. It is suggested here that the same idea of
increasing productivity be applied to students. Students either have less time to study
because of other life responsibilities (for example, the need to work or family priorities)
or they choose to spend less time in study. However, if the productivity of the current
study time can be increased, then more learning can take place in the same amount of
time. Using a seven-point scale anchored on the ends (1

= very unproductive and 7 = very

productive), the mean productivity rating for a study session was 4. 77. Additionally,
students rated only 67.0% of their study time as characterized by productive, sustained
mental effort. Even a small increase in students' productivity could achieve greater
learning. Both increased attention and mental effort and the use of metacognitive
strategies were found to be linked to productivity.

Attention
Of the students participating in the research, 75% said there was a relationship
between productivity and sustained attention and mental effort. Further, students
indicated they sometimes became distracted from studying and have trouble sticking to
their studies. When students rated their efforts to sustain attention and mental effort, a
mean rating of 4.37 on a seven-point scale from not very effective (1) to very effective
(7) was achieved. Because those results are middle range between not being effective and
being very effective, there is room. for improvemeµt in sustaining the attention and mental
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effort needed for productive study. A number of strategies were identified as improving
study productivity.
Based on the studies of the vigilance decrement (Methot & Huitema, 1998;
Parasuraman, Warm, & See, 1998), it would be expected that students would be very
attentive for the first 15 minutes of study, still able to sustain attention for the next 15
minutes, but with attention falling off sharply after that. Less than 10% of the students
reported using the strategy of taking breaks every 20 to 25 min. Yet, in the focus groups,
taking a break was a common strategy described as helpful in regaining attention.
Although some students either have somewhere learned about or have stumbled onto the
need to take breaks, taking breaks every 20 to 30 minutes needs to be taught as a study
strategy. Students rated their attention span in a range between seven minutes to three·
hours, and only 41 % reported their attention span being between 16 and 30 minutes.
From the literature (Jensen, 1998b; Hobson, 1989; Methot & Huitema, 1998;
Parasuraman et al., 1998; Reardon, 1998-99), it seems fairly unrealistic to report an
attention span upwards to three hours. This indicates that students are not aware of the
physical parameters of paying attention. Because the study skills literature (McKeachie,
1988; Miles, 1988; Simpson, 1984; Thomas et al., 1991; Thomas & Rohwer, 1986;
Warkentin et al., 1997) suggests that study information and strategies are best taught as
part of a course, it would seem to fall to professors to inform and build this strategy into
their courses. Structured facilitation and practice of taking a two to five minute break
after every 20 to 30 minutes of study would make possible the incorporation of this study
strategy into the students' strategy repertoire. That has the potential to increase sustained
attention and mental effort during independent study time, which in turn should lead to
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increased productivity. Further research would be needed to assess the effects of this
strategy on attention and productivity.
Additional strategies that students reported using to maintain attention were 1)
underlining in books and notes, 2) eating or drinking during study, and 3) either having to
have it totally quiet or needing some background noise. Students were fairly equally
divided on having it quiet (46.7%) or needing some background sound (41 %).

Metacognitive Strategies
The need for the use of metacognitive strategies for studying is well documented
in.the literature (Bol et al., 1999; Simpson, 1984; Thomas et al., 1991; VanZile-Tamsen,
1997; Warkentin et al., 1990; Warkentin & Bol, 1997; Warkentin et al., 1997). In this
research 15.5% of the.variability on productivity could be accounted for by the
metacognitive strategies, and there were small positive relationships (p < .05) between
each of the four metacognitive strategies and productivity. The more the strategies were
used, the more productive the study time. Students need to be introduced to the
metacognitive strategies both as related to cognitive processing and as related to effort
management. This is both an advising and a teaching responsibility. However, professors
need the information themselves first, which suggests the need for faculty development.
Information regarding the relationship and the importance of metacognitive strategies to

plan both the cognitive and effort management aspects of study should be a topic for
faculty development.
Although students seemed to plan, monitor, regulate, and evaluate for cognitive
skills, they did not even seem to understand the concept of self-monitoring for
productivity and attention, the effort management portion of study. Likewise, for
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evaluating, students in the focus group mostly reported using success or failure on the test
to evaluate. The concept of evaluating for attention and productivity prior to the test
seemed not to be in their study strategies repertoire. By contrast planning activities
seemed to have a greater following, especially in regard to organization. Being organized,
taking breaks, studying in a group, relying on deadlines and pressure to get things
accomplished were all study themes raised in the focus groups and were all part of the
planning/ organizing strategies that students identified as important for study. Keeping a
planner and making lists were mentioned often in the focus groups. Planning ahead to
study with a group and to build in breaks was also noted as important by the students.
Many relied on deadlines and pressure (i.e., test the next day) to get things accomplished.
It seemed that most of the deadlines were external (i.e., due dates imposed by the
professor) rather than internal deadlines or timelines planned to break assignments into
manageable pieces or to complete the needed studying. That again is the effort
management component of studying. It also seemed that students were using selfregulating behaviors to some degree. Taking a break or changing study focus or activity
were common responses in the focus groups to questions about self-regulating. If,
however, students could learn to use all the metacognitive strategies consistently in
regard to both cognitive components and effort management, the productivity of their
study time would be increased.
Summary
This research focused on four main topics: 1) the study practices of college
students and the impact on learning, 2) the environmental and life-style factors affecting
students, 3) sustained attention and mental effort during study time and the study
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strategies that influence that sustained attention, and 4) productivity during independent
study time. The results indicated that students do spend time studying but not to the level
that either professors or they themselves desire. Further, the study activities that are used
are not always the ones that lead to successful learning. Students have a limited repertoire
of study strategies that they apply indiscriminately, not knowing how to match the study
strategy to the course context or content. Work, family, and other environmental and lifestyle factors do impact the amount of studying. Students' efforts to maintain the sustained
attention and mental effort required for effective studying are only somewhat successful,
leaving a third of their study not well focused. This lack of attention affects the
productivity of the study session. Other than some planning activities, students do not
know about or regularly use metacognitive strategies to improve their attention and study
skills.
·These results have three major areas of implication for students and faculty. The
first is the area of study expectations. In teaching, faculty need to make their expectations
regarding study time outside of class clear to students and to plan and require work that is
commensurate with those expectations. Students need to assume responsibility to
complete assigned work and make sure that they are putting in the necessary time on
study. Life circumstances and changing priorities of students interfere with the amount of
time studied. Faculty can help students plan for those life circumstances (e.g.,job, family,
household duties, the need for sleep) as part of faculty advisement. Professors can
encourage extra time studying by making their classes interesting (e.g. stories, class
discussions) and by facilitating the connection of course information to students'
experiences and lives. Professors can assist students to overcome procrastination by

173

structuring the assignments into smaller segments or teaching students to do that on their
own (e.g., reading only 15 pages of a chapter at a time instead of the entire chapter).
However, faculty development is needed. Teachers must first be made aware of the
confusion of expectations. They also need information about ways to construct their
courses to structure and hold students accountable for the time needed outside of the
classroom to competently learn the material of the course.
The second major area of implications for students and faculty is the area of
evaluation. Studying for the test, with the only goal to the pass the test, and using the test
only to assign a grade and as the only evaluation tool were findings in this study.
Structuring evaluation to encourage higher order thinking skills, using tests for mastery
learning, teaching students how to study for different kinds of tests, and using other
sources of evaluation are recommendations for faculty consideration. For their part,
students need to have learning goals and goals for the future application of the
information they are leaning, rather than goals just to pass a test or get a good grade.
The third major area is the area of using increased attention and metacognitive
strategies, both cognitive and effort management, to increase the productivity of the time
already spent studying. Strategies to increase attention include 1) using a 20 to 30 minute
study period followed by a two to five minute break, 2) changing study focus or activity
.every 30 minutes, 3) underlining in books and notes, 4) eating or drinking during study,
and 5) arranging for either quiet or background sound as is appropriate for the individual
student's preferences. Additionally, students need to learn about and use self-monitoring,
self-regulation, planning, and self-evaluation regularly to increase their productivity. The
acquisition and use of metacognitive skills will not happen unless there is a concerted
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effort on the part of faculty to teach and facilitate their implementation. That could
happen as part of advisement and as part of teaching. Increasing productivity of study
sessions is a worthwhile goal to undertake.
"I wish I would spend more time studying," Eve's last statement during the focus
group, represented the thoughts expressed by others in the groups. If students' wishes are
any indication, then they want to do well in their studies, and they want to study more.
The job of teachers and advisors is to teach students the information and strategies to
study more and more efficiently. But it is not enough just to teach the strategies. There
must be facilitation and practice of those skills over a long enough time to ensure that
they are incorporated into regular study practice. There must be learning how to learn.
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CHAPTERV
PART II: COLLEGE STUDENT PERCEPTIONS OF THE IMPACT OF
BRAIN-BASED ATTENTION STRATEGIES ON THEIR INDEPENDENT STUDY
The second part of this study investigated the use of selected, current brain-based
theories and practices as applied to college students during independent study time. This
part explored college students' ability to maintain sustained attention and mental effort
using the brain-based information and strategies. Because the Brain Gym (Dennison &
Dennison, 1989) ideas are relatively new to mainstream education, a search of the
literature produced no research on the use of these study strategies at the college level.
The problem here was to discover if students, after learning 1) about brain-based
information regarding maintaining attention and 2) about three brain-based activities,
would use those strategies. A second goal was to determine how helpful or valuable those
study strategies were to the students who used the strategies.
The purpose of Part II was to investigate the perceived impact of college students'
use of three brain-based study strategies applied sequentially and cyclically. These three
strategies were l) a 20 to 25 minute study segment, followed by 2) a two to five minute
break, in which 3) cross-midline body movement was used (the pretzel or "hook ups"
from Brain Gym literature; see Appendix A for a description of "hook ups") (Dennison &
Dennison, 1989). This three-part sequence of behaviors is, hereafter, referred to as "a
three-element, brain-based cycle." This second part of the present study was designed to
answer the following research questions:
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1. What benefits, if any, did lower-division undergraduate college students report in
using the three-element, brain-based cycle?
2. How effective did these college students perceive the use of the three-element,
brain-based cycle to be in increasing their sustained attention and mental effort
during their independent study?
3. Could these college students study longer using the three-element, brain-based
cycle?
4. Did these college students perceive themselves as learning better and being more
productive (i.e., get more accomplished, remember more later) during their
independent study time when using the three-element, brain-based cycle study
strategy?

5. Did these college students perceive enough benefit in the three-element, brainbased cycle approach that they would continue to use it?
Methods
This investigation was designed as descriptive research (Gall, Gall, & Borg,
2005). It employed an individual interview after a two-week period using the prescribed
study sequence. Qualitative data obtained during the interview were analyzed.

Participants
The sample consisted of students recruited from the focus groups from the first
part of the study. As such the participants all attended a small, Midwestern community
college; were either sophomore or second semester freshmen; and were enrolled in an
introduction to psychology course, a developmental psychology course, or an abnormal
psychology course. Of the 122 original subjects who completed the questionnaire for Part
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I, 39 students participated in one of the focus groups. Of those 39 students, 16 students
volunteered to participate in Part II of this study. Of the 16 students who participated, 14
were female and two were male. One female student chose to discontinue participation
after the first week, citing an incompatibility with her study routines and the experimental
procedure. The remaining 15 completed the study. Of the sample, three students (Diana,
Linda, and Mary) used the hook-up part of the strategy but did not actually follow the
three-element, brain-based cycle.

Instruments
The instruments for Part II included a daily study log (Appendix L) and a sixquestion protocol that guided the individual interviews (Appendix M). The format for the
logs was developed by the researcher, based on information from Angelo and Cross
(1993). The log was used primarily as a tool to aid the participants in remembering their
study times; their use of the three-element, brain-based strategy; and the results of the use
during each study period for the two-week trial. The interview protocol questions were
open-ended to encourage rich detail about the participants' experiences and perceptions.

Procedures
At the end of each focus group, the researcher shared information about the
second part of the study including both explanation of the theory supporting this research
and identification of what would be required if they chose to participate in this second
part. Sixteen students volunteered to participate. Those volunteers were then re-instructed
in the three-element, brain-based cycle, and any questions were answered. Study logs
were handed out to each participant and explained in detail. The students were also
informed that they would receive a phone call from the researcher after one week to
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answer any questions and encourage participation during the second week of the trial.
· The students used and documented using the procedure for two weeks. At the end of the
two weeks, the students participated in an individual interview with the researcher.

Data and Data Analysis
Literature has suggested that study productivity is enhanced when cross-midline
body movement and breaks that coincide with brain attention cycles are incorporated into
study periods (Reardon, 1998). What the literature does not document is the experience
of students in their own words. The interviews and the study logs of this investigation
provided that information and documentation.
Part II was concerned with individual improvement during independent study or
the perception of improvement, not improvement as compared to other students. The
study logs were analyzed for documentation of participants' use of the study strategies
and for their perceptions about the strategies. The interview data were qualitative in
nature. The interview information was transcribed and the qualitative data were analyzed
by categorizing and thematizing (Lincoln & Guba, 1985). The data were summarized in
narrative form. Themes that emerged from the analyzed data were interpreted relative to
the research questions that guided Part II.
Results
The research identified various themes. Those themes are related in this section to
the research questions. The results are presented as themes, not in the order of the
research questions. The data also provided three other themes not related to the research
questions: 1) contexts of learning, 2) the use of the study strategy in different courses,
and 3) the use of cross-midline movement to reset attention during class.
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It should be noted that three of the 15 participants who completed the study used
part of the requested study strategy but did not use it exactly as delineated. Those three
used the hook-ups/pretzel but chose to do it after longer periods of study rather than the
prescribed 20-25 minutes or used the pretzel as Linda did, "when I felt my mind
wandering." In other words, they studied about as they usually do but did the pretzel
when they took their breaks or felt they needed to refocus. Those three also used it in
limited study contexts, for example, mostly to study for tests, only for certain classes, or
when there was a need to study for a long block (several hours) of time. Those three
reported limited benefits in comparison to the benefits reported by the other 12 subjects
who used the three-element, brain-based strategy as instructed.

Sustained Attention and Mental Effort
This first theme that emerged addressed the issues raised by research questions
numbers two and three regarding an increase in sustained attention and mental effort and
regarding the ability to study longer. All participants reported improved sustained
attention and mental effort including better focus and/or longer periods of attention. Even

Mary, who only used the hook-up and only utilized it during long blocks of study time
for one subject, reported benefits in focus, "I was getting more focused and staying on
focus with it so I was able to retain more." Those that employed the three-element
strategy as requested reported more focus, less response to distractions, and longer
periods of concentration. Isabelle stated, "Really good attention" and "Longer attention
span. Not as easily bored." David explained, "It seemed to increase the time -like I
wouldn't drift off as much, and I could focus more and stay concentrated on what I
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needed to get done. [It] seemed to put in a nice break and kind of reset yourself, if you

will."
Two students expressed appreciation for actually having a study device to address
the distractibility and to proactively help them return to focus. Nancy's perception was
representative. She described her experience this way:
Because I have such a short attention span, I found that if I were feeling
like ancy or anxious, I would just do it [the pretzel/hook-up], and it would
get my mind off of feeling ancy and anxious. And- it would get my mind
back onto like "Ok, I'm trying to do something productive to get myself
back on track." So that's what got me stopping about thinking about other
things and back on to my homework, you know so. It was like, ifl hadn't
had something like that to do, the pretzel to do, I would've just kept on
wandering. But now that I had something to go to when I felt that way, it
was like "I can stop myself from wandering." Because before I didn't have
anything to do, I just tried to keep on struggling through it, and it just did
not work so.
Longer periods of concentration or sustained attention does not mean longer times
between breaks, rather it means that using the strategy, students were able to string
together more cycles and thus study for a longer total block of time. Harlan said, "The big
thing again was how long I could stay and study." Florence reported:
I think I can study longer periods of time and still get, you know. Before
you just kinda get bored with what you're doing. You know you have to
stick with it, so you stick with it, but you're not getting anything
accomplished. You're just basically wasting time.
Several reported that phenomena of supposedly studying but not really attending to the
material and not getting any learning benefits during the time spent.
A number of students talked about the psychological impact of breaking a long
study period into shorter sections. Just knowing that they would be breaking in shorter
time segments empowered them to stay focused and increased their ability to concentrate.
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Kylie put it like this:
I didn't lose focus as easily as if I knew I had to sit for like four hours and
do something. I just had to think about the next 25 minutes instead of the
next however long it was gonna take me to do something. So I think it
helped a lot. I stayed on task of doing my homework instead of like
veering off into other things which before I started this I did a lot. I'd stop
and like clean my desk or something like that.
Helen's perceptions were similar:
I noticed by doing that [the three-element, brain-based cycle] when I sat
down to study, I did not think, "Oh, I have, you know, I'm gonna be
studying for like three hours. You know, I really have to get drinks and
everything." This was like, you know, every 20 minutes I just need to get
up, and then I could refocus better so.
Productivity

Associated with research question number four, a second theme, closely related to
that of sustained attention and mental effort, was the theme of productivity. Increased
productivity was a byproduct of better attention during a study session. Of the 15
participants, 14 students registered statements about increased productivity. Only Diana
found no impact on her productivity. The students offered rich description of this theme.
Harlan described studying for a test in Organic Chemistry saying, "My productivity was
way up there." Beth reported:
I was much more productive you know. So I probably studied fewer hours
in this two weeks block of time than I had before but I was more effective
and that makes you feel like you're studying more you know. Opposed at
the end of the day you know you've logged in 7 hours but you just, your
brain's full and everything's spilling out. I like, this is good.
Florence noticed, "As far as productivity, it's been better. I think that's the biggest thing.
I'm getting more done. I think attention must go pretty much along with that, but I'm
getting more done than I was before, and I'm actually spending less time on it." Kylie
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observed, "So it helped me focus a lot more, and I got a lot more done in the 25 minutes
than I probably would've gotten done in an hour before." Yolanda stated, "My
productivity went up because I was able to retain information."

Learning Better
Improvement in learning, another theme that emerged, was also associated with
research question number four. Outcomes reported by the students that categorized
learning better included improving comprehension, retaining or remembering
information, absorbing the content, understanding what was read, really learning the
information versus just memorization for the short term, and memorizing choir music. A
positive impact on learning was indicated by 12 of the 15 participants. One participant
did not directly address better learning in her interview.
Of the three that only did the hook-ups, Diana reported no impact on learning,
Linda said that she understood and remembered the information anyway, and Mary noted
a positive impact on her learning, "Because I was getting more focused and staying on
focus with it, so I was able to retain more."
The perception of the majority of the participants was one of benefit to their
learning . .David noticed benefits in helping

him "absorb the content more" and "retain the

knowledge more.'' Kylie reported, "I took more time reading. I didn't try to get through
the chapter as fast as possible to do other things. So I comprehended more than I
normally did." Helen said, "I would say I comprehended a lot more. I kept the
information because I was notjainming it into myself." Rachel noted, "I don't know, I
was just able to pretty much understand the material like faster than I would've if I
would've just sat down for four hours and tried studying it. I got more out of it." Yolanda
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added, "I think that it definitely made me focus better and retain more information."
Research (D'Arcangelo, 1998; DePorter, Reardon, & Singer-Nourie, 1999;
Jenson, 1998a, 2000b; Prigge, 2002; Sprenger, 2002) suggests that the brain needs a
break for information consolidation and integration. Several of the students reported
using the break to process the information that was just studied. Florence noted:
And then I also noticed too when I took that little bit of time, I went
through things in my head, and that helped me remember things more. So
even, I don't know if I was supposed to be studying at all while I was
doing that but, you know, I went over the stuff that I had learned so I knew
it, and· then that really helped me remember too.
Mary said, "I did find that just the stopping, doing a little extra movement and reflection
in that few minutes that I was in the pretzel was very helpful. [I was] thinking about what
I had studied."
About the change in her· learning, Beth declared: ·
Definitely better with productivity, and I would definitely think it was
learning. That information that I studied for [the psychology] test, I own it.
It's not just something I memorized. By going through this I really own
that. I'm sure that's why I got a 100 [on the psychology test]. It's too
complicated to memorize the way he tests you.
Isabelle also reported learning versus memorization of information, "I noticed that I'm
actually learning it more than just memorizing it. Like if I memorized it, I'll just forget it
the next day if I don't need it. But I noticed I was starting to learn like a lot of my
psychology terms, like what they actually meant."
One of the participants was in the college choir. The choir was preparing for their
last concert of the season and a choir tour. Ursula reported, "It helped me memorize my
choir music big time." Throughout her interview, Ursula came back again and again to
the importance of this strategy for learning her choir music. Ursula's participation in this
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study provided an unexpected opportunity to get feedback about the impact of the three ..
element, brain-based cycle on this type of learning in this specialized study context.

Better Grades
One would expect that a consequence of improved learning and better
productivity during the time that is devoted to study would be an improvement in grades.
Getting better grades would be a benefit of using the three-element, brain-based cycle for
study and corresponds to the first research question. Given that this was only a two week
trial, there was no way to determine the long term impact on grades of the regular use of
the three-element, brain-based cycle to structure study sessions. Nevertheless, students
did have information about the impact on grades during the two-week trial of the study
strategy.
During the two weeks, for some of the participants there were no grades
generated, for others there did not seem to be an impact on grades in the short term, for
some there were some subtle changes, while for others there was quite dramatic
improvement in the short term. Helen was one with both a dramatic impact in one test
and some subtle improvement on other tests. When asked whether using the strategy had
an impact on grades, Helen replied, "Yeah. It did. I got a 100 on my Math. That's one. I
normally get a 40. I'm trying to remember; let's see test-wise. You know my test grades
went up a couple points. So, I think that helped, yeah." Harlan also reported an impact on
grades, "Well, my Organic Chemistry grade was improved. I could say that it improved
my grade at least by one letter grade I know in Organic Chemistry. What other? I had an
Anatomy and Physiology test I did well on." Isabelle reported:
Yeah. You got me good grades on my test 'cause I'd spend more time
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studying for 'em. When I have those breaks, I'd wanna study longer. I
wouldn't get burned out like in the first like 45 minutes and be like, "Ok,
time to go to sleep" or "put it down, go out to eat." They [my grades] are
all improved.
Kylie said, "Before I started like two weeks, I think I probably was doing A/B work, and
now I haven't gotten below an A on anything since I started this." Rachel stated, "I had an
Anatomy & Physiology lab test that I used it to study with, and I got, the grade I got on
that test was the best grade I've gotten all year." Florence and Nancy indicated that it was
too soon to tell about an impact on grades, as there hadn't been any grading opportunities
over the two-week trial period. Sue, Diana, and Linda reported no change in grades.

Length ofStudy
Length of study was another theme that emerged. There seemed to be two
components to this theme: 1) longer stretches of study at one time and 2) the total number
of hours spent studying.
Corresponding to research question number one, longer/more study was a benefit
to students. Harlan's response was typical of those who were able to study longer. He
said:
The big thing again was how long I could stay and study. Usually I'd like,
I could only study for a certain period of time, and I'd have to go do
something else or something. Now I, you know, like that day I studied
straight on just with those breaks to do, and then I'd start right on with it.
Isabelle also reported longer study sessions, "With this I was able to study longer. I
usually get bored and go to bed like by 11. Well, I was staying up late studying. Even
when I was like getting tired, I was still going." Yolanda reported a similar experience:
This is one other thing that I noticed that was really cool by doing this. I
usually study from whenever my kids go to bed until I cannot do it
anymore. Usually that's about 10 orl0:30. I was able to study 'til, I mean,
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it was like midnight, and I made myself go to bed because I knew I had to
get up early in the morning. But I still was not tired. I was like able to
study longer. And I could've studied even longer.
Nancy's comments also spoke oflonger study periods, "I was able to string together half
hour, half hour, half hour with the technique which before I would've gone a half an hour,
then taken a half hour break and maybe never have gotten back to my homework."
Sue's benefit included more total hours spent in study. She noted, "I think it's
gotten me motivated to study more." In Sue's case studying more may be a good thing as
she observed later in the interview that by keeping the study log, "I learned I didn't study
much before." In terms of the total number of hours spent studying, however, many of the
participants noted that they actually spent less time studying because they were on task
and more productive and, therefore, learned more or completed more work in less time.
David's perception was, "I could retain more knowledge in a shorter period of time. So it
kinda helped me reduce my study time, and the fact that I got done faster 'cause I was
studying what I needed to rather than just be studying." Beth's perception echoed that, "I
probably spent less hours studying with this, but I think that's because I was more
effective." Nancy reported:
Now that I'm looking back, in the week and a half or so that I used this, I
was able to go out with my friends after I got my homework done when
usually I'm doing homework right up until the time I go to bed. So I was
getting my homework done earlier than normal and still feeling able to go
out with my friends. So I hadn't thought about that, but normally I'm just
like doing homework in bed and just throw my book aside and go to bed.
But that is something.

Other Benefits
Other relevant benefits that individually do not constitute major themes
collectively do fit in a category of "other benefits." David reported that using the three~
187

element, brain-based cycle helped him stay interested, and that interest increased his
focus and retention of knowledge. Here are his words: "I thinkjust helping me stay
interested in it. By being able to stay focused I retained more knowledge just because I
was thinking about what I was studying rather than, like I said before, just kinda putting
in the time." Florence and Yolanda identified a related theme, that of handling boredom.
Florence observed, "When I did that, [study time] went a lot quicker. Time just flew by. I
don't know if that was just an odd observation or if that just had something to do with
staying involved with things and not getting bored." Yolanda's stated her perception this
way:
My problem was that I found myself getting bored reading something, not
remembering what I read, and I mean falling asleep while I was studying.
By doing the exercises I thought it definitely prolonged my attention span,
so I was able to focus on what I was doing for a longer period of time.
A third idea articulated by Rachel and Kylie was that of the strategy helping to handle
their frustration and aggravation while doing homework. Rachel said:
Well, like studying for my Anatomy lab test, there was a lot of material
that you have to learn and read over. With this it kind of, you got a break,
you know. You took a break and did that little technique, and then you
went back. And it was kinda like you weren't as frustrated like when you
went back to start reading it again.
Kylie reported:
So it helped kinda with my anxiety of getting things done, and you know, I
don't get aggravated while I'm doing my homework as much. I will get
frustrated before this like, and just stop doing homework because I was
just so tense, and I didn't have one time where I got real tense and couldn't
do any more homework doing this. So I think it's a great thing really.
Being motivated to study more was an issue described by Sue. She stated, "I think it's
gotten me motivated to study more."
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Continued Use
The last research question addressed continued use. The bottom line is whether or
not the students who participated in the study found the three-element, brain-based cycle
helpful enough that they would choose to continue to use it for studying. Those that used
the strategy as specified found better benefits than those that just used the hookup/pretzel cross-midline movement without the prescribed 20-25 minute study block
followed by the break.
All 12 of those participants who used the three-element, brain-based strategy as
specified indicated that they would continue to use the study strategy. Beth declared:

I' 11 keep doing it for sure. Absolutely. Absolutely. My last day of using it
[for the study] was the 13th. I've used it the last two days. You know, I
used it today you know. For God, I put in like 3 hours today using it. So I
would definitely use it. It's part of me. It's part of what I'll do forever for
studying. Yup. I just appreciate you bringing it to our class.
Yolanda said, "I don't even care if your, I mean, even if the research project turns out to
not be successful, I mean, I am still gonna use it because I have it now. And I believe that
it works, so I'm gonna continue to use it." David was among those who said they would
definitely continue to use the three-element, brain-based cycle strategy. He added," I just
thought it was a pretty effective way. I was really surprised with it, I guess."
Some students found that the strategy worked better for them in some classes or
contexts than others. They pinpointed continued use in those specific scenarios. Rachel .
will especially use it for classes like Anatomy; "I have a lot of trouble in those. So for
those I will probably still use it 'cause those take me quite a long time to study for."
Ursula will continue to use it especially to memorize her music and for her algebra
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classes. Harlan stated, "I know I will for Organic Chemistry for the rest of the year for
sure. When I need to keep studying for periods of time, yeah, I'll definitely use it."
For students to be willing to continue the use of a particular study strategy, they
have to perceive the strategy as one with which they can be successful. While addressing
continued use, some students particul~ly noted the three-element, brain-based cycle
strategy's ease of use. About continued use Nancy stated, "Definitely. Because it's so
simple and doesn't take hardly any time, and it seems to work, so I mean why not do it?
One of the easiest things I found so." Rachel added, "I fqund it interesting that just doing
something that little could actually work."
The three participants.that only used the hook-up/pretzel part without using the
other two elements of the strategy reported limited success, but enough that they would
continue to use parts of the strategy in restricted settings and in only certain contexts or
courses. Diana's statement is representative for the three, "I will definitely continue to do
the pretzel and take some deep breaths, yeah."

Use in Different Study Contexts
The majority of the participants found the three-element, brain-based cycle most
effective for them while reading or while studying for tests. Comments indicated that part
of that effectiveness for those settings was because of the longer total length of study
time required for those tasks. Study tasks that were more active in nature (i.e., writing
papers, preparing study materials) received more mixed responses with some not feeling
the need to use that strategy in that context and with others finding it very effective in
that context, as well. Whether or not students found benefit in a particular setting also
seemed to hinge on the students' learning preferences and strengths. As Harlan put it,
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"Reading for material for class, that's pretty easy for me. I can sit down and do that."
Following are some of the students' perceptions about the use of the study strategy in
each of the study contexts.

Reading
David said, "I think the big difference for me was especially with the reading. It
helped a lot in there. Reading for me is a hard thing just to stay focused with, and it
seemed to help quite a bit for that versus other things." Florence asserted:
I think with reading it was more effective because sometimes a lot of the
material you read is not interesting. But when you take little bits and
sections and take like a little break to do the pretzel in between, then when
you went back to reading it again, then it was almost like starting over,
you know. 'Cause from the beginning when you start reading, you can be
into your reading, but as it gets later on, then you get bored with it. And
you're not really, you're reading it, but you're not absorbing it.
Kylie reported, "I think it helped me the most with reading and note taking. It helped me
a lot in all areas really but mostly that because I was really· struggling in getting through a
chapter. It's helped me become more focused to get it done." Nancy also expressed a
positive experience with reading:
With reading I really found that it helped also because when you have 20
pages of textbook to read, it's really hard. You turn a page and "What did I
just read?" When I would feel myself wandering and not absorbing what I
was doing, I'd just quick do the pretzel, take a couple minute breather, and
then I'd be able to finish the page and finish that.
Sue indicated, "I think I just used it for just reading over assignments and studying it."

Studying for Tests
Harlan reported, "Studying [for tests] greatly improved. I know that because it's
hard for me to sit and study for hours and keep up with it, and that greatly improved."
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Isabelle stated, "Definitely preparing for tests," and Rachel echoed her use, "I just
basically used it when I studied for tests." Helen stated:
With studying for tests I noticed it kept me able to focus on studying. I
noticed I could like comprehend stuff and be able to test on it but
remember the wording and everything and be like, "Oh yeah, I remember
this. Yeah, this is when this happened." And I could associate it better and
stuff so.
Yolanda shared:
I was gonna tell you about my Psychology test. I had other tests that same
day so I wasn't able to study for my Psychology test, only for like two
hours. And I still got an A on it. I thought I was gonna get a lower [grade].
When I was studying, I was in a quiet place, and I was using the exercises,
so I feel like it very well could've contributed. Usually I study twice as
long. I feel like something was going on there. I felt like the exercises
made me really focused.

Writing Papers
Some students did not have any papers to write during the trial period. Of those
who did, some indicated that because writing a paper is a more active process, they did
not feel the need to use the three-element, brain-based cycle in the study context of
writing papers. David was one of those. He expressed what others also indicated,
"Usually for like writing papers I don't get too tired out, or I can usually keep pretty busy,
like. How should I say this? I just kinda keep going with my paper writing."
Others in the study found the process very helpful in that study context. Beth
explained:
During this period of time I also wrote a paper. I don't know what grade I
got on the paper, but I found that using this to get up from the computer
and just do these things really helped me a lot with this paper. It took me
far less time to do this huge paper than it had in the past. So that was a
.good thing too. The taking of the break really helped. I would sit there,
and you know, you're trying to formulate ideas and carry through from one
paragraph to the other. I found that when I realized, "Ok, I only have to
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spend another three minutes beating my head against the wall, and then I
can get up and do my pretzel," and that helped. Then I went back to it and,
"Ok, cool. I can do this."
Kylie expressed similar thoughts:
Papers, I think it improved my work as far as the quality of my paper. I
felt more confident in my work than I did previous to doing this. I did like
two papers while I did this. Before I wasn't real sure on how the teacher
would respond to my position and things like that, but the two I did I felt
when I turned them in that I did really well. And I did really well.
Nancy also found a benefit for writing papers. She recounted:
I was able to get two papers done in one night, which usually it's about
half a paper a night. So that was out of this world for me, because I can't
do that normally, so yeah. I was able to keep my mind on the paper that I
was doing and not think about other things.

Effectiveness Across Courses
Ursula stated, "Algebra, that's not one of my strong subjects, but it helped a little
bit with Algebra, as well. Just understanding the material better I think, just you know,
like concentrating more on the material." Diana said the opposite:
I didn't find that it was real effective with like a Math class because when I
would sit down to do my Math, I just want to do it and get it done because
you can see the end. Those breaks would be probably a lot more beneficial
studying material from classes like Anatomy & Physiology and things
where there's lots of terms, lots of memory. Those kinds of classes where
you just really, there's really no end. You could just keep studying and
studying and studying you know.
As reported previously, Rachel used it in Anatomy and Physiology with good success on
a test. Helen said, "Like I really noticed it with my Psychology class and my History
class 'cause that's more reading based, and you have to retain a lot more than.with an
English class, where it's, you're 'Writing papers or something." Urusla used it in
Relationships and Self-Esteem, which she was taking on-line. She reported, "It helped me
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concentrate a lot on my Relationships and Self-Esteem class that I got it done." Isabelle
found the strategy useful in Biology and in Psychology. Florence used the strategy for
Chemistry. Using the strategy, she understood better the information she was reading.
Harlan used it for Organic Chemistry and indicated that he would continue to use it in
that class for the remainder of the year. David found it useful in all of his courses. He
recounted:

It seemed to be effective in like Algebra. Like big ones for me for
studying are Biology and Religion and Psychology and for those I really,
it seemed to work across the board for all of those subjects so. It seemed to
be equal I would think.
Based on the wide variety of classes in which the participants used the strategy, it
seemed to be effective for most in wide array of content areas. The choice of whether to
use seemed to depend on the strengths and weaknesses of the individual student and their
learning preferences in combination with the distinctive features of the course content
and discipline.

The Use ofCross-Midline Movement to Reset Attention During Class
In the focus group the researcher shared information about using cross midline
movement in the class setting to reset attention. Staying seated and doing the pretzel or
reaching the arms across midline over the opposite shoulders in a stretch is a subtle way
to use the cross-midline movement to reset attention during a class. Subsequently two
weeks later during the interview, participants volunteered information about how they
had used that strategy. Helen shared, "Like even in class now I'll like all of sudden, just
be like, oh, you know. [She is demonstrating reaching her right arm over left shoulder in
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a cross body movement.] And I can just refocus and stuff, so it worked nice. It worked
good, yeah." Yolanda said:
Our lectures are over two hours long, and I mean, you just can't
concentrate. And so another girl who was doing this study, she's in my
nursing class too, we were reaching behind our back with the opposite
arm, and, you know, just kinda doing subtle. We knew what we were
doing, but yeah.
Linda also used the reaching cross midline over her shoulder in class. Her comment was,
"I know the one class I was in, that class gets slightly boring occasionally. And I was

doing the cross over the shoulder thing [demonstrates reaching right arm over left
shoulder and left arm over right shoulder], not the actual pretzel thing, but it seemed to
kinda make me pay a little bit more attention."
Discussion and Questions for Further Study

Attribution and Self-efficacy and Study Strategy Choice
According to Palmer and Goetz (1988), self-efficacy is the belief that one can be
successful in behaviors that produce desired outcomes. For students to be willing to
continue the use of the three-element, brain-based cycle, they had to perceive the strategy
as one with which they could be successful and one that would produce benefits for them.
Students also had to believe that there was a match between the strategy attributes and
their own attributes as learners for them to decide to use the strategy (Palmer & Goetz,
1988). Further students needed to feel competent to perform the strategy. The threeelement~ brain-based cycle strategy is easy enough that it was perceived by students as
within their ability to control and within their ability to perform the strategy. The positive
responses of the students regarding their continued use of the strategy demonstrated that
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they believed that there was a match between learner and strategy attributes and
perceived success in using this strategy.

Cross-Midline Movement and its Effect on Attention
The use of the hook-up/pretzel as part of the three-element, brain-based cycle was
based on the Brain Gym information (Dennison & Dennison, 1989; Prigge, 2002;
Hannaford, 1995). The theory behind the use of a cross-midline movement is that the
movement stimulates interaction between the different lobes of the brain. Dennison and
Dennison claim that it increases the interaction between the occipital and frontal lobes of
the brain. Eric Jensen (2000b) maintained that arm and leg crossover activities force the
hemispheres of the brain to communicate with each other. That added brain
communication stimulates and energizes, helping the learner to refocus attention. The
three study participants who only did the cross-midline part of the study strategy actually
helped to differentiate the effectiveness of the parts of the strategy. They basically were
reporting on the helpfulness of that cross-midline movement in refocusing. Their report
that it was helpful in refocusing gives additional credence to the ideas about crossmidline movement.

Study Log and Metacognitive Aspects: Their Use and Impact
This section considers two procedural elements of this study that were not directly
addressed in the research questions. The study log and metacognitive exploration may
also have impacted the outcomes for some participants. The study log is itself a study
strategy (Angelo & Cross, 1993 ), and as such its use and impact on the results need to be
considered. In addition, asking students to focus on their study invited metacognitive
exploration. Engaging in metacognitive processes was also a study strategy, and its
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impact on the results also needed to be weighed.

The Study Log
The study log was designed to help the participants remember and evaluate their
experiences with the three-element, brain-based cycle. It was also hoped that the logs
would encourage participation in the research. However, the use of the study log
somewhat confounds the results as study logs are themselves a study strategy. To help
separate their effect from the effect of the three-element, brain-based cycle, the
participants were asked to consider the role the logs played in their study during the two
weeks. The majority (11 out of 15) of the student~ thought that most of the benefit crone
from the three-element, brain-based cycle, not the logs. Some of the students filled out
the logs as an afterthought, while others used the logs as part of the strategy and
considered them helpful. Several indicated that they would continue to use the log, while
most said that while they would use the three-element, brain-based cycle, they would not
use the study logs. Those students did not feel that there was enough benefit to justify
their use.
Beth was representative of the ones that used the log, thought it helpful, and plans
on continuing the use

of the log. She said:

I think keeping a log like this really increased the amount of time that I
felt like studying. The fact that someone's going to look at this and cares
about it, you know. I get lost in laundry and then I forget about what I'm,
I'm supposed to be doing; I start paying bills and then get lost. But this is a
~ocus. You, you are focused because you need to make sure that you are
doing your 20-25 minutes, concentrating, you take your break, do you
little exercise and off you go again. So it's really great. I'll keep doing it
for sure.
Kylie liked the combination of the two strategies. She observed:
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Writing it down and knowing that I had to keep track, that helped too like
to stay on task. I would say about 25% of my improvement was because of
the Study Log and the other 75% was the brain-based cycle. I think that if
I didn't have the Study Log though, it would be harder for me to keep
track of, I don't even just keep track, but to know that, "Ok, I need to do
this, and I need to do my 5-7 minute." It helps to know that I have to write
it down. Otherwise, if I didn't have to write it down, it would be easier for
me to skip it. So I think the combination was a good combination.
Otherwise one might've not worked as much as it should have. So the
combination of the two.
Isabelle is one that used the log and found it helpful but indicated she would not continue
the use of the log. She will, however, continue the use of the three-element, brain-based
cycle. She commented:
I didn't wanna go like and put it off and not do it. So I'm like, "I gotta at
least study for an hour tonight just to fill in this Study Log actually to see
if this works or not." So that was making me like actually get to my
studying instead of putting it off.
Mary is one that used the hook-ups but not as part of the whole cycle. She also used the
logs and found the metacognitive aspects helpful. Because of the logs, she gained
important information about ways to change her study. She shared:
I just think the reflecting helped me a lot, and actually just docmnenting
when I did it and where I did it made me realize, ok, and what time. I
know that my mornings are the best for me and studying in the classroom
is a lot better than my studying in the bedroom.
Rachel was on the other end of the continuum. She used her planner to keep track of the
use of the technique and filled in the logs at the end of the two weeks. She admitted,
"Cause I didn't, I didn't even look at the logs until like yesterday." Most students fell
somewhere in between. They used the logs during the study but did not think the study
logs had much of an impact. They attributed the changes and benefits to the threeelement, brain-based cycle study strategy.
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Metacognitive Impact
Asking the students to change and think about their study habits invited
metacognitive processes. The interview also served as a metacognitive activity. During
the interview the participants reflected on and analyzed their studying. Based on the
information gleaned from using the log and the three-element, brain-based cycle study
strategy, the students put the information together into new discoveries for themselves.
Some found that they had optimum times to study. Some found places where they studied
well or discovered that their productivity was not as good in certain other locations. One
found that she really didn't study much, and another found the importance of being well
rested. The study log, which asked for evaluative information on productivity and
attention, was also an opportunity for metacognition. Engaging in the metacognitive
activities of planning, monitoring, self-regulating, and evaluating encourage better study.
Therefore, the metacognitive aspects of the study probably also had an impact on
students' study during the two week trial, over and above the influence of the targeted
. study strategy itself.

Questions for Further Study
Nancy voiced the concern of all research projects:
It was just that I got to stop and think for a second, "This is how you can
get back on track so do it," and then, so. I mean it could've been just as, I
mean say that this doesn't work technically. It could've been, you know,
well, shake your right leg and that will get you back on track, so I'd think
~bout that, do it, and then I'd see that effect. So I don't know if it's just all a
mental thing with me or if there is actually something behind it. I would
like to think there's something behind it so.
The dilemma she voiced was the question, "What actually caused the results?" In this
study was it actually the three-element, brain~based cycle study strategy that affected the
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increase in focus, length of study, and productivity? Or would "shake your right leg"
have accomplished the same thing? Was it, to any extent, a Hawthorne effect? This study
was an initial inquiry into the perceptions of college students regarding the use of a study
strategy. As discussed earlier, the focus on the topic of study and the resulting
metacognitive activities and the use of the study log could have influenced the results,
and probably did. But to what degree?
It could also be asked, "What part of the three-cycle strategy made the difference
or was it the strategy as a unit that was important?" The exact amount of time spent in the
pretzel was not regulated nor recorded. Would greater or lesser amounts of time in the
pretzel position prove more effective? Is there an optimal amount of time for best
results? Would using the pretzel after longer periods of study produce the same effects?
Would using the 20 to 25 minute study period followed by the 2 to 5 minute break be
perceived as effective without using the pretzel during the break?
Another strand to explore wpuld be a longitudinal study to investigate the longterm use of the strategy. A follow-up to ascertain if the study strategy was continued was
not built into this research. It would have been interesting to see how many of the 15
participants actually continued to use the three-element, brain-based cycle after the end of
the study.
The three-element, brain-based cycle strategy and the results found here need
further consideration and study. An inquiry using a larger sample and/or a longer block of
time as a trial would be important to verify the perceptions of this small sample and the
results of this study. Because research (Bol, Warkentin, Nunnery, & 0' Connell, 1999;
Bloom, 2003; Hattie, Biggs, & Purdie, 1996; Simpson, 1984) indicated that study skills
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are most effective when incorporated into a particular course where its usage is taught
and reinforced, what would be the results if this strategy were studied when used as part
of a course structure? Or because this is an effort management strategy and seemed
effective across many course contents and contexts, would this strategy b~ just as
effective taught and used as part of a study skills class or study help program?
Conclusions and Implications
Although the students who participated in this study were at first doubtful of the
usefulness of the three-element, brain-based cycle, they found the study strategy helpful
or in some way beneficial. The dominant theme that emerged was one of increased focus
and sustained attention. Another prevalent theme was that of increased productivity. The
increased attention and productivity led to important benefits for the students involved.
Because the strategy was beneficial and one that students felt competent to perform, the
consensus was that they would continue to use all or parts of the three elements.
However, students must be aware of study strategies in order to use them. The overall
implication is that students need to be taught study strategies so that they have the tools to
boost attention and productivity.
David summarized the initial response of many of the students to the introduction
of the three-element, brain-based cycle when he said:
Like when you first kind of mentioned it, you know, you're kind of
skeptical. You, I don't know, you're not exactly sure how it works, but it's
actually kind of surprising. Yeah, it was just something simple that you
wouldn't think that would make you feel like that, but it does.
Yolanda also started skeptical but ended by endorsing the usefulness of the strategy. She
commented, "I was very skeptical when you told me about this, and I was surprised to
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find that it actually worked. So yeah, it was great." Nancy agreed:
Well, I wasn't sure in the beginning, like you know, if it wasn't gonna
work or not. And I figured it can't hurt anything, so I tried it the first
couple nights. Then I forgot about it, and then I realized that when I was
doing it, I was feeling m.ore productive. Maybe it was just all in my head
that I was doing something proactive to, you know. So I don't know if it's
that, that when you think about doing better, you do better, or I don't know
if it actually does reset your brain, but it seemed to have helped me.
The overall consensus was that there was a positive impact on study by using the threeelement, brain-based cycle study strategy.
It is further concluded that all parts of the three-element cycle were important to
the success. Breaking the study time into 20-25 minute segments follows the brain's
attention cycles. The two to five minute break provided time for integration of
information and a short rest for the brain. The pretzel may have stimulated the activity of
the brain and the communication between the lobes, allowing the students to reenergize
and refocus. Those students who did the three-element, brain-based cycles as directed
reported more improvement and success than those that used only part of the cycle. Not
only did those who used the three elements report more success using the three elements,
the fact that all 12 of the 15 indicated success and at a level significant enough that they
said they would continue use of the strategy spoke to the positive influence of the
strategy on their learning. The power of the strategy crune from the combination of the
three elements.
The contributions of the study log and metacognitive activities to the
success of the results were discussed earlier. Based on the statements of the participants,
it is concluded that the three-element, brain-based cycle study strategy is primarily
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responsible for the positive results voiced. The influence of the study log and
metacognitive activity was helpful but not the major change agent.
Perhaps the biggest benefit noted by all the students was the increased focus and
attention, which led to longer study sessions, better retention, and improved learning of
the material that was the focus of the study time. Either directly stated or by innuendo,
that theme seemed to be a part of almost every answer to the questions of the final
interview. The second most noted theme was that of better productivity. The combination
of those two components resulted in the benefits of better learning, more interest, higher
grades, less frustration, and quicker work completion. Schoolwork that seemed
insurmountable in amount and time required, when broken down into 25-minute chunks,
became feasible.
Students found the three-element, brain-based cycle beneficial enough and easy
enough to do that they enthusiastically endorsed its continued use. They even told their
friends and family about it and had them doing it. Yolanda said, "Like I said, I told my
friend about it. She just goes to the nursing school, and she's using it now too." Isabelle
kept a little alarm in her backpack. When she studied with a friend, the timer came along.
She had her friend doing it, too. Nancy shared, "It was a neat thing, and it's so simple,
like I said. And I talked to my mom. So you know if I think it's working enough to tell
other people about it, then something's gotta be right." Beth said she shared it with her
children.
How will students learn about and begin to use study strategies such as this one,
unless study strategies are specifically taught and use is encourage and supported? It is
unrealistic to assume that students just know how to study. And it is not reasonable to
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expect undergraduate students to go to the library and spend the research time to discover
possible study strategies and then figure out how and when to apply those strategies. So
where does the burden lie? Research (Bol et al., 1999; Bloom, 2003; Hattie et al., 1996;
Simpson, 19_84) suggests that the best possible scenario for students to learn and use good
study strategies is when professors teach and incorporate strategies as part of their
courses. Professors need to be aware of both cognitive and effort management study
strategies, deciding which best fit with their content and student needs. Then those
strategies need to become part of the course content and structure. Students benefit, and
professors benefit in that their expectations for study by the students may actually happen
and in that course content is better learned and applied.
Professors also need to gain a working knowledge about study strategies such as
·the one used for this study. This becomes a faculty development issue. College teachers
need to be informed about the results of studies such as these, in order to have a working
knowledge of the latest successful study strategies.
Finally, because this three-element strategy seemed to be perceived as so
successful by the participants, information about this particular strategy ought to be
shared with students. The participants reported already sharing the strategy with others.
In the meantime, there should be continued investigation about this particular
combination of elements to ascertain if it is successful with a larger sample and to
determine what, if any, modifications to the threeaelement, brain-based cycle would make
the strategy even more successful.

204

CHAPTER VI
SYNTHESIS AND CONCLUSIONS
One particularly insightful comment shared by one of the participants in the
present study summed up the need for teaching study strategies. She said,
I think my study habits are not very good. In high school I really never
studied because it came to me easily. Since college, though, I haven't been
able to figure out how I need to study for the courses. So I just look a few
things over and hope that it will be on the test. I know I'm not reaching
my full potential because after the course is over, I look back and say to
myself, "Well, that wasn't a very hard class. I know I could have done
better." I think this is a very good study and hopefully people (college
students) will benefit from it.
The underlying message here seems to be a plea to be taught how to study. Students
come to college with a limited repertoire of study skills. For students to be successful in
college they need to quickly acquire study skills. The improvement of study skills is one
of the factors influencing student retention (Kuo, Hagie, & Miller, 2004). But how do
students learn the study skills needed? Where in the educational structure of colleges are
study skills taught and practiced? What study strategies are the most successful for
students?
This study was an exploration of the study strategies of college students,
especially as related to sustained attention and mental effort during independent study
time. The review of literature explored study strategies of college students as well as
attention and brain-based educational information as related to attention. This study
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addressed questions about how students study, what strategies they currently use, and
factors affecting study; and it explored the possibility of one study strategy as a way to
improve productivity and attention during independent study time. From all the
information gathered, three major themes and conclusions emerged: 1) students need to
study more and make their study time more productive,.2) professors need to teach study
strategies, structuring their courses to include study strategies as an integral part of the
course content, and 3) metacognitive study strategies (both cognitive and effort
management) and higher order thinking strategies need to be taught and supported for
learning.
Increased Study Time and Productivity
The 2004 National Survey of Student Engagement showed that about two-fifths
of the respondents reported spending ten or fewer hours per week studying for class, far
less time than faculty indicate is needed (Rauf, 2004). In the present study 24.6 % of the
students reported spending less than 30 minutes a day studying, and 66.4% reported
studying 30 minutes or less per hour of class. Two-thirds (66.7%) of the students
indicated that they did not think they were spending enough time studying. Students
generally reported knowing they should study more, wanting to study more, and
attributing better grades on tests to studying more.
The traditional expectation of college professors was that students would study
two to three hours outside of class for every hour spent in class. Students were not clear
about this traditional expectation. Students greatly under estimated the amount of time
they should spend studying for every hour that is spent in class. Further, based on their
prior knowledge, interest, motivation, and other factors, students may need differing
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amounts of time to master the course content. That historical expectation may also have
changed. Professors may now have differing expectations about how much outside study
time they generally expect. Therefore, the solution is that professors need to decide what
their expectations are and communicate those expectations clearly to their students.
Further, professors can structure out of class assignments that will require the amount of
time that is expected for study. Students reported writing and handing in papers and
homework assigned for classes. Professors could use those structured assignments to
increase the study time of students.
The top five activities that prevented studying were 1) just not feeling like
studying, 2) procrastinating, 3) being with friends, 4) working at a job, and 5) caring for
children. Caring for children was significant for the 26- 47 year old group as compared to
the younger students. Astin (1993) found that investment of time in activities unrelated to
college, such as working off-campus, limited the time students have to invest in the
college experience. This finding was confirmed in the present study. The more students
worked the less time they spent studying. Students could be helped if they were to be
informed ahead of time about the possible activities that prevent studying. Once informed
students could plan strategies to counteract the impediments to study.
Advisement is an important teaching responsibility for professors. In fact,
counseling and advising services have been shown to play a major role in the retention of
students (Kuo et al., 2004). It might be in the advisement role that professors could best
inform students and help them to study more by analyzing and planning around the
activities that prevent studying.
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In the present study students rated only 67% of their study time as characterized
by productive, sustained mental effort. Further the mean productivity rating for a study
session was only 4.77 using a seven-point scale anchored on the ends (1 = very
unproductive and 7 = very productive). Making study time more productive would have
the net effect of increasing study time. Students need strategies to engage in selfregulated study, including strategies for effort management.
The three-cycle brain-based study strategy used by the students in the second part
of the study was designed to increase sustained attention, mental effort, and productivity.
The strategy incorporates the 20 to 25 minute time span that is suggested by both the
attention literature and the brain-based teaching literature. It also uses a two to five
minute break, which provides activity change and allows for information processing and
integration that is also recommended by the brain-based teaching literature. The third part
of the strategy includes movement that crosses the rn.idline of the body, again as
recommended by the brain-based literature, with the brain-gym cross-midline ideas
having their roots in occupational therapy literature. Using the three-cycle brain-based
strategy, students reported increasing their attention during study, increasing the
productivity of the study time, and positively impacting their grades and learning. It was
also a strategy students found to be easy enough that they thought they could be
successful doing it. They attributed their successes to the strategy and indicated that they
would continue its use. Even given the limitations (preliminary exploration, small
number of students giving feedback, and short time span of the trial) of the second part of
this study, there were some very promising results.
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Study Strategies an Integral Part of Each Course
So if students come to college lacking the needed study strategies, who is going to
teach them? The overwhelming answer from the literature is that the professors need to
teach study strategies and skills as part of every course (e.g., Bol, Warkentin, Nunnery, &
O'Connell, 1999; Hattie, Biggs, & Purdie, 1996; McKeachie, 1988; Van-Zile Tamsen,
1997). The study skills courses that are taught as separate courses, and not connected to
academic courses, are found to be somewhat successful for students in the short term, but
with few long-term gains for students. Strategies need to be taught as part of the content
and in the different contexts of courses. But professors cannot stop with giving
information about strategies. For students to use study strategies successfully, those
strategies need to be supported. Strategies need to be taught, demonstrated, modeled,
used in learning, reinforced, assigned as part of completion of homework, discussed, and
generalized to other courses and course contexts. Just making students aware of the
strategies is not enough. Professors also need to structure learning and evaluation
activities that necessitate the use of the strategies taught (e.g., Bol et al., 1999; Strage,
Tyler, Rohwer, & Thomas, 1987; Thomas, Bol~ & Warkentin, 1991; Thomas & Rohwer,
1986).
Teaching strategies affect the learning strategies used by students (Karakoc &
Simsek, 2004). Professors can influence learning by the teaching strategies they choose.
Decisions about information delivery, class structure, structure and type of assessments,
and content of assignments are all teaching decisions that influence the learning strategies
of students. If a class is taught with the goal of stimulating higher order thinking skills,
then the learning strategies of the students will be very different than if the goal is for
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students to remember a finite number of facts about the content. Professors do influence
the strategies chosen and used by the students.
Using Metacognitive and Higher Order Thinking Strategies
The literature particularly supported two study strategies: 1) the metacognitive
strategies involved with self-directed learning, and 2) the higher order thinking strategies.
Students who engage in higher order thinking strategies and self-directed learning
strategies (monitoring, regulating, planning, and evaluating) are more successful and
productive learners.
The literature (e.g., Bol et al., 1999; Simpson, 1984; Thomas et al., 1991; VanZile Tamsen, 1997; Warkentin, Bol, & Thomas, 1990; Warkentin, Bol, & Wilson, 1997)
strongly recommends the use of self directed learning, that is, using the metacognitive
strategies of self-monitoring, self-regulating, planning, and self-evaluating not only for
cognitive aspects of study but also for effort management. In this research 15.5 % of the
variability on productivity could be accounted for by the metacognitive strategies. In
addition, there were small, positive relationships (p < .05) between each of the four
metacognitive strategies and productivity. The more the strategies were used, the more
productive the study time. The students in this study did seem to do some planning,
monitoring, regulating, and evaluating in regards to cognitive skills. They, however, did
not seem to understand the concept of self-monitoring for productivity and attention.
Students need to be introduced to the metacognitive strategies both as related to cognitive
processing and as related to effort management. This is both an advising and a teaching
responsibility. To advise and teach, faculty must first be informed. Information regarding
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the relationship and the importance of metacognitiye strategies to plan both the cognitive
and effort management aspects of study should be a topic for faculty development.
Likewise higher order thinking strategies have been linked with student success.
Nearly 50 years ago Bloom and his colleagues (1956) brought attention to the hierarchy
of thinking in their taxonomy of educational objectives that focused on the cognitive
domain. Bloom's taxonomy of cognitive objectives is a hierarchy of thought processes
and learning, based on the principle of complexity (Bloom et al., 1956, 1994). The
categories identified in the taxonomy are knowledge, comprehension, application,
analysis, synthesis, and evaluation. Although the present study did not explore the
relationship between those strategies and student success, the success of their use is well
documented in the literature (Bartling, 1988; Bol et al., 1999; Thomas et al., 1991). This
present study did, however, record some information regarding the current use of the
different objectives by students when studying. In studying for their last test in their
respective psychology course, 73% said they memorized information. Of all the strategies
used, students were then asked to identify the study strategies they use the most. Over
67% identified reviewing class notes, and 49% reported memorizing information as their
most used strategies. These activities relate to knowledge and comprehension goals-the
lowest levels of Bloom's taxonomy. Only 7.4% of the students reported their preferring
the study strategies most related to higher level thinking (i.e., developed possible test
questions, looked for themes in the information, looked for relationships in the
information, thought about how this information related to my life/experiences). Iflowerlevel undergraduate students are going to be expected to engage in higher order thinking,
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then professors will need to adjust their expectations, teaching methods, course structure,
assignments, and assessments to foster that kind of thinking.
Dr. Richard Allington (unpublished presentation, October 7, 2004), college
professor and president of the International Reading Association for 2005-06, spoke at
the Regional Conference of the International Reading Association in Bismarck, ND. The
title of his presentation was "What I Have Learned Studying Exemplary Teachers."
Although his research was in the area of teaching reading to children, his message about
teaching reinforced what was found in the present study. Allington stated that teaching

. and using metacognitive strategies and higher order thinking strategies enhance
motivation, specifying that those are study strategies that produce successful learning. He
further indicated that study strategies need to be taught as part of the course content.
Implications for Further Research
A number of questions arise regarding the issue of professors teaching study skills
as part of every content class. It would be interesting to know how many professors have
actually taken on that responsibility or how many even hold a philosophical position that
has that as part of their job responsibility. How many professors are already teaching
study strategies as part of the course content and context? If a college were identified
whose faculty hold that philosophical stance and are teaching study strategies as part of
every course, then what are the benefits to students and how significant are the benefits?
Is the teaching of study strategies as important for juniors, seniors, and graduate students
as it is for freshmen and sophomores? In the area of the use of higher order thinking and
metacognitive strategies, further exploration is needed regarding the influence of course
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structure on learning and student academic success. How much and what kinds of
benefits would students reap?
It is well documented that students come to college without the needed study
·skills. Because this study focused on college students, the preparation for studying and
study skills taught and used at the high school level were not addressed. However, a
further question might be posed about the responsibility of high school teachers in
preparing students for college studying. What changes would be needed at the high
school for students to be prepared for the study required at the college level? In the
interim, until high schools do assume more responsibility for requiring, teaching, and
implementing better study strategies, the responsibility for helping students acquire the
needed study skills continues to fall on the college professor.
Because this study was an initial inquiry into the perceptions of college students
regarding the use of the three-element, brain-based cycle study strategy, this strategy and
the results found here need further consideration and study. An inquiry using a larger
sample and/or a longer block of time as a trial would be important to verify the
perceptions of this small sample and the results of this study. Because research (Bloom,
2003; Bol et al., 1999; Hattie et al., 1996; Simpson, 1984) indicates that study skills are
most effective when incorporated into a particular course where their usage is taught and
reinforced, what would be the results if this strategy were studied when used as part of a
course structure? Or because this is an effort management strategy and seemed effective
across many course contents and contexts, would this strategy be just as effective taught
and used as part of a study skills class or study help program? Because there are two
main components to this strategy (i.e., the specified length of study followed by a break
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and the use of the hook-up during the break), it is difficult to tell if the use of the total
strategy together is what makes it effective or whether just using the 20 to 25 minutes
followed by a break without the hook-up would be just as successful. What part of the
three-cycle strategy made the difference or was it the strategy as a unit that was
important? The exact amount of time spent in the pretzel was not regulated nor recorded.
Would greater or lesser amounts of time in the pretzel position prove more effective? Is
there an optimal amount of time for best results? Would using the pretzel after longer
periods of study produce the same effects? Another strand to explore would be a
longitudinal study to investigate the long-term use of the strategy. A follow-up to
ascertain if the use of this study strategy was continued was not built into this current
research. This very promising study strategy designed to help students to increase the
productivity of their independent study sessions needs further research to confirm and
expand on the findings of this investigation.

214

APPENDICES

APPENDIX A
DESCRIPTION OF "HOOK-UPS" OR PRETZEL

Description Of Pretzel Or "Hook-Ups"
Stand and stretch your arms straight out in front of you with the palms of your
hands together. Chop your right hand over the top of your left hand so that now the backs
of your hands are together. Now rotate your hands, turning thumbs outward and
downward until your thumbs are pointing down. At this point your palms are once again
together. Interlace your fingers. Now rotating from your elbows, bring your clasped
hands down, around, and inwards towards your body until your hands are against your
chest and your knucldes are pointed up toward your chin. Finally, cross your legs, and
you are in the hook-up position.
Another way to get into the hook-up position is to start with your arms stretched
out in front of you with the palms of your hands down. Cross your hands over forming an
X at your wrists. Rotate your thumbs down until the palms of your hands are together.
Interlace your fingers. Now continue as above, rotating from your elbows, bringing your
clasped hands down, around, and inwards towards your body until your hands are against
your chest and your knuckles are pointed up toward your chin. Finally, cross your legs,
and you are in the hook-up position.
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APPENDIXB
STUDY HABITS QUESTIONNAIRE

STUDY HABITS QUESTIONNAIRE
Research for Doctoral Dissertation
Sheri Evans, Researcher
Work Phone: 355-3013 Home Phone: 223-9478
Address: 16101 54th St. NW, Bismarck, ND 58503
e-mail: sheri_evans@educ8.org

You must be at least 18 years of age and either a sophomore or second semester freshman.
Please complete the following items by checking or filling in the appropriate line in the right
column.

1. What is your· age in years as of today?

Age _ _ _ __

2. What is your gender?

Male - - - -

3. What is your class status?

2nd Semester
Sophomore__ Freshman
Other
Developmental
Abnormal
Psychology
Psychology~--

4. In which psychology class are you
currently enrolled?
5. What grade do you anticipate getting for
this psychology class?
6. What is the total number of hours of
· college credit for which you are enrolled
this semester?
7. Approximately what is your GPA?
8. Are you employed?

Female - - - -

Grade - - - -

- - - - Semester Hours
GPA - - - No
Yes - - - Ifyes, please indicate the average# of hours you
work per week.
10 or fewer hours
11-20 hours
21-30 hours
31-40 hours
41 or more hours

9. What is your marital status?

Married
Divorced

10. Are you a parent?

No

_ _Single
_ _ Separated
Yes

# of children

11. What is your living situation from
Monday to Friday?

_ _ Living in a dorm
__
. Living in my parents' home
_ _ Living in an off-campus setting with peers.
_ _ Living in an off-campus setting alone
_ _ Living with a spouse or significant other.
_ _ Other: Explain _ _ _ _ _ _ _ _ __

12. Do you have any physical limitations?

No
Y-es
If yes, explain briefly: - - - - - - - - -
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Questionnaire#

I am interested in learning about what students usually do during independent study for a
college course. Independent study means studying alone outside of class time and including
assigned homework. I am also interested in students' thoughts about studying.
Please answer the following questions. Put a check mark in the appropriate blank, circle the
answer that most fits you, or fill in the blank.

__ 6:01 and 8:00 p.m.
__ 8:01 and 10:00 p.m.
__ 10:01 and midnight
12:01 and 2:00 a.m.
2:01 and 4:00 a.m.
4:01 and 6:00 a.m.

1. When do you usually study?
I usually study between:
(Check all that apply.)

6:01 and 8:00 a.m.
8:01 and 10:00 a.m.
10:01 a.m. and noon
_
12:0land 2:00 p.m.
__ 2:01 and 4:00 p.m.
_
4:01 and 6:00 p.m.

2. When do you most prefer to study?

__ Before my classes
__ Between my classes
__ After my classes
__ After supper
On the weekend
__ Other: explain _ _ _ _ _ _ _ _ _ _ __

3. How often during this semester did the
following activities prevent you from
studying?
(Circle the number that corresponds to the
answer that fits best.)

•Working at my job
Almost
Never
Sometimes

Fairly
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Being with friends
Almost
Sometimes
Never

Fairly
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Playing sports
Almost
Sometimes
Never

Fairly
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Exercising
Almost
Sometimes
Never

Fairly
Often

r

r

,

1

2

3

•Watching TV
Almost
Sometimes
Never

Fairly
Often

Very
Often

Almost
Always

I

I

4

5

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5
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Questionnaire #

3. (Continued)
How often during this semester did the
following activities prevent your studying?
(Circle the number that corresponds to the
answer that best fits you.)

•Playing electronic games (Nintendo 64, etc.)
Almost
Fairly
Very
Almost
Never
Sometimes
Often
Often
Always

I

I

I

I

I

1

2

3

4

5

•Playing computer games
Fairly
Almost
Never
Sometimes
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Online (instant messaging or chatting) or surfing
the web
Almost
Fairly
Very
Almost
Sometimes
Never
Often
Often
Always

I

I

I

I

I

1

2

3

4

5

•Reading for pleasure
Almost
Sometimes
Never

Fairly
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Caring for or spending time with children
Almost
Fairly
Very
Almost
Never
Sometimes
Often
Often
Always

I

I

I

I

I

1

2

3

4

5

• Doing household chores (doing dishes, preparing
meals, washing clothes, etc.)
Very
Almost
Almost
Fairly
Never
Sometimes
Often
Always
Often

I

I

I

I

I

1

2

3

4

5

•Just not feeling like studying
Almost
Fairly
Never
Sometimes
Often

Very
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

•Procrastinating by (other) _ _ _ __
Almost·
Fairly
Very
Often
Never
Sometimes
Often

Almost
Always

I

I

I

I

I

1

2

3

4

5

4. Do you think you spend enough time
studying for your college courses?

No
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Yes

Questionnaire#

5. On average, how much time do you
spend studying each day? (Check one.)

Less than 30 min
31 minutes to 60 minutes
_ _ 61 minutes to 90 minutes (11/2 hours)
_ _ 91 minutes to 120 minutes (2 hours)
_ _ 121 minutes to 150 minutes (2 1/2 hours)
Other

-------------

Less than 10 minutes
10 to 20 minutes
21 to 30 minutes
31 to 40 minutes
41 to 50 minutes
51 to 60 minutes
61 to 90 minutes
91 to 120 minutes
Other

6. How long do you generally study at one
time? (Check one.)

-------------

15 minutes
30 minutes

7. How much time do you think a college
student should spend studying outside of
class for each hour spent in class? (Check
one.)

8. What is the average amount of time you
actually spend studying outside of class for
each hour spent in class? (Check one.)

9. Where do you usually study during your
independent study time? (Check one.)

45 minutes
1 hour
11/2 hours
2 hours
2 1/2 hours
More than 2 1/2 hours
Less than 15 minutes
15 minutes
30 minutes
45 minutes
1 hour
1 1/2 hours
2 hours
2 1/2 hours
More than 2 1/2 hours
_ _ At home in my bedroom
At home in the kitchen
_ _ At home in the living room
_ _ At home in an office or special study area
_ _ At a library
_ _ In an empty classroom
_ _ In a computer lab
_ _ In a campus student lounge
_ _ At an on-campus snack bar or cafeteria
_ _ At an off-campus snack bar or restaurant
Other

-------------

10. At your usual study location, what is
your favorite posture in which to study?
(Check one.)

_ _ Sitting in a cubicle or at a desk
_ _ Sitting at a small table
_ _ Sitting at a large table
_ _ Lying on my bed
_ _ Sitting or lying on a chair or sofa
_ _ Sitting or lying on the floor
Other - - - - - - - - - - - - - 222

Questionnaire #

11. In #9 and #10 you indicated your usual
place and favorite position in which to
study. A) Why do they work for you?
B) Is your usual place to study also
your favorite place? Explain.

12. Do you do anything to make your study
environment productive, pleasant,
comfortable? If so, what?
(e.g. sharpened pencils, music, food)

13. During a typical independent study
session, how productive are you?

very
unproductive

I

1

I

I

I

I

2

3

4

I

5

6

14. How productive are you during the first
half of a typical independent study session?
(Circle the number on the scale that best
describes you.)

very
unproductive

l 5. How productive are you during the last
half of a typical independent study session?
(Circle the number on the scale that best
describes you.) ·

very
unproductive

I

I
1

2

I

I
1

very
productive

2

very
productive

I
3

I
5

I

I

7

6

,.,

:J

I

I

I

I

4

5

6

7

minutes long
Not at all
like me

very much
like me

I

I
1

18. What study strategies do you currently
use to maintain your attention and mental
effort during your independent study time?

I

4

very
productive

16. My attention span during independent
study is generally about ...
17. Because I have trouble sustaining my
attention when I study alone, I usually try
to study with someone.

I

7

2

3

4

5

6

7

•Underline in my book or notes

Not at all
like me

very much
like me

I
(Circle the number that best describes you.)

I

l

2

3

4

5

6

7

•Take notes from my reading

Not at all
like me

very much
like me

I

I

1

2

3

4

5

6

7

•Drink coffee or other caffeinated beverage

Not at all
like me

very much
like me

I

I

1
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18. Continued. What study strategies do
you currently use to maintain your
attention and mental effort during your
independent study time?
(Circle the number that best fits you.)

•Take frequent breaks

Not at all
like me

very much
like me

I

I
2

1

4

3

5

6

7

•Walk around or stretch

Not at all
like me

very much
like me

I

I

1

2

3

4

5

6

7

•Change my activity or study focus every 20-25

minutes.
Not at all
like me

very much
like me

I

I
1

4

3

2

6

5

7

•Eat or drink during study

Not at all
like me

very much
like me

I

I
1

3

2

4

5

6

•Play music in the background
Not at all
like me

7
very much
like me

I

I
2

1

3

4

6

5

7

•Other strategies I use:

Please answer the following questions in the context of your psychology class.

19. How many days per week do you
2
study for your psychology course? (Circle 1
one.)
20. On the days that you study for this
15 min.
course, approximately how long do you
spend in independent study each day?
11/2 hrs.
(Circle one.)
21. Is this more or less time than you
spend studying for other classes?

Less
Explain:

22. In the week prior to your last
psychology test, approximately how many
hours did you study preparing for the test?

About
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3

5

4

1/2 hr.

6

45 min.

1 3/4 .hrs.

2 hrs.

7

1 hr.

I rarely
study for
this course.
1 1/4 hrs.

Other

More

---------- hours
Questionnaire#

Reviewed class notes
Reread the material in the book
Outlined the material
Reviewed teacher handouts
_ _ Prepared my own study materials (notes,
flash cards, outlines, etc.)
_ _ Studied my own study materials
_ _ Tested myself
_ _ Worked with a study group or partner
Memorized information
_ _ Reviewed vocabulary in bold in the text
_ _ Did the study questions in the text
_ _ Developed possible test questions
Looked for themes in the information
_ _ Looked for relationships in the information
_ _ Thought about how this information related to
my life/experiences

23. What did you do to prepare for your
last test in this psychology course? (Check
all that apply.)

24. Go back to the items in #23 and put a
* in front of each of the 3 things you spent
the most time doing.
25. Please rate the following activities Oto
3 based on the amount of time you have
spent engaging in them during your
independent studying for this psychology
course. 0 = I never used this activity
1 = I seldom used this activity
2 = I sometimes used this activity
3 = I regularly used this activity

See items above.

__ Reading the text or other class materials
__ Doing assigned homework (other than reading)
__ Preparing study materials (notes, flash cards, etc.)
__ Reviewing the text or study materials you made
__ Reviewing teacher handouts
__ Self-testing (including practice essays)
__ Writing to learn/organize/analyze
__ Writing required papers

On the following scales, circle the number that best describes you.
Not at all
26. Before I started studying for the last

test in this course, I made sure that I would
not put off my studying.*

I

I
1

27. Before I started studying for the last
test in this course, I made plans to avoid
distractions while studying.*

4

5

6

7
very much
like me

I
2

3

4

5

6

7
very much
like me

Not at all
like me

I

I

I
2

3

4

5

6

7
very much
like me

Not at all
like me

I

I
1

30. While studying for your last test in this
class, how effective were your efforts to
sustain attention and mental effort?

3

I

1

29. While preparing for the last test, at
times, I found that I had trouble sticking
with my studies.*

2

Not at all
like me
1

28. While I was studying for the last test
in this course, I sometimes became
distracted from concentrating fully.*

very much
like me

like me

2

3

4

5

6

very
effective

Not very
effective

I

I

1

2
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7

I
3

4

5

6

7
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31. While reading for this class, I often
look ahead to see how many pages are left?

Not at all
like me

very much
like me

I
1
32. While studying, I take a short break
from my study every 20 to 25 minutes.

I
2

4

3

5

6

Not at all
like me

very much
like me

I
1

7

I
2

4

3

5

6

7

33. While studying for this psychology

course, what percentage of your study time
is productive, sustained intellectual effort?

------%

34. While studying for this class, the
biggest distraction for me is _ _ __
35. While studying, when I became
distracted from concentrating fully, I did
something special to adjust my
concentration.*

Not at all
like me

36. After I studied for this class, I
reflected back on my study efforts, plans,
goals, or accomplishments.*

Not at all
like me

37. There is a connection between how
productive my study time is and my ability
to sustain attention and mental effort.
38. There is a connection between how
well I understood the material I was
studying and my sustained mental effort.

very much
like me

I

I
1

2

3

4

5

6

very much
. like me

I

I

1
2
3
Almost
Never
Sometimes

I
1
Almost
Never

7

4
Fairly
Often

I

I

2

3

Sometimes

Fairly
Often

5

6
Very
Often

I
7
Almost
Always

I
4
Very
Often

I
5

Almost
Always

I

I

I

I

I

1

2

3

4

5

39. I know I need a break from studying
when ...
40. When I study, I like my area to be:
(Check one.)

_ _ Very quiet
_ _ Some quiet background music/sound
_ _ Regular noise levels
Loud music or sound
Other: - - - - - - - - - - - - - -

41. If you like background noise, what
source or type of sound do you usually
prefer. (Check one.)

_ _ Baroque or classical music
Other favorite of music: - - - - - - - _ _ TV programming
_ _ People talking
_ _ Regular radio programming
Other

(If you like total quiet, leave this question

blank.)

--------------

Please use the back of this page to make any additional comments or share any thoughts you
have about studying. Thank you so much for taking the time to compiete this questionnaire. ·

* =item adopted or adapted from SAQ
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APPENDIXC
CORRESPONDENCE/PERMISSION FROM BOL

From: Linda Bol lbol@odu.edu
To: Sheri Evans
Date: Monday, November 25, 2002 6:08 PM
Subject: Re: Your Research on Study

Sheri,
Thank you for your interest in my work. I worked. with a team so
cannot take all the credit, but am flattered nonetheless. Lately I have
been conducting research on calibration (students' ability to predict their
exam performance). I have also done research on teachers' assessment
practices, including the cognitive demand associated with these practices.
Here are some references you may find interesting and useful. I have a
paper copy of the SAQ that I can send to you if you e-mail your address. I
only worked on two versions of the questionnaire, the electronic version of
the SAQ and the paper version of the SAQ. The earlier questionnaires were
developed and used prior to my joining the research team. Look for
publications by Rohwer and Thomas (referenced in my papers) if you want to
track them down.
Thomas, J.W., Bol, L., & Warkentin, R.W. (1991). Antecedents of college
students' study deficiencies: The relationship between course features and
students' study activities. Higher Education, 22, 275-296.
Thomas, J.W., Bol, L., Warkentin, R.W., Wilson, M., Strage, A., &
Rohwer, W.D. (1993). Interrelationships among, students' study activities,
· self-concept of academic ability, and achievement as a function of
characteristics of high school biology courses. Applied Cognitive
Psychology, 7, 499-532.
Bol, L., & Strage, A. (1996). The contradiction between teachers'
instructional goals and their assessment practices. Science Education, 80
(2), 145-163.
Strage, A., & Bol, L. (1996). High school biology: What makes it a
challenge for teachers? Journal of research in Science Teaching, 33,
753-772.
Warkentin, R., Bol, L., & Wilson, M. (1997). Using the Partial Credit
model to verify a theoretical model of academic studying (pp. 71-95). In
M. Wilson, G. Engelhard Jr., and K. Draney, Objective measurement: Theory
into practice (Vol. 4). Greenwich, CN: Ablex.
Bol, L., Warkentin, R.W., Nunnery, J.A., & O'Connell, A.A. (1999).
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College students' study activities and their relationship to study context,
reference course, and achievement. College Student Journal, 33, 608-622.
Bol, L., Nunnery, J.A., Stephenson, P.L., & Mogge, K. (2000). Changes in
teachers' assessment practices in the New American Schools restructuring
models. Teaching and Change, 79 (2), 127-146.
Hacker, D.J., Bol, L., Horgan, D., & Rakow, E. (2000). Test prediction
and performance in a classroom context. Journal of Educational Psychology,
92, 160-170.
Bol, L., & Hacker, D. (2001). The effect of practice tests on students'
calibration and performance. Journal of Experimental Education, 69 (2),
133 .. 151.
Bol., L., Ross, S.M., Nunnery, J.A., & Alberg, M. (2002). A comparison
of teachers' assessment practices in school restructuring models by year of
implementation. Journal of Education for Students Placed At Risk, 7(4),
407-423.
LindaBol

ECI Department
College of Education
Old Dominion University
Norfolk, VA 23 529
(757) 683-3315

Sheri Evans
<sheri_ evans@educ8.org>
To:
Linda Bol <lbol@odu.edu>
Subject: Your Research on Study
11/19/02 10:52 PM
Linda,
I was able to locate you with the assistance of Nancy Hurley from the
University of Memphis. I am interested in your work with Robert Warkentin
regarding the study efforts of college students. I am currently working on
my Ph.D. in Higher Education from the University of North Dakota and am
beginning my study and dissertation to explore the study habits of college
students particularly as it relates to sustained attention. I found your
research well thought out and constructed and conceptualized in a framework
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and organization that made sense to me. I am constructing my research
projects (we have the option of using the 2 article format for our
dissertations using related studies) based on much of your information and
organization.
I am going to be constructing an initial questionnaire and would like to
look at other instruments that might aid me in the construction of my
questionnaire. In your articles you mentioned a couple of questionnaires
or one questionnaire that is called multiple things. In your 1997 research
project entitled "Assessing College Students' Self-Directed Studying Using
Self Reports of Test Preparation", you refer to a previous study in which
you assessed study practices using a "checklist questi0ID1aire." That self
report study was a follow up to the one in which you used the questionnaire.
In an article in the College Student Journal published in Dec. of 1999, you
use the Study Activity Questionnaire (SAQ) preferably the paper/pencil
version. J. W. Thomas is another name that is cited in connection with the
SAQ. I am not sure if that is the same as the first questionnaire you
Used or a later version or something entirely different. I would like to be
Able to get a copy of the questionnaire(s) you used. Do you have any idea where
I could find those?
Or perhaps you just have some interesting information or articles about
study skills and sustained mental effort during study that you want to share.
Or perhaps you would share where your ideas/energy/thinking/research
has taken you since 1999. It is interesting to follow the progression of a
persons work through out their career.
I appreciate any help you can give me.
Sheri Evans
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STUDY

ACTIVITY

QUESTION

IRE

Last time we wanted to know about you typically study, this time we
want to know how you studied for this course.
In particular, we
want to know what you did:
•when you first read the material for this course
•during a t~ical class session (lecture, discussion or in-class
activities) in. this course
•while preparing for the test in this course
•to manage your :t..ime., concentration, and effort in learning the
material for this course.

There are no right or wrong answers to these questions. Just respond
as best as you can. Your grade in this class will not be affected by
your responses on this questionnaire. All responses wi1.1. be
confidential. Please answer.each question carefully.

.

Please provide your student number. It is very important so we can
. compare·how you answered this time with how you answered the first
time you completed the questionnaire.
Student Number :

Grade expected in this course:
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F.rom: Sheri Evans <sheri_evans@educ8.org>
To: Linda Bol <lbol@odu.edu>
Date: Thursday, December 12, 2002 6:05 PM
Subject: Received SAQ

Linda,
I received the SAQ. Thank you again so much for sending it to me. And yes, if I
use any of it I will make sure to reference it. It is so important to give credit
where credit is due.
Thanks again and have a wonderful holiday season.
Sheri
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APPENDIXD
QUESTIONS TO GUIDE THE FOCUS GROUPS

Questions to Guide the Focus Groups
Sample of general questions:
1. What helps you to study?
2. What gets in the way of your studying?
3. What are the most important things that you know about how to study?
4. How did you discover these important things about how to study?
5. How do you keep your attention focused and your mind engaged during your
independent study time?
6. How effective are these efforts to focus your attention and engage your mind?
7. What are the most important things you think you could do that would make a
difference or improve your study time for your p~ychology class?
8. Do any of you have any other thoughts or any sununary statements about your
study habits or about sustained attention and mental effort?

Questions about metacognitive activities:*
1. Do you do anything to plan for your studying in any way?
2. While you are studying, do you monitor your ongoing ability to sustain attention
and mental effort?
3. Do you engage in any self-regulating activities during your study time?
4. After you have studied, do you spend any time evaluating your study efforts or
accomplishments?

*These questions will be asked only if time permits. They will be added prior to
questions #7 and #8, leaving at least 10 minutes to complete those last questions.
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APPENDIXE
PILOT STUDY - PROTOCOL GUIDE QUESTIONS

Piloting of the Study Skills Questionnaire
Protocol Guide Questions

Questions for respondents:
1. Are the instructions clear?
2. Which questions were difficult to understand?

-3. Are the response choices mutually exclusive?
4. Are the response choices exhaustive?
5. What questions should be added?
6. What questions should be deleted?
7. Was the place to mark responses obvious?
8. Was the way to mark a responses made clear?
9. What improvements should be made to the format?
10. Which questions took the longest and why?

Do respondents understand:
•what to do with the completed questionnaires;
•when to return the questionnaires; &
•how to retrieve their extra credit for participating.

Length of time for each respondent to complete questionnaire
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APPENDIXF
PILOT STUDY - PROTOCOL FOR DEMOGRAPHICS OF STUDENTS

Demographics of Piloting Students
Check the items that fit you.

1. I am in the:

_ _ Top 10% of my class
_ _ Top 25% of my class
_ _ Top 33% of my class
_ _ Top 50% of my class

2. I am currently taking at least one AP (Advance Plac~ment Course)
_ _ Yes
No

3. I am enrolled in a college course.
_ _ Yes
_ _ No

4. Time it took me to complete this questionnaire:
_ _ _ _ _ minutes
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APPENDIXG
QUESTIONNAIRE COVER SHEET & CONSENT FORM

Questionnaire Cover Sheet & Consent Form

Sheri Evans, Researcher
Work Phone: 355-3013 Home Phone: 223-9478
Address: 16101 54th St. NW, Bismarck, ND 58503
e-mail: sheri_evans@educ8.org
You must be 18 years old or older to participate in this study. If you decide to complete the
questionnaire that you have just heard about, please read and sign and date this permission statement.
When you have completed the questionnaire, please return it to me {today or via mail) or to your
psychology professor at your next class period. Thank you for participating!
If you decide not to complete the questionnaire, please return the blank or incomplete document to
me or to your psychology professor at your next class period. Thank you.
Consent Form
My name is Sheri Evans. I am currently working on my PhD in Higher Education through the
University of North Dakota. The title of my dissertation is: Study Habits of College Students and Their
Perceptions of the ImP.act of Brain-Based Attention Strategies on Their Independent Study Time. I am
interested in finding out about the study habits of college students, especially about their sustained attention
and mental effort.
The following infonnation is provided to help you decide whether you wish. to complete this
questionnaire. Your participation is voluntary. The questionnaire should take only about 20 minutes to
complete. If you decide to participate, you are free to discontinue completing the questionnaire at any time
without affecting your relationship with this class, the instructor, or the college. Deciding not to complete
the questionnaire will in no way jeopardize your grade in your particular psychology class. However, I will
ask that you tum in your incomplete questionnaire so that I can keep track of the copies.
The purpose of this research is to gain infonnation about the study habits of college students
during independent study time with special inquiry into sustained attention and mental effort. Data will be
collected using a questionnaire that will be passed out to you in class, but that you would complete outside
of class time. Five points of extra credit will be given for your completion and returning of the
questionnaire. All possible precautions will be used to assure.your anonymity. The researcher will keep a
.list of the names and associated questionnaires only long enough to verify the completion of the
questionnaire, which is necessary for you to receive the extra credit. To assure that you receive the extra
credit for completing the questionnaire, your name will be sent to your professor. However, your professor
will not see your questionnaire. Likewise the researcher will not look at any of the data until the names and
numbers on the verification list are turned over to your professor. This signed consent form will be kept
totally separate from your questionnaire. After I analyze the completed questionnaires, I will keep all the
consent forms and separated questionnaires in a locked file cabinet for three years. I am the only person
who will have access to the locked files. After three years I will shred the completed forms and
questionnaires.
Your name will not be associated with the research findings in any way.
Do not hesitate to ask questions about this study before, during, or after the study. I would be
happy to share the fmdings with you after the research is completed.
There are no known risks associated with this study other than those you would ordinarily have as
a college student completing a form. The expected benefit associated with your participation is the
opportunity to be part of a research project. Infonnation gained from this research will add to the basic
knowledge about how college students study and about sustaining attention and mental effort during study

time.
If you agree to participate, please sign this consent form. You are signing it with the full
knowledge of the nature and purposes of the questionnaire. A copy of this signed form will be given to you
to keep.
Signahl!e: ._ _ _ _ _ _ _ _ _ _ _ _ _Date: - - - - - - - - - - - - - - -

For further information you may also contact: Dr. Richard Landry,
UND Faculty Advisor; Dept. of Education; University ofNorth
Dakota; Grand Forks, ND 58202; Phone# 701 777-3582; e-mail:
richard_landry@und.nodak.edu.; Or you may contact the Office of
Research and Program Development; PO Box 7134, Twamley Hall,
Room 105; Grand Forks, ND 58202-7134; Phone: (701) 777-4278;
Fax: (701) 777-6708.
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APPROVE BY
MAR 12 2003
University of North Dakota
Institutional Review Board

APPENDIXH
QUESTIONNAIRE- EXTRA CREDIT STUDENT SIGN-UP SHEET

To make that sure you get your extra credit for completing the
questionnaire, please provide the following information. Print your name,
indicate which psychology class you are enrolled in, and print the number of
your questionnaire in the places provided. The questionnaire number can be
found in the bottom right hand comer of each page of your questionnaire.
Your name: (Please P r i n t ) - - - - - - - - - - - - - - - Psychology Class: (Circle One) Developmental Psych.

Abnormal Psych

Questionnaire#- - - - - - - - - - - - - -

Research for Doctoral Dissertation
Sheri Evans, Researcher

Work Phone: 355-3013

Home Phone: 223-9478

Address: 16101 54th St. NW, Bismarck, ND 58503
e-mail: sheri_evans@educ8.org
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APPENDIX I
QUESTIONNAIRE- VERIFICATION FORM FOR
QUESTIONNAIRE COMPLETION

Verification Form for Questionnaire Completion
(for participation in completing the research questionnaire)
No.
1

Student N rune

Psych Class

2
3
4

5

6
7
8
9
10
11

12
13

14
15

16
17
18

19
20
22
23
24
25
26
27
28

29
30
31
32
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Questionnaire
Completed

Verification Form for Questionnaire Completion
(for participation in completing the research questionnaire)

No.

Psych Class

Student Name

33
34
35
36
37
38
39

40

41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59

60
61

62
63
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Questionnaire
Completed

Verification Form for Questionnaire Completion
(for participation in completing the research questionnaire)
No.
64
65
66

Psych Class

Student N arne

67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86

87
88
89
90

91
92
93
94
246

Questionnaire
Completed

Verification Form for Questionnaire Completion
(for participation in completing the research questionnaire)
Questionnaire
No.

Psych Class

Student Name

95

96
97
98
99
100
101
102
103

104
105

106
107
108

109
110
111

112
113

114
115
116

117
118

119
120
121
122
123
124

247

Completed

APPENDIXJ
FOCUS GROUP - INTEREST IN PARTICIPATION

Focus Group Participation
Research for Doctoral Dissertation
Sheri Evans, Researcher
Work Phone: 355-3013 Home Phone: 223-9478
Address: 16101 54th St. NW, Bismarck, ND 58503
e-mail: sheri_evans@educ8.org
If you would be willing to spend an hour or a little more sharing your experience
regarding study, please complete the following information sheet and turn it in with your
questionnaire either to me or to your psychology professor. Additional extra credit (15
points) is attached to your participation. Thank you for your interest in participating.

Natne

----------------------------

Address

---------------------------

Phone - - - - - - - Cell Phone - - - - - - - Work Phone - - - - - e-mail address

-------------------------

I would be interested in participating in one of the focus groups.

Please indicate your first and second choices of time/group.
_ _Focus Group 1 Monday, March 31 from 2: 15 to 3 :30 p.m. in the Dakota Room in
the Student Union.
_ _Focus Group 2 Monday, March 31 from 5:00 to 6: 15 p.m. in the Dakota Room in
the Student Union.
_ _Focus Group 3 Tuesday, April 1 from 3:15 to 4:30 p.m. in the Dakota Room in
the Student Union.
_ _Focus Group 4 Wednesday, April 2 from 2:15 to 3:30 p.m. in the Flickertail
Room in the Student Union.
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APPENDIXK
FOCUS GROUP-ATTENDANCE SHEET

Focus Group Attendance Sheet

Psychology Class

Natne

1.
2.

3.
4.

5.

6.
7.

8.
9.

10.
11.
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APPENDIXL
FOCUS GROUP-CONSENT FORM

,.I

Focus Group Consent Form
My name.is Sheri Evans. I am currently working on my PhD in Higher Education through the
University of North Dakota. The title of my dissertation is: Study Habits of College Students and Their
Perceptions of the Impact of Brain-Based Attention Strategies on Their Independent Study Time. I am
interested in finding out about the study habits of college students, especially about their sustained attention
and mental effort.
You must be 18 years old or older to participate in this study. If you decide to take part in the focus
group, please read and sign and date this pennission statement.
A focus group is a group discussion on a particular topic that is guided by a series of open-ended
questions. Through the openness of member interaction, the discussion explores ideas and issues about the
topic. Information, ideas, and stories are shared based on the experiences of the group members.
The following infonnation is provided to help you decide whether you wish to take part in the focus
group. Your participation is voluntary and will take about 75 minutes of your time. If you decide to
participate, you are free to discontinue your participation in the focus group at any time without affecting your
relationship with your psychology class, the instructorJ or the college. Deciding not to take part in the focus
group will in no way jeopardize your grade in your particular psychology class.
The purpose of this research is to gain information about the study habits of college students during
independent study time with special inquiry into sustained attention and mental effort. In addition to the
questionnaire that you completed previously, data will be collected using a focus group format to hear the
stories, ideas and infonnation th~t ~ questinnnaire is not rle~igned .to elicit. The focus groups will take place
outside of class time. Fifteen points of extra credit will be given by your psychology professor for your
participation in a focus group. In no way will the information you gave on your questionnaire be connected
with the information you share during the focus group.
In order to obtain accurate and detailed data, the focus group session will be tape-recorded. The only
other person besides the researcher that will listen to the tapes will be the transcriptionist. You will be
assigned a pseudonym. When the transcriptionist types up the tapes, she will remove your name and replace it
with the pseudonym that has been assigned. Therefore, anything that is typed will no longer be associated with
your real name. Your real name will not be associated with the research findings in any way. By signing this
permission you are also giving pennission for the researcher to audio-tape-record your contributions to the
focus group. All possible precautions will be used to assure your anonymity. To assure that you receive the
extra credit for participating in the focus group, you will be asked to sign an attendance sheet when you come
to the group. This will be sent to your professor. However, your professor will not be a part of the focus group
in any way, nor will he hear the tapes or see the transcriptions.
This signed consent form will be kept totally separate from the tapes or transcriptions. After the tapes
have been transcribed and all the data bas been drawn from the tapes and ·analyzed, the tapes will be erased. I
will keep all the consent forms and transcriptions separately in a locked file cabinet for three years. I am the
only person who will have access to the locked files. After three years I will destroy the transcriptions and
consent forms.
Do not hesitate to ask questions about this study before, during, or after the study. I would be happy
to share the fmdings with you after the research is completed.
There are no known risks associated with this study other tlwi those you would ordinarily have as a
college student participating in a group discussion. The ~xpected benefits associated with your participation
are the opportunity to be part of a research project and the opportunity to learn more about effective study from
ideas that are shared in the group. Information gained from this research will add to the basic knowledge about
how college students study and about sustaining attention and mental effort during study time.
·
Ify~:m agree to participate, please sign this consent form. You are signing it with the full knowledge
of the nature and purposes of the focus group. A copy of this signed form will be given to you to keep.

Signature:

Date:

For further information you may contact: Sheri Evans, Researcher;
16101 54th St. NW; Bismarck, ND 58503; Home Phone: 223-9478;
Work Phone: 355-3013; e-mail: sheri_evans@educ8.org; Or Dr.
Richard Landry, UNO Faculty Advisor; Dept. of Education; University.
ofNorth Dakota; Grand Forks, ND 58202; Phone# 701 777-3582; email: richard_1andry@und.nodak.edu.; Or you may contact the Office
of Research and Program Development; PO Box 7134; Twamley Hall,
Room 105; Grand Forks, ND 58202-7134; Phone: (701) 777-4278; •
Fax: (70 l) 777-6708
·
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APPENDIXM
PART II - DAILY STUDY LOG

Daily Study Log
Name

Date - - - - - -

---------

Directions: 1) Please fill in your name and date at the top. 2) Enter any block of 20 minutes or
more of study for any course. Enter start time-end time in that format (e.g., 2:00 p.m.-3:30 p.m.).
3) Fill in each blank for the study time. 4) At the bottom add brief notes/reflections for each
study block.
Productivity Ratings:
1 = Nonproductive
2 = Low Productivity
3 = Average Productivity
4 = Better than average productivity
5 = High Productivity
Attention Ratings:
1 = Non-attentive
2 = Somewhat attentive
3 = Average attention
4 = Above average attention
5 = High attention

Start time-End time

(Learning nothing or extremely little for this amount of study)
(Learning less than usual for this amount of study)
(Learning about usual for this amount of study)
(Learning more than usual for this amount of study)
(Learning much more than usual for this amount of study)
(Could not pay attention; my mind was not on my study)
(Some attention, but with difficulty)
(My usual ability to stay on task and study)
(Could stay on task better than usual)
(Could really concentrate; attention much better than usual)

Place of Study

# of times threecycle, brain.:.based
study strategy was
used.

Notes/Reflections:
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Productivity
Rating

Attention
Rating

APPENDIXN
PART II - QUESTIONS TO GUIDE FINAL INTERVIEW

Questions to Guide the Final Interview

1. Using your Study Log as a guide, tell me about your experiences using the
three-element, brain-based cycle study strategy.
2. How did using the three-element, brain-based cycle study strategy affect your
sustained attention and intellectual effort and the length of time you studied
productively?
3. What impact do you think using the three-element, brain-based cycle study
strategy had on your study time?
•on learning?
•on productivity (i.e. got more done, remembered more later)?
•on your understanding of the material?
•on getting assignments completed?
•on your grades?

4. Can you explain about its effectiveness in your different study contexts (i.e.
studying for tests, preparing for class, or paper writing)?
5. What other benefits, if any, were there for you in using the three-element
brain-based cycle?

6. Will you continue to use this three-element, brain-based strategy? Why or
why not?
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APPENDIXO

PART II - CONSENT FORM

Study Il Consent Form
My name is Sheri Evans. I am currently working on my PhD in Higher Education through the
University of North Dakota. The title of my dissertation is: Study Habits of College Students and Their
Perceptions of the Impact ofBrain"Based Attention Strategies on Their Independent Study Time. I am
interested in finding out about the perceived effect of a particular study strategy.
You must be 18 years old or older to participate in this study. The following information is provided
to help you decide whether you wish to take part in Study II. Your participation is voluntary. If you decide to
participate, you are free to discontinue you:r participation at any time without affecting your relationship with
your psychology classt the instructor, or the college. Deciding not to take part in Study II will in no way
jeopardize your grade in your particular psychology course. If you decide to take part in Study II, please read
and sign and date this permission statement
The purpose of this research is to gain information about a particular study strategy to be 11Sed during
independent study time. Literature has suggested that study and learning are enhanced when cross-midline
movement and study breaks that coincide with brain attention cycles are incorporated into study periods.
Participation in Study II requires a commitment to: l) use 20 to 25 minute study periods followed by two to
five minute breaks that incorporate cross-midline body movements during your study times for two weeks (i.e.,
14 successive calendar days); 2) keep a log of each study time;
3) participate in a one hour final interview
with the researcher. The logs should require no more than five minutes after each study time and will help you
keep track of your study; of your use of the three-element, brain-based study strategy; and of your thoughts
about the experience. The logs will be brought with you to the final interview and turned in to the researcher.
Total additional extra time for participating will vary depending on the number of study sessions you record in
your log but should probably not exceed three hours over$~ course of the 14 day commitment and including
the final interview. ·· At the end of a week I will call you ·to answer any questions and to help with any concerns.
By signing
consent form you are agreeing to take my call.
In order to obtai.Q. accurate and detailed data, the final interview will be audio-tape-recorded. The only
other person besides the researcher that will listen to the tapes will be the transcriptionist The information you
share during this study will be linked to the information you gave the researcher during the focus group as you
will be assigned the same pseudonym as was used for the focus group. When the transcriptionist types up the
tapes, she will remove your name and replace it with the pseudonym that has been assigned. Therefore,
anything that is transcnbed will no longer be associated with your real name. Your real name will not be
associated with the research findings in any way. By signing this consent form you are also giving permission
for the researcher to audio-tape-record the individual interview.. All possible precautions will be used to assure
your anonymity. Your psychology professor will not have access to any of the information you give during
Study II, nor will he hear the tapes of your interview or see the transcriptions.
This signed consent form will be kept totally separate from the daily study logs, the tapes, or the
transcriptions. After I listen to the tapes and analyze the transcriptions, the tapes will be erased. I will keep all
the consent forms and the study logs and transcriptions separately in a locked file. cabinet for three years. I am
the only person who will have access to the locked files. After three years I will destroy the transcriptions and
study logs.
Do not hesitate to ask questions about this study before, during, or after the study. I would be happy
to share the findings with you after the research is completed.
There are no known risks associated with this study other tbari those you would ordinarily have as a
college student studying for a course and speaking individually with a professor. The expected benefits
associated with your participation are the opportunity to be part of a research project and to learn new study
strategies to help you sustain attention longer and study better during your independent study time.
Information gained from this research will. add to the basic knowledge about sustaining attention and mental
effort during independent study time. Because there is so little research on the application of these study
strategies with college students, your participation will add significantly to the knowledge about the efficacy of
the particular brain-ba~ed study strategies being explored in this reseaJ ch.
If you agree to participate, please sign this consent form. You are signing it with the full knowledge
of the nature and purposes ofStudy ll. A copy of this signed form will be given to you to keep.

and

this

Signature:
Date:

---------------

For further information you may contact: Sheri Evans; 16101 54th St. NW;
Bismarck, ND 58503; Home Phone: 223-9478; Work Phone: 355-3013; e-mail:
sherl_evans@educ8.org; Or Dr. Richard Landry, UNO Faculty Advisor; Dept.
of Education; University ofNorth Dakota; Grand Forks, ND 58202; Phone# 701
777-3582; e-mail: richard landry@und. nodak.edu; Or you may contact the
Office ofResearch and Program Development; PO Box 7134; Twamley Hall,
Room 105; Grand Forks, ND 58202-7134; Phone: (701) 777-4278; ;Fax: (701)
777-6708.
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