High-dimensional data subject to heavy-tailed phenomena and heterogeneity are commonly encountered in various scientific fields and bring new challenges to the classical statistical methods. In this paper, we combine the asymmetric square loss and huber-type robust technique to develop the robust expectile regression for ultrahigh dimensional heavy-tailed heterogeneous data. Different from the classical huber method, we introduce two different tuning parameters on both sides to account for possibly asymmetry and allow them to diverge to reduce bias induced by the robust approximation. In the regularized framework, we adopt the generally folded concave penalty function like the SCAD or MCP penalty for the seek of bias reduction. We investigate the finite sample property of the corresponding estimator and figure out how our method plays its role to trades off the estimation accuracy against the heavy-tailed distribution. Also, noting that the robust asymmetric loss function is everywhere differentiable, based on our theoretical study, we propose an efficient first-order optimization algorithm after locally linear approximation of the non-convex problem. Simulation studies under various distributions demonstrates the satisfactory performances of our method in coefficient estimation, model selection and heterogeneity detection.
Introduction
Inspired by the asymmetric check loss in quantile regression, Aigner et al. (1976) and Newey and Powell (1987) used the asymmetric square loss instead in linear regression and proposed the so-called expectile regression. Analogous to quantile regression, expectile regression assigns different weights onto positive and negative squared error losses respectively so that it can draw a complete picture of the conditional distribution of the response variable given the covariates, making it a useful tool for modeling heterogeneous data. However, expectile regression does have certain advantages over quantile regression in both theoretical and computational aspects. First, its loss function φ α (·) is everywhere differentiable so that algorithms based on first-order optimization condition can be applied to alleviate the computation burden, especially in the high dimensional setting. Second, due to differentiability of φ α (·), estimation in expectile regression is straightforward and the asymptotic covariance matrix of the expectile regression estimator does not involve estimating the density function of the errors (Newey and Powell (1987) ), which may bring convenience when the density function is hard to estimate. Other comparisons between quantile and expectile regression can be found in Waltrup et al. (2015) . Because of these features, expectile regression has made considerable development in the last two decades, for example, Efron (1991) , Yao and Tong (1996) ,De Rossi and Harvey (2009), Sobotka and Kneib (2012) , Kim and Lee (2016) and among others.
It has to be said that compared to quantile regression, while expectile regression has those advantages above, it still has some shortcomings. Expectile regression is more sensitive to the extreme values in the response variable than quantile regression, which is more obvious in high dimension. At the same time, nowadays, massive data subject to heavy-tailed distributions are frequently observed in many scientific areas, from microarray experiments to finance (Fan et al. (2017) ) and bring new challenges to conventional statistical methods. Zhao et al. (2018) apply expectile regression for analyzing heteroscedasticity in high-dimensional linear model and point out that parameter estimation and variable selection of expectile regression in high dimension are affected by the regression error moment order. Moreover, the dimensionality expectile regression can handle can only increase with some certain polynomial rate of the sample size, also affected by the error moment order. Huber-type robust methods provide potential solutions to tackle the problem of heavy-tailed errors in this situation. Fan et al. (2017) and Zhou et al. (2018) proposed Hubertype estimators in both low and high dimensional linear mean regression and derived non-asymptotic deviation bounds for the estimation error. However, no literature has focused on expectile regression for ultrahigh dimensional heavytailed and heterogeneous data.
In this paper, we combine the asymmetric square loss and huber-type robust technique to develop the robust expectile regression for ultrahigh dimensional heavy-tailed heterogeneous data. Different from the classical huber estimation, we introduce two different tuning parameters on both sides to account for possibly asymmetric error distribution and allow them to diverge to reduce bias induced by the robust approximation. In the regularized framework, we adopt the generally folded concave penalty function like the SCAD or MCP penalty for the seek of bias reduction. We investigate the finite sample property of the corresponding estimator and figure out how our method plays the trick to trades off the estimation accuracy against the heavy-tailed distribution with a little cost. Also, noting that the robust asymmetric loss function is everywhere differentiable, we propose an efficient algorithm based on first-order optimization condition after locally linear approximation of the nonconvex penalty. Various simulations demonstrates the good performances of our method.
The remainder of this article is organized as follows. In Section 2, we introduce the robust asymmetric square loss and the generally folded concave penalty function, and on this basis, we further propose the adjusted regularized expectile regression. An efficient algorithm for the corresponding optimization problem is also provided. In Section 3, we present our main theoretical results, including the finite sample property of out estimator. In Section 4, we conduct simulation studies under various shapes of error distribution. Technical proofs are presented in the Appendix.
Methodology

Robust Asymmetric Loss
As given out in Aigner et al. (1976) and Newey and Powell (1987) , the asymmetric square loss function φ α (·) is defined as follows,
where α controls the degree of loss asymmetry and is called the expectile level. Denote the α-th expectile of random variable y by m α (y) = arg min m∈R Eφ α (y − m). Note that 1/2-th expectile is exactly the mean.
To tackle the problem of heavy-tailed errors, huber-type robust technique provides potential solutions. The classical huber loss (Huber (1964) ) is a hybrid of squared loss for relatively small errors and absolute loss for relatively large errors, where the degree of hybridization is controlled by one tuning parameter. In our paper, considering the role of expectile regression in analyzing heterogeneity, we define the following robust asymmetric loss function with two different tuning parameters,
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See Figure 1 . This loss function is quadratic for small values of r and linear for large values of r, sharing the same robust idea with the classical huber loss. What a significant difference between these two loss functions is there exist two different truncation tuning parameters C u and C l in the robust asymmetric loss, in accordance with "asymmetry" and can diverge for bias reduction. Expectile asymmetric square loss and quantile check loss can be regarded as the two particular scenarios when C u and C l both go to ∞ or 0 in some sense. The truncation parameters C u and C l control the trade-off balance between bias and robustness and need to be determined by some data-driven methods. 
Regularized Framework
Let us begin with the notation and statistical setup. Suppose that we have a high-dimensional data sample {Y i , x i }, i = 1, . . . , n, where x i = (x i1 , . . . , x ip ), i = 1, . . . , n are independent and identically distributed p-dimensional covariates along with the common mean 0. Consider the data are generated from the following linear model,
To account for data heterogeneity, here we introduce the so-called "variance heterogeneity" into model (2.3) from Rigby and Stasinopoulos (1996) in their "mean and dispersion additive model". Specifically, ǫ i can take the following form,
where σ(x i ), conditional on x, can be nonconstant, linear form (Aitkin (1987) , Gu and Zou (2016)), nonparametric form (Rigby and Stasinopoulos (1996) ). In addition to heterogeneity, {ǫ i } n i=1 are assumed to be mutually independent and satisfy m α (ǫ i |x i ) = 0 for some specific α. Thus, the α-th conditional expectile of Y i given covariates 4) and is assumed to be unique for convenience. In consideration of data heterogeneity, we should address that β * may change for different weight levels.
Here we consider the scenario where p = p(n) increases with the sample size n at the exponential rate log(p) = O(n b ) for 0 < b < 1, i.e. the ultra-high dimensional settings. One leading way to deal with this situation is to assume that the true parameter β * = (β * 1 , . . . , β * p ) is sparse. Let A = { j : β * j 0, 1 ≤ j ≤ p} be the active index set and its cardinality q = q(n) = |A|. Sparsity means that q < n and all the left (p − q) coefficients are exactly zero. Generally, similar to β * , A and |A| may also change for different expectile levels and for simplicity in notation, we omit such 3 dependence when no confusion arises. Without loss of generality, we rewrite β * = ((β * A ) ′ , 0 ′ ) ′ where β * A ∈ R q and 0 denotes a (p − q) dimensional vector of zero. Let X = (x 1 , . . . , x n ) ′ be the n × p matrix of covariates. Denote X j the j-th column of X and define X A the submatrix of X that consists of its first q columns.
Under sparsity assumption, regularized framework has been playing a leading role in analyzing high-dimensional data in the past two decades. Throughout this paper, we assume that the regularizer P λ (t) is a generally folded concave penalty function defined on t ∈ (−∞, ∞) satisfying:
These assumptions about the regularizer are commonly used in nonconvex regularized framework, for example, see Loh and Wainwright (2015) . Many popular non-convex regularizers in practice satisfy all the assumptions above, like the SCAD or MCP penalty, details in Appendix A.2 in Loh and Wainwright (2015) .
• SCAD, Fan and Li (2001) . The SCAD penalty is defined through its first order derivative and symmetry around the origin. To be specific, for θ > 0,
where a > 2 is a fixed parameter. By straight calculation, for θ > 0,
The SCAD penalty satisfies all the conditions with L = 1 and µ = 1 a−1 . • MCP, Zhang (2010) . The MCP penalty has the following form:
where b > 0 is a fixed parameter and sgn(·) is the sign function. The MCP penalty satisfies all the conditions with L = 1 and µ = 1 b . Finally, we define the following robust regularized expectile loss with the non-convex penalty:
Then the estimate of the coefficients is obtained by solving the optimization problem below,β = arg min β∈R p L(β).
(2.9)
Optimization Algorithm
Due to the non-convexity of the penalty, optimization problem (2.9) is a non-convex one in high dimension. Here we take use of the Local Linear Approximation (LLA, Zou and Li (2008) ) strategy, due to its computational efficiency and good statistical properties (see Fan et al. (2014) ), to approximate the penalized optimization problem into a convex one. Different from one-step optimization procedure in Zou and Li (2008) , in our paper, we use the iteration strategy to seek for the "best" minimizer. The algorithm uses the adaptive weight ω (t) in its every iteration and solves a sequence of convex programs. The details are summarized in Algorithm 1.
Algorithm 1 The adaptive LLA algorithm for the non-convex optimization problem (2.9) 1: Initialize β = β (0) . 2: For t = 1, 2, . . ., repeat the following iteration (a),(b) and (c) until convergence (a) At step t, calculate the corresponding weight based on the current solution
(b) So, at step t, calculate the current local linear approximation of regularized expectile loss function L(β), denoted by L(β|β (t−1) ),
There are many choices for the initial value β (0) . For example, β (0) can be chosen as the estimator obtained from the convex Lasso-type penalized expectile regression to accelerate the convergence of our algorithm. Or simply and roughly, the worst choice β (0) = 0 is also available. In fact, if β (0) = 0, then in the following,
. . , λL) ′ , which also results in the Lasso-type framework. The robust asymmetric square loss function ψ α (r; C u , C l ) is everywhere differentiable, resulting in convenience in computation. So, algorithms based on the first-order optimization condition, for example, proximal gradient method (Parikh and Boyd (2014) ), can be applied to solve the corresponding problem (c) in Algorithm 1. And for such kind of convex optimization problem with differentiability in Algorithm 1, there are many available and powerful programs to solve it. For example, in our simulation, we use CVX, a Matlab optimization tool for specifying and solving convex programs; see Michael and Stephen (2008) , Michael and Stephen (2013) .
Main Results
The true coefficients β * minimizes the population risk β * = arg min β∈R p Eφ α (y − x ′ β). If Condition 3.2 below holds for example, then Eφ α (y − x ′ β) is strongly convex. By convex analysis, β * actually satisfies the sufficient and necessary condition,
and therefore β * is globally unique. For non-convex optimization problem (2.9), local minimaβ ( may not be unique) must satisfy the usual first-order necessary subgradient condition, i.e., forβ j
is the first derivative of the robust asymmetric square loss function,
In this section, we establish the finite sample error bound for any estimates satisfying equation (3.2). Since we introduce the robust technique in expectile regression, denote by RER (Robust Expectile Regression) for short, to handle the scenario where heavy-tailed phenomena possibly exists, we define the approximate pseudo true coefficients
( 3.4) Then the statistical error β − β * 2 can be bounded by
where we call the first and second term on the right side the approximation error and estimation error respectively.
The following theorem gives out the upper bound of the approximation error. Before we state our theoretical results, we list some needed conditions.
where C = min{C u , |C l |} and c is a positive constant only depending on k. Theorem 3.1 indicates that the approximation error vanishes faster if higher moments of ǫ k |x exist. What's more, different from the classical huber estimation, C u , |C l | are allowed to diverge so that the approximation cost can be little if C = min{C u , |C l |} is chosen properly. Now focus our attention on the estimation error β − β * (C u , C l ) 2 . Denote by the empirical loss function for the optimization problem (2.9):
Note that L n (β) is convex but not strongly convex due to high dimensionality. To establish the finite sample estimation error bound, we need the so-called restricted strong convexity (RSC). Such condition has been widely discussed in high-dimensional non-convex analysis, for example, see Agarwal et al. (2012) and Loh and Wainwright (2015) . This condition imposes a lower bound on the remainder after the first-order Taylor expansion of L n (β) and fundamentally requires the curvature not too flat near the optimal minima. For simplicity and convenience in notation, we omit the notation dependence with parameters C u , C l and denote byβ * := β * (C u , C l ) for short when no confusion arises. (2015)) Let δL n (β * , ∆) be the remainder after the first-order Taylor expansion aroundβ * , i.e.,
The Restricted Strong Convexity condition is defined as follows:
(3.9)
Since the penalty is non-convex, we introduce one additional condition, the side condition β 1 ≤ R in the problem (2.9), where R should be treated carefully. β * 1 ≤ R is also required so that the true regression vector β * is feasible for this problem. This condition originally comes from the requirement of the feasible set in Lasso-type regularized framework. In fact, L n (β) and the penalty P λ (·) are continuous, with this side condition, the Weierstrass extreme value theorem guarantees that a global minimum for Problem (2.9) exists.
Lemma 5.3 and 5.4 indicate that the empirical loss L n (β) satisfies the Restricted Strong Convexity condition with overwhelming probability. On this basis, we get the following upper bound of the estimation error β − β * (C u , C l ) 2 . 
The result in this theorem can be extended to holds for any vectorβ satisfying the first-order necessary condition of problem (2.9)
similar results in the Theorem 1 of Loh and Wainwright (2015) . Ifβ lies in the interior of the feasible set, this necessary condition reduces to the usual formula
This observation inspires us to use the well-studied first-order algorithms, as we did before in Algorithm 1. 
(3.11)
By the result in Theorem 3.3, if q = q(n) = O(n b 1 ) and log p = O(n b 2 ) for 0 < b 1 , b 2 < 1 and 0 < b 1 + b 2 < 1, then by the divergent requirement on min{C u , |C l |} and the relation, max{C u , |C l |} ≤ c/λ, we can choose C u ≍ |C l | = O ( n q log p ) 1/2(k−1) so that the statistical error bound can achieve the optimal convergence rate, β −β * 2 = O p ( q log p n ). In practise, the distribution of errors is unknown and C u , |C l |, along with λ, can be chosen by for example, cross validation. We can perform the three-dimensional grid research for the corresponding optimal values, but have to pay the cost of computational time. In the future work, data-driven and tuning-free schemes should be proposed for these parameters.
Simulation
In this section, we assess the finite sample performances of the proposed robust regularized expectile regression. For the choice of the general folded concave penalty function P λ (t), here we use the SCAD penalty as an example. The same procedure can be carried out with the MCP penalty or other penalties satisfying Assumption (2.1). We are mainly engaged in two aspects in this simulation study: one is to investigate the performances of our proposed method in coefficient estimation and model selection; the other is to detect heteroscedasticity by means of regularized expectile regression at different choices of weight levels α. For convenience, denote the penalized robust expectile regression with the SCAD penalty by RE-SCAD for short.
We adopt a similar high-dimensional heteroscedastic model from Wang et al. (2012) and Zhao et al. (2018) . In this data generation process, firstly, the quasi-covariatesx = (x 1 , . . . ,x p ) ′ are generated from the multivariate normal distribution N p (0, Σ) where Σ = (σ i j ) p×p , σ i j = 0.5 |i− j| for i, j = 1, . . . , p. Then we set x 1 = √ 12Φ(x 1 ) where Φ(·) is the cumulative distribution function of the standard normal variable and √ 12 scales x 1 to have variance 1. For i = 2, . . . , p, x i =x i . Then the response variable y is generated according to the following sparse heteroscedastic model,
where ǫ is independent of the covariates x. To investigate how the proposed method performs when the error ǫ involves various shapes of distribution, we consider the following 4 scenarios:
(1) Standard normal distribution N(0, 1);
(2) Standard t-distribution with degrees of freedom 3 (t 3 ), where Eǫ 2+δ < ∞ exists for δ ∈ (0, 1).
(3) Log-normal distribution (Log-Normal):ǫ = exp{1.2Z}, where Z follows standard normal distribution.
(4) Weibull distribution (Weibull) with shape parameter 0.3 and scale parameter 0.5.
From this data generation process above, we can see that the true coefficients in the mean part are sparse and only include 4 informative variables. We should also note that x 1 plays a role in the error term and results in heteroscedasticity. So x 1 should be regarded as the significant variable since it plays an essential role in the conditional distribution of y given the covariates. As for the 4 scenarios of error distribution, compared to the standard normal distribution, standard Student t-distribution t 3 , Log-normal distribution and Weibull distribution are designed to test the performances of our method when heavy-tailed phenomena exist.
As we point out, β * is allowed to change at different weight level, so is in this data generation process due to heteroscedasticity. So we need to perform coefficient estimation and model selection under the identification condition m α (ǫ|x) = 0. In our simulation study, this satisfying α is artificially pre-determined to 0.50 for convenience. Noting that 0.50-th expectile is just the mean, so the errors in all scenarios are standardized to have mean 0.
For comparison purpose, in this simulation, we also investigate the performances of the regularized expectile regression in Zhao et al. (2018) , denoted by E-SCAD for short, arg min
Similarly as in Algorithm 1, we can convert problem (4.2) to a convex one through the local linear approximation strategy and use the CVX package to solve it. Besides, for comparison benchmark, we introduce the oracle estimator (4.3) as the benchmark of estimation accuracy. Taking heavy-tailed situation into consideration, we define the following robust oracle estimatorβ * = (β * ′
We aim to show that the introduction of robustness does bring benefits and advantages in model selection consistency at the acceptable cost of coefficient estimation accuracy when the error is heavy-tailed distributed. We set the sample size n = 300 and covariate dimension p = 400. Besides α = 0.50, inspired by the results in Newey and Powell (1987) , the positions of weight level near the tail seem to be more effective for testing heteroscedasticity, so we consider two other positions: α = 0.10, 0.90 for this purpose. The combined numerical results are used to test whether our proposed method can detect heteroscedasticity. Given expectile weight level, there are four tuning parameters in total: a and λ in SCAD penalty function, and C u and C l in robust asymmetric square loss function. We follow the suggestion proposed by Fan and Li (2001) and set a = 3.7 to reduce the computation burden. For the tuning parameter λ, C u and C l , we adopt the cross validation strategy and perform a three-dimensional grid search on another tuning data set with size 10n. λ, C u and C l are chosen to minimize the prediction expectile loss error calculated on this tuning data set.
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Letβ be the coefficient estimates from a given method. We repeat the simulation procedure 100 times and evaluate the performance in term of the following criteria:
• AE: the average absolute estimation error defined by
• SE: the average square estimation error defined by
• Size: the average number of nonzero regression coefficientsβ j 0 for j = 1, . . . , p. At α = 0.50, the true size is 4 due to m 0.50 (ǫ|x) = 0 and at other two positions α = 0.10, 0.90, given the role of x 1 , the true size is 5.
• F: the frequency that x 6 , x 12 , x 15 , x 20 are selected during the 100 repetitions.
• F1: the frequency that x 1 is selected during the 100 repetitions. When the error follows normal distribution, RE-SCAD and E-SCAD perform very similarly in both estimation accuracy and model recognition, see Table 1 . But things get changed when heavy-tailed phenomena arise. RE-SCAD always performs well, showing robustness to various distributions, while E-SCAD gets worse (Table 2 ,3), even fails (Table 4 ). In these situations, the classical E-SCAD without robust modification losses estimation efficiency and even fails to pick up the informative variables in the mean part (see 'F' column), not to mention poor performances in detecting heteroscedasticity (see 'F1' column). An interesting founding is that when the error is asymmetric and heavy-tailed like the Log-Normal or Weibull distribution, robust expectile regressions at α = 0.10 and α = 0.90 appear different performances in coefficient estimation and model recognition, indicating great potential of expectile regression when asymmetry exists. From all the discussion above, we can come to an conclusion that our method shares satisfactory performances for modelling high-dimensional heavy-tailed and heterogeneous data. 
Appendix
Lemma 5.1. The loss function φ(·) defined in (2.1) is continuous differentiable. Moreover, for any r, r 0 ∈ R, we have
Proof. Details can be found in Gu and Zou (2016) . Proof of Theorem 3.1 For simplicity and convenience in notation, we omit the notation dependence with the pre-determined parameters C u , C l and denote byβ * := β * (C u , C l ) for short.
By equation (3.1) and Lemma 5.1,
where the last inequality follows by Condition 3.2. On the other hand,β * = arg min
where g α (·) is defined as follows
(5.3)
Note g α (r) is continuous and differentiable and
So by the mean value theorem, there exists someβ on the line segment betweenβ * and β * such that
Denote by P ǫ the conditional distribution of ǫ on x and E ǫ the corresponding conditional expectation, we have
where the second to last inequality is obtained by Markov inequality.
As for the first term, by Condition 3.1 and 3.2,
As for the second term,
is sub-Gaussian distributed by Condition 3.3, hence its 2kth moment is bounded by c 2 κ 2k 0 for a universal positive constant c depending on k only.
Combined with these results, we have
So far, the proof has been completed. ✷ Lemma 5.2. Let ξ 1 , ξ 2 , . . . , ξ n be independent real valued random variables. Assume that there exists some positive numbers ν and c such that
and for all integers k ≥ 3
, then for every positive x,
Proof. Details can be found in Proposition 2.9 of Massart (2007) .
where c u is a positive constant depending on M k , κ l , κ u and κ 0 .
Proof. Define the set A = {(β, ∆) : β 2 ≤ 4ρ 2 , ∆ 2 ≤ 8ρ 2 }, then we can show that for any (β, ∆) ∈ A,
(5.10)
for some proper chosen T and τ satisfying T + 8τρ 2 ≤ min{C u , |C l |}, where the threshold function ϕ t (u) = u 2 I(|u| ≤ t 2 /2) + (t − |u|) 2 I(t/2 ≤ |u| ≤ t 2 ).
(5.11)
To show (5.10), if |y i − x ′ i β| > T or |x ′ i ∆| > τ ∆ 2 , the right hand side of (5.10) is 0. So by convexity of the robust loss function (2.2), (5.10) holds trivially. If |y i − x ′ i β| ≤ T and |x ′ i ∆| ≤ τ ∆ 2 , then by Lemma 5.1,
Based on this inequality for δL n (β, ∆), we follow the similar proof procedure of Lemma 2 in Fan et al. (2017) and obtain the wanted results.
Lemma 5.4. Suppose L n (β) is convex andβ * ,β * + ∆ lies in the feasible set so that ∆ 1 ≤ 2R. If the Restricted Strong Convexity condition holds for ∆ 2 ≤ 1 and n ≥ 4R 2 τ 2 1 log p, then
Proof. Details can be found in Lemma 8 of Loh and Wainwright (2015) . Proof of Theorem 3.2: If we can prove the following two claims, then by the Theorem 1 of Loh and Wainwright (2015) , this theorem holds:
• Claim I: ∇L n (β * ) ∞ ≤ λL/4 with overwhelming probability;
• Claim II: the empirical loss L n (β) satisfies the Restricted Strong Convexity condition.
For Claim I, we use the Bernstein inequality (Lemma 5.2) and the union bound to establish this result. Through straight calculation, (5.14) where ψ ′ α (·) is defined in equation 3.3. Note that ψ ′ α (r; C u , C l ) ≤ 2 max{α, 1 − α}|r| so that for j = 1, . . . , p, (5.16) where the last inequality above follows a similar procedure as in the proof of Theorem 3.1 and ν is a constant depending on κ 0 and M 2 . Denote by C = 2 max{α, 1 − α} × max{C u , |C l |}. Let A = |ψ ′ α (y i −x ′ iβ * ;C u ,C l )| C , then |A| ≤ 1. By the Theorem 2.7 of Rivasplata (2012), Ax i j is also sub-gaussian with the same parameter κ 0 . Then for any k ≥ 3, by the Proposition 3.2 of Rivasplata (2012), we have (5.17) where B is a constant depending on κ 0 . Meanwhile by the definition ofβ * , E[ψ ′ α (y i −x ′ iβ * ; C u , C l )x i j ] = 0 for j = 1, . . . , p. Then by the Bernstein inequality from Lemma 5.2, we have for j = 1, . . . , p
(5.18)
Chose t = nλ 2 L 2 128ν and C ≤ 16ν BλL , we have CBt n ≤ 2νt n and therefore,
Through the union bound argument, we have For Claim II, by Lemma 5.3, for ∆ 2 ≤ 8ρ 2 , with probability at least 1 − c ′ 1 exp (−c ′ 2 n),
(5.21)
Using the fact that ab ≤ (a 2 + b 2 )/2, we obtain that (5.22) with κ 1 = 1 2 κ ′ 1 , τ 1 = 1 2 κ ′ 1 κ 2 2 . Without loss of generality, we assume ρ 2 ≥ 1/8. So we have proved that the first scenario of the Restricted Strong Convexity, i.e., the Restricted Strong Convexity condition holds for the empirical loss L n (β) when ∆ 2 ≤ 1. By Lemma 5.4, when n ≥ 4R 2 τ 2 1 log p, the whole Restricted Strong Convexity condition holds. Then based on the two claims above, by probability union bound argument, there exist positive constant c 1 , c 2 such that with probability at least 1 − c 1 exp{−c 2 n}, the statistical error bound holds.
