The set of interpersonal relationships on a social network service or a similar online community is usually highly heterogenous. The concept of tie strength captures only one aspect of this heterogeneity. Since the unstructured text content of online communication artefacts is a salient source of information about a social relationship, we investigate the utility of keywords extracted from the message body as a representation of the relationship's characteristics as reflected by the conversation topics. Keyword extraction is performed using standard natural language processing methods. Communication data and human assessments of the extracted keywords are obtained from Facebook users via a custom application. The overall positive quality assessment provides evidence that the keywords indeed convey relevant information about the relationship.
Introduction
The surge in popularity of online social network services (SNS) such as Facebook, Twitter, and most recently Tumblr, is accompanied by a growing desire to identify popular, influential, or knowledgable users of these services. Social network analysis (SNA) provides a mathematical framework for these and related problems of social computing by defining a social network as a tuple (V, E) with a finite set of vertices V , corresponding to social entities (actors), and a set of edges E = {{x, y} | x, y ∈ V ∧ x = y} ⊆ {
• Performing a survey among the actors. This is done to obtain a reference or "gold standard" network for evaluation or for training of a supervised machine learning algorithm. In the most simple version, each actor is asked to directly rate his relationships on the previously specified scales, but more sophisticated interview techniques may be used.
• Extracting information from communication data. Since the only observable part of a social relationship is the associated interaction via online services, communication data is the primary source of information. While some kinds of interaction could be classified as non-verbal, e.g. sharing a picture, we focus on verbal interaction, which is mostly limited to textual communication on current SNS. A common approach is to derive a low-dimensional representation of the relationship from statistics, such as frequency, average length, or degree of reciprocity, which are generated by aggregating communication meta-data. This places emphasis on the act of communication, while ignoring its content, the subjects of conversation. Extracting information from the textual content requires natural language processing (NLP).
In previous studies Hauffa et al., 2011) , we have identified two major problems with this approach: First, the assessment of a social relationship in terms of absolute numbers is hard for both human and computer. As a direct consequence, this complicates the generation of a reliable reference dataset. The quality of the dataset can be improved by use of sophisticated interview techniques or by increasing the data volume. Due to different positions in the social network, two actors will rarely have the same view on a relationship, so the expected lack of annotator agreement renders an improvement of data quality through multiple annotation unlikely. Second, the performance of a predictor, especially in the unsupervised case, depends on the representation of the data, i.e. the choice of features. Using a set of heuristic features (c.f. Groh and Hauffa, 2011) to predict emotional intensity and valence yielded unsatisfactory results, hinting at a complex latent structure.
To address these issues, we propose a representation of social relationships based on the content of communication. If all communication between two actors was available, one could build a comprehensive representation of what their relationship "is about". The content of the communication artefacts associated with a social relationship can be mathematically expressed as a vector space model (VSM, Manning and Schütze, 1999, ch. 8.5.1) . Given a vocabulary of n distinct words, a collection of documents is represented by an n-dimensional normalised vector, where each component c i is proportional to the frequency, within the collection, of the i-th word. To promote sparsity, we perform keyword extraction and keep only the top k keywords with k n. If s i is the score assigned to the i-th word by the keyword extraction algorithm, the i-th component of the vector is set to s i /k if the word is among the top k keywords, and 0 otherwise. Building a keyword-based representation does not involve any domain specific processing, and consequently it lacks a direct sociological interpretation. Yet the ubiquity of tag clouds in social media shows that sets of keywords can be effectively visualised. We claim that keywords are interpretable by humans, but also suitable for further processing by computer, and therefore are a useful intermediate representation of social relationships.
Research Questions
Based on the problem statement, we formulate two research questions:
1. It is possible to extract a set of keywords from communication artefacts that is considered a good representation of the associated social relationship by a human observer? The intuition is that given enough data, a pattern of keywords specific to the relationship will emerge from the background noise of words with mostly conversational function.
2. Will a representation considered accurate by a human observer conversely improve the performance of social computing systems?
In this work, we focus on the first question and evaluate a keyword extraction system on text messages exchanged between users of the social network service Facebook. Section 2.1 describes the design of the keyword extraction system in detail. In section 2.2, we build a Facebook application that analyses private messages and obtains user feedback on the quality of the extracted keywords. The results are presented in section 3.
Experimental Setting
In order to obtain a representative sample of interpersonal communication, a large amount of messages has to be collected. We decided to use the social network service Facebook as a data source, because it is known for a large user base and network effects ("viral marketing"). Facebook allows users to mutually declare "friendship" and exchange private messages. The "friend" relation over the set of users corresponds to individual social relationships that may differ in emotional and geographical closeness. For example, Facebook is frequently used as the primary tool for maintenance of relationships between geographically distant persons (Bryant and Marmo, 2009) .
Facebook offers an API that allows third-party developers to integrate their applications into the user interface and access user profile data as far as permitted by an individual user's privacy settings. The Facebook application developed for this study performs three distinct tasks: The private messages sent and received by a user are collected via the API, a set of keywords is extracted from the collected messages for each sender-recipient pair, and finally the user is asked to provide an assessment of the quality of the keywords.
Keyword Extraction
The task of summarising one or more documents by selecting the most relevant words is known as keyword extraction. By formulating keyword extraction as a machine learning task, one can choose from supervised and unsupervised methods. Since the definition of relevance is domain specific, supervised learning in this setting requires a training corpus of messages, in which all keywords relevant to the relationship have been manually identified. However, reports on the construction of corpora annotated by similarly subjective criteria, e.g. the MPQA opinion corpus (Wiebe et al., 2005) , indicate potential problems with annotator agreement. To maximise agreement, a thorough definition of keyword relevance in a social context is necessary. Such a definition would have to be grounded in sociological theory, empirically validated, and formulated in a way that is comprehensible by the annotators. To the best of our knowledge, such a definition does not yet exist, so we limited the scope of this study to unsupervised methods. The basic steps of unsupervised keyword extraction are:
1. Preprocessing Tokenization and any per-token processing, e.g. part-of-speech tagging, that is required by the later steps.
2. Candidate Selection Statistically or linguistically motivated filtering to limit the set of candidates to words with a high probability of being relevant.
3. Scoring and Ranking Assignment of a numerical rating to the candidates, possibly removing low-ranked words from the candidate set.
4. Keyphrase Formulation Building coherent multi-word expressions from highly ranked words.
Although a number of state-of-the-art keyword extraction systems are freely available, we decided to re-implement three algorithms from Hasan and Ng's (2010) survey to be able to adapt each part of the resulting system to the domain of online social interaction. A small number of preliminary experiments were conducted on data from individual relationships, with the purpose of tuning the system's implicit and explicit parameters. Each experiment was concluded by an interview with one of the involved actors. Our strategy was to start off with a language neutral keyword scoring algorithm and add pre-and post-processing steps as required.
In these experiments, straightforward implementations of the keyword extraction algorithms without any further processing performed poorly, not producing results that were interpretable in the context of social interaction. Linguistically motivated, and thus language-dependent, pre-and post-processing noticeably improved performance. Language identification is a requirement for any further linguistic processing. Before any actual processing, all messages not in English or German language are discarded by an ngram based language classifier. The complexity of implementation rises with the number of languages to be supported, so we restrict the system to the languages most likely to be used by the participants, which are chosen in what amounts to an accidental sampling scheme. For each language a 3-gram classifier was trained on the Europarl corpus (Koehn, 2005) , with the added condition that the ratio of words to stop words is below an empirically chosen threshold of 4. Tokenization and part-of-speech tagging are performed by the Stanford PoS tagger (Toutanova et al., 2003) using the models german-fast.tagger and left3words-wsj-0-18.tagger for German and English respectively. PoS tags are used for candidate selection and as a means of word sense disambiguation when comparing words. Gimpel et al. (2011) find that the Stanford PoS tagger, being trained on newswire text, performs worse when applied to Twitter messages. We experience a loss in performance consistent with the results of Gimpel et al., which can be attributed to stylistic features not present in the training corpus, mainly words containing punctuation characters (e.g. email addresses) and emoticons.
Candidate selection is performed by three filters: A PoS tag filter discards all words that are neither nouns nor adjectives, based on the results of Mihalcea and Tarau (2004) . A stop word filter discards words that are known to be of little relevance. We augmented the stop word lists of the KEA project (http://www.nzdl.org/Kea) with domain specific vocabulary, such as abbreviations commonly found in text messages. Informal online communication often contains unique spelling variants of stop words that would receive an inappropriately high score by idf weighting and derived methods. To deal with these variants, stop words can be regular expressions, which are especially useful for filtering out elongated words and words where letters have been substituted with digits of similar shape. For example, "(l|L) + (o|O|0) + (l|L) + " matches variants of "lol" ("laughing out loud"). Finally, a set of heuristics discards very long words (≥ 30 characters), words with a ratio of length to number of unique letters that exceeds a threshold of 3, and words containing punctuation characters commonly used as part of emoticons. The remaining candidate words are reduced to their word stems by applying the algorithms provided by the Snowball library (http://snowball.tartarus.org). For English, this is Porter's stemming algorithm. From this point on, two words are considered equal if their word stems and PoS tags are the same. The original word forms are kept for displaying the word to the user.
Three methods of keyword scoring have been implemented, tf-idf as described by Manning and Schütze (1999) , TextRank (Mihalcea and Tarau, 2004) , and a custom variant of TextRank that operates on directed graphs. TextRank is essentially an application of PageRank to a graph constructed by treating words as vertices and adding an edge between two words if they co-occur within a specified distance ("window size"). As text messages often lack proper punctuation, and a conversation may be spread across multiple messages, we deviate from the original algorithm by adding edges for words even if they are separated by a sentence or message boundary. TextRank is applied to an undirected and unweighted graph constructed with a window size of 2. The damping factor is set to 0.85 and the convergence threshold is 10 −5 . We also evaluate a variant of TextRank that operates on a directed graph generated according to the rules set forth by Litvak et al. (2011) . Directed edges are added between words that occur in direct succession. For both graph based methods the maximum number of iterations is set to 100, to put an upper bound on processing time.
The main difference between tf-idf and TextRank is that the former judges a word from its frequency in a reference corpus in addition to its frequency in the document, so that the composition of the reference corpus has to be considered a parameter. In the present implementation the reference corpus consists of all messages sent or received by the current user, excluding those associated with the currently examined relationship. The idf weight of a word w is computed as log(D/(1 + df w )), where D is the number of threads in the corpus, while the document frequency df w is the number of individual messages containing the word. This adaption of the original idf weighting scheme is due to the observation that the chain of replies, which Facebook collects as a thread, may contain a large number of short messages on the same subject. For performance reasons, PoS tags are not taken into account when computing the document frequency. Since the graph based methods do not originally incorporate an idf weighting scheme, preliminary experiments were performed with an additional post-processing step of adjusting the score of a word according to its document frequency: If the ratio of document frequency to word length exceeds a threshold of 3, the score is discounted. This filter targets short words that occur frequently in the whole corpus. Unexpectedly, this step consistently improved perceived keyword quality, even in conjunction with tf-idf scoring.
Some concepts cannot be appropriately represented by single words, e.g. place names such as "New York". Therefore in a final processing step, words that occur next to each other in the original document are combined to form a single keyphrase under certain circumstances: First, a list of all sequences of candidate words that occur in the messages is complied. The score of a sequence is the harmonic mean of the scores of those constituent words that in the previous step passed through the idf post-processing filter. Sequences containing less than two such words and sequences that occur as parts of longer sequences are only considered if the requested number of keywords cannot be generated by other means. Using the harmonic mean for computing the score ensures that keyphrases are only constructed from words that are good keywords on their own, which effectively penalises longer phrases. From here on, we use the term keyword to refer to both single words and multi-word expressions / phrases.
The result of scoring and keyphrase formation is list of keywords and phrases ordered by score. From this list, the n highest ranked entities are chosen as a representation of the set of exchanged messages and thus of the relationship as a whole. This final selection can also be performed by setting a score threshold, which is effectively a lower bound on relevance. Multi-word expressions are displayed as they occur in the original message. Word stems that correspond to multiple different word forms in the original messages are represented by the word form with the lowest Levenshtein distance to the stem.
Keyword extraction suffers from a problem known as the vocabulary gap (Liu et al., 2012) , where none or very few of the appropriate keywords occur in the document itself. This problem appears to be highly domain specific: Turney (1999) performs keyword extraction on an email corpus and finds that on average 97.9% of keywords proposed by human annotators occur in the text, compared to 65.3% for a corpus of web pages. Since online communication was found to be sufficiently self-contained, we do not specifically address the vocabulary gap.
Keyword extraction systems are usually evaluated by comparing the set of extracted keywords to a manually compiled reference set in terms of precision and recall. However, Turney (2003) remarks that a particular document might be represented equally well by more than one set of keywords, and recommends having the output of the system rated by human judges. This is consistent with the results of Jones and Paynter (2001) , who find a statistically significant agreement on the quality of keywords between different human assessors. Barker and Cornacchia (2000) attribute this effect to keyword coherence: "Judges did not prefer keyphrase sets based simply on the individual keyphrases they contained. A set of keyphrases is somehow more than the sum of its individual keyphrases." Furthermore, previous studies indicate that generating an appropriate set of reference keywords will be difficult: People asked to come up with "tags" for a relationship will focus on functional aspects rather than conversation topics, favouring tags corresponding to emotional intensity ("good friend" vs. "best friend") or the social setting ("high school"). For these reasons we decided to evaluate the system by presenting the participants with the results of different methods of keyword extraction and asking them to rate the quality of each set of keywords on a numeric scale. Note that our evaluation setting differs from Barker and Cornacchia's setting in three key points:
• The corpus of each participant consists of a unique subset of his own communication artefacts instead of a single previously chosen set of documents.
• The participants are specifically asked to judge the keywords as a representation of a social relationship instead of judging how well they summarise the content of the messages.
• The visual presentation (order and font size) of the keywords, corresponding to the relevance score, is to be considered in the judgement.
Data Acquisition
The "Talk Doctor" application is designed as a virtual advisor that provides the user with communication statistics as an incentive to use the application and recommend it to other users. Like the underlying keyword extraction system, the user interface is bilingual (German and English). The language is chosen according to the user profile settings. After launching the application, the first screen describes the setting of the survey: "Imagine you're trying to represent the relationship between two people by a few keywords." The following screen lists the user's contacts by name, sorted by message count to emphasise the most salient contacts. When the user selects a contact, keyword extraction is performed Figure 1 The keyword assessment screen on the messages exchanged between the user and the chosen contact. Finally, the screen shown in figure 1 appears, visualising the three sets of keywords generated by applying the scoring algorithms described in section 2.1. We chose to generate 20 keywords for each contact to keep the visualisation simple and not to overly strain the attention span of the participant. For a vector space model as described in section 1.1, a higher amount of keywords might be preferable. Keywords are displayed in order of their relevance score, which is also reflected by the font size. By clicking a keyword, the user can view it in the context of the messages in which it occurs. Keywords deemed completely irrelevant can be deleted, but at least one keyword has to be left. Located below each set of keywords is a slider for rating the quality of the set on a scale of 0 to 100. The slider's handle is a smiley face that changes its expression while being moved. A rating of 100 means that each of the keywords contributes to an accurate representation of the content of the relationship. Lower values indicate a higher proportion of unrelated keywords or a generally lower quality of representation. In terms of information retrieval, this is closer to precision than to recall, reflecting the expectation that most relationships can only be partially observed through online communication.
Messages are collected from inbox and outbox without distinction, so the extracted keywords pertain to an undirected relationship edge. If a sufficient number of messages is available for each direction, keywords for directed edges can be generated by processing incoming and outgoing messages separately. Messages with more than one recipient are discarded to ensure a constant level of significance for the relationship. If the number of suitable messages is insufficient, the user is notified and asked to choose another contact. Even though the API offers access to communication via Facebook's instant messaging system, such messages are ignored due to their conceptually different nature.
Measures are taken to protect the participants' privacy: Facebook requires that each application using the API for accessing private messages is submitted for review and whitelisting. When installing the application, the user has to explicitly grant access to private messages. All communication between the application server and Facebook takes place over TLS encrypted channels. The "Talk Doctor" application does not retain copies of the messages after processing, and the extracted keywords are encrypted by a MD5 oneway hash function before being stored. The hashes are used in place of the original words in all further processing and evaluation. While the hashing is crucial for preserving privacy, it also limits evaluation and visualisation of the results, as discussed in section 3.
The initial set of participants was recruited from the acquaintances of the authors and by advertising on university noticeboards and topically appropriate Internet discussion boards. To achieve the goal of distribution by word of mouth, participants were requested to publicise the application among their Facebook contacts. As an additional incentive, all participants were entered in a raffle for a portable media player.
Results
Data was collected over a period of approximately 2.5 months. During that period, 98 Facebook users installed the application, and 71 users actually submitted usable data. Assessments were submitted for 275 relationships. 46 users (65%) on average removed one or more words from a keyword set before submitting their assessment. The average number of messages associated with a relationship is 20, with an average number of 36 words per message. There is a strong linear correlation between the amount of messages sent and received per relationship, with Pearson's correlation coefficient ρ = 0.92 for the ratio of messages and ρ = 0.9 for the ratio of the overall word counts. This is evidence for reciprocal messaging behaviour on Facebook.
The main results of the study are summarised in table 1. The upper half of the table contains empirical estimates of mean and standard deviation of the assessments. Each user may submit assessments for multiple relationships, so the resulting data can be interpreted in two ways: Considering each relationship as an individual entity may introduce bias caused by users who submitted a high number of assessments, but makes best use of the available data. Taking the average of all assessments submitted by a user avoids bias but reduces the dataset to 26% of its original size. The assumption of normality is tested for both the unmodified "per relationship" data set and the "per user" average using the Lilliefors and χ 2 tests with α = 0.05. A normal distribution fitted to the data is compared to the distribution generated by a Gaussian kernel density estimator. The tests are in agreement for all three methods of keyword scoring: The tests fail to reject the null hypothesis for the "per user" data, thus providing evidence for a normal distribution. The tests reject the null hypothesis with p < 0.01 for the "per relationship" data, indicating a significant deviation from the normal distribution. When interpreting these counterintuitive results, one has to take the overall low sample size into account. Figures 2 and 3 show the histogram of assessments for each method of keyword scoring. The histograms in figure 2 are computed from the individual assessments, and the superimposed vertical lines represent the mean assessment. The histograms in figure 3 are computed from the average assessment scores of each user and are superimposed with the density of the fitted normal distribution.
No meaningful correlation could be found between the assessment and the conversation activity in terms of word or message count. For all three methods of keyword scoring, the magnitude of correlation ρ 2 is below 0.04, except for tf-idf, where the correlation between per-user average assessment and message count is ρ = −0.33. This may be caused by the domain specific idf formulation, which incorporates the message count.
Deleted Keywords
Participants are encouraged to delete those keywords they consider completely irrelevant. An analysis of the deletion behaviour of the participants may help to identify opportunities to improve the keyword extraction process. This is where we suffer most from the keyword hashing, which completely obscures the semantics of the keywords. According to the usage statistics in table 2, more than one third of the participants did not make use of the facility for removing irrelevant keywords, while those who did, removed 3.3 keywords on average. Investigating the reasons for this dichotomous behaviour, we construct two different hypotheses by looking at the correlation between the quality assessment and the number of removed keywords per relationship and per user. The first hypothesis proposes that there is a subset of relationships for which the keyword extraction system is able to generate high quality keywords, so that no removal is necessary. A strong negative correlation on the level of individual relationships would be consistent with this hypothesis. The second hypothesis is that a subset of users consistently ignores the possibility to discard low quality keywords. In this case, one would expect the correlation between per-user average and number of removals to be weak. As shown in table 2, the results are different for each method of keyword scoring: In the case of undirected TextRank, a strong negative correlation per relationship and a low correlation per user can be seen as evidence for either hypothesis. For directed TextRank, both correlations are low, which points towards the second hypothesis and indicates a generally lower quality of the generated keyword sets. For tf-idf, both correlations are negative, indicating that more users remove keywords. The combined evidence points towards a subset of users that does not delete keywords. In this case, a strong negative correlation, as can be found for tf-idf, might also indicate that the perceived quality of a set of keywords frequently did not improve even after removing the most irrelevant keywords.
Comparing the set of words discounted by the idf filter to the set of words deleted by more than one user, we find an overlap of 45% for the German language. This agrees with the preliminary experiments of section 2.1, where the filter was found to improve the perceived quality. Results for English are not representative due to lack of data. Table 3 breaks down the global sets of retained and removed keywords by part-ofspeech tag. The table is sorted by ratio of retained to removed keywords. The letter 'N' denotes nouns, 'A' adjectives, and a plus sign after a letter matches one or more words of the specified type. Single nouns and adjective-noun combinations ending in a noun are more likely to be kept, while ungrammatical fragments ending in an adjective are more likely to be rejected. Contrary to the findings of Mihalcea and Tarau (2004) , single adjectives are also frequently deleted. From an NLP perspective, noun phrases appear to be the most salient sources of keywords. Culotta et al. (2004) build a system for extracting social networks from the web that acts like a web crawler. The system extracts keywords from the discovered personal websites for the stated purpose of expertise identification. The keyword quality is not evaluated beyond Mori et al. (2007) investigate the extraction of relations between persons and entities from the web using a search engine and specially crafted queries. The individual relationships are annotated with highly ranked keywords from the search results. The keywords are used for clustering the social relationships, and the clusters are evaluated against a manually labeled reference dataset. Liu et al. (2012) combine conventional keyword extraction with techniques from machine translation to address the vocabulary gap problem. They generate keywords for the nodes of the social network of a microblogging service, and provide a visualisation to the users via a web application. Though they do not evaluate the keyword extraction, they report success in drawing a large number of users to their application, which indicates that online services for public and semi-public communication are a better target for this kind of study than closed systems like Facebook. What sets our study apart from the aforementioned works is the evaluation of whole keyword sets by human judges according to a specific measure of quality. Topic models provide a principled alternative to heuristics for scoring keywords, such as tf-idf. The ART model of McCallum et al. (2007) is a specific topic model for electronic communication. A topic model expresses documents as multinomial probability distributions over topics, which are in turn distributions over words. The parameter vector of the per-document distribution can be directly assigned to a social network edge as a weight, but generating a set of keywords from a topic model is possible as well (Zhao et al., 2011) . Chang et al. (2009) discuss the evaluation of topic models and the associated issues, which are similar to those of keyword extraction systems.
Related Work

Discussion
A Facebook application has been developed to evaluate a keyword extraction system that operates on communication artefacts. The goal was to demonstrate its ability to generate keyword sets that are perceived as carrying information about social relationships by human judges. The keywords are supposed to augment the structural information of a social network graph.
The attempt to mobilise a large user base by word of mouth marketing did not succeed, seeing that the user base did not significantly grow beyond the initial set of participants.
Observations during the recruitment process indicate that privacy concerns among the prospective participants are one reason for the slow adoption.
As demonstrated in section 2.1, the basic keyword extraction algorithms require extensive domain specific tuning to produce high quality results when applied to online communication. This may be attributed to characteristics of the text type: Short text messages exchanged in a casual environment are often noisy in terms of spelling and grammar. Achieving domain adaption by formulating heuristics and tuning their parameters is a resource intensive process, and the results are not necessarily transferable to other computer aided communication settings, even ones that are highly similar in concept. The problem is exacerbated by the introduction of linguistic processing steps, which require training and customisation for each language that is to be supported. None of the keyword scoring methods discussed here are part of a principled framework that would allow for controlled domain adaption and tuning. Such a framework would have to be able to account for the individual characteristics of communication data from different sources, e.g. limited visibility of the social network graph, specific use of language, unidirectionality (email inboxes), one-to-many communication (Twitter), or limited access to historical data. The performance improvement obtained by filtering the candidate words according to their inverse document frequency suggests an extensional approach that derives idf -like information from a reference corpus.
The results of the keyword quality assessment are encouraging and show potential for further development. A subjective quality assessment of about 70% indicates that the participants did indeed see value in the selection and presentation of keywords. Given that a social relationship is only partly observable through communication artefacts, even less so if the analysis is restricted to direct communication between the two actors, a comprehensive textual representation is unattainable in most cases. The deletion behaviour confirms the potential for improvement: Low quality "noise" keywords are one reason for bad ratings, but do not fully explain the observations. Some relationships appear to be harder to express through keywords, either intrinsically or due to a lack of data.
Looking at the individual scoring algorithms, directed TextRank yields the worst results. It exploits word order information and is thus more susceptible to "noisy" text. Tf-idf favours keywords that set a message apart from others, but keywords that connect different messages in a thread may be important as well, which possibly explains the slightly better performance of undirected TextRank. However, tf-idf might benefit from a larger corpus, which according to Paukkeri et al. (2008) should be constructed to represent all aspects of language use. An unexpected difference between TextRank and tf-idf is in the way the removal of keywords by the participants affects the perceived quality of the keyword set: In the case of TextRank, there is evidence for an overall positive effect of keyword removal, while in the case of tf-idf the effect appears to be much less pronounced. Due to low sample size it is not possible to definitely recommend one algorithm over the others.
Future research will focus on improving the perceived quality of keywords and on making an attempt to answer the research question posed in section 1.2, which means demonstrating the value of keywords as an intermediate representation of social relationships for computational tasks. Investigation into alternative methods of obtaining a low-dimensional representation of communication data, including topic models, for use within the weighted social network model, might also prove fruitful.
