ABSTRACT The grand canonical ensemble Monte Carlo molecular simulation method is used to investigate hydration patterns in the crystal hydrate structure of the dCpG/proflavine intercalated complex. The objective of this study is to show by example that the recently advocated grand canonical ensemble simulation is a computationally efficient method for determining the positions of the hydrating water molecules in protein and nucleic acid structures. A detailed molecular simulation convergence analysis and an analogous comparison of the theoretical results with experiments clearly show that the grand ensemble simulations can be far more advantageous than the comparable canonical ensemble simulations.
INTRODUCTION
Studies of the interactions of water molecules with biomolecules and of the role of water in biological activities have been an active area of research for numerous years. The internal and the first solvation shell waters constitute integral parts of proteins and nucleic acids, and it has been well established that solvation effects can have a significant influence on properties of biomolecules such as their structure, function, and dynamics. Internal waters are thought to be instrumental in structural stabilization and may play a role in the folding of proteins (Sekharudu and Sundaralingam, 1993 ), or they may be involved in the binding of ligands at the catalytic site (Dewar and Storch, 1985; Warshel et al., 1989a,b) . It has also been proposed that intemal waters may mediate electron transfer through the protein-water hydrogen bonds (Nar et al., 1991) . Similarly, bridging water molecules may facilitate protein-protein (Janin and Chothia, 1990; Bhat et al., 1994; Ben-Naim, 1991) and protein-nucleic acid (Harrison and Aggarwal, 1990; Steitz, 1990 ) complex formation. A broad overview of the properties of water and of its role and function in biological systems can be found in the book edited by Westhof (1993) .
In crystal structures the mobility of atoms can be estimated from temperature factors, also called B factors. Solvent-biomolecule interactions are generally weaker than the covalent intramolecular interactions of biomolecules. Therefore, in the absence of additional geometrical constraints, such weak interactions can put only a limited amount of restraint on the movement of the water molecules. This, combined with water's high mobility, even in the internally bound sites, results in temperature factors that are in general larger than those of the biomolecule atoms. Such large temperature factors complicate the detection of water molecules in x-ray or neutron diffraction studies (Karplus and Faerman, 1994) . NMR spectroscopy seems to be more suitable for the study of properties of disordered waters if they are long lived (Otting et al., 1991) . However, NMR techniques also have their deficiencies. Current methods have a sensitivity of -50 ps and require waters to reside next to protons if they are to be detected. This limits the ability of these techniques to determine the positions of waters next to some carbonyl or carboxylate groups. It should be noted that diffraction and NMR techniques are in some ways complementary: they can be used in conjuction to detect better the strongly hydrogen bonded waters and the waters around the hydrophobic methyl groups (Levitt and Park, 1993; Karplus and Faerman, 1994) .
For the above reasons, perhaps the most challenging part of the structure refinement process is the determination of the locations and the number of solvating water molecules. In this regard, computational studies can supplement experimental research. The major problem in theoretical approaches is the inefficient sampling of the studied quantities in a reasonable computation time. To overcome some of the statistical sampling deficiencies, we recently demonstrated the usefulness of the grand canonical ensemble in molecular simulations (Resat and Mezei, 1994) . The present paper gives a more detailed account of the cavity-biased grand canonical Monte Carlo technique that is applied to the hydrated crystal structure of dCpG strand intercalated with the drug proflavine . The 2:2 complex of dCpG/proflavine ( Fig. 1 ) was chosen for this investigation because of its high-resolution crystal structure and the absence of potentially mobile counterions. The crystal structure shows a highly organized water network (Fig. 2) ; the minor groove waters form a flat polygonal disk, and the major groove waters are ordered as an array of edge-linked pentagonal disks . Initial analysis predicted that there would be 100 waters in the crystal unit cell formed by four crystal-symmetry related asymmetric units . Later, more-accurate density measure-1179 Volume 71 September 1996 FIGURE 1 Ball-and-stick diagram of the dCpG/proflavine strand. ments showed that the unit cell more likely contains 108 waters (Mezei et al., 1983) . Moreover, subsequent diffraction studies at lower temperatures, -2 and -130°C, by Berman and co-workers indicated that the number of waters in the unit cell may be 120 or greater (Berman, 1994; Schneider et al., 1992) . As stated by Schneider et al. (1992) , the "new" waters observed in the lower-temperature structures are most likely present at room temperature but are disordered and cannot be detected on electron density maps.
The dCpG/proflavine complex has been the subject of several theoretical investigations by various groups. Mezei et al. (1983) reported a Monte Carlo (MC) investigation of the generic solvent site analysis (Mezei and Beveridge, 1984) in which almost two thirds of the experimental hydration sites were successfully reproduced. Kim et al. (1983) and Kim and Clementi (1985a,b) studied the same system again, using MC methods. To reduce the cutoff effects due to the small simulation cell size, they replicated the unit cell to form a simulation cell consisting of 12 unit cells. They also systematically increased the number of waters in the unit cell and predicted that the optimum number of waters in the crystal would be 122-132 per unit cell. The solvent density with their prediction is considerably larger than the early experimental density measurement but is closer to later predictions (Schneider et al., 1992) . Swaminathan et al. (1990) and Herzyk et al. (1991) investigated the dynamical aspects of the dCpG/proflavine crystal structure. Both of these molecular dynamics (MD) studies used 108 waters per crystal cell. These studies showed that the overall rms fluctuations in the biomolecule atom positions are rather small, with sugar and phosphate groups having relatively larger mobilities as expected. Swaminathan et al. observed a systematic drift in sugar puckering. The water molecules not observed in experiments exhibited a much larger temperature factor relative to those experimentally observed, thus explaining the deficiencies in the diffraction study. Although the water network shows considerable flexibility, the pentagonal disk network and the polygon disk stayed intact during the simulation, with the latter exhibiting a bimodal behavior. Although the results of Herzyk et al. (1991) are similar to those of Swaminathan et al. (1990) , Herzyk et al. observed distorted structures when the waters were not restrained close to their experimental positions. All these studies point out that molecular simulations are capable of reproducing the experimental results to a good degree. However, as discussed below, all these canonical ensemble studies might have been biased toward the initial configuration.
A close look at Fig. 2 reveals that the minor groove waters are "disconnected" from the major groove waters except via a link that is approximately one water molecule wide. Because of the high packing density of the system, the linkage waters, particularly OW8 (Fig. 3) , would block the water exchange between the minor and major grooves. This effect was referred to as the "enclosed cavity effect" in our previous publication (Resat and Mezei, 1994) . To (Resat and Mezei, 1994) . Here we apply the CB-GCMC method to investigate the hydration structure in the dCpG/proflavine system and compare our results with experiments and with the earlier canonical ensemble studies. Our results indicate that (see Results) there may be fewer waters in the minor groove and that they are quite delocalized. This raises some questions on the experimental and the previous theoretical studies cited above.
In the report that follows we first give a brief description of the CB-GCMC method, describe the molecular simulation setup, and then present the results. The last section summarizes our findings and discusses future directions.
THEORY
In statistical mechanical treatments, such as molecular simulations, the aim is to calculate the ensemble averages { () } of the desired quantities {e}. For example, in the canonical ensemble such ensemble averages for an N-particle system interacting with potential UN are given (with dF = d3Nr and ,B = 1/kT) as f dr -ePUN 1 I =f dF e-UN E J dF Ce-UN, (1) where ZN is the configuration integral. In contrast, the grand canonical ensemble allows for number fluctuations and the show, in essence a grand canonical simulation is equivalent to a set of appropriately weighted canonical ensemble simulations. Because of this similarity, the grand canonical ensemble and bicanonical ensemble simulation methods were developed mainly by generalizing the existing canonical simulation methods (Adams, 1974 (Adams, , 1975 Cagin and Pettitt, 1991; Panagiotopoulos, 1992; Beutler and van Gunsteren, 1994 ; Swope and Anderson, 1995; Resat et al., 1996) . A formal derivation of the above equations can be found in the book by Friedman (1985) .
In this study, we follow Adams's approach (1974, 1975) to grand canonical ensemble Monte Carlo (GCMC) simulations. Recasting the fugacity in terms of the chemical potential of an ideal gas of particles of the same mass and the same average number of molecules N, volume V, and temperature, we can express the grand ensemble partition function at constant volume and temperature as
The B parameter is defined as
(4b) where /le is the excess chemical potential [over j3-1 ln(nA3), the chemical potential of an ideal gas with number density n = N/V]. Noting the similarity to the canonical ensemble simulations, Adams developed a GCMC simulation scheme in which the move attempts used in canonical ensemble simulations to generate a Markov chain to sample the phase space are replaced with two types of move: 1) regular displacement moves as in the canonical ensemble and 2) insertion-deletion moves to allow for fluctuations in the number of molecules. There is no rigorous rule for combining these two move attempts, and in this study we use a 1:1 ratio; i.e., every regular move is followed by an insertion-deletion attempt.
As Eq. 4a shows, the B parameter and the chemical potential differ by a constant, and therefore a constant ,u ensemble is equivalent to using a constant B parameter in GCMC simulations. In implementing the GCMC scheme (Resat et al., 1996) , the B parameter is adjusted at the beginning until the targeted average number of molecules is approximately achieved. After fine tuning, the B parameter is kept constant during the data acquisition and the average number of molecules is calculated in the same simulation as well. Then the chemical potential can be calculated at the end by use of the relation among the excess chemical potential, the B parameter, and the average number of molecules (Eq. 4b) . In generalizing the above equations to multispecies cases, one defines a species-dependent chemical potential (or the corresponding B parameter). The number of every species can fluctuate during the simulations. However, in our simulation we keep the dCpG/proflavine complex fixed in the unit cell; i.e., the nucleic acid or the proflavine is not allowed to be added or deleted. Since some of the components are kept at the same number density, the utilized ensemble is not grand canonical in the purely theoretical sense. However, the label grand canonical ensemble is still appropriate for the following reasons: Because of the lack of free space, addition of a second biomolecule is not possible. This leaves the "zero biomolecule state" (i.e., the deletion of the existing molecule) as the only other possible state. Owing to the very favorable solvation effects, thermochemical partitioning between these two states tells us that the statistical sampling rate of the zero biomolecule state should be approximately vanishing. Therefore, the neglect of the zero biomolecule state from the statistical sampling would introduce only a very small and unimportant error into the calculations.
CALCULATIONS
The object of this study is to determine what are the likely locations for the solvating waters in the dCpG/proflavine crystal hydrate by using the CB-GCMC method. The cavity-biased formulation of GCMC was used because, at high densities, it considerably improves the statistical sampling efficiency (Mezei, 1980 (Mezei, , 1987 . It was observed in the earlier MD studies that the sugar rings and phosphate groups may undergo conformational changes (Swaminathan et al., 1990; Herzyk et al., 1991 The dCpG/proflavine crystal has a P212121 symmetry, and the rectangular unit cell with dimensions 32.991 A x 21.995 A x 13.509 A is formed by four symmetry-related asymmetric subunits. The simulation cell was set equal to the crystal unit cell; thus it consisted of four 2:2 dCpG/ proflavine complexes plus the waters. Periodic boundary conditions were applied. Interaction parameters of nucleic acid bases, sugar, and phosphate groups were represented by the AMBER force field (Weiner et al., 1984) . The short-range parameters for proflavine were taken from the AMBER force field, and proflavine site charges were derived by fitting to the electrostatic potential and were kindly provided to us by P. A. Kollman (personal communication). Proflavine site charges used in our simulations are shown in Fig. 4 . The water model chosen was the TIP3P model (Jorgensen et al., 1983) , and solute-solvent interaction parameters were calculated by use of the geometric mean rule for both cr and E. The temperature was 300 K. Solute-water interactions were treated with the minimum image boundary condition, and the water-water interactions were truncated with a spherical cutoff at 6.75 A. After sufficient equilibration the simulation was run for 28 X 106 steps, with a 1:1 ratio of displacement to insertion-deletion attempts; i.e., there were 28 million attempts each of displacements and insertions-deletions. Solvent molecule displacement sizes were chosen to yield an -50% acceptance rate. The cavity bias technique (Mezei, 1980 (Mezei, , 1987 
ANALYSIS
We analyzed simulation results by using three complementary methods to determine the hydration properties of the crystal waters. Different ways of analysis gave supporting results. First, the water density was calculated on a Cartesian grid. In this approach one determines the singlet water density function on a uniform grid, and then the grid points with densities larger than a certain cutoff are reported as the most likely locations for the hydrating waters. The second approach utilized the generic solvent site (GSS) idea (Mezei and Beveridge, 1984) . In the GSS approach one overlaps the subsequent configurations to determine the GSSs for the likely water locations. In the GSS approach the waters do not carry labels; therefore the molecule exchanges between GSSs are allowed during the molecule assignment to the sites. We determined GSSs by assigning the molecules by the graph theoretical Hungarian method (Berge, 1962) , which is an efficient way of solving the optimal minimization problem.
The third analysis method was a hybrid approach between the connected-cluster hydration method of Lounnas and Pettitt (1994a) and the Hungarian method. In a series of papers, Lounnas and Pettitt and their co-workers (Lounnas et al., 1992 (Lounnas et al., , 1994 Lounnas and Pettitt 1994a,b) developed an elegant analysis method to study protein-solvent interfaces. In their method the local densities initially calculated on a grid are iteratively density-weight averaged with the nearby sites. The averaging radius is set to a small value at the beginning and then increased in small increments until convergence is obtained (Lounnas and Pettitt, 1994a) . Then the most probable hydration sites are given by the local maxima of the density distribution. Lounnas and co-workers applied the method to study the hydration patterns around myoglobin in solution phase and showed that the hydration pattern is much less organized than what is seen in crystallography experiments. For our case, however, when the averaging radius was increased to values of more than 1.2 A, some of the "well-" converged sites had an occupancy of more than 1. Such sites were in the major groove, where some of the waters are well defined and the density distributions for the other waters are somewhat diffuse. Thus, during the density-weight averaging process some of the density near a diffuse site would also be incorporated into Therefore, our connected-cluster analysis had to be terminated at a somewhat small weighted density averaging radius, 1.2 A, to avoid having sites with occupancies larger than unity. The sites found by the Lounnas-Pettitt method, a total of distinct 250 sites, were used as the starting points in a subsequent GSS-type calculation. The Hungarian method was used to assign the site occupancies as in a GSS calculation. The sites with very low occupancies were eliminated in several steps until a total of 116 sites were left (corresponding to 29 distinct waters in each asymmetric unit cell). In this regard, the second and the third analysis methods are closely related, and indeed the results were almost identical.
We discuss the results communicated in the next section by separating the distinct crystal waters into three categories: 1) The waters of the minor groove, which form a heptagonal ring. With the labeling of Shieh et al. (1980) , water OW22 occupies the bottom corner (Figs. 2 and 3 ) and the symmetry-related edges of the heptagon are formed by waters OW9, 10, and 14. Also, the half-occupancy water OWl resides next to OW22, forming a tail. Note that OW22 is also a half-occupancy water and may reside in one of the two possible locations. 2) The waters that link the minor and major groove waters, OW8, 12, and 20. 3) The major groove waters, which form a pentagonal water network. Fig. 5 shows the results of the grid calculation for the minor groove hydration pattern. In the figure the yellow spheres represent the grid points where the water density is larger than the uniform solvent density. The radii of the spheres that mark the grid points are proportional to the magnitude of the calculated water densities: A larger radius corresponds to a higher water density. As Fig. 5 reveals, the GCMC simulation reproduces the experimental minor groove water locations very well. Notice that the edges are actually formed by continuous high-density regions. Similar continuous high-density regions were observed by Hummer et al. (1995) , and they were interpreted as an indication of structural flexibility in the water network. Flexibility of the heptagonal ring was actually observed in MD simulations (Swaminathan et al., 1990) . Our calculations show that the high-density region is quite tubular in shape, with a diameter approximately the size of that of a water molecule. Thus, because of this geometrical constraint, the movement of heptagonal network waters has to be a concerted motion.
RESULTS

Minor groove hydration
Subsequent analysis using GSS and the connected-cluster hydration method (see Analysis) established that it would be possible to assign three to six sites as the edge of the ring (six is the experimental value). The most likely locations of water oxygens as determined by GSS analysis of the GCMC trajectories were overlapped with experimentally detected locations; the results are reported in Table 1 . Agreement for the tail part of the polygon disk is very good, within 0.17 A, the well-defined nearby site that had an occupancy of 1. Resat and Mezei 1183 and the sites of the polygon edges are reproduced within Volume 71 September 1996 FIGURE 5 Grid density calculations for the minor groove and the link region (see Table 1 ). Green, blue, and white show the DNA and proflavine carbons, nitrogens, and hydrogens, respectively. Magenta and red, respectively, show the phosphate and oxygens of the phosphate group. Pink spheres represent the experimentally determined water locations. Two overlapping spheres at the bottom of the ring show the two possible locations for the half-occupancy water molecule OW22. Shown as yellow are the grid points where the water oxygen density is larger than the uniform solvent density. The radii of the spheres are proportional to the magnitude of the calculated water density. For clarity, the radii of spheres marking the grid points are kept small; they have a range of 0.40-0.55 times the van der Waals radius of oxygen. For the same reason, the experimental water spheres have a radius equal to 0.80 times the oxygen van der Waals radius. Note that such effects were not observed in earlier theoretical studies either. However, all the earlier approaches used canonical ensemble methods, which might explain the differences. Because of the structure of the water network, the minor and major groove waters are connected through a linkage region that is quite narrow. In a canonical ensemble study that starts with all six waters for the polygon edge, the only way in which these waters could leave the minor groove would be through that linkage. However, the linkage region is almost always occupied (Table 1) , and the density of the grooves at both ends of the linkage region is high. Therefore, actually to observe the escape of a water molecule from the minor groove would require extremely lengthy canonical ensemble simulations. Such limitations on the movement of water molecules have also been commented on by Kim et al. (1983) sites has a density lower than the full occupancy, -0.8. High-density regions are somewhat shifted away from the experimental positions though, with deviations from the experimental positions of 1.62, 0.41, and 2.15 A for the three sites of this hydration region. However, these shifted locations do not change the hydration pattern (Fig. 6) . The observed shifts in the locations of the linkage waters might be due to the small shift in the position of the lower edge corner of the minor groove polygon disk, OW14. Given that there is a unique site-to-site correspondence, and that the sites are fully occupied, it can be safely stated that the overall comparison of the GCMC results with experiments is quite satisfactory.
Major groove
Most of the hydrating waters reside in the major groove. The chemical potential in the simulations was adjusted such that there were 108 waters on average in the simulation cell.
Because the unit cell consists of four symmetry-related 0 FIGURE 6 Comparison of the water network calculated in GCMC simulations with experiments. Unbonded spheres show the sites that have no equivalent experimental locations (ul-u4 in Tables 1 and 2 ).
subunits, 108 waters corresponds to 27 distinct molecules. Twenty-seven distinct waters rather than the twenty-five of the experimental study were included because, as detailed in the Introduction, later experimental studies predicted more waters in the crystal cell. As discussed in the first subsection of Results, some of the minor groove sites were found to be half occupied. Thus, 1.5 of 3 distinct waters of the minor groove "migrate" to a major groove. To accommodate this, we performed a GSS hydration analysis, using a total of 29 distinct sites (i.e., a total of 116 sites as cited in Analysis). All the additional sites, i.e., the sites that do not appear in the experimental structure, do of course appear in the major groove, thus crowding the region. Fig. 7 reports the results of the grid density calculation for the major groove. Notice that the simulation results predict the experimental waters quite reliably. The deviations between the most likely locations as determined from the simulation trajectories and experimental positions are reported in Table 1 . Except for the large disagreement for one of the sites (2.72 A), the predicted sites deviate from their experimentally detected positions by less than 1.26 A, with an average difference of 0.70 A. When the site with large disagreement is included, the average deviation becomes only 0.81 A, which is still smaller than the experimental resolution of 0.83 A. As was predicted in another earlier study (Schneider et al., 1992) , additional water molecules appear inside the "empty core" of the major groove (Fig. 6 ) and complicate the pentagonal water network. Kim and Clementi (1985a,b) extensively investigated the structural and energetic properties of these additional waters. In their MD study, Swaminathan et al. (1990) observed that one of the extra waters had a large B factor. Schneider et al. (1992) supported this finding that these additional waters, which are observed at lower-temperature studies, are not observed at room temperature because they are disordered. In fact, one of the unassigned waters in our study has a B factor that FIGURE 7 Grid density calculations for the major groove; details are as in Fig. 5. is almost three times the average B factors of the other waters (Table 2) . However, the other three unassigned waters have B factors very close to the B factors of the "detected" waters.
Symmetry analysis and convergence
The simulation unit cell consisted of four symmetry-related asymmetric subunits. We can use this fact to investigate the convergence characteristics of the simulations. For this we overlap the four symmetry-related sites, using the relevant transformations, and calculate a mean position for each distinct water. Inasmuch as water molecules are not constrained to obey the symmetry relations during the simulation, deviations about the mean position would be a reliable indicator of convergence; for a fully converged simulation the deviations should approximately vanish. As Table 1 shows, only two, OW3 and 13, of the twenty-six distinct waters have an asymmetry sizably larger than the experimental resolution. Note that these two waters belong to the part of the major groove that is "empty" in terms of experimentally detected waters. Fig. 8 compares the amount of asymmetry for each individual water and the disagreement with its experimentally determined position; in the figure the x and y axes, respectively, stand for the distance between the experimental site to the position determined in the simulation and the amount of asymmetry between the four symmetry-related sites of a distinct water molecule, as reported in Table 1 . Almost all the points are either about the y = x line or below it, which shows that the disagreements between the experimental locations and those determined in the simulations are genuine, meaning that the fluctuations in the simulations cannot account for the differences. Kim et al. (1983) and Kim and Clementi (1985a,b) extensively analyzed the energy and hydration pattern in the dCpG/proflavine crystal by varying the number of waters in the simulation cell. The availability of number fluctuations in the GCMC simulations allows us to do a comparable analysis from just one GCE simulation. Although the force fields are different in these two studies, as will be shown below, the conclusions are in agreement to a very good degree. Fig. 9 shows the fluctuations in the number of waters during the GCMC simulation; the distribution is nicely peaked around 108 waters, and its shape resembles a normal distribution with a half-width of four molecules.
Energy analysis
Because the nucleic acid and proflavine molecules are kept fixed during the simulation, the relevant total energy is the summation of two contributions: solute-solvent and solvent-solvent terms. Figure 10 shows the total and the solute-solvent energies as a function of the number of waters. Compare these figures with Fig. 4 of Kim and Clementi (1985a) . Except for the magnitude of the energies, which are very sensitive to the employed interaction poten- The B factor for each site, B (81T2/3Nf) -f (rf-r)2, is in square angstroms andf is summed over the number of molecular simulation configurations Nf in which the site is occupied. Bave is the average B factor of the four symmetry-related sites. Note that OWl and 22 are half-occupancy sites.
tials, the trends in the calculated energies are very similar (however, the range in the studied number of molecules is much smaller in our case). As expected, because of the increased density effects the solute-solvent energy per water molecule (Fig. 11 a) and the average water-water pair interaction energy (Fig. 11 d) increase with increasing number of waters in the unit cell. The short-range interactions do not seem to vary with number of waters (Fig. 11 c) , and the changes in the solute-solvent interaction energy are due solely to the electrostatic effects (Fig. 11 b) . We demonstrated the success of the GCMC simulations by studying the hydration pattern in the dCpG/proflavine crystal hydrate. Most of the experimentally detected waters were successfully predicted. Observed disagreements with experiments (which may be due as well to the force fields) for the minor groove can actually be utilized as a test of the predictive power of the computer simulations. A reanalysis of the experimental data incorporating our prediction that there may be fewer waters in the minor groove could be very fruitful, as it would reveal whether the grand canonical ensemble simulations overcome some of the intrinsic shortcomings of the canonical ensemble-based simulation methodologies.
It should be pointed out that the enclosed cavity effects are not only limited to crystal hydrates. Another possible application area of the grand canonical ensemble methodology would be to use it as a "soaking" algorithm. Generally (Resat et al., 1996) . For 
