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Abstract 
This thesis addresses the most fundamental architectural characteristic of the brain: 
the fact that it is divided into two halves, with resulting functional asymmetries. The 
goal is to explore the characteristic behaviours, and the advantages if any, of process-
ing in a split architecture. The explorations are concerned with the fundamental issue 
of how information is handled and distributed between different parts of a whole sys-
tem. Specifically, the thesis is concerned with the intersection of visual processing in 
humans, marked by the separation of the visual cortices, and the resource allocation 
properties of split neural networks. This study involves the representational differenti-
ation and associated behaviours that result from the interaction of several factors, and 
particularly: the developing architecture; the way in which stimuli are presented to the 
processor; and the nature of the stimuli themselves. I present results from connectionist 
modelling experiments with split architectures. The principal issues addressed in the 
thesis revolve around what the advantages might be for bi-hemispheric processing of 
visual information, and how real-time high-density information management—such as 
that employed in the human visual system—copes with the fact that processing of the 
same stimulus is done in two halves, in two different places. Despite the brain's clear 
division into two cerebral hemispheres, there has to date been relatively little compu-
tational modelling of this aspect of gross brain morphology. However, certain recent 
models employing split neural networks have demonstrated that such architectures are 
not only effective for processing visual information, but that certain emergent process-
ing strategies are particular to these split architectures. This thesis reports further stud-
ies of the complex relationship that comes into play between particular architectural 
features and general processing strategies, as well as distinct variations in the nature 
of the stimuli involved. The particular feature of the visual system addressed in this 
thesis is the recently acknowledged vertical splitting of the human retina, including 
the fovea, resulting in each visual hemifield initially being precisely projected to the 
contralateral hemisphere. As an example of the emergent effects that models of such a 
system produce, this thesis examines the nature of symmetrical forms, asking in what 
ways the perception of symmetry can be treated as a special case in cognition. This 
thesis makes a contribution to our understanding of processing in a divided architec- 
ture such as the human brain, and to unpacking the causes that lie behind functional 
lateralisation, by examining split processing in its most general form. 
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There is perhaps nothing more prominent about the anatomy of the central nervous 
system than its anatomical division into two. This fact, which is certainly allied with 
the tendency toward bilateral symmetry exhibited by the entire organism, leads to the 
existence of the two cerebral hemispheres. However this in itself could be relatively su-
perficial evidence of its functional division; a pair of hemispheres may not be any more 
a sign of a systemic division in the nervous system than a two house legislature implies 
an endemic national division in a country. Proof of a functional separation, however, 
is available in the form of the distribution of effectory between each hemisphere. The 
contra-lateral wiring from the brain to the rest of the body, most conspicuous in the 
frequently one-sided paralysis of stroke victims, and implicated in the less well under-
stood relationship of cerebral dominance and handedness, testifies to the very definite 
functional division in the nervous system. 
Of course, this separation works in both directions. That is, as well as the cross-
wiring of the effector pathways, much of the incoming data to the human organism are 
also contra-laterally projected. And in spite of the obvious re-integration of informa-
tion that eventually takes place via the corpus callosum, much of the initial cognitive 
processing of input is determinedly distributed, dual and parallel. The notions of dis-
tributed processing, and parallel processing, are familiar from advances in the neuro or 
cognitive sciences over the last two decades. 
However, to describe cognitive processing as dual is more likely to evoke the philo-
sophical arguments often associated with the study of cognition than to call to mind 
1 
2 	 Chapter 1. Introduction 
an up-front description of how the processor actually functions. Nevertheless, it is the 
aim of this thesis to address a certain dualism implicit in cognition, and one which has 
little to do with the more canonical, Cartesian, use of the term. 
To say that cognition is distributed would not, in this day and age, ruffle many 
feathers, and it is a special kind of distributedness that dualism refers to here. In 
particular, the topic of this thesis is how the management of information, implicit in 
cognitive processing, is affected by being stationed at two independent loci. Moreover, 
if each of these independent processors is receptive to only a portion of the overall 
information, as is initially the case in the contra-laterally connected system, then what 
are the general effects? 
Parallelism is also a common enough concept with respect to the notion of dis-
tributed computation. Parallel computation is that which is achieved over a network 
of similar computing units, simultaneously, as in a connectionist model. Parallel com-
puting can also mean, of course, the large scale use of many computers (Workstations, 
PCs, or whatever) co-ordinated to form what might be called a super-computer. To 
distinguish these two forms of parallelism, it helps to emphasise that this latter type 
of parallel computing involves components which are themselves performing many 
operations, most likely serially. This is in contrast to computing of the 'neural' sort, 
where the individual computing units are generally performing but one operation be-
tween each of the collective iterations that constitute the behaviour of the whole. The 
dissection of this term, parallel, is relevant for this thesis because here too there is a 
parallelism. Though the models herein are connectionist, and therefore parallel in the 
first sense described above, the real power of the concept for the experiments that fol-
low has more in common with the second usage: two processors are computing a single 
function, but in parallel, and, more surprisingly, independently. Whether or not they 
can achieve the coordination required to achieve, or even apply for, "super-computer" 
status will depend on many variables: the architecture of the model, the manner of 
training, and the very form of the stimuli. It is these factors that are addressed in this 
thesis. 
To discuss terminology so early on, may seem on the one hand quite a pedantic 
overture. However, it also acts to pre-empt much potential confusion. The possibilities 
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for that confusion arise because empirical works involving this specific sort of dual 
or parallel processing are not particularly common. Shortly, we review some of the 
modeling community's contributions to this field. But if the reader already believes that 
such models do not match in number the quantity of behavioural studies investigating 
hemispheric differences, lateralization, cerebral dominance, etc, in humans, then he or 
she is most likely correct. 
No doubt this shortage is partly because modeling of any kind is limited in both 
scope and grain. When contemplating processing at the actual level of the visual cor-
tices, say, while hoping at the same time to imitate the rather gross anatomical prop-
erty of their division between the hemispheres, then the scope of the model is indeli-
bly grand. Consequently, the shortcomings of the models' restricted granularity are 
a thousand times more glaring. For this reason it is important to remember that this 
work concerns not only, and perhaps not even mainly, the human processor, but more 
correctly, dual processing in general, in a form similar to that implicit in the human 
processor. 
In terms of the brain, dual processing may even afford a certain high-level 'super-
positioning,' or way in which the behaviour of the whole turns out to be greater than 
the sum of the behaviours of its parts. For, taking the intersection of solutions found 
to by two distinct processors intuititively increases the probability of the optimal so-
lution being found. Such an idea alone is interesting, if the right and left hemispheres 
engage in what is commonly seen as their different 'styles' of activity (e.g. analytic 
versus holistic), then far from being a detriment to the fitness of the whole organism, 
such a situation attenuates the precision with which optimal behaviours or responses 
are arrived at.' The conclusions drawn in this thesis, however, apply much more gener-
ally to many instantiations of the "base-case" of parallel computing: split processing. 
Armed with this proviso, and given the advantage toward ecological validity  obtained 
by connectionist models, we may tread a sound path towards a point where we will 
know a little bit more about both the artificial and human systems. 
'The notion of superpositioning in a sense similar to this was alluded to in personal communication 
with Will Lowe and Richard Shillcock. 
2Although in the field of artificial intelligence and robotics the term "biological validity," would seem 
more common, here the use of "ecological validity" is used, as in much of the psychological literature, 
to reflect the idea that the models have some organic basis. 
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The empirical sections of the thesis revolve mainly around the processing of visual 
information. This allows certain nuances of the visual system to be captured, primarily 
as regards the manner in which data is presented to the models, while also allowing a 
steady comparison to some of the abundant behavioural data available for similar tasks 
performed in the laboratory. Motivations for this and other aspects of the models will 
be provided throughout. 
By the end of this thesis it will be clear what both the advantages and disadvantages 
of dual route information processing are. Some aspects of distributing computation in 
this manner will reveal it to be unhelpful for certain types of problems. In other cases, 
the interaction between the architecture of the processor and the manner in which learn-
ing is undertaken will prove significant. Further along, the very quality of the stimuli 
used for that learning shows itself to have a pronounced interaction with both of these 
factors. In addition, some behavioural trends, as reported in the literature, are exhibited 
by some of the models explored, thereby suggesting refreshed or alternative accounts 
of what processes might lie behind the human data. 
The general outline of this thesis, then, is as follows. 
Chapter 2 presents a review of the literature not only on the modeling work that 
is similar in vein to the current suite of experiments, but also to much of the 
background necessary to support the architectures employed in these models. 
This will include anatomical considerations and aspects of how those consider-
ations motivate certain details in experimental methodology. The larger areas of 
lateralisation, and hemispheric interaction are also examined, from the point of 
view of a complete review, though these areas are not strictly under investigation 
in the thesis. Finally, the role of the corpus callosum for such studies is reported, 
though again, the models herein don't dwell on that particular topic, not least 
because much of what has been proposed to date remains speculative. 
In Chapter 3 our attention is given over to connectionist networks in general 
and to a few key problems that help demarcate the territory to be explored. The 
development of what we mean by a split architecture follows the progress of its 
deployment in various tasks. This also entails questioning which types of tasks 
might be best suited for this novel architecture and which might be inappropriate 
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for it. There is some non-technical discussion of what the basic needs are for 
processors in this split architecture, if such processors are to work together. To 
this end, a number of the featured models here are re-implemented with lateral 
connections, mimicking callosal transfer of information, between the separated 
hidden layers. The benefits, or otherwise, of such additions are examined. 
Taking what was established in the previous chapter, Chapter 4 homes in on the 
most suitable method of looking at these split connectionist architectures. We 
abandon the notion of installing lateral connections, but at the same time develop 
a method of presentation which allows each half of the split net to have access 
to the entire input stimulus while simultaneously keeping the hidden layers, and 
thus the computation, rigourously split. This "shift invariant identity mapping" 
(SlIM) is initially employed to look at some side effects of stimulus type, a 
theme that is returned to in Chapters 5 and 6. However, it proves highly relevant 
to the modeling of single word recognition, as was established by a previous 
model. The replication and extension of that work constitutes the remainder 
of the chapter, with a look at how the interaction between architecture and the 
manner in which stimuli are learned can become crucial factors in a certain type 
lateralisation. 
Chapter 5 continues in the same vein, but directs more attention to the actual 
form of the stimuli. Where Chapter 4 was concerned with real word-strings, 
which are generally asymmetric in nature, this chapter looks at the effects of 
symmetric strings, or palindromes. It is true that these are mostly not items of 
the lexicon, but the split model, in the case of this thesis, is not intended to be a 
model of human reading. Furthermore, the tell-tale interaction between architec-
ture and presentation regime conspires with the type of stimulus presented. This 
indicates the prominence of environmental factors, even in the case where both 
the character of the processor and its methodological bias (i.e. how it is trained) 
are fully specified beforehand. Also, the work on symmetry and asymmetry acts 
as a prologue to Chapter 6, which is concerned specifically with modeling the 
human perception of these. 
Chapter 1. Introduction 
. The behavioural record shows that symmetric and repeated contours of two-
dimensional shapes are processed differently in humans. Chapter 6 is concerned 
with trying to model this to some degree, and as such it carries on from Chap-
ter 5. It is distinct however, as the stimuli in that chapter had more internal 
form, whereas in this final empirical chapter we deal with pseudo-random block 
shapes that lack any internal differentiation. Thus, it also links back to the initial 
questions about symmetry and translation that were posed in Chapter 3. Much 
of what characterises the behavioural data in this experiment seems to be cap-
tured in the model, which leads to a number of suggestions, offering alternative 
interpretations for behavioural data. 
Chapter 7 concludes with some remarks about the development of the split net-
works, and possible extensions. Included are some speculative remarks about 
the modeling of interconnections, which were put to one side early on in this 
thesis but which are still potentially interesting. 
Chapter 2 
General Review of Themes 
2.1 Why Split Processing? 
Any investigation such as cognitive science, must sooner or later deal with the details 
of how various processes are implemented. In the most general and far reaching case, 
processes that involve the central nervous system (and in cognitive science nearly all of 
them do) necessarily implicate the functionally asymmetric brain. As such they must 
address the question: What is the advantage for processing in a split architecture? 
Obviously, the symmetry of locomotive organisms requires some sort of cleav-
age which in the brain we recognize as a division between two hemispheres, but is 
lateralisation merely the accommodation of large scale (i.e. cortically consistent) her-
itable anatomical differences between the hemispheres? Or does split processing in-
stead arise as functionally motivated optimisation, which would then presumably give 
it more of an experiential flavour. 
If lateralisation were experientially driven, we would expect that the corpus cal-
losum to play a large role during development. However, there is a developmental 
precedence of cortical asymmetries; they are influenced by cerebral structure and not 
specified by the corpus callosum (Aboitiz, Scheibel, Fisher & Zaidel 1992). 
Indeed, not only is the corpus callosum not implicated in the development of cere-
bral asymmetries, but neither is it necessary for their functioning. When cognitive 
science was still in its infancy, studies on split brain phenomena were well under- 
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way (Gazzaniga, 1970) and work with patients who had undergone commissurectomy 
made it clear that the two halves of the brain could function autonomously when dis-
connected. The highlight of this discovery was the apparent inability of the right hemi-
sphere to speak for itself in any real sense (Gazzaniga, 1983). Thus, a century after 
its initial stipulation, Broca's hypothesis, that a great majority of essential linguistic 
function was present only in the left hemisphere, gained a substantially more secure 
footing. At the same time, the disparate activity resulting from two hemispheres out 
of touch with each other, and, in particular, the speechless fumblings of the right-side, 
gave a real sense to the distance neuro-anatomically (and thus perhaps experientially) 
that lay between the hemispheres. This was a distance that was unbridgeable through 
subcortical structures in the event that the corpus callosum was cut (although see Ser-
gent, 1987). 
This thesis investigates split processes from the point of view of information pro-
cessing. The human example is allied to this investigation, for in the main the models 
that follow attempt to capture som aspects of the human processor. Nevertheless, this 
thesis more generally aims to explore dual processing in ecologically motivated infor-
mation architectures, as it were, the base-case of "parallel" processing. In this sense 
the psychological similarities that emerge are all the more surprising. 
2.2 The information paradigm 
The early days of computing were so wrapped up in the fervour of the general idea of 
micro-automation that the grand issues of whether or not machines could "think" or 
how something that was mechanical might be considered to have "learned" remained 
principally the territory of the armchair. It could be said that this was essentially the 
case until the end of the 1950s when Rosenblatt's explication of a neural computing 
device, furthered by McCullough, Pitts, and numerous others in the decade to follow, 
offered the basis of a "hands-off" learning device. In hindsight, we can see that the 
roots of this idea, which itself didn't really fasten its grip until Minsky and Papert's 
exposition, and which certainly suffered severe major set-backs even after that, was 
apparent much earlier on, in the employment of negative-feedback control loops of the 
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early cyberneticists (Weiner, 1949; Ashby, 1956). James Clerk Maxwell had related 
the problems of stability and feedback in applying cetntrifugal fly-ball governors to 
early steam engines as far back as the 18th century, and mass produced implemen-
tations of these guiding principles were available much earlier, as the use of sophisti-
cated feedback-controlled anti-aircraft weaponry, ubiquitous near the end of the WWII, 
showed. 
Even though Turing's own efforts in the that campaign are well documented, they 
did not involve self-regulating systems, but code breaking. His theoretical approach 
to "thinking machines" likewise had little to do with engineering. It would appear 
that the two streams of inquiry, the one a self-adjusting computing device, the other a 
theoretical pursuit of whatever might constitute machine learning, did not readily con-
verge. Now, however, connectionism is a well established area of research (Wilishaw, 
Rumeihart and McClelland, ), both in terms of modelling and applications where is 
the de-facto form of "sub-symbolic" computation. 
Variations in the typical architecture of neural nets often involve adding one or a 
number of hidden layers, vertically, (Elman, 1993). These interior computing units act 
as mediators, restructuring in some way the regularities of the input so as to extract 
from them what appear to be the most relevant features of the data presented. 
Also there is often the insertion of recurrent connections, sometimes from a layer 
onto itself, and also from the output back to the input (Servans-Schreiber et al., 1989). 
In such cases, the recurrence of the network allows a certain temporal relationship 
between adjacently presented data. 
This thesis focuses on a specific manipulation of network architecture that is not 
so common, but which may yield interesting results. Instead of devoting the entire 
hidden layer to the whole task upon which the network is being trained, the hidden 
layer can be split laterally, with each resulting half being privy to only half of the input 
(Shillcock and Monaghan, 2001). 
The question is whether this severance does anything in general to aid computation. 
That is, how might network performance be affected when the computation to be per-
formed undergoes an enforced division, in the hidden computing layer, but which must 
nevertheless be integrated at a unique output. After severing the primary and middle 
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stages of such computing, what particular traits mark the recombined output from what 
are effectively two hidden layers, working in parallel not in series? In the next chapter 
we begin the examination of such network models by looking at some classic tasks 
which NNs have been used to solve, but from the point of view of "re-distributing" the 
problem by splitting the hidden layer. 
2.2.1 Requisite variety in terms of cognition 
A central link between information theory and hemispheric processing exists in the 
Law of Requisite Variety, popularised by Ross Ashby (Ashby, 1956). This states that 
the power of a regulating device is equal only to its potential through-put as a channel. 
This charaterisation points towards the informational capacity of the cortex as being 
directly related to its proficiency in ensuring the organism's survival, insofar as be-
havioural variety would promote effective reactions to environmental hazards (Piaget, 
1980). 
Extending this as a way of viewing evolution in general, it is clear that increased 
complexity of the nervous system in organisms reflects an increase in behavioural com-
plexity. For humans one such major change involved the development of language; that 
the human cognitive system expanded to embrace linguistic possibilities points to a se-
rious increase in variational ability. In the case of language, we know that much of 
what constitutes this range of activity is lateralised, that is functions predominantly in 
one of the two cortical hemispheres, in the brain (Sperry, 1968; Gazzaniga, 2000). 
Gazzaniga specifically argued that lateralisation occurred as an increase in be-
havioural variety at the expense of redundant brain areas (2000). And it was the 
presence of the link between the brain's hemispheres that permitted this co-opting of 
resources in one half of the brain, leaving the other side to take care of all the process-
ing for the supplanted task. In informational terms, this leads to a decrease in redun-
dancy. The result is increase in specialisation, and and supports the idea of spatially 
defined neural modules (Christman, 1995). Finer grained behavioural patterns, such as 
the syntactically articulated phrases of a language, indicate increased task specificity: 
lateralisation means more resources are locally available for a task, and so spatially 
organised processors would be expected. Broca's and Wernicke's areas would be can- 
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didates for such modules. Presumably modularity like this also facilitates multi-task 
management. 
Of course, the conventional ideas surrounding modularity (e.g. Fodor, 1983) are 
really referring to functional modularity which is often said to be, on a high level, the 
stuff of hemispheric specialisation as the hemispheres are of course traditionally asso-
ciated with differing modes of operation, different functionalities on a gross scale. It 
has been suggested that right hemisphere regions are more likely to receive projections 
from neurons with larger receptive fields (Brown & Kosslyn, 1993), and this could 
imply directly that the same side might specialise in processing involving larger re-
ceptive fields (i.e. coarse coding). However, Bradshaw (1989) warns against an easy 
equation of cognitive styles and hemisphericity. Though it is convenient to think of 
one hemisphere as favouring analytical means, the other holistic/spatial ones, much of 
hemispheric differences are "small and quantitative, rather than substantial and abso-
lute" (Bradshaw, 1989, p  209). And in general, even, the current fervour for exploring 
the capacities of the right hemisphere are revealing mainly that it is capable of more 
than was previously thought. By and large there is a rather unsensational closing of the 
gap between the capacities of the two hemispheres. 
Indeed, in spite of talk about hemispheric division in the cortex, the two halves of 
the brain almost never work in isolation. But bi-hemispheric processing, in which both 
hemispheres are explicitly active, is itself a cloudy issue. A general conclusion emerg-
ing from work with the corpus callosum is that the harder the task, the more likely 
it is the case that the brain will divide the labour over the two hemispheres (Banich 
& Belger, 1990). The point at which task difficulty increases beyond the capacity 
of a single hemisphere's resources, is the moment when hi-hemispheric processing 
is advantageous. This is often shown experimentally by interference tasks involving 
different hemispheres. The hemisphere not usually associated with a task (e.g. right 
hemisphere for memorisation of list of isolated words) is untaxed up to a certain point 
in task complexity (here, list length) after which the simultaneous task, e.g. left hand 
tapping, suffers interference (Hiscock, Kinshourne, Samuels, & Krause, 1987). There 
is support for this increased difficulty in task leading to bilateral advantage in other 
modalities as well, aural (Grimshaw, 1998) and visual (Merola and Leiderman, 1987). 
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Many interference tasks are designed on the basis of hemispheric specialisation; 
Grimshaw's task involved prosody and the effect of emotive words, both implicating 
the right hemisphere. But in tasks where both hemispheres are investigated simulta-
neously, this style preference may have little bearing. That is, processing may not be 
allocated solely on the basis of local aptitudes. In fact, as regards their interaction, 
the hemisphere with the superior ability for a certain task might not even be the one 
that assumes metacontrol, the role of the hemisphere that dominates in a task involving 
both hemispheres (Hellige, Jonsson & Michimata, 1988; cited in Christman, 1995). 
2.3 Anatomy of the Corpus Callosum 
Instrumental in all the above of course is the bundle of fibres that brings the hemi-
spheres together, the corpus callosum. The relative abundance of intra-hemispheric 
connections, when compared to commisural links, suggests that within hemisphere 
computations have the advantage, up to the point of saturation discussed above, and 
that hemispheric collaboration, when it is activated, serves, in Hellige's terms, as a way 
to mediate metacontrol. In this sense, the corpus callosum can be seen as an "equilibra-
tor" of activation between the two hemispheres, simply rendering identical activation 
in both hemispheres. However, another theory, which would still be consistent with a 
"guiding" role in hemispheric collaboration, or metacontrol, has the corpus callosum 
acting as an "organ of de-correlation"1 where analogous activation would be inhibited 
in the hemispheres. This notion is basically that of Cook (1986), who envisioned this 
cortical dissociation coming about through the neurons of the corpus callosum which 
seem to be generally inhibitory and symmetrically connected (homotopic). 
Thus, simultaneous identical activation is discouraged in opposite hemispheres. 
In essence, there is a connection here to the brunt of the Gazzaniga hypothesis on 
lateralisation. There, it was suggested that specialisation results from the take-over 
of a redundant area in one hemisphere, where that redundancy is due to an identical 
processing ability in the opposite hemisphere. The comandeered area is then co-opted 
for novel tasks. Clearly, commisures that maintained uniformity between hemispheres 
'To my knowledge this characterisation was coined by Will Lowe and Richard Shilicock. 
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would retard this effect, while inhibitory commisures would aid in the deflection of the 
"old" task being re-applied, allowing new competences to develop. 
Of course, it must be added that the refined complexity of local computation would 
prohibit an exact image from being either broadcast or inverted callosally, so "comple-
mentary" can not mean exactly opposite here. Cook's theory assumes, however, that 
the basic units of information processing are the cortical columns that the corpus cal-
losum connects, so in this sense the de-correlation wouldn't be specific to any overly 
fine degree. The initial consequence would simply be a "dumbing-down" of a region 
when its correlate region was active, and in freeing those resources, would leave the 
door open for potentially complementary information to be represented. 
Some of the modeling work done with split processors (Reggia, Goodall, & Shkuro, 
1998) employs this type of lateral inhibition to help the simulation of lateralisation. 
However, in those cases, there is nothing corresponding to the co-opting described 
above; the inhibited side of the network does not find anything else to work with. In-
stead, the "hemisphere" of the net that already has obtained a modicum of success 
tends to win out all the more quickly. When it manages to reduce overall error to 
threshold, learning stops for both sides and no more corrections are back-propagated. 
We will come back to a more detailed description of this model. 
2.4 	Other Anatomical Considerations: The Fovea is split 
In almost all of the models contained in the current thesis, however, the questions 
concerning lateral connections have been put to one side. The reason for this is two-
fold: firstly, the introduction of these connections in the simple split models featured 
in Chapter 3 tended not to be beneficial; secondly, and more importantly, the majority 
of the models are able to mimic a much more basic form of split processing, which 
serves as a foundation for speculation about the nature of lateral connections. 
We know that the hemispheres have some operational independence, though clearly 
then act in isolation only in the case of commisurectomy. However, such severe un-
linking is by no means the only evidence of separate identity of the hemispheres. The 
visual field is split vertically about the fovea in the retina, the right and left halves of 
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the visual field projecting contralaterally into the cortical regions of the left and right 
hemispheres respectively (Sperry, 1968; Fendrich & Gazzaniga, 1989). Because of 
this, large scale degradations which are specific to one hemisphere, can lead to marked 
behavior in tasks reliant on apprehension of the entire visual field, as in cases of uni-
lateral neglect. This deficit, afflicting right-hemisphere stroke victims, manifests itself 
commonly in the line-bisection task (Halligan & Marshall, 1998; Reuter-Lorenz & 
Posner, 1990), where the affected portion of the visual field is essentially omitted by 
subjects asked to designate the midpoint of a line. 
The clear contralateral routing of information to opposite hemispheres by the visual 
system affords a lot of ground for research in normals as well. Key issues about gen-
eral pattern recognition, symmetry and particularly face recognition can be addressed 
(Bruce, Cowey, Ellis, Perrett, 1992). Similarly, work in word recognition (e.g. Rumel-
hart & McClelland , 1981) must at some level be affected by the constraints of the 
visual processor; assuming the gaze is focussed around the midline of a word, inter-
actionist accounts of processing have to deal at least with the transference of visual 
information to the locus of letter activation, if not simultaneous activation in different 
hemispheres. Word recognition turns out to be a key to some of what characterises split 
processing, as Chapters 4 and 5 show. In particular, the edge effects discussed by Jor-
dan (1995) are quite plausibly general effects of the split architecture. It is important 
to recognize that although the general contra-laterality of the visual fields projecting 
is largely recognized, the same effect holding in the central regions of the retina, as 
it would have to if words and other stimuli that are the targets of fixation are subject 
to split processing, is not a foregone conclusion. However, work with normals (Brys-
baert, 1994) as well as split-brain patients (Sugashita et al, 1994) demonstrates that 
even the minute detail captured in this region of the retina is relayed contra-laterally. 
Of course, an initial split in information in no way guarantees that that informa-
tion is processed dually. After all, we have just discussed at some length the corpus 
callosum, and of the roughly 200,000,000 axons projecting both heterotopically and 
homotopically between hemispheres, known collectively as the corpus callosum, ax-
ons from and to visual cortices constitute the largest portion. So it is very likely that 
information coming from the two hemi-fields is quickly integrated, particularly the fur- 
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ther one travels away from from Vi (Berlucchi, 1990). However, Whitterridge (1965) 
described callosal connections with respect to the cells in Vi. Her conclusion was that 
those having callosal connectivity are only those whose receptive fields straddle the 
midline, exactly where the hemi-fields meet, trying to keep the image together. 
2.5 Split Models and Stimuli 
Into this milieu we bring split connectionist models of some visual tasks. We examine 
these functions in the context of a split architecture in conjunction with the relevant 
stimuli. This is because it might be possible to see what is going on only when both 
architecture and stimuli are considered together. 
The network of Reggia et al (1998) is in some part related to those in this the-
sis by nature of its stimuli, individual word strings. Their motivation was to gain 
some insight into the mechanisms underlying cerebral lateralisation of cognitive func-
tions. The task undertaken by the network was simulated reading aloud (i.e. generating 
correct phoneme sequences for given orthographic input). Input was simultaneously 
propagated to each of two networks (hemispheres) which were interconnected via a 
collection of corpus callosa. Output from each of the hemispheres was then merged. 
A feedback from an output state recognizer to each of the networks facilitated the 
correctly formatted output for the task, which was inherently serial. 
The crucial aspect of the model is that as a "race" between hemispheres, it is "first 
past the post." This is because once the network as a whole (both hemispheres and 
the corpus callosum) satisfies the network criterion, learning ceases. But this happens 
when one hemisphere performs satisfactorily and thus "the opposite hemispheric re-
gion is therefor never driven to learn an adequate set of weights." Out of three different 
starting conditions (the first two of which are discussed below) the most efficacious is 
when the hemispheres differ in the learning rate. This difference is said to simulate a 
difference in synaptic plasticity, and always lead in the model to decisive lateralisation 
of the task in the hemisphere with the faster learning rate. 
As regards the "corpus callosum" of the model, the authors established some cor- 
relation with neurological evidence that it may perform a predominantly inhibitory 
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function. Though the simulation of synaptic plasticity by differing learning rates re-
sulted in harsh lateralisation regardless of the condition (inhibitory/excitatory) of the 
corpus callosum, in the two first cases where lateralisation occurs a higher inhibition 
in the corpus callosum seemed requisite for more pronounced lateralisation. That is 
when symmetrical hemispheres are randomly started, the inhibitory connections be-
tween them prevent re-equilibration during training, thus emphasizing and re-iterating 
small but crucial differences in their relative weight spaces. In these cases, the location 
of lateralisation was arbitrary, depending on the chance assignment of higher activation 
levels for the pretraining weights in one or another hemisphere. In the event that ran-
dom weight assignments nevertheless provide roughly equal pretraining activations, 
no lateralisation occurs. 
Initial asymmetry in terms of hemisphere size has a much greater effect on the lat-
eralisation of the trained net than does the chance asymmetry of pretraining activation 
levels. At the same time, the inhibitory posture of the corpus callosum was not only 
required to elicit this outcome, but actively works toward the lateralisation in the way 
hinted at before. The larger hemispheric region more effectively inhibits the smaller 
when there are equally strong calosal connections to both hemispheres. (Consequently, 
when changes were made to the corpus callosum that reflected the disproportionality of 
the hemispheres, much of the lateralisation in the resulting trained net was accounted 
for). On a related note, it should be stated that the authors "examined only diffuse 
and not homotopic callosal connections," signifying that such inhibitory dominance as 
would be expected in this task was not subject to the amplification of mapping many-
one from larger to smaller hemisphere. 
It seems almost trivial that lateralisation will occur when such heavy biases as 
learning rate and network size are posited as initial conditions. However, it is inter-
esting to note the role played by network criteria as a cut-off for the learning phase 
of a network as a whole. Clearly, if there were some form of competition present be-
tween the two networks that comprise the hemispheres, as opposed to the "one party" 
competition that exists in the relationship between problem space, solution space and 
learning rule, then would we expect to see further changes in terms of lateralisation, 
even after the network had met the overall success criteria for learning? This "internal" 
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competition would have to be different in kind from simple error correlated learning as 
we can see that through the latter the winning hemisphere would only go on winning. 
Although this model employs explicit interior lateral connections, and such con-
nections do not form a part of the models in this thesis, there are two aspects of the 
Reggia model that impinge upon the current work. The first is related to the notion 
of lateralisation, which Chapter 4 shows can be simulated, to a degree, without any 
lateral connections. Here we are talking about each of the two processors forming 
special representations for specific portions of the input, the way that the split layers 
are trained encouraging a bias in favor of (different) exterior letters, for example. This 
"accumulative specialisation" underlines the conclusion to be drawn that it is not just 
the architecture but the manner in which the model is trained that has an effect. The 
second commonality between the Reggia model and those herein is that orthographic 
stimuli is used. Already mentioned was the effect on letter strings (Jordan, 1996) that 
involves both some interesting edge effects and filling in. The stimuli that are used in 
the various models relate in many ways to signature notions in cognitive science. 
Indeed, in Chapter 5 it becomes clear that the type of stimulus is also important, 
when we see that symmetric forms in the stimuli have a totally different effect on the 
architecture than asymmetric (i.e. most normal word) strings. 
The topic of stimuli is quite broad. And obviously for a limited number of models 
choices have to be made. While word stimuli (and related palindromic stimuli) serve as 
an opening of this investigation into the effects of stimuli type, it is the work on visual 
symmetry that inspires the final empirical chapter in this thesis. Baylis and Driver 
(1994) demonstrate that a marked facility for recognizing symmetry indicates that such 
recognition is a parallel process. The over-riding conclusion drawn is that symmetry 
is special because it aids figure ground segregation via easier part decomposition. This 
in turn is selected for in organism's whose survival depends upon being able to quickly 
distinguish other organisms from a background, be they predator or prey. This idea is 
that symmetry, being by and large an organic property is specially attended to (Evans, 
2000), similar to the way that biological motion receives special attention (Grossman, 
2000). 
Symmetry is also a major component of face recognition, though in that case it is 
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often the asymmetries that are distinguishing features. Indeed, in almost symmetric 
forms, asymmetries count as information, or are marked. Of course, whether or not 
face recognition is truly different in kind from object recognition is questionable (Gau-
thier et al, 1999), but in any event, symmetry certainly appears to have a special status 
from the point of view of the subject. Indeed, some cases of neglect have shown sym-
metry to be a transient cure, for the given stimulus (Doricchi, 2000), and symmetry, 
when present, leads to acknowledgement of the part of the stimulus in the neglected 
hemi-field, on the part of the subject, while asymmetric stimuli suffer the usual neglect. 
Work on symmetry also indicates that it might well be a pre-attentive judgement 
(Baylis and Driver, 1994). Indeed, taking the notions above about the commisural 
linking in the early stages of vision, it is curious that symmetry perception may begin 
as early as Vi (Van der Zwan et all 1998), while there is relatively little in the way of 
commisural interaction. 
At any rate, there is certainly something special about symmetry and thus it occu-
pies the final empirical chapter of this thesis. 
2.6 Summary 
There are three central issues that serve as background to this work. The first is the fact 
of lateralisation in the cortex and the more general quality of split processing, which 
must be a precursor to lateralisation. Secondly, modelling with information theoretic 
tools and simulations can elucidate some of the core dynamics of split processing, in 
various architectures, and serve as a foundation for assessing the conditions that might 
lead to laterality effects later on, when lateral connections play a more prominent role. 
Lastly, the nature of the stimulus that the split architecture, natural or artificial, makes 
a difference. Notably, symmetry seems to alert the processor and be represented, or 
apprehended, in a special way. The models in this thesis serve to investigate how (and 
why) the manner of is special. 
Chapter 3 
Splitting Connectionist Networks 
This chapter marks the starting point for the this thesis: that the introduction of a large 
scale morphological property of the human processor into connectionist models will 
have interesting effects. To establish a foundation for this, we here review connection-
ist networks, focussing on some classic problems in the field, and repositioning them 
with regard to the split architecture perspective. Associating these archetypal prob-
lems with split-processing leads to difficulties in the learning of composite functions, 
those functions whose inputs are contextually interdependent (i.e. linearly dependent). 
In this light, network tasks that involve identity mappings might prove more useful, 
though, as the work on the encoder problem will show, they are still of limited value. 
Differences between bilateral symmetry and translation offer an identity function of 
interest, but one that is again unexploitable by the split architecture alone. These gaps 
will be filled by the introduction of a particular network training regime, the shift in-




Chapter 3. Splitting Connectionist Networks 
3.1 Architecture of Connectionist Networks 
Typically, connectionist models feature, between input and output layers, a "hidden" 
layer, in which many such computing units act as mediators, restructuring in some 
way the regularities of the input so as to extract from them what appear to be the 
most relevant features of the data presented. Variations in this typical architecture 
often involve additions to the number of hidden layers in series, between the input and 
output of the net, these variations often mimicking different stages in processing. Also 
there is commonly the insertion of recurrent connections, sometimes from a layer onto 
itself, and also from the output back to the input. In such cases, the recurrence of the 
network allows a certain temporal relationship between adjacently presented data. 
This thesis focuses on a specific manipulation of network architecture that is not so 
common, but which may yield interesting results. Instead of devoting the entire hidden 
layer to the whole task upon which the network is being trained, the hidden layer can 
be split laterally, with each resulting half being privy to only half of the input. The 
question is whether this severance does anything in general to aid computation. That 
is: how might network performance be affected when computation is undertaken by a 
divided hidden layer, but one which must nevertheless be integrated at a unique output. 
In spite of the nominal "parallel distributed processing" that constitutes connectionism, 
the macro-architecture that is generally used, are networks that propagate activity and 
information in a serial fashion, even when that seriality is combined with recurrence. 
But what are the particular traits that mark the recombined output of a network with 
two hidden layers, working in parallel and not in series? In this chapter we begin 
the examination of such network models by looking at some classic tasks which neural 
networks have been used to solve, observing how these networks respond to such gross 
modifications in their layout. 
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3.2 	Materials and Methods for this chapter 
Unless otherwise stated, all results in the current chapter were obtained using version 
1.2 of the PDP++ neural network simulator'. Models were run on a Sun Sparc Work-
station. The training examples give are all averaged over 51 independent runs2, starting 
with random weight settings, using the back propagation algorithm for weight updates. 
Error is measured per event and so is the total error for that epoch in training, divided 
by the number of data in the stimulus set. Learning rates were fixed at 25% for weight 
updates, with a momentum level of .9, calculated prior to update on each iteration. 
These parameters are standard for many of the basic models that PDP++ runs. As this 
chapter deals with such models (Xor, encoder problem) these values were accepted, 
and so used in later more sophisitcated work.3  
For lateral connections, weights were fixed either at -1 for inhibitory connections, 
or at +1 for excitatory connections. 
3.3 X-or 
Perhaps the most classic problem for simple connectionist networks is finding a solu-
tion to the exclusive-or (X-or) function. Most Boolean functions (e.g. AND, OR, NOT 
etc.) are computable with a single hidden unit (or with no hidden unit at all, as is obvi-
ously the case for the unitary NOT). But the operation of the X-or function defies such 
a solution because one hidden unit will not provide sufficient variety to segregate the 
two "off" cases, which for X-or occur when input states are equal (i.e. both on or both 
off, see truth table). The establishment of a set of weights that can separate the crucial 
regions in the function's input space requires more than one hidden unit. 
'Version 1.2 of PDP++; software is Copyright @1995, Randall C. O'Reilly, Chadley K. Dawson, 
James L. McClelland, and Carnegie Mellon University. 
2Readers should note that this accounts for the somewhat unusual "rounded" numbers obtained for 
df, (e.g. 50, 100, 150) in many of the statistical summaries. 
3Reggia (et. al., 1998) varied one of these parameters, the learning rate, in order to emphasize the 
conditions under which one side of a split network could over take the other. Currently the learning rate 
is not varied as no such "winner take all" strategy is desired. 






Figure 3.1: The truth table for X-or. 
3.3.1 Variations on the X-or Network 
As a benchmark, a demonstration of the basic X-or simulation is provided. Figure 3.4 
shows the learning curves for a network learning the function, where the number of 
hidden units is varied. It is clear that though the solution arrived at by one hidden unit 
still leaves the task somewhat underspecified (a per-event error of 17%), two hidden 
units secure an eventual success rate well above a significance level of 95%. The gain 
from adding further units is slight, save that the networks with three and four hidden 
units reach the same reduction in error sooner, at 539 and 460 epochs on average, 
respectively, compared to the 1000 or so training iterations that the two unit network 
requires to reach that level. Training leads to slightly better performance for nets with 
3 or 4 hidden units, in terms of their final error rates, but one-way t-tests between each 
pair only reach significance (t(100) = 2.335,p < .022) for the rather obvious case of 
the network with the standard two units in the hidden layer compared to that with four. 
A three-way anova for the nets with two, three and four units does reveal a significant 
effect for number of units (F(150) = 3.705,p < .027), attributable primarily due to the 
extremely good performance of the net with four hidden units. 
The inspiration for examining X-or is the more general relation which obtains be-
tween network architecture and stimulus; this is a topic which this, and subsequent, 
chapters will investigate. In the specific case of X-or it suffices to note that this simple 
boolean function, true only when the inputs are set unequally, is effectively a mech-
anism for registering a binary symmetry; when false the X-or gate indicates that its 
inputs are equal, and that their combination, consisting only of two units, is symmet-
ric. 
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Learning X-Or with a hidden layer 
Variations in Hidden Units 
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Figure 3.2: The X-or function learned in a typical 3 layer net, where the number of 
hidden units varies from one to four. 
3.3.2 Splitting the X-or Network 
Examination of network performance under a split architecture reveals it to be un-
promising. In fact, with the network split, as in Figure 3.3, and each of two hidden 
units only able to see one of the two input units, the model is up against a hopeless task 
of solving a linearly inseparable problem (while in a separated state). Figure 3.3 shows 
an absolutely flat learning curve in this case. For comparison, the split network was 
re-wired to allow both hidden units access to each input unit, thus being essentially the 
same as the original two unit solution to the X-or problem. The resulting difference in 
performance (between the fully split and the fully connected network) is highly signifi-
cant, comparing means:, t(100) = 36.274, p < .001. For further reference, the network 
was arranged in a "half-split" mode, whereby one of the two hidden units received in-
formation from both inputs, while the other was only affected by one input. Intuitively 
we might expect this arrangement to exhibit a mid-way ability in learning the task, 
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Learning X-Or with a split-hidden layer 
Variations in What Hidden Units 'See' 
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Figure 3.3: Splitting the X-or function: the hidden layer of two units is divided, the 
access each hidden unit is given to information on the contralateral side is varied from 
none (total split) to all, the later being effectively the original non-split model. 
and this is precisely what happens. Analysis of variance confirms that the changes in 
architecture (split, half-split, fully connected) result in performance differences which 
are highly significant, F(150,2) = 987.385,p < .001. 
A further variation on the model sees each side of the hidden layer endowed with 
two hidden units, each thus effectively possessing equal computing power to the one 
hidden layer of the original model. However, even with this relatively large number of 
units, a fully split arrangement for the network, i.e. input units projecting strictly to 
one side or another, but not both, performance is again poor. A similar profile as for the 
previous net is shown in figure 3.4, where varying levels of connection are compared, 
the fullest being equivalent to a net with a single hidden layer of four units. The 
principal difference between this and the last network is that the "half-split" condition, 
in which one of the hidden layers can see both inputs, no longer occupies the middle 
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Figure 3.4: Splitting the network so that each side has computing power equal to the 
standard 2 unit solution; access of each hidden layer to information on the contralateral 
side is varied from none (total split) to all, which is effectively a 4 unit solution to the 
problem. 
per side in the split network, the side that is privy to both inputs is then able to act 
just as the original two unit network, the remaining hidden layer constituting the same 
kind of overkill that the initial examples of three and four unit solutions to the problem 
exhibited (Figure 3.4), though of course only being of use half the time ("seeing" only 
half the input. Indeed, though a two way anova upon all three networks shows a highly 
significant effect for architecture (F(150,2) = 10155,p < .001), the one-way t-test 
upon the fully connected and half-split versions of the net does not reach significance 
(t(100) = l.OlO,p < .315). 
Effectively, this network, when fully connected, i.e. nonsplit, is potentially solving 
the X-or problem twice, the output being the intersection of the two solutions. It is 
unlikely that the actual operation of the model is so elegant however, as the error back-
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Figure 3.5: A summary of all the architectures, from the simple single layer of 1 and 2 
hidden units, through the 2 x 1, and 2 x 2 split models with varying amounts of cross-talk 
from contralateral input to the hidden layers. 
independent solutions to the problem. In any event, in the totally split version, even 
having the power to solve the problem is futile, as the hidden layers do not have access 
to the information from both input units. This proves to be the crucial point as it is by 
the simultaneous examination of these two data, given by the two input units, that the 
correct output is specified. Thus splitting the input of the X-or does little to promote its 
resolution in the model, basically cutting off at the source any possibility of a solution. 
Figure 3.5 summarizes the various forms of the X-or net so far discussed. It should 
be clear that the original solution employing one hidden layer containing two units 
remains the most appropriate solution for this problem. As stated, the problem with 
the split networks is generally that this function requires linear separability, which 
amounts to the integration of the inputs in order for an appropriate weight derivation in 
the network. It would appear from the above that such a solution will not be propagated 
back or otherwise mediated by the output layer. However, there may be some way in 
which the hidden layers of the split net might obtain crucial information regarding the 
contralateral input unit, in the absence of any direct connections like those seen in the 
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Figure 3.6: The introduction of fixed connections between the hidden layers of the split 
exclusive-Or networks affects net performance. 
"half-split" network. 
If this thesis is to be about the relevance of split architectures for connectionist 
processing, and if this is motivated by human anatomy, then it is only natural to en-
vision lateral connections. Of course, effectively, the constraint of the single output 
layer constitutes a form of commissure, to some extent, but clearly, in the case of the 
X-or function, this does not serve to make the performance of the split net very acute. 
Alternatively, explicit connections could be added between the hidden layers, perhaps 
restoring some access to the ever-important information presented to the contra-lateral 
side of the input. In figure 3.6 we can inspect the results of adding connections be-
tween the hidden layers of a completely split network. In all cases, these connections 
are fixed and one-to-one. That is, each unit in one layer only impinges upon one unit 
in the opposite layer and the connection is static and does not change during train-
ing. The connections are further distinguished by the type of connectivity they exhibit, 
either inhibitory or excitatory (weights of -1 and +1, respectively). 
In both cases the performance of the net with connections is significantly better 
with respect to the split net with no connections. F(150,2) = 722.037,p < .001 for the 
net with two single hidden unit layers, and F(150, 2) = 315.691,p < .001 for the more 
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Learning X-Or in Split Networks 
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Figure 3.7: Graph showing the effect of adding connections between the hidden layers 
of the exclusive or net when it is split, with one hidden unit per side; the standard single 
hidden layer solutions, for both one and two hidden units, are shown for reference. 
results, in particular where the excitatory connections appear to eventually perform as 
well as the original two unit solution to the X-or problem. However, this was actually 
not significant, with a one-way t-test between the two revealing t(100) = 1.918,p < 
.058 a level which indicates only marginal significance. 
Two summary graphs (Figure 3.7 and Figure 3.8) show the general relationship 
holding between nets trained on the X-or task. 
We are laying out two different potential strands of inquiry, then. The first, as 
to the dynamics and shortcomings of split networks and the second, the introduction 
into those networks of lateral connections. Insofar as we are demanding a form of 
"telepathy" of the hidden units with regard to the state of the input with which it is not 
connected due to the split, then the addition of connections makes a compelling story 
for the recovery of crucial information, much as the half-split nets regained lost ground 
by capturing at least a partial competence (in the case of 1 hidden unit) over the whole 
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Figure 3.8: Graph showing the effect of adding connections between the hidden layers 
of the exclusive or net when it is split, with two hidden units per side; the standard single 
hidden layer solutions, for both one and two hidden units, are shown for reference. 
input at once. 
From the point of view of studying the lateral connections, there are implications, 
particularly as regards the interesting question of whether inhibition or excitation is 
more effective in such circumstances—from casual inspection of these learning curves it 
would appear the answer is the latter—with subsequent implications for any discussion 
concerning the corpus callosum in human subjects. 
However, it is worth noting that even in the most favourable case (Figure 3.6), these 
interconnections are never beneficial enough to definitively outweigh the apparent cost 
of splitting the task in the first place. Thus though interesting, it would seem that 
the issues surrounding lateral connections are generally overshadowed by the major 
difference brought about primarily by the split in the network. 
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3.4 Odd-even 
This splitting of the net in the X-or function creates a fundamental impasse for the 
function being computed. The same is true of the next problem to be dealt with. The 
X-or task was likened to a filter, in which symmetric and non-symmetric input was 
distinguished. Note also that it works as a detector of even or odd numbers of activa-
tions in the two input case. Here, even and odd refer to the number of bits of the binary 
representation that are on (or set to '1') simultaneously. In the odd-even task, a neural 
net with four binary inputs is trained to indicate whether the input is odd or even via 
one binary output cell. A "truth-table" equivalent for this task would be 
A 	B C D I 	T 
o 0 0 1 
o 0 I 0 
o I 0 0 
0 1 I I 
I 0 0 0 
1 o 1 I 
1 1 0 1 
1 I I 0 
I 	0 0 0 0 
I 	0 0 1 I 
I 	0 1 0 
I 	0 1 1 0 
I 1 0 0 1 
I 	1 0 I 0 
I 1 I 0 0 
1 	I I 1 
There are eight even combinations and eight odd ones. It should be re-emphasised 
that these are not the same as the binary implementations of 0 to 15 that are simultane-
ously represented. 
Figure 3.9 shows the network performance with a standard non-split architecture, 
under a variety of hidden layer strengths, from 4 to 16 units. It should be appreci-
ated that even in the case where there are 16 hidden units, the task is not straightfor-
ward. This is again because it is not simply an identification task (in which even 4 
hidden units would guarantee success, given that no bottle neck would be present). 
However, even the four unit case works its way down to a 95% success rate. As 
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Figure 3.9: The odd-even task as learned by the non-split network, with varying num-
bers of hidden units. 
F(174,5) = 407.675,p < .001 4,  with a greater number of units naturally meaning 
better performance. 
An interesting effect in figure 3.9 is the plateau effect evinced by the 2 unit net-
work. Initially this net follows the learning curve of the more powerful networks, 
before levelling out at a local minimum, at which it remains until well after the 2,000 
epoch mark, at a proficiency half-way between the one unit and other multi-unit nets. 
Unfortunately, examining the per-unit per-event error for so many networks is beyond 
the scope of this introductory chapter, where the main concern is the effect of gross 
architectural differences, split and non-split. However, it would seem an interesting 
point that the two unit non-split net finds a temporary minimum during learning, only 
to later improve performance almost to the level of the stronger nets. This bears a curi- 
4Due to the great quantity of data from 51 runs of each network, a smaller proportion, 30, were 
randomly chosen for some statistical tests. In this case we have 30 sample points for each of the 6 cases 
(1,2,4, 8, 12, and 16 units). 
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ous similarity to the typical behaviour of a two unit net learning X-or, where there is a 
slight retardation in learning while one of the units secures a foot-hold on 'governing' 
the output in concert with the other unit, a necessity for the linear separation of the 
problem space (this small plateau shows itself slightly in figure). 
Of course, given the nature of the task, as for X-or, a 50% success margin is guar-
anteed by chance alone, the output being, generally speaking, evenly distributed and 
binary. But the problem for the network is to turn the collections of binary distinctions 
in the input into separate classes and then to recombine those classes as falling into 
one category or the other (odd-even) for production of the desired output. Solutions 
are generally found, however, in the non-split model. 
Compare this with the poor performance of all split models. Employing only fully 
split networks (and not the half-split versions used for X-or), it is easy to see graph-
ically that absolutely no learning is possible during training, meaning that between 
the split and non-split models there is a massive effect of architecture, F(290, 1) = 
9565.656,p < .001, a much more tempered effect based on the number of units in the 
net, F(290,4) = 11.482,p < .001, and an interaction between architecture and units, 
F(290,4) = 7.568,p < .001. This interaction must be a remnant of the large effect 
that the non-split net shows for units, however, for as figure 3.10 demonstrates, there 
is hardly any improvement on performance in the split net as the number of units in-
creases, even when quantity of hidden units (8) on each side is relatively substantial. 
Indeed, a summary anova on the split net's performance reveals no significant effect 
for variations in the number of hidden units, F(145,4) = 1.218,p < .306. 
3.5 Working with Identities, not Functions 
A summary of the foregoing may seem premature, but this chapter is by way of a 
foundation for what follows in the thesis. The rather simple augmentation of these 
unceremonious or stock problems in the field of connectionism serves to elucidate a 
central idea that connects the form of stimuli and the architecture of the processor that 
is a central tenet of this thesis. 
Viewing the X-or model, it is clear that an argument could be made for it being a 
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Figure 3.10: The split network for the odd-even task; the divided task overwhelms the 
network in this task. 
trivial case of an asymmetry detector, and indeed this has already been mentioned. It 
is also isomorphic with a detector of bit activations that are multiples of two; that is, it 
could be said to detect the differences between odd and even numbers from 0 to 3. For 
either case, however, whether viewed from the visual perspective (testing symmetry 
versus asymmetry) or the numeric (testing even versus odd), splitting the network did 
not improve performance, but rather detracted from it. 
The second problem presented was essentially an extension of this latter, numeric, 
interpretation of X-or. The odd-even distinction for varying activations of four input 
units fared no better than X-or when it was trained under the split conditions, though 
the task was handled predictably well by non-split networks of varying potency, like 
the X-or problem. The common thread for both the odd-even and the X-or tasks is 
that they compile interdependent information about their inputs and form from that a 
single (in this case binary) output. This aspect of their functioning is actually a key 
reason for the inability of the split networks to perform well. For it is not the case 
0.4 
0.3 
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that the input units to these problems, when isolated, bear any independent relation 
to the target output. It is only by the simultaneous processing of all inputs that any 
meaningful judgement can be made at the output of the net. 
Thus in both tasks we make a mistake of hoping to successfully divide the process-
ing involved when, in fact, the task is the undivided processing of the input. However, 
there is still a major difference in the two models described above. This is that lateral 
connections made a significant difference for the X-or problem, particularly in that 
instantiation employing two hidden units per side (see summary in figure 3.8), while 
even in the case of maximum hidden units for the split model in the odd-even task, 
lateral connections provide no apparent help (see Figure 3.14). 
Of course, the case of X-or is much more constrained than that of the odd-even 
task, simply by virtue of its relatively small input space. The difference also suggests 
that there maybe something in the notion that if we had to cast a re-interpretation of 
X-or, then it could be preferable that that view be from the perspective of a spatial task 
(asymmetry versus symmetry) than a numeric one. Though in the case of X-or these 
are isomorphic, the odd-even task itself shows that these two classes of problems can 
diverge, the odd-even task not lending itself to such an interpretation. This is due in 
part to the proliferation of input units in the model, where four inputs defy any static 
spatial positioning—the same is effectively true of in the two unit case (X-or) but there 
the reduced degrees of freedom ensure that, relative to each other, the units always 
have a spatial interpretation. 
From these two main differences in the models, perhaps it is fair to suggest that 
it is only in the constrained approach, where a spatial point of view can be imposed, 
that lateral connections in the split have any relevance. It would certainly be a question 
worth pursuing, were it not for the reminder that even in the case where the lateral con-
nections improved the split performance, they by no means improved it significantly 
beyond that achieved in the standard non-split solution to the problem. What can be 
taken from these two models, though, is that the most promising types of task for split 
networks would not be those tasks which were essentially non-compositional, being 
surjective.5 Instead, functions that involve reproducing an input pattern in its entirety, 
5Qenerally, the more important quality here is one of the linear-inseparability in terms of the inputs, 
e.g. both AND and OR are surjective (in the sense of being many-to-one) but are solvable by one hidden 
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which might thus give themselves over to a certain division of labour, will probably 
prove more appropriate for split networks. And taking a hint from X-or's spatial in-
terpretation, we might find it even more promising to work with pattern recognition in 
this sense, the storing and subsequent representation of input patterns at the output. 
3.6 The Encoder Problem 
One such problem that embodies at least the first of these qualities is the encoder 
problem and in anticipation of the experiments that follow in later chapters, it is con-
sidered here. The 4-2-4 encoder problem was first addressed by Ackley, Hinton, and 
Sejnowski (1985) in relation to Boltzmann machines. This task is based on taking one 
of four four-bit vectors in the input of a net and producing the same vector at the output. 
All possible inputs are linearly independent and it should be noted that together they 
span a four-dimensional vector space (i.e., they form a basis). The traditional version 
of the problem for a network was whether or not these vectors could be re-instantiated 
at an output layer, activation having been propagated via only two units in the hidden 
layer. The question then is in what sense the variety of the input set can be captured ro-
bustly in a network with such a "bottle-neck" of two hidden units. This problem forms 
a key between connectionist modeling and the general problems addressed by Shan-
non and later Ashby: essentially whether or under what conditions such a compression 
could take place without catastrophic loss of information, e.g. irrevocable reduction in 
variety of the initial set. 
Clearly, this problem does not have the same character as a standard Boolean func-
tion (or any function for that matter). That is, we are not concerned with the unitary 
evaluation of many simultaneous inputs. On the contrary, the encoder problem pre-
cisely wants to retain the separability of each input unit, but under the duress of a 
bottle-neck in the hidden layer, where bottle-neck in this case denotes passing a lin-
early independent basis through that hidden layer. 
The encoder problem was examined under the familiar escalation of hidden units 
as well as under the regime of a split network. In the first case, the expected effect was 
unit due to the linear partitioning of the input class (Rumeihart & McClelland, 1986). 
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Figure 3.11: The encoder problem. Splitting the hidden layer of 2 units does not improve 
performance, while the split net of 2 units per side is outdone by the model which has 
those 4 units undivided. 
obtained: increasing the number of hidden units leads to faster learning and overall 
greater acuity. The effects of splitting the net seem novel, however. That is, whereas 
the problems tested thus far, involving functions and not identities, have shown little 
affinity for the split architecture, the encoder problem is not incapacitated by splitting 
the hidden layer and input layer of the network (see Figure 3.11). 
From inspection, it is clear that for cases of two and four hidden units, splitting the 
networks sets learning back slightly, but not catastrophically (as was the case previ-
ously). A split net with two hidden units per side does better than the two unit non-
split network (the standard encoder problem). This would seem predictable, but recall 
that the same certainly did not hold for either of the first two functions modelled. And 
in any case, this gain, the two per side net surpassing the standard non-split network 
with two hidden units, is clearly due to the general power contributed by the additional 
units, and not through any advantage offered by the architecture; to confirm this we 
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only need recognize that the non-split net where all four units are collected into one 
hidden layer, which mediates all of the input, performs better still. Given the nature of 
the encoder problem, this isn't surprising. Indeed, the encoder problem could be per-
formed adroitly without any hidden units at all, as the weights connecting four input 
units to four output units need only convey activation between single units. Unlike the 
"functional" networks discussed above, this task of this network is to store information 
that helps disambiguate four independent units, to the extent that that pattern may be 
reproduced; in both cases the nets have to characterise an output based on the input, 
but only in the latter does the variety in the output equal that of the input. 
In the current model there are significant effects for architecture, unit number, as 
well as the interaction between them, all at level p < .001. This interaction revolves 
mainly around the fact that splitting the network has much greater effect for the stan-
dard solution, where the resulting split net has one unit per side. For the version with 
four hidden units, splitting the net degrades performance by a lesser degree, which one 
would expect, given the above discussion, namely that four units saturates the solu-
tion space of the problem. The hidden layers in the split model basically only have to 
encode the two separate conditions for activation in the input layer from which they 
receive projections and remain silent in other cases (recall that each hidden layer in the 
split model projects to the entire output layer). 
The end point in training does not show these differences very clearly graphically, 
all of them being so small, but we can inspect the various points at which each net 
achieves a 95% success rate during training. Table 3.12 details the epoch level at 
which this criterion is met for both split and non-split networks having both 2 and 4 
units in the hidden layer. 
However, the differences that are visible in the figure 3.11 and in terms of reaching 
an error criterion, as set forth in table 3.12, are present at all points of the learning 
process, though they vary. One-way anovas performed on each unit level show that the 
network architecture has an effect on learning: t(100) = 18.121,p <0.001 for the nets 
of two hidden units and 4100) = 7.039,p < 0.001 for the networks of four hidden 
units. These significance levels reflect the fact that for the two as well as the four 
unit networks, the split model remains inferior throughout training. This inferiority 
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Figure 3.12: Epochs at which the encoder models reached a 95% success criterion (on 
average, per event). 
can be inspected in figure 3.13. This graph shows the performance rating, in percent, 
of the split net, relative to the performance of the non-split at each iteration of the 
training algorithm. There are two main qualities displayed. The first is that the split 
net always performs at some poorer level than the non-split. If performance was equal 
throughout, we would have a line of slope zero crossing the y-axis at 1.0. As it stands, 
the difference appears to stabilise around 69% for the two unit network and 85% for 
the four unit network, indicating that all the way through training the split architecture 
consistently under-performs the non-split. 
The second point to notice is that initially there is a large trough in both these 
curves, and that in the case of the four unit nets this is much more acute. This dip 
indicates that during the early stages of learning there is a much greater acceleration 
in the non-split net towards the target patterns, or equally, that the cleavage in the 
split net serves in some part to retard the onset of learning. That this seems graver 
(though shorter lived) for the larger network, means, of course, that in the case of four 
units the split network takes longer to get started, or the non-split network rectifies 
error at a faster rate, or both. The important point, however, is that if it was only the 
architecture that had an effect, then the curves in figure 3.13 would be parallel, or rather 
have parallel tangents at all points from the outset (they do indeed tend towards this 
over time). Here then is a better graphical representation of the interaction observed 
between architecture and number of units, which was large, F(200, 1) = 199.471,p < 
.001. 
A question that now arises is whether or not applying fixed lateral connections to 
the split nets will improve their performance substantially for the encoder task. Indeed, 
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Figure 3.13: Accelerated learning in the encoder problem: each curve shows a compar-
ison of the split and non-split architectures as a ratio. The split model is at a substantial 
disadvantage during early epochs of training. This initial difference is later somewhat 
abated, but the split network under-performs the non-split network throughout training 
(i.e. the ratio is always less than 100%). 
if that is the case, and we are able to review the split/non-split ratio as above, then 
perhaps we will see the split net's recovery more focused on that initial trough, or else 
at a later stage in learning. Based on the general notion that lateral connections in some 
way promote stability and balance, one might expect the former. In any event, while 
we could discount the (non) effect of lateral connections between the hidden layers in 
the odd-even task as being due to the size of the hidden layers that counter-projected 
through those connections, the split net for the encoder task features hidden layers of 
one and two units, equivalent in power then to the hidden layers of the split network 
for X-or. And there, of course, the application of connections between hidden layers 
proved helpful. Additionally, like the X-or problem, the encoder problem can be allied 
with a spatial interpretation. 
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Figure 3.14: The encoder problem as learned by the split network of 2 x 1 hidden units. 
Unlike the case of the exclusive-Or problem, there is little effect of connections between 
the hidden layers. 
In spite of all these intuitive possibilities of lateral connectivity in the split net, the 
actual data are not so inspiring. Figures 3.14 and 3.15 show the effects of installing 
both inhibitory and excitatory connections between the hidden layers. In neither case, 
and for neither level of network (2 units split to 2 x 1, or 4 units split to 2 x 2) does the 
result look promising. 
For the network of two hidden units, split one per side, the graph indicates a slight 
improvement on performance when either type of connection is added. However, a 
one-way analysis of the variance between the unconnected and connected nets reveals 
that this is not significant, F(151, 1) = 2.492,p < .121. 
For the case of the four unit network (split into two hidden layers of two units 
each) the test was extended to differentiate between excitatory and inhibitory connec-
tions and still no significance was registered, F(152,2) = 1.029,p < .36. In any case, 
inspection of figure 3.15 reveals that any change in performance brought about by the 
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Figure 3.15: Again in a split net, but this time with 2 x 2 hidden units, adding connections 
between the hidden layers has little effect. 
addition of these connections is in fact negative. That is, they work to the detriment 
of the split net, which, we recall, was at least as proficient as the standard two unit 
solution to the encoder problem (see Figure 3.11). Separate measurements comparing 
inhibitory connections and excitatory connections to the unconnected split network 
also failed to confirm any significant difference, giving t(100) = 1.261,p <0.21 and 
t(100) = 0.137,p < 0.737, respectively. 
These results contrast with those in the X-or problem, in that there it was the two-
by-two unit case in which the lateral connections proved so efficacious, while the per-
formance of the split net that has one unit per side was improved, but not convincingly 
so, by addition of these same connections. 
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3.7 Summary of Split Networks: Tasks and Connec-
tions 
From the preceding it seems fair, then, to draw two conclusions. The first is that in 
pursuing the investigation of split networks, it will not be fruitful to be concerned with 
"functional" problems, or the network designs that solve them. That is to say, this 
is an exercise not so much in the applications that can solve a specific class of well 
defined (e.g. Boolean, numerical) problems. Rather, the problems used are employed 
as vehicles by which to gauge the nuances introduced into connectionist models with 
the advent of split processing. As such, it will primarily be identity functions that are 
solved by the models under scrutiny, and thus the deep implication is of spatial, or 
one could even say "visual," operations. This may turn out to play well into our hand, 
as the human visual system, discussed at length in the preceding literature review, is 
certainly divided during early stages in processing. Thus, as we move toward sets of 
more sophisticated stimuli, so may the links be explicitly be drawn between the models 
exhibited and the human processor, active in a visual task. This is of course already 
implied if one accepts the line that X-or is a trivial case of symmetry detection, but 
there, as in the odd-even and encoder problems, it is not absolutely clear how one 
could infer a definitively non-arbitrary set of spatial relations between input units. It is 
precisely to this puzzle that the final section of this chapter addresses itself. 
The second point to be made before going further stems from the fact that the fur-
nishing of the split models with lateral connections seems to have, at best, a dubiously 
beneficial effect on performance, showing themselves more often to be definitively 
confounding. As we begin to work, in subsequent chapters, on networks that are more 
and more powerful, performing tasks of increased sophistication, the beneficial in-
sights of examining inter-layer connections (which appear to be few), become greatly 
outweighed by the empirical costs. These costs, in the case of modelling, where all 
independent variables in a model have to be carefully controlled for, are effectively a 
tax on clarity. As the number of models proliferates, the motivation of consistently 
maintaining the full array of variations in architecture, means an exponential increase 
in the quantity of available data; the threat is that this leads to a situation that is un- 
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manageable and, more to the point, less interpretable. Given these constraints, the 
investigation of the effects of lateral connections in split networks will be put aside 
here and for the rest of the thesis, though it perhaps could form worthwhile enquiry in 
its own right. Some closing remarks so directed will no doubt be due in later chapters, 
when a more detailed conception of the qualities inherent in split networks will have 
been provided. 
This project centers mainly on the functioning of split architectures and split pro-
cessing and isn't, in the main, a treatise on how split processors work in the human 
brain. However, the brain is by no means forgotten because the rich field of split 
processing in humans, both normals and subjects with commissurectomies, is wholly 
informative to this thesis. In addition, much of what is known about cognition suggests 
that a large portion of work is modular and performed locally in the brain, especially at 
early stages. Thus, one might make a convincing claim for modelling visual process-
ing as split, which is the direction suggested by the preliminary work in this chapter, 
while abstaining from the full-blown post-attentional effects that presumably implicate 
the commissural transfer of information, as we are ruling out the investigation of such 
transfer in these models. Having said that, however, it should be remembered that even 
a split network has only one output layer and this requires that the course of changes 
in the two hidden layers (learning) is coordinated effectively, or mediated. Thus there 
remains the implicit link between the hidden layers, through this correlation. 
It is worth noting that the "functional" problems discussed so far may have failed 
so markedly under the split architecture precisely because of this enforced correlation 
upon a single output unit. There was apparently no way for the two hidden layers 
to confer upon that one output anything close to an integrated response. Tasks that 
have a larger scope for partitioning of the output are better suited to the networks that 
are split. This is where the attention is turned for the remaining part of the chapter, 
to constructing a task that has an explicitly visual interpretation, and which allows 
more freedom for the divided hidden layer to reach some form of collective behaviour, 
positive in terms of the network as a whole. 
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38 Mixing types of Redundancy 
Thus far we have identified two promising avenues for working with these split models. 
This final section of the chapter brings these two aspects together, under a formal mod-
eling regime that will be used for the remainder of the thesis. The first point is that we 
deal with functions of identity rather than (binary) categorisation, was effectively illus-
trated already, in the encoder problem. However, given the concurrent conclusion that 
attention is better focussed on tasks that permit a spatial interpretation, that problem 
is not sufficient, for essentially no transitive ordering inheres in the input layer. Even 
when the input layer is split, each unit submits itself to what is at best an arbitrary asso-
ciation with other units, but not one that is promoted by contiguity or adjacency. Why 
this is so can be illustrated using another task that is certainly relevant to this thesis. 
Clearly, identity functions strive to capture all members of their input class. If we 
are attempting a problem of categorisation, then it could be said we are looking to dis-
till from that input class certain regularities. The question is, though, to what extent 
will these regularities, common among members of the input class, be learned by the 
network if the principal task is simply to reproduce the input. Another way of describ-
ing regularity, is to term it as a "type of redundancy" in the sense that a description 
is available for the commonality that a set of stimuli reflects. So the question is, for 
a trained network, how much of what is learned is exemplar, and how much of it is 
"regular?" One way to look at this would be to observe the effects on learning in a 
network presented with differing input sets. That is, constructing two different "types" 
of redundancy, what is the difference between them, and what effect is there on train-
ing of a network model when a mixed set of these two differing types is used. Does 
putting types of redundancy into conflict confuse a connectionist model? 
Plainly, bi-lateral symmetry constitutes a certain kind of redundancy. That is, one 
half of a figure that is bi-laterally symmetric, essentially specifies the whole figure, 
in the case where the axis of symmetry forms one of the bounds for the known half. 
Additionally, this type of regularity is explicitly visual in nature, echoing the second 
conclusion drawn from the other models examined. Symmetry is thus apt for an iden-
tity mapping and lends itself well to a visual interpretation. In order to look at this 
type of data in a model, and for the sake of simplicity, we could use bit-strings, as in 
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the encoder problem, which were symmetric around a centre point. A few examples 
would be: 




where "" is inserted here for convenience to mark the center of each string. These 
strings are symmetric and therefore 50% redundant. In contrast to the symmetry ex-
hibited in this case, we can also consider translation. The quantity of redundancy is 
the same, 50%, but the quality of redundancy is different. That is, a formalisation of 
the redundancy present in each case would yield two similar yet distinct rules, being 
equivalent to mirroring a string across its axis and shifting it intact across the axis, 
respectively. Examples of this "translation" type redundancy would be: 
11100* 11100 
10 100*  10100 
10011*10011 
10010* 10010 
Given that the stimulus and model both meet the suggested requirements, we briefly 
examine the networks' learning behaviour on the task, trials with the above stimuli 
having been conducted in the familiar way, looking at both split and nonsplit networks. 
Due to the increased size of each stimulus event (the bit patterns above spanning 10 
input units) the hidden layer(s) of the model are augmented. More than is the case in 
previous models, this increase in network size with regard to units creates a problem 
with comparisons between split and non-split networks. The power of connectionism 
is vested in the quantity of connections available, and in cases of significantly large 
networks this becomes more and more of an issue. A ten unit input feeding to a six 
unit hidden layer will have twice as many weighted connections as its split counterpart, 
so ideally to compare split with non-split directly, we would want to randomly prune 
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Figure 3.16: Comparing different types of redundancy in an encoder-like fashion; for 
the non-split net 
half of the connections in the non-split network. However, for the final task of this 
chapter, we are not so much interested in a quantitative comparison between nets, as 
in a qualitative comparison. The question to be addressed, then, is how differently do 
the networks treat varying types of stimuli, for this is a theme that will be continued 
throughout the remainder of the thesis. In this sense, it is the ordering within each 
network that is of principal concern in this final essay. 
Figures 3.16 and 3.17 show the learning curves for three types of stimuli, symmet-
ric, translated and a mix of the two, each for the two different networks. The main 
effect to note is that both networks appear to be at a genuine disadvantage in the case 
of the mixed set of stimuli. A look at the variance confirms this to a very high degree 
(F(150,2) = 203.081,p < .001 for the non-split network, F(150,2) = 508.849,p < 
.001 for the split). And in both cases the mean error is ordered identically, with the 
mixed stimuli set performing the worst, symmetric the best. 
Individual t-tests comparing pairs of stimuli for the nonsplit network also revealed 
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Figure 3.17: Comparing different types of redundancy in an encoder-like fashion for the 
split net 
significance for the ordering on all counts, symmetric versus translated (t(100) 
3A.15,p < 0.001), translated versus mixed (t(100) 	13.136,p < 0.001) and mixed 
versus symmetric (t(100) == 19.111,p < 0.000). The same was true in the split model 
with the notable exception of the symmetric and translated stimuli which only differed 
at a lower significance level (t(100) = 2.799,p < .01). 
As expected, given the principal question, regarding how the network will respond 
to being trained on two conflicting types of redundancy, the mix of stimuli is, for both 
networks, a much poorer target. There is by and large a consistent ordering on all sets 
of stimuli, though we might reasonably ask why the significance level for this drops 
by an order of magnitude in the split net, when comparing symmetric with translated 
stimuli. But clearly, the combination of the two stimuli types disrupts the learning that 
takes place in either of the undisturbed ('pure') cases. This was intimated at the outset, 
where the very notion of "types" of redundancy was introduced, but what is it that 
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actually hinders the set of mixed stimuli? 
The answer to that is relevant here, because it bears on the more general issue, of 
whether this is the requisite model for the investigations and discussions that follow. 
What is "learned" in either the symmetric or translated cases here is clearly an asso-
ciation between units that corresponds to the type of stimulus on trial. That is, in the 
most typical Hebbian manner, associations are developed in the weights leading to and 
from the hidden layer and these associations promote the "spatial" relation exhibited 
in the stimuli. That this happens for both the split and non-split net is testimony to 
the indirect co-ordination that the split net is encouraged to achieve, in the absence of 
direct information transfer between the sides of the net. Now, when the types of stim-
uli are mixed there is a subsequent contra-positioning of these associations, so that an 
immediate inefficiency obtains in the representation the net can develop for the entire 
input set. It is clear how this comes about, in terms of the stimuli, for in the symmetric 
cases, each unit is associated with its mirror opposite (units the same distance from the 
split in the net), whereas for translation each tends to bind with its actual correspondent 
(units the same distance from the left side of the input layer). 
The stress on these two sets of associations that is provoked by the mixed set of 
stimuli hints at a still a larger problem for this version of the split model. That is that 
although to the casual viewer it would appear we have a spatial task, in terms of the 
network we do not. That is to say that the associations between the units, incurred by 
each of these stimuli sets are arbitrary as far as a spatial interpretation goes. Yes, they 
come into conflict with each other, lending credence to the idea that it is their conflict-
ing "spatial" properties that confuse the net. But in fact it is simply the simultaneous 
possession, in the set of mixed stimuli, of two equally effective, yet incompatible, as-
sociative keys, and this manifests itself in restricted performance on the mixed stimuli. 
3.9 Conclusions 
In terms of a spatial ordering (the primary quality of which is a steadfast transitive 
relation on adjacent units), there is none to speak of in any of the models so far dealt 




only had one input unit per side. If it is correct that we should be looking toward 
identity mappings with a spatial component, then the encoding problems discussed 
in the second half of this chapter fall short of what we are looking for; neither one 
embodies a robust spatial relation among its input units. 
Chapter 4 
The effects of a split architecture 
The previous chapter showed that split architectures have interesting effects, but that 
these are somewhat dependent on the assigned task. Mappings that exhibit linearly 
dependent properties, for example, are not processed to advantage by split networks. 
This is because they don't engage the split architecture with the stimuli. Introduced 
here is the shift invariant identity mapping (SlIM) technique for data presentation. The 
SlIM allows stimuli to be consistently presented through a range of positions, which 
enables a fixed spatial interpretation of input presented to the network, through which 
a model might capture more precisely general trends toward pattern that are available 
in the stimuli. 
This chapter updates the split-architecture model by including this manner of train-
ing as well as later bringing in a task for which there is also behavioural evidence. Both 
the means of presenting stimuli and the model architecture are instrumental in obtain-
ing a "specialisation" effect in each of the hidden layers. . Stimuli presentation should 
not be confused with stimulus type, which is the main factor discussed in the next 
chapter. 
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An answer to the problem faced at the close of the last chapter has in fact already 
been developed and used in similar models to those described here. This is a technique 
for presentation of stimulus to a connectionist network providing the means by which 
a true spatial component can be inferred in the the data by widening the window that is 
created by the input layer, and presenting each stimulus in various positions across the 
input. This multiple positioning of the stimulus promotes the association of adjacent 
components; i.e. a consistent spatial character is nurtured by the net with respect to the 
stimulus. 
As such we can re-examine the task faced at the end of the last chapter, using the 
same set of stimuli, but employing this new technique of presenting it to the network. 
This form of presentation does create the problem of what to do with input units that are 
not activated as part of the stimulus at a given moment. As the symmetry-translation 
task relies on the strict segregation of the pattern into fully active and fully de-activated 
components, the unused units for any presentation event were fixed at an ambiguous 
activation level. Of course, it should be noted that these units never fall within the 
stimulus string itself, but surround it in the presentation window. 
Equipped with this more definite spatial configuration, we can take a renewed look 
at the problem of types of redundancy in the different networks. In Figures 4.1 and 
4.2, there are the learning curves for the different stimuli sets in each of the different 
networks and there is a marked difference from the performance presented in Chapter 2 
for the same task in the absence of the shift invariant identity mapping (SlIM). There it 
was essentially the case that each "type" of redundancy was the same, their differences 
only arising through contrast in the set of mixed stimulus. This equality was brought 
about by the fact that with no fixed spatial relationship between input units, each stim-
ulus set of a definite type (symmetric or translated) was basically a collection of five 
bit strings repeated. However, by enforcing a spatial relationship over the input, as the 
SlIM does, the differences between symmetry and translation, for this task anyway, are 
announced. 
As hinted at before, the order of proficiency shown for the stimuli in each network 
is relevant. The principal characteristic is the difference in performance on symmetric 
stimuli for the split and non-split networks. The main differences between stimuli are 
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Figure 4.1: Mixed redundancy styles are compared in the non-split net; training now 
involves a shift invariant identity map (SlIM) (HUS is the number of hidden units). 
all highly significant (F(150,2) = 170.115,p <.001 for the nonsplit and F(150,2) = 
169.383,p < .001 for the split network). 
We leave the detailed investigation of this effect until then with the added remark 
that also displayed in Figure 4.1 is the uncharacteristically diminished error even of the 
mixed stimulus, compared with non-SlIM attempts. While previously this mixed set, 
beset with two conflicting types of redundancy, had performed consistently the worst, 
the model that imputes a spatial relation over the input also seems to have an effect 
on improving the performance of these mixed stimuli. It would appear that this is the 
result of the heightened acuity the net has found over the symmetric stimuli, greatly 
benefitting that portion of the mixed stimuli that shares the quality of being symmetric. 
At the same time, the non-split net tends towards a much more noisy output (again 
figure 4.1) than either the split net with SlIM (figure ??), or the non-SlIM nets of the 
previous chapter. 
This is of interest as it suggests that in shifting the model into a truly spatial realm, 
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Learning Identities through SUM 
Split Architecture, Types of Stimuli 
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Figure 4.2: Mixed redundancy styles are compared in the split net; training now involves 
a shift invariant identity map (SlIM). 
the idealisation of redundancy, which led to an insurmountable conflict in the model 
that did not employ the SUM, is replaced by a certain sensitivity to redundancy, insofar 
as it is spatially relevant in terms of the network architecture (for that is what the 
symmetry preference in the non-split boils down to, as we shall see later). 
So, with the presentation of input at all possible positions across the input window, 
there is an enforced topology, or striation, of the input cells, which then acts as a ref-
erence for subsequent input events. This relationship is non-arbitrary and means that 
the split in split networks now occurs in a very definite place. This in turn supports the 
model as a crude model of the vision process, given that the fovea also separates the vi-
sual field in a definite place: centrally. However, as we start to move into this explicitly 
visual arena, and the models presented both in this chapter and those that follow, will 
hold that line, it should be emphasised that this work is not about computational vision, 
as it is typically construed. Although the essence of a spatial or visual task seems to be 
appropriate for the enquiry into split network behaviour, the transformations and de- 
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tection operators common in vision applications are not primary sources here. Serving 
principally to reduce the vast amount of information contained in an image, the oper-
ations of edge detection, contour tracking and the like are useful to extract prominent 
features from a recorded scene. Such features would often themselves be subsequently 
used as input to classifying systems such as neural networks or other models. In the 
current case, the anatomical nuances of the model, which the SlIM complements by 
creating a consistently spatial arrangement of input, are relied upon to mimic, albeit 
crudely, some essential characteristics of the visual system. 
4.1 	Continuing a Model of Word Recognition 
It has taken some trial and error then, to arrive at a point where we have a satisfactory 
model. Of course, split network architectures in general constitute a surprisingly new 
field and so this is to be expected. As always, it would be desirable for these models 
to say something about the dynamics of learning and lateralisation, even though it 
was intimated that this thesis would address more the generalities of split processing 
without specific reference to the causes behind asymmetry. However, this chapter goes 
on to establish some main effects obtained through the use of split architectures and 
which may also have something to say on the matter of lateralisation. 
4.2 Modeling Hemispheres 
Recall that Reggia's models for bi-hemispheric processing exhibit mainly lateralisation 
of task competence as a whole. That is, the model learns to perform a task with one 
side or the other of its dual processor, resulting in what will here be called "quantitative 
lateralisation." This refers to the situation where one of the two hidden layers gains an 
overwhelming proficiency in the task, so much so that learning in the network stops 
as so little error is back-propagated from the output. Modeling of this kind of lateral-
isation (Reggia et al, 1998) focussed on what could generally be called physiological 
bias. Here, three major causes for eventual asymmetry were identified: 
1. A difference in learning rate 
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Initial asymmetry of hemispheres 
Slight activation differences in hemispheres 
These conclusions suggest a certain relationship between specialisation and ini-
tial parameters. Of particular interest is the varying degree of acceleration an inter-
hemispheric link (i.e. a corpus callosum) might give to the differentiation of hemi-
spheres. Yet the model generally starts from a state of asymmetry, and lateralisation 
under such circumstances is unsurprising and equates to a brute force interpretation of 
lateralisation. 
Reggia, Goodall, & Shkuro (1998) also describe a word reading task which is 
learned by a split network. The task is a vehicle for gauging the effects different 
network parameters have on the degree of lateralisation in the fully trained net, lateral-
isation again being determined by a "winner take all" competition between two hidden 
layers given a single input layer. Other modeling work on lateralisation deals with 
the nature of the respective topographies, in terms of cortical organisation (Alvarez, & 
Reggia, 1998; Levitan & Reggia, in press), while elsewhere Shestova & Reggia (1999) 
do relate a visual identification task to which our models bears an implicit resemblance, 
insofar as there is a "dual route" strategy for the reception of input. 
4.3 The Effect 
Elsewhere (Shilicock & Monaghan (2000), Hicks, Oberlander, Shillcock (2000)), ex-
periments are described which show that this net develops a preference for the exterior 
letters of words in terms of error distribution; the split architecture acquires a much 
better handle on the extrema of strings, compared with a non-split control. This result 
was initially interesting as it hinted towards Jordan's "Exterior Letters Effect" (ELE). 
Jordan's account of letter activation (1990, 1995) is as follows. With subjects fo-
cusing on a fixation point, stimuli of 200msec or less, containing letter strings of a 
fixed length but without a full complement of letters (e.g. "d--k" is a two letter string 
of length four) were presented and masked with a null string of identical length. Sub-
jects were asked to report the letters that appeared. Significantly, letters coming at 
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the edge points of the string length were more robustly reported than letters that came 
from interior positions. This "exterior letters effect" (ELE) forms the vehicle for the 
current discussion on split architectures, and has already been successfully replicated 
in a connectionist network using a divided "visual field" (Shillcock and Monaghan, 
2001) each side of which projects separately to one of two hidden layers. 
Shillcock and Monaghan describe a network in which the input field and the hidden 
units are split in two. With a network similar to Reggia's, they present lexical input 
to the network, but include a positioning technique which allows four-letter words 
to move across the visual field, being presented in any one of five positions, from 
occupying only the left hemi-field to occupying only the right hemi-field, and passing 
through the midpoint, where two letters of the four are projected to each side. Reggia's 
models, when they dealt with visual stimuli at all, were usually confined to having the 
stimulus appear only at this midpoint. However, a more sophisticated method of data 
presentation, in concert with the network architecture, is instrumental in ensuring a 
solution that is in a sense "lateralised," but which doesn't originate through any initial 
gross asymmetry in the network. 
This "lateralisation," which relates to Jordan's work as described above, manifests 
itself as a diminished reliance in the trained network on the interior letters of words, 
with a related robustness for recognition for letters in word-final and word-initial po-
sitions. Such networks seem to exploit the exterior letters to a greater extent than the 
nonsplit networks. 
To sum up Shillcock and Monaghan's findings: there is an ELE, comparable to that 
found with human subjects, demonstrated by their model. After training, the networks 
with a split architecture showed a significant advantage in recognition of the exterior 
letters when degraded stimuli consisting of the original words with either the interior 
or exterior letter pair "masked" with an ambiguous activation pattern. This finding was 
true in their study for all positions across the two visual fields. The study was slightly 
limited however; only four-letter words were used. These are a special case, containing 
two interior and two exterior letters. Below we explore the effect in the six letter case, 
also expanding on the criteria used to measure the effect. 
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4.4 Experiments 
Two experiments were performed. For each one, a number of different simulations 
were run using split and non-split network designs. Each simulation was repeated 
10 times and the results all reflect averages for the 10 runs. Subsequent tests using 
degraded stimuli employed each of the 10 trained nets for that class, the results again 
being averaged. Details of the nets and the stimuli are given below. 
4.4.1 Materials 
A series of simulated neural networks, employing a back-propagation learning algo-
rithm, was trained using the top 601  four and six letter words of English respectively. 
Also used was a list of 60 random strings of the same length.2 The words were coded 
following the system of Plaut and Shallice (1994), assigning 8-bit features to each let-
ter, each feature representing an aspect of letter orthography such as "contains closed 
area" etc. The coded words were then presented to the network through a SlIM task 
which maintains the integrity of the stimulus organisation, while moving it sequen-
tially along the input window. Input nodes that fall outside the location of the word at 
any time have activation zero, as do the inactive bits within the eight bit feature vector 
of each letter. The vertical split in the input reflects that of the fovea and thus, as a 
word is repeatedly presented to the network from all possible positions across the in-
put, it crosses from one "visual hemifield" to the other, activation being redirected to 
the associated hidden layer accordingly. 
Separate networks were used for the four and the six letter tasks, but the number of 
hidden units, 20, remained the same in each case. Nets not possessing a split hidden 
layer were used for a control task in which a simple visual field (containing the same 
number of input units as the non-split network). Networks featured full feed forward 
connectivity between the layers, save in the case of the non-split models, in which the 
connectivity between the input and hidden layers underwent a random pruning of half 
of the connections. This was to ensure that the network's power was consistent with its 
'Ranking of the words was based on frequency counts from the CELEX lexical database. 
2The distribution of letters in these strings was absolutely flat, in opposition to the skewed letter 
frequency counts for high frequency words of English. 
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split counterparts, network power being directly proportional to number of weighted 
connections. 
For all simulations the PDP++ Neural Nets software from CMU continued to be 
used, running on a Sun Ultra 5 work station. 
4.5 	Replication of the previous result 
In attempting to replicate the exterior letter effect that Shillcock and Monaghan showed, 
split and non-split networks were trained on the English and non-word stimuli. As their 
simulations mirror Jordan's recognition task for exterior letters, and this involved the 
presentation of degraded or masked letter strings to trained nets, we used a similar 
technique. However, it is worth pointing out that we also found a general advantage in 
word recognition for the split networks. This, of course, relates to the size and nature 
of the lexicon and overall error at the output layer, whereas the letter recognition task 
is defined in terms of individual letter positions. 
On the individual letter scores, for stimuli in which the interior letters were ren- 
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Figure 4.3: Comparison of nonsplit and split models when networks trained to recog-
nise the English word set are fed degraded stimuli, where only the exterior letters are 
present, and the interiors masked. 
dered ambiguous, Shillcock and Monaghan found an effect similar to Jordan's empiri-
cal finding, namely that recognition of exterior letters was favorable in such conditions, 
but significantly more so when the network employed a split architecture. This pref-
erence is seen in Figure 4.5 for non-words and Figure 4.3 for words. Paired t-tests 
(two-tailed) checking relative error of exterior letters across networks (df = 19) gave 
t = 14.73,p < .0005 for the study in non-word strings and t = 23.32,p < .0005 for 
that involving English words, a highly significant effect representing an advantage for 
the split net in both cases. 
Rather than the specific presentation of degraded stimulus that Shillcock and Mon-
aghan use, a more general technique is helpful in generalising the effects of the split 
architecture, if they are indeed robust. The effects of masking letter pairs in strings be-
comes inordinately complex with strings even of 6 letters, as we later found (five types 











Figure 4.4: Comparison of nonsplit and split models for the top 60 4 letter words of 
English. The error is registered after 400 training epochs. Although the error drops 
across the board for the split model, it does so uniformly, the exterior letters showing 
no advantage (the best result from 4 separate interior-exterior letter error comparisons 
between different networks architectures, using a two tailed t-tests, df = 9, gave t 
—2.89,p < .018) 
and generally, we would like to find a more all-encompassing and straightforward view 
of network behavior, in terms of letter position error after training, for example. To this 
end we compared the two models, without using masked words. 
However, although we were able to replicate and even generalise Shilicock and 
Monaghan's findings to a degree, by using degraded stimuli, we found that the effect 
itself did not significantly cross over into analysis of error levels by letter position as a 
whole, as Figure 4.4 shows. 
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4.6 Distributional effects appear to be general 
In the second experiment, our attention was directed to the networks' performance on 
the learning task with the letter stimuli. Again, training consisted of learning over all 
positions in the visual field, with two different stimulus sets; the top 60 six letter words 
of English and 60 pseudo words, or random letter strings. 
While in the case of the four letter stimuli no significant difference could be demon-
strated using error by letter position, for the six letter case there was indeed a notable 
difference in network performance as seen below. Figure 4.5 shows the error for each 
letter position after non-split and split networks had both been trained on the non-
word stimuli. In this case a fairly significant drop in error was registered. Taking the 
difference in error between exterior letters and their adjacent interior letters, we then 
compared the differences in these (i.e. has the network error dropped significantly for 
one of the networks on the exterior letters?). df = 9 for each of the following two 
tailed t-tests: the word initial pair, for each network, t = 6.64,p < .0005; the word 
initial pair in the split network compared with the word final pair in the non-split net-
work, t = — 3.47,p < .007; the word final pair in the split network compared with 
the word initial pair in the non-split network t = — 2.49,p < .034; and the word final 
pair for both networks t = 4.65,p < .001. These figures in the main corroborate the 
story told by the graph: that the split network purchases more success using outside 
letters than the nonsplit network. This is statistically clearest for the first and last of 
the above comparisons, where the only difference was the network architecture (cross 
word comparisons, e.g. word initial with word final, admit interference from the stim-
uli). A similar comparison within each network (i.e. seeing if there was a significant 
drop in performance between interior pairs and exterior pairs not linked to a change in 
network architecture) yielded, t = .97, p < .359, for the non-split net, t = .54, p < .603, 
for the split, or, no difference. 
Figure 4.6 shows the results for the different nets after training with the English 
word stimuli. As above, df = 9 for each of the following two tailed t-tests: the word 
initial pair, for each network, t = 6.30,p < .0005; the word initial pair in the split 
network compared with the word final pair in the non-split network, t = — l2.O7,p < 
.0005; the word final pair in the split network compared with the word initial pair in 








Figure 4.5: Comparison of nonsplit and split models for 60 random strings of 6 letters 
each. The error is registered after 400 training epochs. See text for details. 
the non-split network t = —6.8l,p < .0005; and the word final pair for both networks 
t = 2.84,p < .019 The significant dip in the error of exterior letters reiterates the trend 
shown in the graph. Of particular interest here is the form of the "arch" in the error 
by position of the split network, as well as the quasi-sinusoidal effect the non-split net 
seems to find when presented with the English word strings. These topics are taken up 
in the general discussion. 
4.7 Reflections on the Models. 
These experiments with a series of split and non-split neural networks re-affirm the 
main finding of Shillcock and Monaghan, that a difference in network performance is 
based on the architecture of the network, i.e whether it is split or non-split. Shilicock 
and Monaghan's model produced an ELE, confirming that exterior letters of strings are 
favored in conditions of stimulus degradation. This effect was demonstrated by them 







Figure 4.6: Comparison of nonsplit and split models for the top 60 6 letter words of 
English. The error is registered after 400 training epochs. See text for details. 
under very specific conditions, which were then generalised as holding across the board 
for degraded stimulus3. The effect, a large drop in relative error by the split network 
for exterior letters only, is clearly seen in the corresponding figures (4.5 and 4.3). We 
tried but were not able to extend Shillcock and Monaghan's results still further using 
simple error monitoring criteria, whereas with six letter strings the simple error metric 
not only revealed the ELE, but did so strongly. 
In general, the ELE can be seen as the benefit of having a split hidden layer. With 
a single hidden layer, the mapping learned by the network for each pattern at each 
letter position is highly interdependent. Thus instantiations of letters at one position 
are much more likely to be conflated with their immediate neighbors. What a sepa-
rate layer for each visual field buys is a foothold for representational independence. 
The same mapping is learned in either case, but with the split network, error back- 
11 is worth noting that in their actual task, Shilicock and Monaghan read error at single presentation 
positions of input, as well as the corresponding letter position at output; that is, although they examined 
every position, we demonstrated the cumulative effect of the error at different positions. 
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propagated from the output to hidden layers during learning brings each hidden layer 
into line with the other through an indirect coordination. Thus a modicum of indepen-
dence in each layer is retained, and this is used as collateral against an investment, or 
specialisation, that that layer makes in direct proportion to the input it is exposed to. 
And this input favors, in the case of each hidden layer, the exterior letters of the stimu-
lus, by simple fact of relative exposure (interior letters disappearing across the "fovea" 
and into the other hemi-field sooner for every pattern presented). This potential "sepa-
rateness" for marginal phenomena (i.e. exterior letters) licenses, amongst other things, 
the robust behavior in the face of degraded input the split network demonstrated. 
Other questions remain, however. For example, although for the six letter case we 
were able to show preferential learning for exterior letters just by monitoring error by 
letter position, the four letter case yielded no such view. A possible reason for this 
is network competence in terms of the capacity of the hidden layer to find a secure 
mapping from input to output. The total number of hidden units was the same in both 
nets; yet the six letter strings required not only a larger input area (two visual hemi-
fields of six, as opposed to four, letters each), but they also constituted a much larger 
input set in general, as each word appeared in each possible position (five for the four 
letter model, but seven for the six letter case). Thus at the lower end of the extreme, 
the smaller net manages its quarry rather elegantly, the residual shape of the error 
by letter (Figure 4.4) probably reflecting nothing other than the structural regularities 
present in English orthography. When this competence envelope is pushed, as in the 
case of increasing the task load on the hidden units with the introduction of a six letter 
mapping, the hidden layer is forced to resort to economic measures, visible as the ELE. 
Indeed, this would provide some explanation of why, at the four letter level, the ELE 
can only be detected with finer method, the presentation of corrupted input. 
If the effect is a conflation of these two trends, then that goes some way to explain-
ing the "arch" of the split bars in figure 4.6: the pressure on the net to retain as much 
as it can means a sacrificing of the representations of interior letters in favor of the ex-
terior representations which are easier for each hidden layer to maintain. The contrary 
shape of the nonsplit network in the same figure suggests that it needs to resort to a 
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different strategy  in order to degrade gracefully under the increased weight of the six 
letter task. 
4.8 Cumulative Lateralisation 
To relate this effect to the notion of modularity is intriguing, for in detail it shows how 
a rather gross modular design (i.e. two hidden layers) can lead to a segregation of sorts, 
even when the overall net is being trained on the same task. As already mentioned, this 
can be seen as the benefit of having a split hidden layer. If separate layers facilitate 
representational independence, then the split net is able to garner representations of 
parts of the input that the nonsplit net cannot segregate. In the current case this would 
be at the letter level. 
This is most apparent when viewing the proportion of error per letter position as 
a function of the region in the visual field at which the word is presented. The details 
of the error distribution are given below. In figures 4.7 and 4.8, each letter of a six 
letter string has seven coloured error bars, one for each of the seven positions across 
the visual field in which the word can appear. 
The effect that is seen is one by which the split net profits immensely from the 
staggered presentation of input. In fact, for each letter in the split model the error is 
at minimum exactly at that point where the letter stands at one side or other of the 
visual field's midline. The side on which this effect is most pronounced depends on 
the direction of smallest distance between that letter and the edge of the string. So 
the second letter of the word "better" has its minimum error at the point where it is 
adjacent to the midline accompanied only by the letter "b" under the left hidden layer 
(the blue bar in letter 2, figure 4.7). The final letter position (e.g. "t" in "better") finds 
its minimum at the second position (colour orange), just after it crosses the midline into 
an otherwise empty right hemi-field. Naturally, the effect is more pronounced for the 
exterior letters which are "isolated" like this in the empty hemi-field and subject to the 
entire processing power of the respective hidden layer. Moving inside the string (letters 
2, 3, 4 etc) the effect diminishes. The non-split model (Figure 4.8) shows almost the 
4Perhaps one not unlike taking English C-V-C phonological regularities, or rather the way they 









Figure 4.7: The effect broken down shows the split network giving favourable treatment 
to portions of the string as they come to occupy the underpopulated part of the input, 
therefore being most prominent for the exterior letters. 
opposite effect. 
4.9 Summary 
At one time, connectionist models threatened to rule out the idea of "separate parts" al-
together. The current study is one which demonstrates the integration of two concepts: 
the benefits brought by separation—e.g. the independence of the hidden layers as a 
means of exploiting presentational regularities, like exposure to exterior letters, which 
are themselves gained for free through the relationship that obtains between the model 
and the environment; and the importance of concentration, as that of the units within 
the hidden layers, without which the error driven learning of such problems would not 
be possible at all. 
Ii 
The special treatment of exterior letters is not solely due to a split architecture. 
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Figure 4.8: The non-split network not only shows no advantage for the exterior letters, 
but no favouring of stimuli near the midline, as in the split network. 
Rather, through the interaction of network design and the manner in which stimuli 
appear (anywhere in the visual field), a distributional learning strategy comes about 
which favours the exterior letters of strings. That is, a lateral specialisation develops in 
the absence of any initial asymmetry and this specialisation is an example of modular 
functionality. These suggestions form but a part of a larger set of topics to which 
modeling with a split architectures helps to address. There are many others besides, 
not the least of which is a retention of the intuitive notion known as "modularity" at 
some level in the brain. 
This chapter has focussed on the development of a certain kind of crude lateral 
effects in the split network. This effect is not similar to the notion of functional or 
qualitative lateralisation that the human cortex is believed to possess. However, it 
provides a good benchmark for establishing what lateralisation can mean for a simple 
system. 
Chapter 5 
Interactions between architecture and 
stimulus 
This chapter extends the previous chapter's model in the direction of stimulus sensi-
tivity. We are still dealing with a model which has anatomical correlates (split visual 
field, contralateral projections, segregation of information), but now turn attention to-
wards the effect of varying stimulus types. In particular we are looking at symmetric 
stimuli, thus connecting with another central question of the thesis. There are signif-
icant differences in the way the split architecture handles asymmetric and symmetric 
stimuli. 
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5.1 	The architecture of a network invites stimuli bias 
The penchant for functional asymmetry in the brain is undoubtably linked to the ev-
ident morphological differences between hemispheres. However there is a debate as 
to how much functional asymmetry arises during development and how much of it is 
directly physiological? As we have seen, neural network models of lateralization shed 
light on both of these factors. Reggia's work focussed on physiological bias, whereas 
the previous chapter showed a degree of specialisation that was developmental. The 
result of the former is quantitative (one side of the net being more competent than the 
other at the same task) while the essence of the latter is qualitative (specialised repre-
sentations are developed through training). This was evident in the ELE. The special 
treatment of exterior letters is not solely due to a split architecture. Rather, through the 
interaction of network design and the manner in which stimuli appear (anywhere in the 
visual field), a distributional learning strategy comes about which favours the exterior 
letters of strings. That is, a lateral specialization develops in the absence of any initial 
asymmetry and this specialization is an example of modular functionality. 
5.2 Explorations of the interaction between split pro-
cessing and stimulus types 
This chapter further discusses the effects brought about by the distributional learning 
strategy which were behind the results of the previous chapter, exploring in particular 
the effects of the nature of the stimuli on the network's processing strategy. Centrally, 
it concerns the influence of the bi-hemispheric structure of the brain on processing, 
but more particularly, here the networks are performing visual word recognition tasks 
when the principal nature of the stimuli varies. The ELE is an emergent effect of 
the split model when processing asymmetrical (word-like) stimuli, as previously dis-
cussed. However, here it is shown that the ELE does not emerge if the stimuli are 
symmetrical, or are mixed (symmetrical and asymmetrical). Thus the influence of split 
processing on task performance is inextricably linked, not only to the manner in which 
the stimuli are presented, but also to the nature of the stimuli, suggesting that the task 
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determines the nature of the separable processing in the two hemispheres of the brain. 
5.3 Anatomical considerations 
The advantage of the model presented in the last chapter is its correspondence to some 
gross anatomical aspects of the human visual system. The investigation of how these 
interact with stimuli in task performance demonstrated that they are relevant in answer-
ing the following: 
. To what extent do the two hemispheres of the brain process information inde-
pendently? 
. Do the two hemispheres of the brain pick up on different aspects of the same 
stimulus? 
. If aspects of processing are separated, at what stage in processing does integra-
tion of information occur, and what are the mechanisms involved in integration? 
Neural network modeling of cognitive functions implementing split processors supple-
ments and inspires neuro-psychological research into these issues. 
In this chapter the same models of visual word recognition that have split inputs and 
split processing layers are used and extended to show that such effects are due in part to 
the nature of the stimulus. From the point of view of information management, and also 
tying up with questions on symmetry, when stimuli are more redundant/predictable, 
then the way information is integrated changes. Thus the nature of the stimuli, in terms 
of internal information distribution, interacts with the architecture of the processor, a 
significant step towards characterising symmetry in the context of split architecture 
processing. 
The split architecture model spontaneously produced the ELE: identification of 
exterior letters was better than for interior letters, and exterior letters primed the whole 
word better than interior letters. The ELE resulted from the interaction of the split 
architecture with the shifted presentation of the words in the input, as the effect was 
not observed to the same extent in the nonsplit control model. 
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The ELE in the split model was taken to be due to a "hemispheric division of 
labour". For certain presentations of the input, the exterior letter of the word was 
presented to only one half of the model. This means that one half of the resources of 
the model was dedicated to reproducing this letter, with the other half of the model 
having to process the other three letters. Exterior letters benefit from this dedication 
of resources over interior letters, as each interior letter is always presented with at 
least one other letter. Division of labour between the hemispheres is beneficial for 
processing in this task. During training, presentations of words that fall across the two 
input fields were learned more quickly than presentations that fell entirely within one 
input field. The ELE emerges as a consequence of resource allocation due to the split 
structure of the model. 
5.4 Divided processing and stimulus types 
Under what conditions is this division of labour beneficial for information processing? 
Are their particular aspects of the "word" stimuli that lead to the ELE via division of 
labour? If the stimuli are less complex, or more predictable, will division of labour 
be a good approach to solving the problem? We argue here that the effect of divided 
processors on task performance depends very much on the nature of the task. We 
will show that differences in performance between split models and nonsplit models 
depend on the characteristics of the stimuli that they are trained on. 
As stated in the previous chapter, the visual word recognition model coded letters 
as 8-bit features (Plaut, 1994), each feature representing an aspect of letter orthography 
such as "contains closed area". Such simple feature-based stimuli can be varied in three 
ways. The stimuli can be asymmetrical, where redundancy in the stimulus is very low, 
but the relationship between input and output is systematic. We term these "word" 
stimuli. These stimuli were used in Shillcock and Monaghan's (2001) model. Visual 
stimuli that are asymmetrical are perhaps the exception, words being unique in that one 
half of a word can seldomly be predicted from the other half. When such stimuli are 
split across input fields, the model requires information from both halves of the model 
in order to solve the task. 
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An alternative stimulus type is when the stimuli are symmetrical and the input-
output relationship is again an identity mapping. In this case, the stimuli will contain a 
greater degree of redundancy. We term this stimulus type "palindromes". When such 
stimuli are split across input fields then each processor can predict the other half of 
the stimulus. Division of labour is therefore not so critical for this stimulus type. We 
predict that the ELE will not emerge in split models trained on such stimuli. 
Mixing the two types of stimulus (words and palindromes) may also lead to differ-
ent processes operating on the stimuli. The model would then have to recognize the 
cases where division of labour is beneficial, and when it is not necessary. We predict 
that the ELE will emerge in the split model, but not to the same extent as for word 
stimuli. 
A third stimulus type is when the mapping between input and output is less sys-
tematic, or even arbitrary. A prime example is the case of orthography to phonology 
mappings. This type of stimulus presents difficulties for split networks without recur-
rent connections, as stimuli falling across the split input can in some cases be akin to a 
perceptron presented with the XOR problem. For example, the word beat split between 
the e and the a has a different vowel sound to that of best or bent, and yet the left input 
field cannot distinguish this without feedback from the other half of the model. The 
extent to which information has to be integrated and at what point in the process is a 
topic of investigation. We do not consider this further here, but take it as an indication 
of the fundamental importance of data types interacting with model structure. 
The remainder of this chapter explores the performance of a split neural network 
model under different stimulus conditions. 
5.5 Modeling different stimulus types 
The previous chapter showed that the ELE in split models of visual word recogni-
tion extended to six-letter words, essentially that when mean squared error (MSE) was 
measured for each letter position after training to a summed-error criterion, exterior 
letters had lower error than interior letters for the split model. The distinction did not 
emerge so clearly for the nonsplit model. This means that MSE can be used to reflect 
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the ELE. This also means that masking of letters does not have to be performed for 
all the letter positions independently, an advantage when more than 4 letter stimuli are 
used. Using 6-letter stimuli meant that the influence of the greater complexity of the 
orthotactic structure of the input could be assessed, and also that intermediate letter po-
sitions could also be assessed. These intermediate positions have not yet been assessed 
experimentally: to date, human studies of the ELE have all used 4-letter words. 
The same model as used in the last chapter was trained on "palindrome" stimuli, 
where 60 6-letter strings were generated randomly such that they were symmetrical 
(so betteb was a possible pattern for this model). The model was trained to the same 
criterion. 
The "mixed" stimuli were 30 randomly generated "palindromes" and 30 randomly 
generated asymmetrical 6-letter strings. Again the model was trained to the same level 
of error. 
For each stimulus type, a nonsplit control model was constructed with each input 
layer connecting to both hidden layers. The connectivity between the input and hidden 
layers underwent a random pruning of half of the connection. This was to ensure that 
the network's power was consistent with its split counterparts, network power being 
directly proportional to the number of weighted connections. 
56 Results 
5.61 Learning 
The models' rates of learning depended on the types of stimuli they were trained on. 
Table 5.1 shows the mean number of epochs of training for models to meet the training 
criterion. The time taken to reach criterion did not differ for the palindromes and the 
mixed stimuli (both t < 1, p> 0.3), but the split model learned significantly quicker 
for word stimuli (t(18) = 6.37, p < 0.001). As predicted, the palindrome stimuli were 
easiest to learn, containing less complexity, then the mixed stimuli, and finally the word 
stimuli. The nonsplit model had particular difficulty with the word stimuli, although 
this seemed to be an effect of a very small proportion of the simulations getting "lost" 




Model Words 	Palindromes 	Mixed 
Split 146.7 	48.1 	124.6 
Nonsplit 239.7 	49.4 	136.1 
Table 5.1: Epochs of training required for models for each stimulus type. 
56.2 The ELE 
Does the ELE emerge as a result of any of the models? For split word models, the ELE 
clearly emerges, so this effectively reproduces the effects of Shillcock and Monaghan 
(2001), and Hicks, Shilicock and Oberlander (2000), as shown in Figure 5.1. Errors 
were summed for exterior letters (positions 1 and 6), intervening letters (positions 2 
and 5), and interior letters (positions 3 and 4). The three positions were entered as 
within-subjects variable in a repeated measures ANOVA, with split and nonsplit as 
between-subjects variable. Each of the 10 runs of the models were counted as subjects. 
There was a main effect of position (F(2, 36) = 161.93, p < 0.00 1), and there is also 
a main effect of split/nonsplit model (F(1, 18) = 10.41, p < 0.01), and an interaction 
between letter position and model (F(2, 36) = 30.60, p < 0.001). There is lower error 
for exterior letters and higher error for interior letters in the split model, as compared 
to the nonsplit model. 
For the palindromes stimuli, however, the ELE does not seem to emerge in the split 
model (see Figure 5.2). However, the nonsplit model reflects the opposite effect: pri-
oritising interior letters over the exterior letters. We refer to this effect as the "interior 
letters effect" (ELE). There is a main effect of letter position (F(2, 36) = 115.91, p < 
0.00 1), no main effect of model type (F(1, 18) = 0.00, p = 0.97), but an interaction of 
letter position and model type was significant (F(2, 36) = 13.60, p < 0.001). For the 
split model, there is no significant difference in the error for the different letter posi-
tions, but for the nonsplit model, the interior letters indicate less error than the exterior 
letter positions. 
For the mixed stimuli, a similar pattern emerges to that of the palindromes stimuli 
(see Figure 5.3). The split model does not prioritize any letter position, whereas the 
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Figure 5.1: Performance of the split and nonsplit networks on "word" stimuli for exterior, 
intermediate and interior letters. Errors are summed across all presentation positions. 
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Figure 5.2: Performance of the split and nonsplit networks on "palindrome" stimuli for 







Figure 5.3: Performance of the split and nonsplit networks on "mixed" stimuli for exterior, 
intermediate and interior letters. Errors are summed across all presentation positions. 
nonsplit model performs better on the interior letters than the exterior letters. Again, 
there is a main effect of letter position (F(2, 36) = 16.86, p < 0.00 1)), there is no main 
effect of model type (F(1, 18) = 0.22, p = 0.65), and an interaction of letter position 
and model type was significant (F(2, 36) = 32.62, p < 0.001). There seems to be no 
effect of letter position for the split model, but an ILE for the nonsplit model. 
When word positions are considered singly, similar effects emerge as for the analy-
ses summed across position. The following analyses are for centrally presented stimuli, 
so three letters are projected to each half of the split model. 
For word stimuli, as before, the ELE emerges clearly from the centrally presented 
condition (see Figure 5.4). There is a main effect of letter position (F(2, 36) = 81.62, 
p < 0.001). There is a main effect of model type (F(1, 18) = 155.89, p < 0.001. There 
is also a significant interaction between letter position and model type (F(2, 36) = 8.45, 
p < 0.005). 
For palindromes, the ELE does not seem to emerge for the split model, but there 
is an ILE for the nonsplit model (see Figure 5.5). There is no significant main effect 
of letter position (F(2, 36) = 1.79, p = 0.18), nor is there a significant main effect of 
model type (F(1, 18) = 2.36, p = 0.14). There is a significant interaction between letter 
position and model type, however (F(2, 36) = 3.28, p < 0.05). 
Finally, for mixed stimuli there is again no suggestion of an ELE for the split model, 
but there is an ILE for the nonsplit model (see Figure 5.6). There are main effects of 
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Letter Type 
Figure 5.4: The comparison of letter position (exterior, intermediate, interior) for the split 




Figure 5.5: The comparison of letter position (exterior, penultimate, interior) for the split 
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Figure 5.6: The comparison of letter position (exterior, intermediate, interior) for the split 
and nonsplit networks when processing centrally presented mixed stimuli. 
letter position (F(2, 36)= 6.04, p < 0.01), of model type (F(1, 18) = 18.19, p < 0.001), 
and a significant interaction between letter position and model type (F(2, 36) = 19.01, 
P < 0.001). 
5.7 Discussion 
The different architectures used in the neural network models pick up on the properties 
of the stimuli in different ways. For the word stimuli, the ELE emerges for the split 
model, replicating the studies of Shillcock and Monaghan (2001) and Hicks, Oberlan-
der and Shillcock (2000). Previous accounts of the ELE in the split model have been 
discussed in terms of the contributions of division of labour, as discussed above, and 
superpositional storage. The latter explanation accounts for the slight ELE found in the 
nonsplit model. The interior letters tend to occur in positions in the input where there 
is a greater density and variety of letter presentations during training. Prioritising exte-
rior letters is an effective solution to this problem as the interior letters are presented at 
positions of greater density of information, and are therefore more difficult to process. 
However, the nonsplit model picks up on other aspects of the word stimuli in its 
solution of the task. Figure 5.7 shows the MSE for each letter position within the word 
stimuli for split and nonsplit models. For the split model, MSE is lower for exterior let-
ter positions, and higher for interior letter positions. In addition, the right exterior letter 





Figure 5.7: Performance of the split and nonsplit networks on "word" stimuli for each 
letter position within the word. Errors are summed across all word positions. 
position has lower MSE than the left exterior letter position. For the nonsplit model, 
there is a general tailing off of MSE as letter position moves from left to right. The 
nonsplit model has a tendency to train in accordance with the by-letter entropy of the 
word stimuli (compare with Figure 5.8). This is measured at each position as a function 
of the relative frequencies of all the letters that appear in that position in the training set 
(using the standard measure of entropy oplogp). The nonsplit model solves the task 
by reflecting the characteristics of the data set as a whole, which is a usual strategy 
for neural networks solving language-based problems (see Yannakoudis and Hutton, 
1992). The split model's architecture, however, overrides this approach to solving the 
problem, with entropy only seeming to influence exterior letters (entropy is lower for 
the rightmost exterior letter position). The division of labour approach interferes with 
solution to the task that is based primarily on the statistical profile of the stimuli. That 
is, the architecture acts as a filter on the influence of stimulus characteristics on task 
solution. 
For the palindromic stimuli, the ELE was not seen to emerge for either the split or 
nonsplit model. Instead, the nonsplit model demonstrated an ELE. Our hypothesis was 
that the ELE would not be found in the split model as division of labour is not necessary 
for solving the task for this easier stimulus set. This is a plausible explanation for the 
lack of an ELE in the split model, but does not adequately explain the ELE in the 








Figure 5.8: By-letter entropy for word stimuli, compared with the flat entropy pattern for 
generated random strings. The nonsplit network in Figure 1 is picking up the structure 
of the word stimuli. 
input. This means that processing can be done across these two positions, so precise 
identification by each letter position is not so necessary. Therefore, the interior letters 
are going to be easier to process. In contrast, for the split model, when the palindrome 
is centrally presented, the geminate is divided between the two halves of the model. 
This makes the structure of the stimulus harder to pick up on, and means that the ILE 
does not emerge in the split model. 
However, the ELE may not emerge for the split model for palindrome stimuli, 
not because division of labour is no longer necessary but because the geminates at 
the interior of the strings are easier to process when palindromes are not centrally 
presented. There would therefore be an ThE effect in the split model, but also an 
ELE due to the division of labour. The sum of these effects would give a flat portrait as 
shown in Figure 5.5. The summation of the ILE and ELE in the split model is plausible 
given Figure 5.5, where performance is worst on intermediate positions. The presence 
of geminates lowers the error on interior letters, whereas the division of labour lowers 
error on exterior letters. Superpositional storage is certainly overruled by the combined 
factors of stimulus type and model architecture, as the intermediate letter positions do 
not demonstrate a MSE between that for exterior and interior positions. 
For the mixed stimuli, too, the ELE seems to survive in the split model, albeit to a 
lesser degree than for word stimuli, but the nonsplit model continues to prioritize inte- 
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nor letters. The nonsplit model can pick up on the palindrome stimulus characteristics, 
even when these can't be relied upon for every stimulus in the environment. The split 
model maintains the prioritising of exterior letters for such a training set. 
5.7.1 Summary of the Effects as related to Psychology 
The simple neural network architectures that we have been using have explored the 
extent to which learning is determined by architecture and stimulus. The "distributed" 
approach of nonsplit neural network modeling has been contrasted with establishing 
modular structure on the networks by instantiating the split visual field input and split 
processing inspired by the two hemispheres of the brain. 
Our models have shown that learning takes place within the context of the system, 
where this context is defined by the interaction between the model architecture and the 
nature of the stimulus. We have shown that different neural network architectures pick 
up on different aspects of stimuli, which influences the approach they have in solving 
the task. Nonsplit models can pick up on distributional features of the stimulus as a 
whole (Figures 5.7 and 5.8), and can also exploit the redundancy within a stimulus 
(for palindrome stimuli). However, the division of labour approach enforced by a split 
architecture reflects the psycholinguistic data on the ELE. The current study indicates 
that the ELE requires both a split model and asymmetric stimuli in order to emerge. 
This means that division of labour and hemispheric interaction are different according 
to the structure of the data being processed. 
In the previous modeling of split functioning surveyed at the beginning of this chap-
ter, the characteristics of the stimuli are generally unexamined. We suggest, however 
that such factors are important in exploring the influence of network structure on task 
performance. Our starting point has been to establish the influence that gross splits in 
processing have on solving simple visual tasks. We have not as yet examined in detail 
the nature of hemispheric interaction, or the different types of processing that might 
occur in the two hemispheres. In the light of the studies presented here, we suggest 




5.7.2 Learning in Context 
Learning in context relates to feed back by which the internal state of the learning 
system has an effect on the way learning or training continues. Although commonly 
associated with dynamic changes on-line in terms of learning rates, or even processor 
capacity, in the case of constructivist networks (Quartz & Sejnowski, 1997), we can say 
that the models presented in this chapter are themselves almost archetypal examples 
of such contextually sensitive learning. The "states" of the system are exactly its gross 
level architecture, which as we have shown, has everything to do with how and how 
well the networks learn the appropriate identity mapping. In fact this whole chapter 
has been about how the combination of architecture and stimulus act together in the 
determining the system's dynamics and, in the current case, which part of the stimulus 
receives preferential treatment (e.g. exterior or interior letters effect). And as an added 
complication, we have seen that the form of the stimulus also has a decisive effect on 
how learning occurs. 
Chapter 6 
Modeling perception of symmetry 
This chapter further evolves the model, moving from stimuli that have some internal 
structure (and thus in some sense more variety/information) to stimuli taken from be-
havioural studies on the perception of symmetry by Baylis and Driver (1994). The 
received explanation for these behavioural data is psychological in nature. Employ-
ing the split architecture networks, the psychological account is brought partially into 
question by effects which, given the limitations of the model, suggest much of what 
has been termed psychological may be in fact due to "anatomical" factors. Thus a sim-
pler treatment of symmetry perception might be available than that provided by Baylis 
and Driver. 
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6.1 Introduction 
As the previous chapters show, stimulus type plays no small role in the effects obtained 
from the nuances of network architecture. The edge effects associated with exterior 
letters on the word recognition model in Chapter 3 were removed in studies with the 
split network, where the stimuli were deliberately palindromic in Chapter 4; and the 
effects were actually reversed when these stimuli were applied to a non-split network. 
This inverse effect, which was effectively the prioritisation of the interior elements of 
the stimuli in a non-split network, showed the significance of variations in the type of 
stimulus processed. 
The central characteristic there manipulated was that of symmetry versus asym-
metry, a variation which is followed up in the current chapter, under the auspices of 
the split network models. The move here is to visual recognition of two dimensional 
shapes and to the apprehension of their type, where "type" will denote symmetric or 
non-symmetric. The latter needs some refinement in this context as the cardinality 
of the set of non-symmetric shapes is not comparable to that of the set of symmetric 
shapes. Certainly, for every symmetric shape there exist many variations which are 
asymmetric, whereas what is wanted is a range of shapes that might possess the same 
degree of constraint that symmetry imposes. 
In this chapter then, it will be taken that the reasonable comparison to be made 
is between symmetric and repetitive shapes, where both symmetry and repetition are 
equally constraining criteria. Not only does this allow a coherent comparison to be 
made within the model, but this particular variation in stimulus type has been central 
to some experimental work on symmetry perception. This chapter will go some way 
toward modeling this aspect of perception. 
Again, in motivation of the split network, there is the reminder of the most promi-
nent feature of the human visual system: the separation of visual fields at the fovea. 
The circumstances surrounding visual processing motivate an approach to connection-
ist split-architecture models that exploits this ready division of information. In the 
current context, this aspect of the model may account for a well documented effect in 
the behavioural data, relating to the orientation, horizontal or vertical, of the stimulus. 
Another main quality that is looked at here is the differences obtaining in processing 
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of stimuli in terms of type (symmetric and repetitive) and the effects that the number 
of discontinuities along the border of the shape has on processing. 
6.2 Symmetry in Perception 
The study that the current chapter attempts to model is work by Baylis and Driver on 
the perception of symmetry and repetition in two dimensional pseudo-random block 
shapes. The basis of this as a field for investigation relates to wider issues of cog-
nition in general. For example, the familiar arrangement of cognitive processes into 
those which are parallel in nature and those which are serial, is implicated here. For 
Baylis and Driver the link is that the perception of symmetry as symmetry is a par-
allel process, thus faster than the corresponding process for seeing repetition, which 
involves a serial search. This hypothesis motivates their study. In general, the results 
of that investigation shed light on these two hallmarks of cognitive theory; from the 
outset Baylis and Driver's experiment looks mainly to characterise marked perceptual 
differences in terms that are decidedly psychological and cognitive. It is the advantage 
of the split-network model that its processing may be interpreted as suggesting much 
more basic, perhaps anatomical, mechanisms. 
Although the bulk of what might make the hemispheres differ is not addressed in 
this thesis, there has already been some discussion of the twin notions of coarse and 
fine coding, in relation to different cognitive styles. This is also interesting insofar as 
the coarse/fine distinction relates to seriality and parallelism in cognition. In general 
an analogy can be drawn between fine versus coarse coding and serial versus parallel 
processing. 
Serial searches correspond in kind to fine coding; a piece by piece operation, and 
one which, if the task is visual search, will be necessarily performed at or near the grain 
of target image (read "bottom-up"). It is this very idea that motivates Baylis and Driver 
to promote the detection of repetition as being a serial process. They note previous 
authors, including Pascal, who have favoured the idea that symmetry (as opposed to 
repetition) is something that just "jumps out at one" from the page. This is because 
the parallel processes that are employed in recognizing symmetry would be those that 
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could be done "en masse," essentially top-down and dealing with wholes, at least in 
terms of the perception of components existing above the grain of resolution of the 
object. 
And this itself creates a paradox, at least in terms of the Baylis and Driver work 
on symmetry. Their central claim is that a symmetric shape will promote its own 
part decomposition (one can imagine easily individuating the different segments of an 
insect, viewed from above) while repetitive forms do not so lend themselves. But this 
decomposition which is so easy with symmetric shapes only works down to the level 
at which such components are apparent. Beyond that, i.e. at the level of individual 
actual edge segments, there is less facility for compositional analysis of symmetric 
shapes than there is for repetitive shapes. Indeed, there is a tendency for completion to 
occur, and as such parallelism here implies the subsumption of base-level components 
into conveniently identifiable sub-forms of the whole. Yet symmetry at the base-level 
is, according to Baylis and Driver, just that thing which is elucidated through parallel 
searches, in which decomposition is facilitated as a result of the search. By contrast, 
serial searches involve a decomposition which is more intentional, a prerequisite and 
starts from the bottom up. 
For the present investigation, however, it is not possible to view the model in terms 
of these notions, in either case. However, having established the important differences 
in architectures through chapters 3 and 4, we may hypothesize how this simple mor-
phology explains the results found in Baylis and Driver's work as well as supporting, 
in part, their conclusions. However, it should eventually be clear that much of what 
they deem to be high level processing might actually be due to anatomy, and thus liable 
to much simpler interpretations. 
6.3 Symmetry in shape 
A thorough discussion of symmetry would involve a large pool of topics, and this 
for visual symmetry only. For physicists, the connotations are even wider. Present 
concerns do not allow a full treatment of the question "What is symmetry?" This ques- 
tion would surely involve art, biology, biological morphology, as well as less familiar 
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fields which link organic form to philosophical logic (e.g. Spencer Brown's "Laws of 
Form"). 
In psychology the subject is more well defined, and the current work comes closer 
to the psychological treatment of symmetry, as opposed to any broad philosophical 
enquiry on the topic. Nevertheless, it shall be a tenet of this chapter that the psychology 
of symmetry perception may be liable to a "reduction" in interpretation, if it can be 
shown that more basic possibilities account for the data. 
Symmetry is implicated in a wide range of cognitive abilities, from face recognition 
to 3-d motion detection, from depth perception in general to part-decomposition in 
simple visual identification tasks. Indeed, the latter forms the basis of Baylis and 
Driver's work on the apparent preference of human subjects for symmetrical over non-
symmetrical stimuli. 
6.4 Issues surrounding the Behavioural Study 
The general claim that falls out of Baylis and Driver's work is that symmetry is a more 
salient a property than repetition in image distillation and that this salience is somehow 
connected to parallel processing, evinced by the lack of interaction between the number 
of steps along the edge with subject performance (RT, error) when viewing symmetric 
shapes, but not when viewing repetitive ones. Ecologically, the authors argue that this 
phenomenon, different types of shape differing not only in kind, but in manner of the 
processes involved in identifying them, has to do with the association the processor 
has been evolved to make between symmetry in an image and the distal source of the 
image, the object. This in turn would usually imply that the percieved object has some 
significance, or is "whole". In terms of bio-morphology, this argument is connected to 
the fact that almost all organic forms have at least one axis of symmetry. 
In general the idea that symmetry, more than repetition, motivates an accurate fig-
ure/ground assignment is open to inspection at even superficial levels. The reasoning 
behind this is reminiscent of an old optical illusion (see figure 6.1). In this picture, a 
favourite of gestalt psychologists, one can see both a figure in the center, as well as a 
face in relief on either side, but it is not possible to view all three objects simultane- 
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Figure 6.1: A familiar optical illusion (left) whose interpretation may depend on the 
nature of symmetry perception and a not so familiar design (right) featuring repetition, 
whose form doesn't allow so easy a grasp of any central figure. 
ously. In terms of the experiment run by Baylis and Driver, this phenomenon is caused 
by the symmetry inherent in the central figure. This symmetry means that the part 
decomposition of the object is elementary and thus its existence as a whole form is 
promoted. This dual aspect of the figure, obviously composite and yet plausibly whole 
is due to the tendency for convex portions of the contour to be in opposition along the 
axis of elongation, i.e. a tendency to symmetry. 
Compare this to the right side of Figure 6.1 where one can easily perceive the three 
figures in relief (3 profiled faces) but one is hard pressed to identify an alternate inter-
pretation in terms of a central figure to which the left and right-most regions serve as 
background (or indeed an interpretation in which the rightmost region serves as any-
thing other than background). In the terms of Baylis and Driver, the contours around 
the central figure, being repetitive copies, i.e. translated images, of each other (and 
not mirror images, as in the symmetric case) give no convenient, or obvious, lateral 
coincidence of convex or concave contours (repetition is, in this sense, precisely the 
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Figure 6.2: Stimuli: symmetric (left) and repeated (right) contours, both showing 8 
discontinuities (steps) along the sides. 
opposite of such coincidence). As such, an internal part-decomposition of the section 
is not apparent, and this reduces the likelihood of those regions under consideration 
being seen as wholes in any plausible way. 
6.5 Methods and Results of the Behavioural Study 
In working to confirm or discount the relationship between parallel and serial process-
ing and symmetric and repetitive shapes, respectively, Baylis and Driver conducted 
two experiments, using reaction times to gauge subject facility with each of the two 
shape types. In general, stimulus items were solid shapes against a featureless back-
ground, contained in a given area. Shapes had discrete edges made up of a certain 
number of steps. This number was equal for both sides in any one piece of stimuli, but 
was varied within the stimuli set. Symmetric shapes had an axis of symmetry, around 
which the edge contours were a mirror image of one another. In the case of repetitive 
shapes, opposite edge contours were translations across this axis. The central axis of 
the figure was alternated between the horizontal and vertical and random edge changes 
were added for experiments covering noisy data. See Figure 6.2 for an example. 
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The key to these experiments is that the number of steps along the side of a figure 
would have a far effect on subject performance if that performance were based on a se-
rial process (point-by-point comparison) than if the process were parallel. By varying 
the number of steps along the side of the shape (effectively, the grain of the contour), 
the task would result in the serial processor undertaking a more prolonged search, 
while a parallel process might remain relatively unaffected, under such circumstances. 
The entire range of stimuli used by Baylis and Driver is fairly large, and includes: 
symmetric and repeated shapes 
noisy and non-noisy stimuli 
quantisation of contours into 4, 8 and 16 steps 
two different axes (horizontal/vertical) of orientation 
In spite of what would seem to be an added computational burden - symmetry 
is translation plus reflection, while repetition is translation only - the general fact of 
symmetric objects being identified more readily was a main result of this study. The 
two experiments that lead to this conclusion are described below. 
6.5.1 Experiment one 
Experiment one dealt with the idea that the identification of symmetry is a parallel 
process. That is, the subject, in determining whether a pseudo-random block-shape is 
symmetric, does not engage in anything akin to a serial search of the rectangular seg-
ments whose endpoints form the contour at each side of the shape. This was demon-
strated by offering a selection of such shapes intermingled with shapes whose contours 
had a 25% deviation from the truly symmetric form. Subjects were to identify whether 
a shape was symmetric or not (the deviant ones appearing perhaps "almost symmetric" 
at a glance, but not at closer inspection). By varying the number of steps along the side 
of the shape, between 4, 8 and 16, the experimenters wanted to know whether the RT 
and error rate were significantly dependent on this variation. If they were not, it would 
indicate that the process was probably parallel. 
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The synoptic results of the experiment were as follows. Items that were symmetric 
(and did not deviate from symmetry) were identified faster than those which were sym-
metric save at a number of points (along 25% of the contour). These effects of step 
number on subject performance were slight, and remained well within the accepted 
limits that define a process to be parallel. This effect of step number along the side 
of the shapes is greater for symmetrical shapes presented horizontally, but remained 
small enough to be still viewed as indicative of a parallel search process. This suggests 
another form of mental rotation to that mentioned abouve, this one just in the two di-
mensions of the image. Baylis and Driver do not entertain the idea, but it is possible 
that their results reflect such an addition to the process: the perception of symmetry is 
a facility of symmetric objects presented vertically, and other orientations incur the ap-
propriate "re-alignment" costs. This is a theme revisited in the discussion. In general, 
the difference made by the number of steps was small in all cases. 
The nature of the task faced by the subjects is worth considering here from the point 
of view of the serial/parallel distinction, for if symmetric shapes are more quickly de-
tected than non-symmetric shapes, it would seem clear that symmetry is not being 
judged in terms of a point-by-point comparison along opposite contours. For if such 
were the case, then non-symmetric shapes would always be identified sooner, given 
that those searches could be terminated at the moment a violation of symmetry was 
noted while the truly symmetric forms would demand an exhaustive survey of all po-
tential sources of deviation. This reasoning forms the basis of the conclusion that 
symmetry is apprehended in a parallel fashion. 
Of course, the fact that there was little effect of step number on the subjects' ability 
to judge symmetry also supports the symmetry-parallel hypothesis. If a sequential 
inspection along the contour was essential, then increasing the number of points at 
which opposite sides might diverge from symmetry would presumably incur a higher 
processing cost. In the experiment, it did not have that effect. 
65.2 Experiment Two 
The effects of the symmetric shapes leave open the question as to whether it is the 
symmetry of the objects, or merely their potentially constrained nature, that accounts 
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for the parallel processing. By conducting an analogous experiment, using repetitive 
shapes, it should be possible to say definitively if shape type was a factor in the paral-
lel/serial distinction. 
The main result of the second experiment was precisely a significant effect for 
number of steps, consistent with the hypothesis that whatever process is used to judge 
repetition, it is effected by step count, as though it were a serial process. Unlike the first 
experiment, there was no effect for orientation with the repeated displays, although 
there was a significant effect for the interaction between step count and orientation, 
with horizontally presented shapes showing greater response to the manipulation of 
the number of steps than their vertical counterparts. 
The second experiment would suggest that a main difference between the two types 
of shapes is that in the processing of symmetry the number of discontinuities along the 
contour is not a significant factor, while for repeated shapes it certainly is, in either 
orientation. 
6.5.3 Experimental Summary 
All in all, the experiments conducted revealed that symmetrical shapes seemed to be 
identified through a parallel process, while repetitive shapes provoke a serial examina-
tion of all possible points of evidence. This is concluded from the noticeable effect of 
step number along the shape contour on subject performance. Identification of sym-
metrical shapes shows no such effect as regards variation along the contour. 
In this chapter, it will help to avoid the justifiable conflation of "more discontinu-
ities along the edge" with "higher complexity." Essentially, the spatial frequency of 
the discontinuities goes up with an increase in this number, and that is certainly not 
necessarily an increase in complexity, as the overwhelming result of this may be sim-
ply to render a smoother contour. So the perceptual complexity might not necessarily 
have increased with more discontinuities, but instead could have diminished. But this 
implies a non-local perspective. However, it could very well be that, for symmetry, 
subjects are encouraged to work on a global basis until alerted to a discrepancy in the 
image, at which point a localisation of the asymmetry would ensue, while for repeti-
tion there is still a propensity for the local scanning predicted by a serial search (and 
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supported by the behavioural data) which interacts with the number of steps along the 
side of the form. 
As already discussed above, the figure/ground idea explains ease of symmetry 
judgements. Indeed Hoffman and Richards (1984) proposed a general theory of shape 
perception as follows, "Only symmetry judgements can be based on shape descriptions 
derived when edges are given figure-ground assignment." 
The details of all this might be summed up by saying that symmetry perception 
arises directly in line with shape detection, while repetition requires more explicit pat-
tern analysis. The latter is different, being symbolic, off-line, indirect, and above all 
serial. 
In order to appreciate the model of the experiment, however, it suffices to grant 
these two types of shapes as potentially differing in terms of processing, and allowing 
that one key difference is their response to manipulation of the number of steps along 
the contour. 
6.6 Modeling Method 
To model these data, a neural network with the split input was used, and presented with 
input shapes corresponding directly to the two dimensional stimuli used in the original 
experiment. Again, using the SlIM task, which ensures a topologically well-defined 
organization of the inputs through training, figure-ground stimuli on a 16 by 16 array 
of input units were presented in each of 17 positions available between the left and 
right "visual fields." 
For this model, training sets consisted of 60 examples of each of the 24 categories 
derived above. Due to the presentation of each pattern in all visual input positions, each 
stimulus accounts for 17 events in the total training set, for a total of 1020 presentation-
recognition events per epoch. 





Figure 6.3: The split architecture network reproduces the form presented at the input, 
which may appear anywhere across the two visual hemi-fields. 
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Figure 6.4: Learning curves for horizontally oriented shapes show the network facing a 
virtually impossible task (results are averaged over 20 runs). 
6.7 Learning in the Model and Effects of Orientation 
As mentioned in regards to the behavioural data, there was an interesting effect show-
ing detection of symmetry to be somewhat more affected by the number of steps along 
the side when the shape presented had horizontal symmetry The idea of some kind 
of mental rotation was suggested as being involved in the human judgements. Why a 
mental rotation? The split in the visual field may dictate a greater cognitive facility for 
perceiving spatial qualities related to a vertical axis. If so, then the human processor 
finds a way around this that is efficient, if slightly expensive computationally. How-
ever, the model, having no such "executive" resource (mental rotation of input shape), 
shows a much greater effect for shapes presented in the horizontal. 
6.7.1 Learning 
For stimuli not oriented about the horizontal axis, however, the network model reveals 
some things of a slightly more sophisticated nature even in learning. The data show 
a startling difference in the manner which the different types of shape are related to a 
variation in the quantity of discontinuities along the shape's edge. Symmetry is on the 
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Figure 6.5: The variance due to step number that is apparent in symmetric stimuli during 
training (left), is much more pronounced for repetitive stimuli (right). 
differences between the ease of learning according to the number of discontinuities is 
also significant across the board, F(1, 114) = 263, p < .001, though different for each 
type of stimuli and in the more remarkable of the two (repetitive), actually the reverse 
of what one would expect if it were an effect of an increase in computational complex-
ity. This apparent interaction between shape type and number of discontinuities is of 
interest (see Figure 6.5). Along with generally poorer performance, the nets trying to 
learn repetition succumb to a much larger effect in terms of the number of discontinu-
ities, with learning the worst for level 4 and best for level 16. Though the graph for 
the learning of symmetric shapes also displays 3 distinct learning curves, according to 
the number of discontinuities, it would appear that the effect for the repetitive shapes is 
much larger. Indeed, this interaction between the type of shape learned and the number 
of discontinuities on each side is once more highly significant, F(1, 114) = 184, p < 
.001. 
As a point of interest, in successive runs of learning a set of mixed stimuli, consist-
ing of a 50-50 mix of symmetry and repetition, the big picture (Fig. 6.6) looks more 
like the learning for symmetry alone than for repetition, with the curves for different 
levels of discontinuity diverging far less than in the case of the repetition training (Fig. 
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6.7. Learning in the Model and Effects of Orientation 
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Figure 6.6: The learning of the mixed stimulus set follows more closely that of the 
symmetric than the repetitive, in terms of overall variance. 
6.5), though the performance in general reflects the inclusion of the repetitive shapes 
which pull up the over all error about two-fold. 
In a close-up of learning by number of discontinuities, where each graph shows 
how the different stimuli sets fared, we again see the favourable status for symmetric 
shapes in all discontinuity conditions (see Figures 6.7, 6.8 and 6.9), with the mix of 
the stimulus being more difficult to learn only in the case of 16 discontinuities (Figures 
6.7), while for the remaining conditions the mixed stimuli are "preferred" over the sets 
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Figure 6.7: The sets of different stimuli types, including the mixed set, are shown in 
relation to each other; all shapes have 16 steps along the contours. 
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Figure 6.8: The sets of different stimuli types, including the mixed set, are shown in 
relation to each other; all shapes have 8 steps along the contours. 
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Figure 6.9: The sets of different stimuli types, including the mixed set, are shown in 
relation to each other; all shapes have 4 steps along the contours. 
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6.8 Examining the Difference between Symmetry and 
Repetition 
Differences in the network's ability to learn based on differences in shape type do 
not capture everything about the nature of symmetry or repetition by any means. The 
trained networks were subsequently tested on a range of different novel stimuli, and 
their performance gauged, not for error, but for how "true to form" their outputs re-
mained, where "form" reflects the type of stimuli used in training. 
In particular, this test is a way to quantify the tendency for nets to generalise in the 
direction of their training when presented with novel stimuli. Figure 6.8 shows graphi-
cally what a preference for symmetric or repetitive forms might look like globally, but 
what is needed is a way to quantify this in terms of the net's output, for each shape 
type. 
That is, in examining network performance on the two dimensional stimuli, one 
would like a way of gauging the degree to which the activation at the network's output 
tends generally toward a given type of form. Fortunately, the stimuli used in the be-
havioural work were strictly formal, in the sense that Baylis and Driver were attempt-
ing to demonstrate the differences obtaining in perception of symmetric and repetitive 
shapes and each class can be defined in terms of a simple additive exemplar based func-
tion. Viz, repetition in shape is precisely that quality that results from the summing to 
a constant of row or column based activity in a direction orthogonal to the central axis 
of the shape, whereas symmetry is equivalent to a net difference of 0 around the same 
axis. The calculation of these quantities, repetition and symmetry, can be applied to 
the outputs of both kinds of nets for all kinds of shapes (repetitive, symmetric, random, 
etc). In particular, the behaviour of these measures for nets trained on repetition and 
symmetry, respectively, will be a sound basis for representing any tendencies towards 
learned form preference (symmetric versus repetitive). 
To find a metric for these properties, then, a general form in the output of the 
network is examined. Thus the error of nets is secondary to the form their activation 
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Figure 6.10: A randomly contoured event (above) and its interpretation by nets trained 
on exclusively symmetric (below, left) or repeating stimuli (below, right). The tendency 
for the network to enforce an output in character with its training is typically much more 
robust for nets trained on symmetry. The vertical axis in these graphs is the intensity of 
the pixel at that (x,y) coordinate in the netowork's output window. 
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takes at the output. (Not "how right/wrong it is" but "how symmetric/repetitive it is" 
regardless of the target output). As such, error is effectively ignored in the following 
analyses, in favour of the relation obtained by activity on either side of the axis of 
symmetry. 
6.8.1 Derivation of a metric for form 
The trained networks are examined with a variety of different stimuli. The test set con-
tains novel stimuli, of the same type that the network was trained on; random stimuli 
were solid block shapes neither symmetric nor repetitive; and opposite stimuli were 
the test set belonging to the other trained net (symmetric for repetitive and vice versa). 
When each element in each set of post-training stimuli was presented to a trained net-
work, a measure of symmetry and a measure of repetition was calculated at the output. 
The symmetry measure is based on cancellation around the proposed axis of symme-
try. The repetition measure is similar, but requires that unit activation add to a constant 
along arrays orthogonal to the axis of repetition. Both of these measures are available 
for every shape processed, in each orientation, for symmetric and repetitive shapes. 
These form measures were averaged over all weight sets and all events in the test 
set. E.g. for testing the net trained on symmetry with a test set of random (neither 
symmetric nor repetitive) shapes, there were 20 different weight sets for the trained 
net, and 20 shapes to test, giving 400 shape-weight combinations. For each of these 
there could be calculated: 
the degree of repetition in the vertical 
the degree of symmetry in the vertical 
the degree of repetition in the horizontal 
the degree of symmetry in the horizontal 
So for each test condition (and for 20 weight sets) there was an average for each 
of the four quantities above. Although the results for form measured along the vertical 
will be of little value (as shapes aligned along the horizontal proved so difficult for 
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the network to learn), the degree of repetition in the net trained on symmetry and the 
degree of symmetry in the net trained on repetition were surprisingly important. This 
was because knowing alone how symmetric the symmetric nets' output was or how 
repetitive the repetitive nets' output was left little indication of how much those nets 
just happened to simultaneously possess the opposite quality. As discussed below, 
this was significant in terms of variability: the repetitive network showed a strong 
dependence on contour configuration in terms of how repetitive its output was, while 
the symmetric net did not show the same effect in terms of symmetry. This perspective, 
gauging each net on the basis of its training is termed here an "on-form" measure. "Off-
form" was the consideration of the network outputs with respect to the other type of 
stimuli (symmetric for repetitive and repetitive for symmetric). These two quantities 
also served to embellish the analysis by being combined in a compound metric for 
form, the "form-quotient," developed below. 
6.9 Results of Form in the Model 
The general effect obtained in the model is striking. For an analysis as described 
above, there is a significant interaction between shape type and step count when we 
look at the networks with respect to the type of stimulus they were trained with. This 
interaction can easily be perceived in the graphs through the much higher variance 
in the case of repeated shapes. These graphs show the relationship, comparing the 
degree of symmetry present in the symmetric nets, with the degree of repetition in the 
repetitive net. This interaction is highly significant for the test stimulus (Figure 6.9, 
F(2, 114) = 46176, p < .001), for the random stimulus (Figure 6.12, F(2, 114) = 
52.253, p < .001) and for the presentation of the opposite stimuli to the trained nets 
(Figure 6.13, F(2, 114) = 49.649, p < .001). 
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Comparing "on-form" Performance 
The Test Stimulus 
Network Trained on Symmetry 
Network trained on Repetition 
16 	8 	4 
Number of Discontinuities on Contour 
Figure 6.11: The compared "form" produced by trained networks, as a function of step 
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Comparing "on-form" Performance 
The Random Stimulus 
Network Trained on Symmetry 
Network trained on Repetition 
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Figure 6.12: The compared "form" produced by trained networks, as a function of step 
number, under the random stimulus. 
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Comparing "on-form" Performance 
The Opposite Stimulus 
Network Trained on Symmetry 
Network trained on Repetition 
16 	8 	4 
Number of Discontinuities on Contour 
Figure 6.13: The compared "form" produced by trained networks, as a function of step 
number, under the opposite stimulus. 
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Number of Discontinuities on Contour 	Number of Discontinuities on Contour 	Number of Discontinuities on Contour 
Figure 6.14: Three comparisons showing symmetrically trained network's tendency to 
formulate repetition in the output, contrasted with the repetitively trained networks ten-
dency to symmetry, for the teststimuli (left), the random stimuli (center) and the opposite 
stimuli (right); only the random stimuli gave a significant interaction of shape type and 
step number. 
Given that we have a significant interaction then, for shape type and number of 
steps, when we are using the measure appropriate for each network, it is interesting 
to examine the inverse form measures. That is, looking at how repetitive the out put 
of the symmetrically trained net is along with how symmetric the repetitive net is. In 
figure 6.9 there is a record of how these measures vary with step number for each of 
the three stimulus sets. 
What is notable here is that although there is a definite interaction for step number 
and shape type, when looking at the degree of form contained in network output for 
similar types (symmetry for the net trained on symmetry and repetition for the net 
trained on repeated shapes), there is no analogous interaction (except in the case of 
random stimuli) for examining the output of each net from the point of view of the 
other type of shape. That is, for the test stimulus, the repetition in the symmetric net 
and the symmetry in the repetitive net show no interaction for shape type and step 
number (F(2,114) = 2.12,p < .114); and this is also true for the "reverse" viewing 
of the nets reacting under the presentation of opposite stimuli (F(2, 114) = 3.034,p < 
.052). Though there was a significant effect for the set of random stimuli (F(2, 114) = 
9.417,p < .00 1), appearing to be in the direction of repetitive nets again showing more 
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variance (which of itself would still be consistent with the hypothesis that they had 
been sensitized, via training, to dependencies based on step number), this was also 
the one net and stimulus combination that had no significant effect for the number of 
discontinuities alone (F(2,114) = 2.410,p < .094). In other instances of gauging the 
form (symmetric or repetitive) at the output of the nets, there was a main effect of step 
number, with significance consistently at or below the p < .001 level for all nets, all 
types of stimulus, graded for symmetry or repetition. Judging from the graph (middle 
panel for figure 6.9) the interaction effect certainly reflects the behaviour of the net 
trained on repetition, even though here we are examining how symmetric its output is. 
There is the trend towards an interaction for the opposite stimulus set, but clearly not 
the refined interaction found for the "on-form" analyses. 
From our current perspective, it seems very clear that an interaction between step 
number and shape type is active, and it manifests itself by far greater variation in the 
networks trained on repetition, even when their task is to represent shapes that are 
symmetric and not repetitive (as in the case of the opposite stimulus being presented 
in Figure 6.13). 
610 The Form Quotient 
The above treatment of form in the output of the models is suggestive but not complete. 
Certainly there is the significance of the shape type, step number interaction, but given 
that any output from either one of these nets has a measure for both symmetry and 
repetition, as catalogued above, a metric for form might better consist of these two 
figures combined. The development of this figure, termed a form quotient, allows a 
more stark contrast between the activities of the two types of trained networks. If the 
two shape types are to be juxtaposed, and the object of investigation is how easily each 
net can process each shape type, then a good metric will be to play off the "on-form" 
measure against the "off-form" measure for each network. 
The question that arises in the derivation of such a composite measure is how to 
combine these two quantities. A relation that looked at the difference between the two 
proved effective in terms of significance on the step shape interaction, but tended to 
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under-represent that difference, especially graphically. Using instead a quotient, has 
the effect of putting the additive function onto the logarithmic scale, where the marked 
contrast that gives rise to the interaction between step and shape is more pronounced. 
The following describes the steps for achieving these quantities. 
In deriving a "form quotient," the results of these calculations give a measure of 
how close to the original form of the stimuli the output activity is. The precise deriva-
tion of this quotient is given below, including a general summary of the network's de-
sign, as it pertains to this method. Remembering that the measures used to gauge form 
above were essentially measures of divergence from form, in order to correlate magni-
tude with form for the quotients, the "on-form" measure is placed in the denominator, 
and the "off-form" measure in the numerator. So a symmetry quotient is obtained by 
dividing how "repetitive" the general form of the output is by how "symmetric" it is. 
Obviously, the desired numbers are the symmetry quotients for the nets trained on 
symmetry against the repetition quotient for the nets trained on repetition, across all 
possible testing sets, presented centrally to the network. 
Figure 6.15 shows the resulting comparison for the test stimulus set. Under this per-
spective, there was still a highly significant effect of shape type, F( 1, 114) = 24.834, p < 
.001, a trend in terms of number of steps along the contour, F(1, 114) = 2.978,p < 
.055, and the anticipated interaction between shape type and step number, F(2, 114) 
37.628,p< .001. 
In Figure 6.16 the random stimulus set follows a similar pattern although here 
all results are significant at the p < .001 level. The effect of shape type alone was 
F(1, 114) = 28.280,p < .001, while the effect of step number, across all shapes was 
F(1, 114) = 12.277,p < .001. Again, there was a pronounced interaction between 
step-number and shape-type, F(2, 114) = 49.083,p < .001. 
Finally, for the opposite stimuli the results are depicted in Figure 6.17. Recall-
ing that for this case, each net is presented with the test set rightly belonging to the 
other network. Thus it is perhaps not surprising that the overall mean is in gen-
eral much lower (4.7 compared to 7.1 for the random stimuli and 9.7 for the test 
set applied to the matching network), and that there is no significant effect of shape 
type F(1, 114) = 1.025,p < .313. There is however a main effect for step-number 
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Comparing Form Quotients 
The Test Stimulus 
Net Trained on Symmetry 
Net Trained on Repetition 
16 Steps 8 Steps 	4 Steps 
Category of Stimulus 
Figure 6.15: The form quotients as given for the output activations of the network for 
the test stimuli. 
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Comparing Form Quotients 
The Random Stimulus 
Net Trained on Symmetry 
Net Trained on Repetition 
16 Steps 8 Steps 	4 Steps 
Category of Stimulus 
Figure 6.16: The form quotients as given for the output activations of the network for 
the random stimuli. 
6. 10. The Form Quotient 
	
115 
Comparing Form Quotients 
The Opposite Stimulus 
Net Trained on Symmetry 
Net Trained on Repetition 
16 Steps 8 Steps 	4 Steps 
Category of Stimulus 
Figure 6.17: The form quotients as given for the output activations of the network for 
the opposite stimuli. 
116 	 Chapter 6. Modeling perception of symmetry 
F(2, 114) = 40.047,p < .001 and once again an effect for the interaction between step 
number and shape type, F(2, 114) = 23.956,p < .001. As the figure shows, this inter-
action is once again visible as the effect of step number being more pronounced for the 
repetitively trained nets than for the symmetrically trained nets. 
The general effect found for the interaction between shape type and step number 
is fairly robust. Even though step number is shown to have an occasional effect on the 
symmetrically trained nets in independent analyses, the variance ratio is consistently 
higher for the repetitively trained nets. For the symmetric and repetitive nets, respec-
tively, these comparisons are as follows: F(2,57) = 10.838 and F(2,57) = 28.000 
both significant at p < .001 for the test stimuli; F(2, 57) = 9.497 and F(2, 57) = 44.503 
both significant at p < .001 for the random stimuli; while for the opposite stimuli set, 
only the repetitive net shows a significant amount of variance as function of step shape, 
F(2,57) = 83.877,p < .001 with the symmetrically trained network performing little 
better than at chance (p < .443) in terms of an effect for the number of discontinuities 
along the contour. 
6.11 Discussion and Conclusion 
6.11.1 Behavioural effects: shape type, step number and orienta-
tion 
The principal message of the original experiment is three fold. Firstly, it is suggested 
that the processing of shapes by the human observer varies qualitatively in accordance 
with the characteristics of shape's contours. Second, it is proposed that in particular, 
the processing of symmetric shapes is carried out in parallel, while the processing of 
repetitive shapes remains a serial task, with point by point comparisons. This second 
trait is what made the behavioural data susceptible to changes in step number along 
the contours of repetitive shapes only. Lastly, it was proposed that the ecological mo-
tivation for these differences in terms of a human processor was fairly grand; nothing 
less, in fact, than a facility which maximised correct figure ground segregation from 
the two dimensional retinal image. 
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To demonstrate all this simply, the original experimenters designed the task dis-
cussed above. Their data was consistent with their hypothesis, that repetitive shapes 
suffered the cognitive costs associated with serial processing, while symmetric shapes 
did not. However, even for the latter they recovered an effect which suggested that 
processing of symmetric forms, when conducted along the horizontal, differed from 
the same task in which the shapes were vertically oriented. They are at pains to point 
out however that the difference incurred is nowhere near the magnitude which would 
suggest that symmetry detection in the horizontal was in fact a serial process. 
6.112 Interpretations suggested by the model: Orientation 
The model considered in this chapter works with a split input window across which 
input is displayed in various positions. The variation in these positions is always or-
thogonal to that split, and this encourages a topological structuring of the columns of 
the input. Essentially, this means, that for half of the stimulus modelled, the network 
is presented with an extremely difficult task: the differentiation of shapes, whose iden-
tifying contours are not "visible" as shifts or steps in the direction in which the net can 
easily detect variation. This seems trivial enough in terms of the model, and indeed, 
this portion of the data was not examined further precisely because it made such a mi-
nor impression on the network. However, it enters into a discussion of the behavioural 
results in the following way. The split in the model is intended to represent the fovea, 
the juncture in the retina where the two visual fields are separated. It is this split in the 
model which makes the learning of horizontally formulated shapes (whether symmet-
ric or repetitive) not only difficult, but impossible. It was not the intention to assemble 
this barrier to "horizontal processing," but it does fall out of an architecture that up to 
this point has performed successfully both in terms of learning, as well as in gener-
ating notable effects. It just happened to be the case that all of the stimuli in the two 
preceeding chapters represented one dimensional strings along the horizontal, and this 
meant that the axis of variety for each component of the string was arranged along the 
vertical. Two dimensional shapes create the added difficulty of having distinguishing 
features apparent along either dimension; in the case of horizontally symmetric shapes, 
the split architecture misses them entirely. This severe effect in a crude model is not 
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without its rewards, however. For although there was no such crippling detail in the 
results of Baylis and Driver, yet there was a significant effect that was axis-dependent. 
The one explanation they fail to entertain for that effect was that it has anything to do 
with the the direction of the fovea and the contralateral projection of the visual fields. 
However, this is one of the most morphologically definite features of the visual pro-
cessing system and as such might be useful to consider. Were it the case that some 
cognitive juggling (e.g. mental rotation) was required to "see" the symmetric shape in 
the horizontal, it wouldn't be so surprising. If, as the authors claim, and then go on 
to demonstrate, processing of symmetry differs in kind from processing of repetition, 
then it certainly seems possible that that difference is based on fixed anatomical fea-
tures, fixed at least if that way of processing symmetry has indeed been selected for 
biologically, a suggestion implicit in their entire argument. Now if this difference is 
indeed that symmetrical shapes can be checked by a parallel system, one not work-
ing point-by-point, then it is conceivable that that system is rooted in the recognized 
image being split centrally along its axis of symmetry and each half being presented 
to each visual cortex, which in turn provides a massively parallel "cancellation" style 
verification of the image. In the case of shapes in the horizontal, an added cost of 
rotating the perspective of the processor results in a slight behavioural effect. Since 
repetitive shapes do not benefit from parallel processing, their point-by-point compar-
ison takes place as usual, in the initial axis of presentation. Now, it is clear that the 
model does not model this effect itself. What occurs in the model is not a simply slight 
change in "usual business practice," but actually a catastrophic breakdown of all ma-
chine learning. However, given the reasons for this in the model, it does suggest some 
anatomical analogues for the rotation effect found by Baylis and Driver, who didn't 
consider anatomy as a potential cause. 
6.11.3 Shape Type and Step Number: questions of complexity? 
It is this anatomical consideration, which suggests symmetry may in some way be 
linked to the actual structure of the processor, that motivates the form measures used 
in analysing output from the network. In the extreme case, and with some fairly liberal 
assumptions, we could go so far as to posit that sensitivity to symmetry in the human 
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processor boils down to the simultaneous activation of "equal and opposite" regions 
in each side of the visual cortex. In the case of homotopic and inhibitory commisures 
(again quite an assumption) symmetry would be exactly the reciprocal cancellation of 
activity across the two halves. 
Neither the behavioural data nor the model of this chapter actually attempt to make 
the above claim. However, it is the case that axial symmetry has the property of folding 
onto itself, a property that repetitive shapes, with their translated contours, do not share. 
This "mirroring" may have more than a little to do with what facilitates the processing 
of symmetry (and symmetry particularly in the vertical) for subjects presented with a 
task as in the Baylis and Driver work. 
In any event, this aspect of symmetry became crucial in later analyses of the out-
put of the trained networks. In devising a way to gauge the preferred form (if any) of 
the network, a technique of examining activation at the final layer developed, and this 
technique rested heavily upon the above notion of symmetry as a zero-difference phe-
nomena. That is, perfect symmetry around an axis will mean that activation on one side 
of the axis is point-by-point equal to that on the other side. Comparing each such point 
with its counterpart, we have an effective method for gauging symmetry. The prop-
erty that allows an analogous metric for repetition to be developed is algorithmically 
similar, though not so neuro-physiologically attractive. Indeed, the original comment 
from the authors, that symmetry seemed computationally harder, being translation plus 
reflection, while repetition was merely translation, is seen under new light if we take 
into account the general presentation of that contour information to the cortex during 
fixation, when that fixation on the figure is around the central axis. The original ex-
periment demonstrated that the perception of symmetry involved a more pre-attentive 
aspect, and perhaps the wiring of the hemispheres at the visual cortex accounts for it. 
In analyses of the model, these techniques were used to measure how well the net 
reproduced shapes of the same type on which it was trained. This measure is crucial 
to distilling out the principal feature of the model as relates to the behavioural data, 
in which the main distinction between symmetry and repetition in shape turned on 
the dependency shown—in the latter only—on the number of steps along the shape's 
edge. Three different measures, one for symmetry, one for repetition and a third which 
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combined the two and gave a more normalized view of "form" in general, according to 
which network was being dealt with, all gave similar indications regarding the effects 
of the number of steps. And the central finding was that there was a strong interaction 
between shape type and step number, with the repetitive shapes taking the brunt of 
the effect, far outstripping the variance induced by step number in their symmetric 
counterparts. 
With this significant interaction, the model went a long way to replicating the most 
important aspect of the behavioural data, for it too showed a reliable effect of step 
number in the repetitive shapes, one far greater than that found for symmetry. A major 
shortcoming in the modelling result, however, is that the effect seems to manifest in the 
reverse direction. That is, an increase in the number of steps in the stimuli presented 
to nets trained on repetitive shapes meant an increase in how well that nets output 
stayed to form (form in this case being repetitive). We would expect this "accuracy" to 
decrease, given that more steps presumably means greater complexity and therefore a 
harder task (and one for which, in the original experiment, the authors saw a need for 
more "counting" time). If anything, the results of the model disturb the clear relation 
obtaining between the original interpretation of serial versus parallel and how each 
accommodates effective increases in complexity. 
Of course, there is no claim that the model attempts to perform either serial, or 
parallel processing, in the sense that Baylis and Driver use those terms. What it does 
do, however, is learn to perform an identification task, and in doing so it picks up the 
general trends elicited by the stimuli set used for that training. It is in this sense then 
that processing of shape type differs: it will depend on how the task was learned in 
the first place. In this context let us ask what complexity is. For though in the Baylis 
and Driver essay, an increase in complexity can no doubt be equated with an increase 
in step number, for the model it might be otherwise. But why would a contour with 
16 steps appear easier to process, or be in general more likely to encourage good "on-
form" output, than one with only 8 or 4 sides? An answer to this involves reviewing the 
nature of the task, from the network's perspective. To reproduce accurately a contour 
of maximal discontinuity, which, in the case of this model, is one with 16 steps, the net 
at least has the advantage of avoiding any cross-row constraints. That is, given that the 
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grain of the image and the grain of the shape in question match, no additional provisos 
are required in order for the net to attempt reproduction of the input at the output. 
Thus the task is relatively unencumbered, and the result is a more stable version of 
the form learned during training. But reduce the number of steps along the contour 
and the complexity of the task the net has to solve is actually increased by virtue of 
the added constraints of aligning rows of "pixels" at the output. It isn't that this in 
itself disrupts the measure of form at the output, for that is always measured at the 
grain of the model, but that such additional constraints divert the resources that the 
net has devoted to producing well-formed images. The result is a drop in the form at 
the output, but, and this is the important thing, this whole story, in which complexity 
for the network is revealed to be the opposite of what one would expect, only effects 
repetitive shapes. Other things being equal, the symmetric shapes seem impervious 
to these modulations in step size, at least when compared to repetitive shapes. We 
saw this immediately in the results section, where a significant interaction obtained 
across the board, promoting the idea that repetitive shapes alone were effected by the 
variation in contour complexity. That an effect was there was undeniable, and that 
alone went a long way to back up the model as a simulation of the same phenomena 
that the original experiment captured. What wasn't clear was how to reconcile the 
apparent inverse effect of complexity exhibited by the model. However, the above 
argument indicates that in computational terms, complexity does in fact have alternate 
interpretations in the microcosm of the network discussed. 
6.11.4 Serial and Parallel 
The question still remains however, as to what this has to do with serial and parallel 
processing. For if the model behaves in a way concordant with the behavioural results, 
it is still a long way to the claim that the model itself makes its judgements sometimes 
serially and sometimes parallel. Indeed, these terms, in the sense given them by Baylis 
and Driver, are practically without meaning in the context of the network featured 
here. What then can be made of the results from the model, as relate to symmetry 
versus repetition, in terms that can augment the original behavioural data? The answer 
to this may be similar in form to the first question discussed. There, it was argued 
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that although two separate phenomena, the effects of orientation for human subjects 
and also in the network, were distinct, yet there may be a common thread relating 
them that can serve to inform the larger picture. The upshot was that perhaps the 
arrangement of the fovea, and the channeling of visual information and the nature 
of split processing, all of which were simulated in the model, had some bearing on 
the effect that the experimenters found in human subjects, even though the latter was 
nowhere near as severe as that found in the model. In fact this type of information, or 
suggestion, is precisely the benefit of modelling. The causes of a small behavioural 
effect may seem elusive until the trend is magnified in a mode to a point larger-than-
life, and a model may help to do this. Then, if the causes of the "caricatured" version 
of the effect are painfully obvious, and, in the current case, they were, a related yet 
tempered hypotheses can be fed back by way of answering questions raised by the 
more subtle behavioural results. 
Likewise for the clear effect, in both model and subject study, of variation in step 
size being shape specific, i.e. having a definitively larger effect on repetitive shapes. It 
is not the case that the process of judging the contours in the shapes is overtly parallel 
or serial in the model. It is true however that the net trained on symmetry bears the 
advantage of sharing the same representation (since symmetric shapes are 50 redun-
dant) in both halves of the split hidden layer. Of course, repetition, as here conceived, 
is redundant to an equal extent, but with an important difference in terms of how the 
network perceives the two contours. In the case of symmetric shapes, the two hidden 
layers, as long as they behave in an "equal and opposite" fashion, will, more often than 
not, generate symmetric output, while for the repetitive shapes, there develops a cer-
tain "context dependency." The redundancy in shape means that one side is essentially 
predictable from the other, but this prediction is indirect, involving some type of me-
diation, during training, while for symmetry, the treatment of the hidden layers during 
learning is ultimately equal. 
Thus, the principle behind human performance (in terms of parallel versus serial) is 
the same for the network: symmetry permits a "direct" projection, in which both sides 
of the central axis are readily found in the one side of the stimulus. Repetitive shapes 
on the other hand, though as redundant in terms of information, are only so insofar as 
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the indirect computation of their "other halves" is deemed insignificant, a claim that 
can hardly be justified in terms of the current model. It may be that (as in this case) 
the net can be trained to predict that the total value of activation on any given line is a 
constant number of units, but even so, the calculation of what the opposing side of an 
output would be is still an indirect task. Finally, this effect for symmetry, then, rests 
once again on facets of the model that we may consider to be anatomically inspired. It 
is the split in the hidden layer and input which provides symmetry with an advantage; 
its training features exactly the same error back propagated to each hidden layer, which 
establishes a facility for reprojecting symmetric forms (even in the case of repetitive 
input) to the output. 
6.12 Summary 
The model presents interesting analogues to some of the main effects uncovered in 
behavioural studies. These include an effect of orientation, as well as preference for 
the processing of symmetric shapes, which is much less susceptible to variations along 
the contour than processing of repetitive shapes is. 
As already noted, symmetry may initially seem more complex a phenomenon, in 
terms of the operations required to generate symmetric contours (translation and re-
flection). However, under an anatomical perspective it may fact be simpler, especially 
around the vertical. This relates to the view that homotopicality between the visual cor-
tices promotes the recognition of vertically oriented symmetry - because information, 
instead of being quantized and stored, can be "mirrored and checked" directly. 
Baylis and Driver present a plausible argument for symmetry preferences in terms 
of part-decomposition and figure/ground relations. However, more parsimonious ex-
planations may be available for some phenomena, and using preliminary investigations 
with a split architecture neural net, this chapter suggests that much might be due to 
gross anatomical aspects of the processor. If such were the case, then Occam's Razor 
would require a re-think of the story on symmetry. 
Chapter 7 
Conclusion 
The foregoing thesis has examined some of the main effects on information processing, 
when that processing is split between two locations in the architecture of a connection-
ist model. A main motivation for the work is the fact that the human processor is split 
and that—in particular—the handling of visual information occurs simultaneously in 
left and right visual cortices. The models presented thus reflect the character of early 
visual processing, and indeed, they replicate some features of human behaviour. More-
over they portrary a general feature of self-regulating parallel processing: through the 
indirect coordination of neural network training, a cross-fit, or super-positioning of 
processor resources are aimed at a single output. 
Initially, we saw that simple connectionist networks were not always greatly helped 
by a division of processing. The development of what we meant by a split architecture 
therefore reflected this. However, the shift invariant identity mapping (SlIM) allowed 
a novel perspective on split processing, whereby each half of the split has access to the 
entire input stimulus. This proved to be a significant factor in securing the specialised 
representations for exterior letters. It thus gives an idea about one key aspect of lateral-
isation: differential exposure to different parts of the stimulus. A deeper investigation 
into the previously examined exterior letters effect then revealed that it is this accumu-
lation of bias that is responsible for the effect—and this kind of accumulation is absent 
from the non-split architecture. 
But the chief advantage of this presentation technique is that it allowed a clearer 
view of another factor, which is in many ways as important as the network architecture 
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itself. That factor is the type of stimulus. This was shown to be significant, because a 
reversal of effect occurs when internally symmetric stimuli are presented to the non-
split network. This interior letters effect was due neither to the stimulus alone nor to 
the architecture of the (non-split) model, but to the two working in concert. 
This suggests that the principles underlying the characteristics of processing are 
rarely the result of architecture alone. This seems seems intuitively correct, but is not 
proven until both architecture and stimuli are varied systematically, as they have been 
here. 
Of course, the type of stimuli is relevant to perceptual processes in humans too. 
The behavioural data on the processing of symmetry indicates that it may be very 
much the interaction between visual architecture and the qualities of symmetry that are 
active in creating this symbiosis. Arguments for perceptual preferences for symmetry 
notwithstanding, there is clearly strong evidence to suggest that the anatomy of the 
processor is the key to linking into the form of the stimulus. This therefore stands in 
contrast to higher level explanations. 
In investigating the advantages of split processing, the thesis has established a base 
from which further explorations of computational interaction can be launched. For ex-
ample, the question of lateral connections—which we did not address exhaustively—is 
quite prominent in the field. Somewhat surprisingly, we found that when such connec-
tions made a difference, excitatory elements seemed far more effective than inhibitory 
ones. This contrasts significantly with the commonly held idea that interhemispheric 
connections are inhibitory, so provides fuel for further inquiry. The types of split net-
works found here should provide a framework for further investigation. 
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