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On a system of q-partial differential equations
with applications to q-series
Zhi-Guo Liu
AbstractUsing the theory of functions of several variables and q-calculus, we prove
an expansion theorem for the analytic function in several variables which satisfies
a system of q-partial differential equations. Some curious applications of this ex-
pansion theorem to q-series are discussed. In particular, an extension of Andrews’
transformation formula for the q-Lauricella function is given.
1 Introduction and preliminaries
The q-analogue of the partial differential equation fx = fy was studied by us in [6, 8].
This investigation led us to develop a systematic method of deriving q-formulas,
and many interesting results in q-series are proved with this method [6, 7, 8, 10, 11,
12]. In particular, in [8, Proposition 10.2] we establish a general q-transformation
formula which includes Watson’s q-analog of Whipple’s theorem as a special case.
In [9] we further investigated the q-analogue of the partial differential equation
fx = α fy, where α 6= 0.
In this paper we continue our investigation to discuss the q-extension of the par-
tial differential equation β fx = α fy, where α,β are two nonzero complex numbers.
The motivation of this paper is to find the q-extension of f (αx+βy) through a
q-partial differential equation.
As usual, we useC to denote the set of all complex numbers andCk =C×·· ·×C
the set of all k-dimensional complex numbers.
For a ∈ C and any positive integer n, we define the q-shifted factorial as
(a;q)n =
n−1
∏
k=0
(1− aqk),
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and it is understood that (a;q)0 = 1. For |q| < 1, we further define the q-shifted
factorial (a;q)∞ by
(a;q)∞ = lim
n→∞
(a;q)n =
∞
∏
k=0
(1− aqk),
since this infinite product converges when |q|< 1.
If m is a positive integer, we define the multiple q-shifted factorial as follows
(a1,a2, ...,am;q)n = (a1;q)n(a2;q)n...(am;q)n,
where n is an integer or ∞.
Unless otherwise stated, we suppose throughout that |q|< 1, which ensures that
all the sums and products appear in the paper converge.
The basic hypergeometric series or the q-hypergeometric series rφs(·) are defined
as
rφs
(
a1, . . . ,ar
b1, . . . ,bs
;q,z
)
=
∞
∑
n=0
(a1, . . . ,ar;q)n
(q,b1, . . . ,bs;q)n
(
(−1)nqn(n−1)/2
)1+s−r
zn.
We now introduce some basic concepts in the q-calculus. The q-derivative was
introduced by Leopold Schendel [14] in 1877 and Frank Hilton Jackson [5] in 1908,
which is a q-analog of the ordinary derivative.
Definition 1.1 If q is a complex number, then, for any function f (x) of one variable,
the q-derivative of f (x) with respect to x, is defined as
Dq{ f (x)} =
f (x)− f (qx)
x
,
and we further define D0q{ f}= f , and for n≥ 1, D
n
q{ f}= Dq{D
n−1
q { f}}.
Now we give the definitions of the q-partial derivative and the q-partial differen-
tial equations.
Definition 1.2 A q-partial derivative of a function of several variables is its q-
derivative with respect to one of those variables, regarding other variables as con-
stants. The q-partial derivative of a function f with respect to the variable x is
denoted by ∂q,x{ f}.
Definition 1.3 A q-partial differential equation is an equation that contains un-
known multivariable functions and their q-partial derivatives.
The Gaussian binomial coefficients also called the q-binomial coefficients are the
q-analogs of the binomial coefficients, which are given by
[
n
k
]
q
=
(q;q)n
(q;q)k(q;q)n−k
.
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We now introduce the homogeneous polynomials Φ
(α ,β )
n (x,y|q) in the following
definition.
Definition 1.4 The homogeneous polynomials Φ
(α ,β )
n (x,y|q) are defined by
Φ
(α ,β )
n (x,y|q) =
n
∑
k=0
[
n
k
]
q
(α;q)k(β ;q)n−kx
kyn−k.
When α = β = 0, the homogeneous polynomials Φ
(α ,β )
n (x,y|q) reduce to the
homogeneous Rogers–Szego˝ polynomials (see, for example [8])
hn(x,y|q) =
n
∑
k=0
[
n
k
]
q
xkyn−k.
If we set β = 0 in Φ
(α ,β )
n (x,y|q), we can obtain the homogeneousHahn polynomials
(see, for example [9]) which are given by
Φ
(α)
n (x,y|q) =
n
∑
k=0
[
n
k
]
q
(α;q)kx
kyn−k.
If we set α = β in Φ
(α ,β )
n (x,y|q), we can obtain the homogeneous continuous q–
Ultraspherical polynomials
Cn(x,y;β |q) =
n
∑
k=0
[
n
k
]
q
(β ;q)k(β ;q)n−kx
kyn−k.
The polynomialsΦ
(α ,β )
n (x,1|q) have been studied by Verma and Jain [16] among
others. It is obvious that Φ
(α ,β )
n (x,y|q) = y
nΦ
(α ,β )
n (x/y,1|q), but an important dif-
ference between Φ
(α ,β )
n (x,1|q) and Φ
(α ,β )
n (x,y|q) is that the latter satisfies the fol-
lowing q-partial differential equation, which does not appear in the literature before.
Proposition 1.5 The homogeneous polynomials Φ
(α ,β )
n (x,y|q) satisfy the q-partial
differential equation
∂q,x
{
Φ
(α ,β )
n (x,y|q)−β Φ
(α ,β )
n (x,qy|q)
}
= ∂q,y
{
Φ
(α ,β )
n (x,y|q)−αΦ
(α ,β )
n (qx,y|q)
}
.
Proof. Using the q-identity, ∂q,x{x
k}= (1− qk)xk−1, we easily deduce that
∂q,x
{
Φ
(α ,β )
n (x,y|q)−β Φ
(α ,β )
n (x,qy|q)
}
=
n
∑
k=1
[
n
k
]
q
(α;q)k(1− q
k)(β ;q)n+1−kx
k−1yn−k.
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In the same way, using the identity, ∂q,y{y
n−k} = (1− qn−k)yn−k−1, we conclude
that
∂q,y
{
Φ
(α ,β )
n (x,y|q)−αΦ
(α ,β )
n (qx,y|q)
}
=
n−1
∑
k=0
[
n
k
]
q
(α;q)k+1(β ;q)n−k(1− q
n−k)xkyn−k−1.
If we make the variable change k+ 1→ k in the right-hand side of the above equa-
tion, we can find that
∂q,y
{
Φ
(α ,β )
n (x,y|q)−αΦ
(α ,β )
n (qx,y|q)
}
=
n
∑
k=1
[
n
k− 1
]
q
(α;q)k(β ;q)n+1−k(1− q
n−k+1)xk−1yn−k.
From the definition of the q-binomial coefficients, it is easy to verify that
[
n
k
]
q
(1− qk) =
[
n
k− 1
]
q
(1− qn−k+1).
Combining the above three equations, we complete the proof of Proposition 1.5. ⊓⊔
Definition 1.6 If f (x1, . . . ,xk) is a k-variable function, then, for j = 1,2, . . . ,k, the
q-shift operator ηx j on the variable x j is defined as
ηx j{ f (x1, . . . ,xk)}= f (x1, . . . ,x j−1,qx j,x j+1, . . . ,xk)
The principal result of this paper is the following expansion theorem for the analytic
functions in several variables.
Theorem 1.7 If f (x1,y1, . . . ,xk,yk) is a 2k-variable analytic function at (0, · · · ,0)∈
C2k, then, f can be expanded in terms of
Φ
(a1,b1)
n1 (x1,y1|q) · · ·Φ
(ak,bk)
nk (xk,yk|q)
if and only if f satisfies the following system of q-partial differential equations:
∂q,x j (1− b jηy j ){ f}= ∂q,y j (1− a jηx j ){ f}, j ∈ {1,2, . . . ,k}.
Theorem 1.7 is a very powerful tool for proving q-formulas, which allows us to
derive some deep q-formulas. The rest of the paper is organized as follows. Section 2
is devoted to the proof of Theorem 1.7. In Section 3, we will illustrate our approach
by using Theorem 1.7 to prove two q-formulas. Andrews [2] proved the following
transformation formula for the q-Lauricella function.
Proposition 1.8 For max{|a|, |c|, |y1|, . . . , |yk|}< 1, we have
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∞
∑
n1,...,nk=0
(a;q)n1+···+nk(β1;q)n1 · · ·(βk;q)nky
n1
1 · · ·y
nk
k
(c;q)n1+···+nk(q;q)n1 · · ·(q;q)nk
=
(a,β1y1, . . . ,βkyk;q)∞
(c,y1, . . . ,yk;q)∞
k+1φk
(
c/a,y1, . . . ,yk
β1y1, . . . ,βkyk
;q,a
)
.
In Section 4, we extend the Andrews formula to the following q-formula by using
Theorem 1.7.
Theorem 1.9 If max{|a|, |c|, |x1|, |y1|, . . . , |xk|, |yk|}< 1, then, we have
∞
∑
n1,...,nk=0
(a;q)n1+···+nkΦ
(α1,β1)
n1 (x1,y1|q) · · ·Φ
(αk ,βk)
nk (xk,yk|q)
(c;q)n1+···+nk(q;q)n1 · · · (q;q)nk
=
(a,α1x1,β1y1, . . .αkxk,βkyk;q)∞
(c,x1,y1, . . . ,xk,yk;q)∞
×2k+1φ2k
(
c/a,x1,y1, . . . ,xk,yk
α1x1,β1y1, . . . ,αkxk,βkyk
;q,a
)
.
When x1 = x2 = . . . = xk = 0, Theorem 1.9 immediately reduces to Andrews’ for-
mula in Proposition 1.8, and when β1 = β2 = . . . = βk = 0, Theorem 1.9 becomes
[9, Theorem 6.1]. Theorem 1.9 may be regarded as a multilinear generating function
for Φ
(a,b)
n (x,y|q). In Section 5, we prove another multilinear generating function for
Φ
(a,b)
n (x,y|q). In Section 6, we will use Theorem 1.7 to derive a q-integral formula.
2 The proof of Theorem 1.7
To prove Theorem 1.7, we need the following fundamental property of several com-
plex variables (see, for example [13, p. 5, Proposition 1]).
Proposition 2.1 If f (x1,x2, . . . ,xk) is analytic at the origin (0,0, . . . ,0) ∈ C
k, then,
f can be expanded in an absolutely convergent power series,
f (x1,x2, . . . ,xk) =
∞
∑
n1,n2,...,nk=0
λn1,n2,...,nkx
n1
1 x
n2
2 · · ·x
nk
k .
Now we begin to prove Theorem 1.7 with the help of Proposition 2.1.
Proof. This theorem can be proved by induction. We first prove the theorem for
the case k = 1. Since f is analytic at (0,0), we know that f can be expanded in an
absolutely convergent power series in a neighborhood of (0,0). Thus there exists a
sequence λk,l independent of x1 and y1 such that
f (x1,y1) =
∞
∑
k,l=0
λk,l(a1;q)k(b1;q)l
[
k+ l
k
]
q
xk1y
l
1. (1)
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Substituting this into the q-partial differential equation, ∂q,x1{ f (x1,y1)−b1 f (x1,qy1)}=
∂q,y1{ f (x1,y1)− a1 f (qx1,y1)}, using the identities, ∂q,x1{x
k
1} = (1− q
k)xk−11 and
∂q,y1{y
l
1}= (1− q
l)yl−11 , we find that
∞
∑
k,l=0
λk,l(a1;q)k(b1;q)l+1(1− q
k)
[
k+ l
k
]
q
xk−11 y
l
1
=
∞
∑
k,l=0
λk,l(a1;q)k+1(b1;q)l(1− q
l)
[
k+ l
k
]
q
xk1y
l−1
1 .
Equating the coefficients of xk−1yl on both sides of the above equation, we deduce
that
λk,l(a1;q)k(b1;q)l+1
(q;q)k+l
(q;q)k−1(q;q)l
= λk−1,l+1(a1;q)k(b1;q)l+1
(q;q)k+l
(q;q)k−1(q;q)l
.
It follows that λk,l = λk−1,l+1. Iterating this relation (k− 1) times, we deduce that
λk,l = λ0,l+k. Substituting this into (1), we arrive at
f (x1,y1) =
∞
∑
k,l=0
λ0,k+l(a1;q)k(b1;q)l
[
k+ l
k
]
q
xk1y
l
1.
Making the variable change n= k+ l and interchanging the order of summation, we
find that
f (x1,y1) =
∞
∑
n=0
λ0,n
n
∑
k=0
[
n
k
]
q
(a;q)k(b;q)n−kx
kyn−k.
Conversely, if f (x1,y1) can be expanded in terms of Φ
(a,b)
n (x1,y1|q), then using
Proposition 1.5, we find that
∂q,x1{ f (x1,y1)− b1 f (x1,qy1)}= ∂q,y1{ f (x1,y1)− a1 f (qx1,y1)}.
We conclude that Theorem 1.7 holds when k = 1.
Now, we assume that the theorem is true for the case k− 1 and consider the case
k. If we regard f (x1,y1, . . . ,xk,yk) as a function of x1 and y1, then f is analytic at
(0,0) and satisfies
∂q,x1{ f (x1,y1)− b1 f (x1,qy1)}= ∂q,y1{ f (x1,y1)− a1 f (qx1,y1)}.
Thus, there exists a sequence {cn1(x2,y2, . . . ,xk,yk)} independent of x1 and y1 such
that
f (x1,y1, . . . ,xk,yk) =
∞
∑
n1=0
cn1(x2,y2, . . . ,xk,yk)Φ
(a1,b1)
n1 (x1,y1|q). (2)
Setting x1 = 0 in the above equation and using Φ
(a1,b1)
n1 (0,y1|q) = (b1;q)n1y
n1
1 , we
obtain
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f (0,y1,x2,y2, . . . ,xk,yk) =
∞
∑
n1=0
(b1;q)n1cn1(x2,y2, . . . ,xk,yk)y
n1
1 .
Using the Maclaurin expansion theorem, we immediately deduce that
cn1(x2,y2, . . . ,xk,yk) =
∂ n1 f (0,y1,x2,y2, . . . ,xk,yk)
(b1;q)n1n1!∂y1
n1
∣∣∣
y1=0
.
Since f (x1,y1, . . . ,xk,yk) is analytic near (x1,y1, . . . ,xk,yk) = (0, . . . ,0) ∈C
2k, from
the above equation,we know that cn1(x2,y2, . . . ,xk,yk) is analytic near (x2,y2, . . . ,xk,yk)=
(0, . . . ,0) ∈ C2k−2. Substituting (2) into the q-partial differential equations in Theo-
rem 1.7, we find that for j = 2, . . . ,k,
∞
∑
n1=0
∂q,x j (1− b jηy j ){cn1(x2,y2, . . . ,xk,yk)}Φ
(a1,b1)
n1 (x1,y1|q)
=
∞
∑
n1=0
∂q,y j (1− a jηx j ){cn1(x2,y2, . . . ,xk,yk)}Φ
(a1,b1)
n1 (x1,y1|q).
By equating the coefficients of Φ
(a1,b1)
n1 (x1,y1|q) in the above equation, we find that
for j = 2, . . . ,k,
∂q,x j (1− b jηy j ){cn1(x2,y2, . . . ,xk,yk)}
= ∂q,y j (1− a jηx j ){cn1(x2,y2, . . . ,xk,yk)}.
Thus by the inductive hypothesis, there exists a sequence λn1,n2,...,nk independent of
x2,y2, . . . ,xk,yk (of course independent of x1 and y1) such that
cn1(x2,y2, . . . ,xk,yk) =
∞
∑
n2,...,nk=0
λn1,n2,...,nk
×Φ
(a2,b2)
n2 (x2,y2|q) . . .Φ
(ak,bk)
nk (xk,yk|q).
Substituting this equation into (2), we complete the proof of the theorem. ⊓⊔
To determine if a given function is an analytic functions in several complex vari-
ables, one can use the following theorem (see, for example, [15, p. 28]).
Theorem 2.2 (Hartogs’ theorem). If a complex valued function f (z1,z2, . . . ,zn) is
holomorphic (analytic) in each variable separately in a domain U ∈ Cn, then, it is
holomorphic (analytic) in U.
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3 Some generating functions for Φ
(a,b)
n (x,y|q)
The following proposition is equivalent to the formula [16, Equation (2.1)]. Verma
and Jain proved this formula by using many known results in q-series and the tech-
nique of interchanging the order of summation. In this section, we will use Theo-
rem 1.7 to prove this proposition and the proof is quite different from that of Verma
and Jain.
Theorem 3.1 If m≥ 0 is an integer and max{|xt|, |yt|}< 1, then, we have
∞
∑
n=0
Φ
(a,b)
n+m (x,y|q)
tn+m
(q;q)n
=
(axt,byt;q)∞
(xt,yt;q)∞
3φ2
(
q−m,xt,yt
axt,byt
;q,q
)
.
Proof. Denote the right-hand side of the above equation by f (x,y). It is easily seen
that f (x,y) is an analytic function of x and y, for max{|xt|, |yt|} < 1. Thus, f (x,y)
is analytic at (0,0) ∈C2. A direct computation shows that
∂q,x{ f (x,y)− b f (x,qy)}= ∂q,y{ f (x,y)− a f (qx,y)}
= (1− a)(1− b)t
(axtq,bytq;q)∞
(xt,yt;q)∞
3φ2
(
q−m,xt,yt
axtq,bytq
;q,q2
)
.
Thus, by Theorem 1.7, there exists a sequence {λn} independent of x and y such
that
(axt,byt;q)∞
(xt,yt;q)∞
3φ2
(
q−m,xt,yt
axt,byt
;q,q
)
=
∞
∑
n=0
λnΦ
(a,b)
n (x,y|q).
Putting x= 0 in this equation, using Φ
(a,b)
n (0,y|q) = (b;q)ny
n, we find that
(byt;q)∞
(yt;q)∞
2φ1
(
q−m,yt
byt
;q,q
)
=
∞
∑
n=0
λn(b;q)ny
n.
Equating the coefficients of yn and using the q-binomial theorem, we find that
λn =
tn
(q;q)n
m
∑
k=0
(q−m;q)k
(q;q)k
qk(1+n) =
tn
(q;q)n−m
.
It follows that
∞
∑
n=0
λnΦ
(a,b)
n (x,y|q) =
∞
∑
n=0
tn
(q;q)n−m
Φ
(a,b)
n (x,y|q)
=
∞
∑
n=m
tn
(q;q)n−m
Φ
(a,b)
n (x,y|q).
Making the variable change n−m to n, we complete the proof of the theorem. ⊓⊔
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When m = 0, Theorem 3.1 reduces to the following proposition, which can be ob-
tained easily by multiplying two copies of the q-binomial theorem together.
Proposition 3.2 If max{|xt|, |yt|}< 1, then, we have the formula
∞
∑
n=0
Φ
(a,b)
n (x,y|q)
tn
(q;q)n
=
(axt,byt;q)∞
(xt,yt;q)∞
.
Next we will use Theorem 1.7 to prove the following theorem.
Theorem 3.3 If max{|c|, |ab|, |tx|, |ty|}< 1 and cd = ab, then, we have
∞
∑
n=0
(c;q)nΦ
(a,b)
n (x,y|q)t
n
(q,ab;q)n
=
(c,axt,byt;q)∞
(ab, tx, ty;q)∞
3φ2
(
d,xt,yt
axt,byt
;q,c
)
.
Proof. If we use f (x,y) to denote the right-hand side of the above equation, then,
using the ratio test, we find that f (x,y) is an analytic function of x and y, for
max{|c|, |ab|, |xt|, |yt|}< 1. Thus, f (x,y) is analytic at (0,0) ∈C2. A direct compu-
tation shows that
∂q,x{ f (x,y)− b f (x,qy)}= ∂q,y{ f (x,y)− a f (qx,y)}
= (1− a)(1− b)t
(c,axtq,bytq;q)∞
(ab, tx, ty;q)∞
3φ2
(
d,xt,yt
qaxt,qbyt
;q,qc
)
.
Thus, by Theorem 1.7, there exists a sequence {λn} independent of x and y such
that
(c,axt,byt;q)∞
(ab, tx, ty;q)∞
3φ2
(
d,xt,yt
axt,byt
;q,c
)
=
∞
∑
n=0
λnΦ
(a,b)
n (x,y|q).
Setting y= 0 in this equation, using Φ
(a,b)
n (x,0|q) = (a;q)nx
n, we find that
(c,axt;q)∞
(ab, tx;q)∞
2φ1
(
d,xt
axt
;q,c
)
=
∞
∑
n=0
λn(a;q)nx
n.
Using the Heine transformation formula and noting that ab= cd, we have
(c,axt;q)∞
(ab, tx;q)∞
2φ1
(
d,xt
axt
;q,c
)
= 2φ1
(a,c
ab
;q,xt
)
.
Comparing the above two equations, we find that (q,ab;q)nλn =(c;q)nt
n. This com-
pletes the proof of Theorem 3.3. ⊓⊔
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4 The proof of Theorem 1.9
Proof. If we use f (x1,y1, . . . ,xk,yk) to denote the right-hand side of the equation
in Theorem 1.9, then, using the ratio test, we find that f is an analytic function
of x1,y1, . . . ,xk,yk for max{|a|, |c|, |x1|, |y1|, . . . , |xk|, |yk|}< 1. By a direct computa-
tion, we deduce that for j = 1,2 . . . ,k,
∂q,x j (1−β jηy j ){ f}= ∂q,y j (1−α jηx j ){ f}
=
(1−α j)(1−β j)(a,α1x1,β1y1, . . . ,qα jx j,qβ jy j, . . .αkxk,βkyk;q)∞
(c,x1,y1, . . . ,x j,y j, . . . ,xk,yk;q)∞
×2k+1φ2k
(
c/a,x1,y1, . . . ,x j,y j, . . . ,xk,yk
α1x1,β1y1, . . . ,qα jx j,qβ jy j, . . . ,αkxk,βkyk
;q,qa
)
.
Thus, by Theorem 1.7, there exists a sequence {λn1,...,nk} independent of x1,y1, . . . ,xk,yk
such that
f (x1,y1, . . . ,xk,yk)
=
∞
∑
n1,...,nk=0
λn1,...,nkΦ
(α1,β1)
n1 (x1,y1|q)) · · ·Φ
(αk,βk)
nk (xk,yk|q). (3)
Setting x1 = x2 · · ·= xk = 0 in this equation, we immediately deduce that
∞
∑
n1,...,nk=0
λn1,...,nk(β1;q)n1 · · ·(βk;q)nky
n1
1 · · ·y
nk
k
=
(a,β1y1, . . . ,βkyk;q)∞
(c,y1, . . . ,yk;q)∞
k+1φk
(
c/a,y1, . . . ,yk
β1y1, . . . ,βkyk
;q,a
)
. (4)
Applying the Andrews identity in Proposition 1.8 to the right-hand side of the above
equation, we obtain
∞
∑
n1,...,nk=0
λn1,...,nk(β1;q)n1 · · · (βk;q)nky
n1
1 · · ·y
nk
k
=
∞
∑
n1,...,nk=0
(a;q)n1+···+nk(β1;q)n1 · · ·(βk;q)nky
n1
1 · · ·y
nk
k
(c;q)n1+···+nk(q;q)n1 · · · (q;q)nk
. (5)
Equating the coefficients of y
n1
1 · · ·y
nk
k on both sides of the equation, we find that
λn1,...,nk =
(a;q)n1+n2+···+nk
(c;q)n1+···+nk(q;q)n1(q;q)n2 · · · (q;q)nk
.
Substituting this into (3), we complete the proof of Theorem 1.9. ⊓⊔
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5 Another multilinear generating function
In this section we will discuss some applications of Theorem 1.7 to q-beta integrals.
The Jackson q-integral of the function f (x) from a to b is defined as
∫ b
a
f (x)dqx= (1− q)
∞
∑
n=0
[b f (bqn)− a f (aqn)]qn.
Using the q-integral notation, one can write some q-formulas in more compact
forms. For example, Sears’ nonterminating extension of the q-Saalschu¨tz summa-
tion can be rewritten in the following beautiful form, which was first noticed by
Al-Salam and Verma [1].
Proposition 5.1 If there are no zero factors in the denominator of the integral and
max{|a|, |b|, |cx|, |cy|, |ax/y|, |by/x|}< 1, then, we have
∫ y
x
(qz/x,qz/y,abcz;q)∞
(az/y,bz/x,cz;q)∞
dqz=
(1− q)y(q,x/y,qy/x,ab,acx,bcy;q)∞
(ax/y,by/x,a,b,cx,cy;q)∞
.
Using this proposition we can find the following q-integral representation for
Φ
(a,b)
k (x,y|q).
Proposition 5.2 If there are no zero factors in the denominator of the integral, then,
we have
Φ
(a,b)
k (x,y|q)
=
(ab;q)k(a,b,by/x,ax/y;q)∞
(1− q)y(q,ab,x/y,qy/x;q)∞
∫ y
x
(qz/x,qz/y;q)∞z
k
(bz/x,az/y;q)∞
dqz.
Proof. Using the generating function for Φ
(a,b)
n (x,y|q) in Proposition 3.2, we find
that
(acx,bcy;q)∞
(cx,cy;q)∞
=
∞
∑
n=0
Φ
(a,b)
n (x,y|q)c
n
(q;q)n
.
It follows that
∫ y
x
(qz/x,qz/y,abcz;q)∞
(az/y,bz/x,cz;q)∞
dqz
=
(1− q)y(q,x/y,qy/x,ab;q)∞
(ax/y,by/x,a,b;q)∞
∞
∑
n=0
Φ
(a,b)
n (x,y|q)cn
(q;q)n
.
Applying the q-partial derivative operator ∂ nq,c to act both sides of the equation, we
deduce that
(ab;q)k
∫ y
x
(qz/x,qz/y,qkabcz;q)∞
(az/y,bz/x,cz;q)∞
dqz
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=
(1− q)y(q,x/y,qy/x,ab;q)∞
(ax/y,by/x,a,b;q)∞
∞
∑
n=k
Φ
(a,b)
n (x,y|q)c
n−k
(q;q)n−k
.
Setting c= 0 in this equation, we complete the proof of Proposition 5.2. ⊓⊔
Putting a = b = 0 in Proposition 5.2, we immediately find the following q-integral
representation for the the homogeneous Rogers–Szego˝ polynomials.
Proposition 5.3 We have
hk(x,y|q) =
1
(1− q)y(q,x/y,qy/x;q)∞
∫ y
x
(qz/x,qz/y;q)∞z
kdqz.
Using Proposition 5.2 and Theorem 1.7, we can prove the following theorem.
Theorem 5.4 For max j∈{1,...,k}{|xt|, |yt|, |xu j|, |xv j|, |yu j|, |yv j|}< 1, we have
∞
∑
n1,...,nk=0
Φ
(α1,β1)
n1 (u1,v1|q) · · ·Φ
(αk,βk)
nk (uk,vk|q)
(q;q)n1 · · ·(q;q)nk
×
∫ y
x
zn1+···+nk
(qz/x,qz/y,γzt;q)∞
(bz/x,az/y,zt;q)∞
dqz
=
∫ y
x
(qz/x,qz/y,γzt,α1u1z,β1v1z, . . . ,αkukz,βkvkz;q)∞
(bz/x,az/y,zt,zu1,zv1, . . . ,zuk,zvk;q)∞
dqz.
Proof. If we use f (u1,v1, . . . ,uk,vk) to denote the right-hand side of the equation
in Theorem 5.4, then, using the ratio test, we find that f is analytic function at
(0, . . . ,0)∈C2k. For simplicity, we use I(α1,β1, . . . ,αk,βk;z) to denote the integrand
function.
By a direct computation, we easily deduce that for j = 1,2 . . . ,k,
∂q,u j(1−β jηv j ){ f}= ∂q,v j (1−α jηu j ){ f}
= (1−α j)(1−β j)
∫ y
x
zI(α1,β1, . . . ,qα j,qβ j, . . .αk,βk;z)dqz.
Thus, by Theorem 1.7, there exists a sequence {cn1,...,nk} independent of u1,v1, . . . ,uk,vk
such that
f (u1,v1, . . . ,uk,vk)
=
∞
∑
n1,...,nk=0
cn1,...,nkΦ
(α1,β1)
n1 (u1,v1|q)) · · ·Φ
(αk ,βk)
nk (uk,vk|q). (6)
Putting v1 = · · · = vk = 0 in this equation and noting that Φ
(α j ,β j)
n j (u j,0|q) =
(α j;q)n ju
n j
j for j = 1,2 . . . ,k, we find that
∞
∑
n1,...,nk=0
cn1,...,nk(α1;q)n1 · · · (αk;q)nku
n1
1 · · ·u
nk
k
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=
∫ y
x
(qz/x,qz/y,γzt,α1u1z, . . . ,αkukz;q)∞
(bz/x,az/y,zt,zu1, . . . ,zuk;q)∞
dqz.
Applying the operator ∂ n1q,u1 · · ·∂
nk
q,uk to act both sides of the equation and then setting
u1 = · · ·= uk = 0, we deduce that
cn1,...,nk(α1;q)n1 · · · (αk;q)nk(q;q)n1 · · ·(q;q)nk
= (α1;q)n1 · · · (αk;q)nk
∫ y
x
zn1+···+nk
(qz/x,qz/y,γzt;q)∞
(bz/x,az/y,zt;q)∞
dqz.
It follows that
cn1,...,nk(q;q)n1 · · · (q;q)nk
=
∫ y
x
zn1+···+nk
(qz/x,qz/y,γzt;q)∞
(bz/x,az/y,zt;q)∞
dqz.
Substituting this equation into (6), we complete the proof of Theorem 5.4. ⊓⊔
Setting a = b = 0 in Theorem 5.4 and then equating the coefficients of tm on both
sides of the resulting equation, we conclude the following proposition, which is
equivalent to [9, Theorem 7.3].
Proposition 5.5 For max j∈{1,...,k}{|xt|, |yt|, |xu j|, |xv j|, |yu j|, |yv j|}< 1, we have
∞
∑
n1,...,nk=0
Φ
(α1,β1)
n1 (u1,v1|q) · · ·Φ
(αk ,βk)
nk (uk,vk|q)
(q;q)n1 · · · (q;q)nk
×
∫ y
x
zm+n1+···+nk(qz/x,qz/y;q)∞dqz
=
∫ y
x
zm(qz/x,qz/y,α1u1z,β1v1z, . . . ,αkukz,βkvkz;q)∞
(zu1,zv1, . . . ,zuk,zvk;q)∞
dqz.
6 A q-integral formula
The Andrews–Askey integral formula [3, Theorem 1] is stated in the following
proposition.
Proposition 6.1 If there are no zero factors in the denominator of the integral, then,
we have
∫ v
u
(qx/u,qx/v;q)∞
(cx,dx;q)∞
dqx=
(1− q)v(q,u/v,qv/u,cduv;q)∞
(cu,cv,du,dv;q)∞
. (7)
Applying ∂ nq,c to act both sides of (7) and then using the q-Leibniz rule, one can
easily find the following proposition [17].
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Proposition 6.2 If there are no zero factors in the denominator of the integral, then,
we have
∫ v
u
xn(qx/u,qx/v;q)∞
(cx,dx;q)∞
dqx =
(1− q)v(q,u/v,qv/u,cduv;q)∞
(cu,cv,du,dv;q)∞
×
n
∑
j=0
[
n
j
]
q
(cv,dv;q) j
(cduv;q) j
u jvn− j.
The main result of this section is the following q-integral formula.
Theorem 6.3 If there are no zero factors in the denominator of the integral, then,
we have
∫ v
u
(qx/u,qx/v,αax,βbx;q)∞
(ax,bx,cx,dx;q)∞
dqx
=
(1− q)v(q,u/v,qv/u,cduv;q)∞
(cu,cv,du,dv;q)∞
×
∞
∑
n=0
Φ
(α ,β )
n (a,b|q)
(q;q)n
n
∑
j=0
[
n
j
]
q
(cv,dv;q) j
(cduv;q) j
u jvn− j.
Proof. If we use I(a,b) to denote the q-integral in the above theorem, then it is easy
to show that I(a,b) is analytic near (0,0) ∈C2. A straightforward evaluation shows
that
∂q,a{I(a,b)−β I(a,bq)}= ∂q,b{I(a,b)−αI(aq,b)}
= (1−α)(1−β )
∫ v
u
x(qx/u,qx/v,αqax,βqbx;q)∞
(ax,bx,cx,dx;q)∞
dqx.
Thus, by Theorem 1.7, there exists a sequence {λn} independent of a and b such
that
I(a,b) =
∫ v
u
(qx/u,qx/v,αax,βbx;q)∞
(ax,bx,cx,dx;q)∞
dqx=
∞
∑
n=0
λnΦ
(α ,β )
n (a,b|q). (8)
Setting b= 0 in the above equation and using Φ
(α ,β )
n (a,0|q) = (α;q)na
n, we imme-
diately deduce that
∫ v
u
(qx/u,qx/v,αax;q)∞
(ax,cx,dx;q)∞
dqx=
∞
∑
n=0
λn(α;q)na
n.
Applying ∂ nq,a to act both sides of the equation, setting a = 0, and using Proposi-
tion 6.2, we obtain
λn =
(1− q)v(q,u/v,qv/u,cduv;q)∞
(cu,cv,du,dv;q)∞(q;q)n
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×
n
∑
j=0
[
n
j
]
q
(cv,dv;q) j
(cduv;q) j
u jvn− j.
Substituting the above equation into (8), we complete the proof Theorem 6.3. ⊓⊔
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