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Abstract We present randomized algorithms based on block Krylov space method
for estimating the trace and log-determinant of Hermitian positive semi-definite ma-
trices. Using the properties of Chebyshev polynomial and Gaussian random matrix,
we provide the error analysis of the proposed estimators and obtain the expectation
and concentration error bounds. These bounds improve the corresponding ones given
in the literature. Numerical experiments are presented to illustrate the performance
of the algorithms and to test the error bounds.
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1 Introduction
Computing the trace and the log-determinant of Hermitian positive semi-definite ma-
trices finds many applications in various problems such as inverse problem [11],
generalized cross validation [9], spatial statistics [28], and so on. Naturally, it is
a straightforward problem if the matrices are explicitly defined and we can access
the individual entries. For example, a standard approach for computing the determi-
nant of Hermitian positive definite matrices is to leverage its LU decomposition or
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Cholesky decomposition [15, Section 14.6]. However, in big data age, it is difficult or
expensive to explicitly access the individual entries or we can only access the matrix
through matrix vector products. We will focus on the latter case in this paper. For this
case, seeking the estimators with high accuracy for trace and log-determinant will be
of great interest.
For the trace of Hermitian positive semi-definite matrix A, the popular and simple
estimator is the Monte Carlo estimator proposed by Hutchinson [18]:
Tr(A)≈ 1
N
N
∑
i=1
ciA
T ci,
where N is the sample size, and ci are the independently and identically distributed
(i.i.d.) Rademacher random vectors. Hutchinson [18] showed that this estimator is
unbiased. Later, by replacing the i.i.d. random vectors ci with Gaussian random vec-
tors, random unit vectors, or columns of the identity matrix sampled uniformly, some
scholars produced some other unbiased estimators [3,24], where Avron and Toledo
[3] first considered the number of Monte Carlo samples N with which a relative error
ε with probability 1− δ can be achieved and defined an (ε , δ ) estimator:
P
[
‖Tr(A)− 1
N
N
∑
i=1
ciA
T ci‖6 εTr(A)
]
> 1− δ .
Some lower bounds for N for different choice of the random vectors ci were provided
in [3], which were improved by Roosta-Khorasani and Ascher [24]. In 2017, Lin
[20] proposed two new trace estimators from the view of the randomized low-rank
approximation of the matrix A with order n:
Tr(A)≈ Tr(AΩ(Ω ∗AΩ)†(AΩ)∗),
Tr(A)≈ Tr(AΩ((AΩ)∗AΩ)†((AΩ)∗A(AΩ))((AΩ)∗AΩ)†(AΩ)∗),
where Ω is a Gaussian randommatrix of size n×kwith k≪ n and, for a matrix X , X†
denotes its Moore-Penrose inverse. The author mainly investigated the first estimator
and found that the method can be much faster than the Monte Carlo estimator. How-
ever, there was no formal error analysis for this estimator provided in [20]. Later,
Saibaba et al. [26] also presented a new trace estimator based on randomized low-
rank approximation and provided detailed error analysis to validate the theoretical
reliability of the estimator.
For the log-determinant of Hermitian positive definite matrix A, a popular ap-
proach is to combine the identity logdetA = Tr(logA) with the Monte Carlo es-
timators for trace introduced above. With this idea, Barry and Pace [4] first pro-
posed the Monte Carlo estimator of log-determinant for large sparse matrix. Later,
Zhang and Leithead [29] generalized the estimator to general Hermitian positive def-
inite matrix. However, both of the above two papers didn’t provide the rigorous er-
ror analysis of these estimators. Recently, Boutsidis et al. [5] continued the above
work and investigated the error analysis in detail based on the results from [3]. In the
above log-determinant estimators [4,29,5], the Taylor expansion was used to expand
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log(A). Pace and LeSage [23] first introduced Chebyshev approximation to approx-
imate log(A), however, they didn’t combine the approximation with Monte Carlo
estimators for trace and there was no formal error analysis. These works were done
by Han et al. [14] and they also generalized the method to trace estimator for matrix
function [13]. In addition, some scholars also used Cauchy integral formula or spline
to expand log(A) and to devise the estimators for log-determinant [2,1]. Recently,
based on randomized low-rank approximation of matrix, Saibaba et al. [26] proposed
a new log-determinant estimator without using Taylor expansion or Chebyshev ap-
proximation, and discussed the error analysis for this estimator in detail.
For the more accurate trace and log-determinant estimators given in [26], a main
and attractive feature is that they took advantage of randomized subspace iteration
algorithm, which has been extensively studied and found many applications [12,8,
10]. In recent years, some scholars found that the randomized block Krylov space
methods have more advantage compared randomized subspace iteration algorithm
[21,6,27]. For example, the former has faster eigenvalue convergence rate when the
target matrix has a large eigenvalue gap whose location is known. As a result, the
randomized block Krylov space method receives more and more attention from the
points of view of theory and applications [21,6,27,7]. Inspired by the advantage of
the randomized block Krylov space method and the work of Saibaba et al. [26], we
consider the new estimators for trace and log-determinant of Hermitian positive defi-
nite matrices and their error analysis in the present paper. The obtained error bounds
for these estimators will be tighter than the corresponding ones given in [26] in most
of cases.
The rest of this paper is organized as follows. Section 2 presents some prelim-
inaries. In Section 3, we provide the main algorithms and the error analysis of our
estimators. The comparisons between our results with the ones from [26] are also
discussed in this section. Section 4 is devoted to numerical experiments to illustrate
our new randomized estimators and to test the error bounds. Finally, the concluding
remarks of the whole paper are presented.
2 Preliminaries
In this section, we first clarify our assumptions. Then, we review some results on
Chebyshev polynomials and the algorithms from [26].
2.1 Assumptions
Throughout this paper, we assume that A∈Cn×n is a Hermitian positive semi-definite
matrix and has the following eigenvalue decomposition:
A=UΛU∗, Λ = diag(λ1 · · ·λn) ∈ Rn×n, (2.1)
where U ∈ Cn×n is unitary, the eigenvalues satisfy λ1 ≥ · · · ≥ λn, and we assume
there is a gap in these eigenvalues: λk > λk+1. As done in [26], we partition Λ andU
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as follows
Λ =
(
Λ1
Λ2
)
, U =
(
U1 U2
)
,
where Λ1 ∈ Rk×k, Λ2 ∈R(n−k)×(n−k),U1 ∈Cn×k, andU2 ∈Cn×(n−k).
Given a number q > 1 and a Gaussian random matrix Ω ∈ Cn×l with k 6 l =
k+ p≪ n, set
Kq =
(
AΩ ,A2Ω , · · · ,AqΩ) .
Like [6], we write
Kq = range
(
AΩ ,A2Ω , · · · ,AqΩ) ,
call it the block Krylov space in A and Ω , and assume dim(Kq) = ql. That is, Kq has
full column rank. It is known that the elements of the Krylov subspace Kq can be
expressed in terms of matrices φ (A)Ω ∈ Cn×l [19,6], where φ (·) is a polynomial of
degree q. Considering the eigenvalue decomposition of A in (2.1), it is easy to verify
that
K = φ (A)Ω =Uφ (Λ)U∗Ω ,
where
φ (Λ) = diag
(
φ (λ1) , φ (λ2) , · · · , φ (λn)
)
=
(
φ(Λ1)
φ(Λ2)
)
.
Like [10,26], we denote Ω̂ =U∗Ω and hence
Ω̂ =
(
U∗1 Ω
U∗2 Ω
)
=
(
Ω̂1
Ω̂2
)
,
where Ω̂1 =U
∗
1 Ω ∈Ck×l and Ω̂2 =U∗2 Ω ∈ C(n−k)×l. We assume that rank(Ω̂1) = k,
and hence its Moore-Penrose inverse Ω̂ †1 satisfies Ω̂1Ω̂
†
1 = Ik.
2.2 Chebyshev polynomials
The qth degree Chebyshev polynomial is recursively defined as follows
T0 (x)≡ 1; T1 (x)≡ x; Tq (x)≡ 2qTq−1 (x)−Tq−2 (x) .
They can also be expressed as
Tq (x) =

(
x+
√
x2−1
)q
+
(
x−
√
x2−1
)q
2
, x≥ 1,
cos(qarccos(x)) , −1≤ x≤ 1.
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By Chebyshev polynomials, we construct a polynomial f (·) with degree q− 1,
which will play an important role in our error analysis for algorithms.
f (x) =
Tq−1
(
2x−λk+1
λk+1
)
Tq−1
(
2λk−λk+1
λk+1
) , (2.2)
where λk+1 and λk are the eigenvalues of A. By the properties of Chebyshev polyno-
mials [21,6], we can check that the polynomial f (x) has the following properties:
1. f (λi)≥ 1, when 1≤ i≤ k;
2. | f (λi) | ≤ T−1q−1
(
2λk−λk+1
λk+1
)
, when k+ 1≤ i≤ n.
From the property 1, it follows that f (Λ1) is nonsingular, and∥∥ f−1 (Λ1)∥∥2 ≤ 1. (2.3)
From the property 2, we have that
‖ f (Λ2)‖2 ≤ T−1q−1
(
2λk−λk+1
λk+1
)
. (2.4)
2.3 Randomized subspace iteration algorithm
The following algorithmwas proposed by Saibaba et al. [26]. Based on the algorithm,
the authors presented the estimators of trace and log-determinant: Tr(A)≈ Tr(T ) and
logdet(I+A)≈ logdet(I+T ).
Algorithm 1: Randomized subspace iteration [26]
Input: A ∈Cn×n: Hermitian positive semi-definite matrix; k: target rank; q:
number of subspace iteration; Ω ∈ Cn×l: Gaussian random matrix with
k ≤ l = k+ p≪ n.
Output: T ∈ Cl×l .
1. Multiply Y = AqΩ ;
2. Thin QR factorization Y = QR;
3. Compute T = Q∗AQ.
From this algorithm, it is easy to find that the information in AΩ ,A2Ω , · · · , Aq−1Ω
is discarded when computing Q. Collecting these information and using them for
computing Q is one of the main motivations of this study, and is also an important
topic in the field of randomized algorithm [21,6,27,7].
3 Algorithms and error analysis
In this section, we first introduce our algorithms for estimating the trace and log-
determinant, and then present the error bounds of these new estimators and their
proofs.
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3.1 Algorithms
Algorithm 2: Randomized block Krylov space method
Input: A ∈Cn×n: Hermitian positive semi-definite matrix; k: target rank; q:
number of block Krylov space iterations; Ω ∈ Cn×l: Gaussian random
matrix with k ≤ l = k+ p≪ n.
Output: T ∈ Cql×ql .
1. Multiply and collect Kq =
(
AΩ ,A2Ω , · · · ,AqΩ);
2. Thin QR factorization Kq = QqRq;
3. Compute T = Q∗qAQq.
Comparingwith Algorithm 1, we can find that the randomized blockKrylov space
method collects the information discarded in Algorithm 1 and hence will be more ac-
curate in theory. Numerical experiments in Section 4 also confirm this result. More-
over, the complexity of Algorithm 2 is only a little higher than that for Algorithm 1.
This is because the main parts of complexity of the two algorithms, i.e., the complex-
ity in step 1, are the same. Only in steps 2 and 3, the complexity of our algorithm
increases. The factor l in complexity is increased to ql. Since q is a small number, the
total complexity doesn’t change very much. In addition, similar to the discussions in
[26], Algorithm 2 is only an idealized version and the idealized block Krylov space
iteration can be numerically unstable. In practice, we can alternate matrix products
and QR factorizations to tackle this problem [25, Algorithm 5.2].
3.2 Error bounds
Theorem 3.1 (Expectation bounds) Let T =Q∗qAQq be computed by Algorithm 2 and
furthermore, let p≥ 2. Then
0≤ E [Tr(A)−Tr(T )]≤
(
1+
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
Cge
)
Tr(Λ2)
and
0 ≤ E[logdet(In+A)− logdet(Iql +T)]
≤ logdet
(
In−k+
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
CgeΛ2
)
+ logdet(In−k+Λ2),
where Cge =
p+1
p−1(µ +
√
2)2( 1
2pi(p+1))
1
p+1 ( e
√
l
p+1)
2 with µ =
√
n− k+√l.
Theorem 3.2 (Concentration bounds) Let T = Q∗qAQq be computed by Algorithm 2
and furthermore, let p≥ 2. If 0≤ δ ≤ 1, then with probability at least 1− δ
0≤ Tr(A)−Tr(T )≤
(
1+
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
Cg
)
Tr(Λ2)
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and
0 ≤ logdet(In+A)− logdet(Iql+T )
≤ logdet
(
In−k+
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
CgΛ2
)
+ logdet(In−k+Λ2),
where Cg =
(
µ +
√
2log 2δ
)2
( 2δ )
2
p+1 ( e
√
l
p+1)
2 with µ =
√
n− k+√l.
In [26], Saibaba et al. presented the following error bounds for estimators of trace
and log-determinant produced by Algorithm 1.
Theorem 3.3 (Expectation bounds) [26] Let T = Q∗AQ be computed by Algorithm
1 and furthermore, let p≥ 2. Then
0≤ E [Tr(A)−Tr(T )]≤
(
1+
(
λk+1
λk
)2q−1
Cge
)
Tr(Λ2)
and
0 ≤ E [logdet(In+A)− logdet(Il +T )]
≤ logdet
(
In−k+
(
λk+1
λk
)2q−1
CgeΛ2
)
+ logdet(In−k+Λ2).
Theorem 3.4 (Concentration bounds) [26] Let T =Q∗AQ be computed by Algorithm
1 and furthermore, let p≥ 2. If 0≤ δ ≤ 1, then with probability at least 1− δ
0≤ Tr(A)−Tr(T )≤
(
1+
(
λk+1
λk
)2q−1
Cg
)
Tr(Λ2)
and
0 ≤ logdet(In+A)− logdet(Il +T)
≤ logdet
(
In−k+
(
λk+1
λk
)2q−1
CgΛ2
)
+ logdet(In−k+Λ2).
Note that
2λk−λk+1
λk+1
≥ λk
λk+1
> 1,
and Tq−1(x) increases faster than xq−1 when q> 3 and x> 1. Thus, the term
T−2q−1 ((2λk−λk+1)/λk+1)
in our bounds is smaller than (λk+1/λk)
2q−2
in the bounds in Theorems 3.3 and 3.4
when q > 3. However, it must be pointed out that the order of the matrix T in the
bounds in Theorems 3.3 and 3.4 is l not ql. If we set the order to be ql, i.e., set
p = ql− k, the terms Cge and Cg in Theorems 3.3 and 3.4 will become small and
hence the boundswill be reduced. In this case, our bounds can’t be always tighter than
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the corresponding ones in Theorems 3.3 and 3.4 when q > 3. However, numerical
experiments show that in most of cases, our bounds are tighter. The following are
some simple examples.We set n= 3000,k= 30, p= 10,λk/λk+1= 20, and δ = 0.01,
and q= 3,4,5, respectively. Upon some computations, we have Table 3.1, whereCgeq
andCgq are derived fromCge andCg, respectively, by replacing p with ql− k.
Table 3.1 Comparison of terms appearing in bounds for different values of q
q 3 4 5
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
Cge 4.2541e-05 6.9946e-09 1.1500e-12(
λk+1
λk
)2q−1
Cgeq 1.4266e-04 2.4408e-07 4.7055e-10
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)
Cg 1.4210e-04 2.3363e-08 3.8414e-12(
λk+1
λk
)2q−1
Cgq 1.7747e-04 2.8924e-07 5.4284e-10
3.3 Proofs of Theorems 3.1 and 3.2
We only prove the structural (deterministic) error bounds for trace and log-determinant
estimators, i.e., we consider Ω to be any matrix satisfying assumptions given in Sec-
tion 2.1. The final results, i.e., the expectation and concentration error bounds in
Theorems 3.1 and 3.2, can be derived immediately as done in [26, Sections 4.1.1 and
4.1.2] by combining the structural error bounds in Theorems 3.5 and 3.6 given below
and [26, Lemmas 4 and 5]. We first do some preparation for these proofs. A useful
lemma is listed as follows.
Lemma 3.1 [10] Assume that X ∈Cl×l is nonsingular, and the thin QR factorizations
of K and KX are K = QR and KX = Q˜R˜, respectively. Then
QQ∗ = Q˜Q˜∗.
This simple result plays an important role in deriving error bounds because we can
choose a special X to achieve the useful information of range of K. This technique
was proposed by Gu [10]. Now we introduce how to find the special X . Using the
notation introduced in Section 2.1, we write K as follows,
K =Uφ (Σ) Ω̂ =U
(
φ (Λ1)
φ (Λ2)
)(
Ω̂1
Ω̂2
)
=U
(
φ (Λ1)Ω̂1
φ (Λ2)Ω̂2
)
. (3.1)
To make the last block matrix in (3.1) be simplified, we choose a matrix X in the
following form:
X =
(
Ω̂ †1φ
−1 (Λ1) , X2
)
∈ Cl×l ,
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where X2 ∈Cl×p is such that X is nonsingular and Ω̂1X2 = 0. Thus,
KX =U
(
Ik 0
H1 H2
)
,
where
H1 = φ (Λ2) Ω̂2Ω̂
†
1φ
−1 (Λ1) , H2 = φ (Λ2) Ω̂2X2. (3.2)
In accord with the above block form, we write the thin QR factorization of KX in the
following form:
KX = Q˜R˜=
(
Q˜1, Q˜2
)(R˜11 R˜12
R˜22
)
=U
(
Ik 0
H1 H2
)
. (3.3)
As a result, we have the following thin QR factorization
U
(
Ik
H1
)
= Q˜1R˜11, (3.4)
which will be used in our error analysis.
Furthermore, we also need the following three results.
Lemma 3.2 Suppose range(N) ⊂ range(M). Then, for any Hermitian positive semi-
definite matrix A, the following inequality holds
Tr(PNA)6 Tr(PMA),
where PN and PM are the orthogonal projections on range(N) and range(M), respec-
tively.
Proof From the proof of [12, Proposition 8.5], we know PN  PM, where  denotes
the Lo¨wner partial order [17, Definition 7.7.1]. Then, by the known conjugation rule
(see e.g., [17, Theorem 7.7.2]),
A
1
2PNA
1
2  A 12PMA 12 .
Further, by the properties of Lo¨wner partial order and trace, we have
Tr
(
A
1
2PNA
1
2
)
 Tr
(
A
1
2PMA
1
2
)
, i.e., Tr(PNA)6 Tr(PMA).
⊓⊔
Lemma 3.3 For any two Hermitian positive semi-definite matrices A and B with the
same order, the following inequalities hold
Tr(AB)6 Tr(A)λmax(B)6 Tr(A)Tr(B),
Tr(AB)6 λmax(A)Tr(B)6 Tr(A)Tr(B),
where λmax(A) and λmax(B) are the largest eigenvalues of A and B, respectively.
Proof These inequalities are well-known results and can be derived from, e.g., von
Neumann trace theorem [17, Theorem 7.4.1.1] directly. ⊓⊔
Lemma 3.4 [22, Corollary 2.1] If B ∈ Cm×n and C ∈ Cn×m, then
det(Im±BC) = det(In±CB).
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3.3.1 Structural bounds for trace estimator
Theorem 3.5 Let T = Q∗qAQq be computed by Algorithm 2. Then
0≤ Tr(A)−Tr(T )≤
(
1+T−1q−1
(
2λk−λk+1
λk+1
)∥∥∥Ω̂2Ω̂ †1∥∥∥
2
)
Tr(Λ2) . (3.5)
When 0<
∥∥∥Ω̂2Ω̂ †1∥∥∥
2
6
λk
λk+1
Tq−1(
2λk−λk+1
λk+1
), the following bound is tighter,
0≤ Tr(A)−Tr(T )≤
(
1+
λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)∥∥∥Ω̂2Ω̂ †1∥∥∥2
2
)
Tr(Λ2) . (3.6)
Proof The lower bound has been proven in [26, Lemma 1]. In the following, we show
that the upper bounds hold.
Since K = φ (A)Ω is an element of Kq, we have
range(K)⊂Kq.
Thus, by Lemma 3.1, we get
range(Q˜) = range(Q)⊆ range(Qq), (3.7)
which together with Lemma 3.2 and (3.3) implies
Tr(A)−Tr(T ) = Tr(A)−Tr(Q∗qAQq) = Tr(A)−Tr(QqQ∗qA)
≤ Tr(A)−Tr(QQ∗A) = Tr(A)−Tr(Q˜Q˜∗A)
≤ Tr(A)−Tr(Q˜1Q˜∗1A) = Tr(A)−Tr(Q˜∗1AQ˜1). (3.8)
From (3.4), we have
Q˜1 =U
(
Ik
H1
)
R˜−111 and R˜
∗
11R˜11 = Ik+H
∗
1H1. (3.9)
As a result,
Q˜∗1AQ˜1 = (R˜
∗
11)
−1 (Ik, H∗1 )U∗U(Λ1 Λ2
)
U∗U
(
Ik
H1
)
R˜−111
= (R˜∗11)
−1(Λ1+H∗1Λ2H1)R˜
−1
11 , (3.10)
and hence
Tr(Q˜∗1AQ˜1) = Tr((Λ1+H
∗
1Λ2H1)(R˜
∗
11R˜11)
−1) = Tr((Λ1+H∗1Λ2H1)(Ik+H
∗
1H1)
−1)
= Tr(Λ1(Ik+H
∗
1H1)
−1)+Tr(Λ2H1(Ik+H∗1H1)
−1H∗1 ). (3.11)
Substituting (3.11) into (3.8) and noting Tr(A) = Tr(Λ1) +Tr(Λ2) and Lemma 3.3
gives
Tr(A)−Tr(T ) ≤ Tr(Λ1(Ik− (Ik+H∗1H1)−1))+Tr(Λ2(Ik−H1(Ik+H∗1H1)−1H∗1 ))
≤ Tr(Λ1(Ik− (Ik+H∗1H1)−1))
+ Tr
(
Λ2
)
λmax(Ik−H1(Ik+H∗1H1)−1H∗1 )
≤ Tr(Λ1(Ik− (Ik+H∗1H1)−1))+Tr
(
Λ2
)
. (3.12)
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Note that
(Ik+H
∗
1H1)
−1 = Ik−H∗1 (In−k+H1H∗1 )−1H1.
Then
Tr(Λ1(Ik− (Ik+H∗1H1)−1)) = Tr(Λ1H∗1 (In−k+H1H∗1 )−1H1).
Further, setting φ(x) = x f (x), where f (x) is defined in (2.2), and considering H1 in
(3.2), von Neumann trace theorem [17, Theorem 7.4.1.1], and singular value inequal-
ities [16, Theorem 3.3.14], we have
Tr(Λ1(Ik − (Ik+H∗1H1)−1))
= Tr(Λ1Λ
−1
1 f
−1(Λ1)(Ω̂2Ω̂ †1 )
∗Λ2 f (Λ2)(In−k+H1H∗1 )
−1H1)
≤
k
∑
j=1
σ j
(
f−1(Λ1)(Ω̂2Ω̂ †1 )
∗Λ2 f (Λ2)
)
σ j
(
(In−k+H1H∗1 )
−1H1
)
≤
k
∑
j=1
σ j
(
f−1(Λ1)(Ω̂2Ω̂ †1 )
∗Λ2 f (Λ2)
)∥∥(In−k+H1H∗1 )−1H1∥∥2
≤
∥∥ f−1(Λ1)∥∥2 ‖ f (Λ2)‖2∥∥∥Ω̂2Ω̂ †1∥∥∥2∥∥(In−k+H1H∗1 )−1H1∥∥2Tr(Λ2),
which combined with (2.3) and (2.4) leads to
Tr(Λ1(Ik− (Ik+H∗1H1)−1))
≤ T−1q−1
(
2λk−λk+1
λk+1
)∥∥∥Ω̂2Ω̂ †1∥∥∥
2
∥∥(In−k+H1H∗1 )−1H1∥∥2Tr(Λ2). (3.13)
Furthermore, from [26], we have∥∥(In−k+H1H∗1 )−1H1∥∥2 ≤ 1, (3.14)
or ∥∥(In−k+H1H∗1 )−1H1∥∥2 ≤ ‖H1‖2 ≤ ‖Λ2 f (Λ2)‖2∥∥Λ−11 f−1(Λ1)∥∥2∥∥∥Ω̂2Ω̂ †1∥∥∥2
≤ λk+1
λk
T−1q−1
(
2λk−λk+1
λk+1
)∥∥∥Ω̂2Ω̂ †1∥∥∥
2
. (3.15)
Thus, combining (3.12), (3.13), (3.14), and (3.15), we derive the desired upper bounds
(3.5) and (3.6). ⊓⊔
3.3.2 Structural bounds for log-determiant estimator
Theorem 3.6 Let T = Q∗qAQq be computed by Algorithm 2. Then
0 ≤ logdet(In+A)− logdet(Iql +T )
≤ logdet(In−k+ηΛ2)+ logdet(In−k+Λ2), (3.16)
where η =
λk+1
λk
T−2q−1(
2λk−λk+1
λk+1
)
∥∥∥Ω̂2Ω̂ †1∥∥∥2
2
.
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Proof The lower bound has been derived in [26, Lemma 2]. It is sufficient to show
that the upper bound holds.
From (3.7), it follows that there is an orthonormal matrix Y ∈ Cl×l such that
Q= QqY , and hence
Q∗AQ= Y ∗Q∗qAQqY = Y
∗TY.
Thus, by the proved lower bound, i.e.,
logdet(In+A)− logdet(Iql+T )> 0, (3.17)
we have
logdet(Iql +T)− logdet(Il +Y∗TY )> 0.
That is,
logdet(Iql +Q
∗
qAQq)− logdet(Il +Q∗AQ)> 0.
Thus,
logdet(In+A)− logdet(Iql +T)≤ logdet(In+A)− logdet(Il +Q∗AQ).
By Lemmas 3.4 and 3.1, it is seen that
logdet(In+A)− logdet(Iql+T ) ≤ logdet(In+A)− logdet(Il +QQ∗A)
= logdet(In+A)− logdet(Il + Q˜Q˜∗A)
= logdet(In+A)− logdet(Il + Q˜∗AQ˜).(3.18)
From (3.3), we can check that Q˜1= Q˜
(
Ik
0
)
and
(
Ik
0
)
is orthonormal. Thus, by (3.17)
again, we have
logdet(Il + Q˜
∗AQ˜)> logdet(Ik+ Q˜∗1AQ˜1),
which together with (3.18) gives
logdet(In+A)− logdet(Iql+T )≤ logdet(In+A)− logdet(Ik+ Q˜∗1AQ˜1). (3.19)
SettingM = Q˜∗1AQ˜1 and considering (3.10), we get
M = (R˜∗11)
−1(Λ1+H∗1Λ2H1)R˜
−1
11 .
Thus, by Lemma 3.4 and noting (3.9), we have
logdet(Ik+M) = logdet(Ik+M1) = logdet(Ik+M2), (3.20)
where
M1 = (Λ1+H
∗
1Λ2H1)(R˜
∗
11R˜11)
−1 = (Λ1+H∗1Λ2H1)(I+H
∗
1H1)
−1,
M2 = (I+H
∗
1H1)
− 12 (Λ1+H∗1Λ2H1)(I+H
∗
1H1)
− 12
 (I+H∗1H1)−
1
2 Λ1(I+H
∗
1H1)
− 12 =M3.
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Combining the properties of Lo¨wner partial order [17, Corollary 7.7.4] with (3.20)
implies
logdet(Ik+M)≥ logdet(Ik+M3).
As done in [26], we can show that logdet(Ik+M3) = logdet(Ik+M4), where
M4=Λ
1
2
1 (I+H
∗
1H1)
−1Λ
1
2
1 ,
and
logdet(Ik+Λ1)− logdet(Ik+M4) = logdet(M5),
where
M5 = (Ik+M4)
− 12 (Ik+Λ1)(Ik+M4)−
1
2
= (Ik+M4)
−1+(Ik+M4)−
1
2 Λ1(Ik+M4)
− 12 .
Further, as done in [26], we have
M5 = Ik+(Ik+M4)
− 12 (Λ1−M4)(Ik+M4)−
1
2 = Ik+M6,
where
M6 = (Ik+M4)
− 12 (Λ1−M4)(Ik+M4)−
1
2  (Ik+M4)−
1
2 Λ
1
2
1 H
∗
1H1Λ
1
2
1 (Ik+M4)
− 12 ,
and hence
M5  Ik+(Ik+M4)−
1
2 Λ
1
2
1 H
∗
1H1Λ
1
2
1 (Ik+M4)
− 12  Ik+Λ
1
2
1 H
∗
1H1Λ
1
2
1 .
Thus, considering (3.19) and (3.20) and using Lemma 3.4, we have
logdet(In+A) − logdet(Iql+T )
≤ logdet(Ik+Λ1)− logdet(Ik+M)+ logdet(In−k+Λ2)
≤ logdet(Ik+Λ
1
2
1 H
∗
1H1Λ
1
2
1 )+ logdet(In−k+Λ2)
= logdet(In−k+H1Λ1H∗1 )+ logdet(In−k+Λ2). (3.21)
Further, noting H1 in (3.2), φ(x) = x f (x), and Lemma 3.4, we have
logdet(In−k+H1Λ1H∗1 )
= logdet
(
In−k+φ(Λ2)Ω̂2Ω̂ †1φ
−1(Λ1)Λ1φ−1(Λ1)(Ω̂2Ω̂ †1 )
∗φ(Λ2)
)
= logdet(In−k+Λ2 f (Λ2)Ω̂2Ω̂ †1 f
−1(Λ1)Λ−11 f
−1(Λ1)(Ω̂2Ω̂ †1 )
∗Λ2 f (Λ2))
= logdet(Ik+Λ
− 12
1 f
−1(Λ1)(Ω̂2Ω̂ †1 )
∗ f (Λ2)Λ
1
2
2 Λ2Λ
1
2
2 f (Λ2)Ω̂2Ω̂
†
1 f
−1(Λ1)Λ
− 12
1 )
= logdet(Ik+G
∗Λ2G), (3.22)
where
G= Λ
1
2
2 f (Λ2)Ω̂2Ω̂
†
1 f
−1(Λ1)Λ
− 12
1 .
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As done in [26], from [16, Theorem 3.3.16], we can derive
det(Ik+G
∗Λ2G)≤
n−k
∏
j=1
(In−k+σ j(GG∗Λ2))≤
n−k
∏
j=1
(In−k+ ‖GG∗‖2 σ j(Λ2))
≤ det(In−k+ ‖G‖22Λ2).
Substituting the about result into (3.22) and then into (3.21) gives
logdet(In+A) − logdet(Iql +T)
≤ logdet(In−k+ ‖G‖22Λ2)+ logdet(In−k+Λ2). (3.23)
Further, noting (2.3) and (2.4), we obtain
‖G‖22 =
∥∥∥∥Λ 122 f (Λ2)Ω̂2Ω̂ †1 f−1(Λ1)Λ− 121 ∥∥∥∥2
2
≤ λk+1
λk
∥∥ f−1(Λ1)∥∥22 ‖ f (Λ2)‖22∥∥∥Ω̂2Ω̂ †1∥∥∥22
≤ λk+1
λk
T−2q−1
(
2λk−λk+1
λk+1
)∥∥∥Ω̂2Ω̂ †1∥∥∥2
2
= η ,
which together with (3.23) implies the desired upper bound. ⊓⊔
4 Numerical experiments
In this section, we take two examples from [26] to demonstrate the performance of
our algorithms and compare them with randomized subspace iteration algorithms
given in [26]. We also test the structural upper bounds given Theorems 3.5 and 3.6
by these two examples. In these experiments, the relative errors in trace and log-
determinant estimators are defined as
∆t ≡ Tr(A)−Tr(T )
Tr(A)
, ∆l ≡
logdet(I+A)− logdet(I+T )
logdet(I+A)
,
and all computations are carried out in MATLAB 2016b.
4.1 Small matrices
The eigenvalues of the test matrix A satisfy λ j+1 = τ
jλ1 for j = 1,2, · · · ,n− 1. In
contrast to [26], we set the order of the matrix A to be 1280×1280.By setting suitable
values of τ and λ1, we do the following four specific numerical experiments.
1. Test the performance of Algorithm 2 when p= 20, q= 3, λ1 = 100, and τ varies
from 0.98 to 0.86.
2. Test the performance of Algorithm 2 when p = 20, λ1 = 100, τ = 0.90, and q
varies from 1 to 5.
3. Compare Algorithms 1 and 2, when p= 20, q= 3, λ1 = 100, and τ = 0.92.
4. Test the structural error bounds when p= 20, q= 3, λ1 = 100, and τ = 0.90.
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The first experiment is used to test the effect of gap on the algorithms. Numer-
ical results are displayed in Fig. 4.1. It is easy to see that both the trace and log-
determinant estimators are increasingly accurate as the eigenvalue gap increases.
Note that hereafter the relative error is plotted against the sample size l = k+ p.
Since p is fixed, increasing the sample size means to increase in the target rank k. As
a result, the location of the gap is changing.
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-15
-10
-5
0
lo
g1
0
t
Relative Error-Trace
=0.98
=0.95
=0.92
=0.89
=0.86
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-15
-10
-5
0
lo
g1
0
l
Relative Error-logdet
=0.98
=0.95
=0.92
=0.89
=0.86
Fig. 4.1 Accuracy of (left) trace and (right) log-determinant estimators produced by Algorithm 2 for small
matrix with τ varying from 0.98 to 0.86. The relative error is plotted against the sample size
The second experiment is used to test the effect of block Krylov space iteration
parameter q on the algorithms. Numerical results are displayed in Fig. 4.2, which
shows that the accuracy of both the trace and log-determinant estimators increases as
the parameter q increases for a fixed target rank k. However, the growth is slowing as
q is increasing. As pointed out in [26], this is because the overall error is dominated
by Tr(Λ2) and logdet(In−k+Λ2).
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-14
-12
-10
-8
-6
-4
-2
0
lo
g1
0
t
Relative Error-Trace
q=1
q=2
q=3
q=4
q=5
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-14
-12
-10
-8
-6
-4
-2
0
lo
g1
0
l
Relative Error-logdet
q=1
q=2
q=3
q=4
q=5
Fig. 4.2 Accuracy of (left) trace and (right) log-determinant estimators produced by Algorithm 2 for small
matrix with q varying from 1 to 5. The relative error is plotted against the sample size
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In the third experiment, we compare Algorithms 1 and 2 for a special setting on
sampling parameter p, block Krylov space iteration parameter q, and eigenvalue gap
τ . Numerical results are displayed in Fig. 4.3, fromwhich we can find that the estima-
tors produced by Algorithm 2 is always more accurate than the corresponding ones
produced by Algorithm 1, and the differences increase as the sample size increases.
In this experiment, we set q = 3. We also do the experiments for q > 2. The results
are similar and the differences for fixed target rank k will increase when q increases.
Of course, the two algorithms behave the same when q= 1.
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-12
-10
-8
-6
-4
-2
0
lo
g1
0
t
Relative Error-Trace
Algorithm 1
Algorithm 2
20 30 40 50 60 70 80 90 100 110 120
l=k+p
-12
-10
-8
-6
-4
-2
0
lo
g1
0
l
Relative Error-logdet
Algorithm 1
Algorithm 2
Fig. 4.3 Comparisons of Algorithms 1 and 2 for (left) trace and (right) log-determinant estimators for
small matrix. The relative error is plotted against the sample size
In the fourth experiment, we test the accuracy of our structural error bounds.
Specifically, we compare the error bounds (3.5), (3.6), and (3.16) with the corre-
sponding best error bounds Tr(Λ2) and logdet(In−k+Λ2). It should be clarified that
the results displayed in Fig. 4.4 are all relative error bounds. That is, they are divided
by Tr(A) and logdet(In+A), respectively. These results suggest that our bounds are
effective. Especially, the bounds for trace estimator are qualitatively similar to the
best error bound and the bound (3.5) is also quantitatively within a factor of 10 of
the best error bound. For log-determinant estimator, the differences between the error
bound (3.16) and the best bound become a little larger when sample size increases.
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Upper bound (3.6)
Best bound
20 30 40 50 60 70 80 90 100 110 120
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-2
-1.5
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-0.5
0
0.5
1
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g1
0
l
Relative Error-logdet
Upper bound (3.16)
Best bound
Fig. 4.4 Comparisons of new error bounds and the best error bounds for (left) trace and (right) log-
determinant estimators for small matrix. The relative error is plotted against the sample size
4.2 Medium sized matrices
The test matrix A is defined as
A≡
40
∑
j=1
h
j2
x jx
T
j +
300
∑
j=41
l
j2
x jx
T
j . (4.1)
In contrast to [26], we set the dimension of the sparse vectors x j with random non-
negative entries to be 20000. So the matrix A is of size 20000× 20000. Note that x j
are not orthonormal. They are generated by the Matlab command
x j = sprand(20000,1,0.025). By setting suitable values of h and l, we do the follow-
ing four specific numerical experiments.
1. Test the performance of Algorithm 2 when p = 20, h = 10, l = 1, and q varies
from 1 to 5.
2. Test the performance of Algorithm 2 when p = 20, h= 1000, l = 1, and q varies
from 1 to 5.
3. Compare Algorithms 1 and 2, when p= 20, q= 3, h= 10, and l = 1.
4. Compare Algorithms 1 and 2, when p= 20, q= 3, h= 1000, and l = 1.
Numerical results of these experiments are displayed in Figs. 4.5–4.8, respec-
tively, which show the similar results found in the experiments in Section 4.1. That
is, the accuracy of both estimators increases as the parameter q increases for a fixed
target rank k, the growth is slowing as q is increasing, and the estimators produced
by Algorithm 2 is always more accurate than the corresponding ones produced by
Algorithm 1. As pointed out in [26], the accuracy of Algorithm 1 improves consid-
erably around the location of eigenvalue jump, and the larger the jump, the greater
the improvement. In contrast, the accuracy of our algorithm is quite high in all the
locations. This is mainly because we use the information discarded by Algorithm 1.
These information improves the accuracy of estimators greatly.
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Fig. 4.5 Accuracy of (left) trace and (right) log-determinant estimators for medium matrix with h = 10
and q varying from 1 to 5. The relative error is plotted against the sample size
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Fig. 4.6 Accuracy of (left) trace and (right) log-determinant estimators for medium matrix with h= 1000
and q varying from 1 to 5. The relative error is plotted against the sample size
Randomized block Krylov space methods for trace and log-determinant estimators 19
20 25 30 35 40 45 50 55 60
l=k+p
-4
-3.5
-3
-2.5
-2
-1.5
lo
g1
0
t
Relative Error-Trace
Algorithm 1
Algorithm 2
20 25 30 35 40 45 50 55 60
l=k+p
-2.4
-2.2
-2
-1.8
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
lo
g1
0
l
Relative Error-logdet
Algorithm 1
Algorithm 2
Fig. 4.7 Comparisons of Algorithms 1 and 2 for (left) trace and (right) log-determinant estimators for
medium matrix with h= 10. The relative error is plotted against the sample size
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Fig. 4.8 Comparisons of Algorithms 1 and 2 for (left) trace and (right) log-determinant estimators for
medium matrix with h= 1000. The relative error is plotted against the sample size
5 Concluding remarks
In this paper, we present new randomized algorithms for estimating trace and log-
determinant of Hermitian positive semi-definite matrices defined implicitly. Numer-
ical experiments show that the performance of the new algorithms is better than that
for algorithms given in [26]. We also provide rigorous error bounds for our trace and
log-determinant estimators. They are tighter than the corresponding ones from [26]
in most of cases.
To achieve the information from Kq, we adopt a popular method [6], that is, we
consider an element ofKq: φ (A)Ω . The method has a drawback that it requires l> k.
The requirement can be relaxed by considering a method from [27]. However, it will
be difficult to investigate the expectation and concentration error bounds of estimators
for this method. In addition, for concise and comparing with the error bounds in [26]
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directly, we partition Λ in (2.1) into two blocks. As done in [10,27], we can partition
Λ into three blocks or four blocks. That is, we make an artificial gap and consider a
cluster of some eigenvalues. The error bounds for this setting will be more flexible
compared with the results obtained in this paper. We will consider these problems in
the future work.
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