For the Gaussian autoregressive process, the asymptotic behaviour of the Yule±Walker estimator is totally different in the stable, unstable and explosive cases. We show that, irrespective of this trichotomy, this estimator shares quite similar large deviation properties in the three situations. However, in the explosive case, we obtain an unusual rate function with a discontinuity point at its minimum.
Introduction
Consider the autoregressive process X n1 èX n å n1 ,
( 1 X1)
where (å n ) are independent and identically distributed as N (0, ó 2 ). The process is said to be stable if jèj , 1, unstable if jèj 1 and explosive if jèj . 1. The Yule±Walker estimator of the unknown parameter è is given bỹ
The asymptotic behaviour of the Yule±Walker estimatorè n is completely different in the stable, unstable and explosive cases. A well-known differentiator is given by the so-called Fisher information or standardizing function (see White 1958 , Section 3) which is n, n 2 and è 2 n in the stable, unstable and explosive cases, respectively. One might therefore conclude that the large deviation behaviour of (è n ) is totally different in the three situations. In fact, the purpose of this paper is to show that, irrespective of this trichotomy, (è n ) shares quite similar large deviation properties in the three cases. First of all, in the stable case, it is known from the important study of Mann and Wald (1943) thatè n converges almost surely to è and that Theorem 1.1. Assume that jèj , 1. Moreover, assume that X 0 is independent of (å n ) and distributed as N (0, ó 2 a(1 À è 2 )). Then, the sequence (è n ) satis®es a large deviation principle (LDP) with speed n and good rate function X Surprisingly, we shall establish results similar to (1.5) and (1.6) in explosive and unstable situations. Hereafter, we assume for the sake of simplicity that X 0 x with x P R. Moreover, as we shall only consider the distribution ofè n , we may take, without loss of generality, ó 2 1.
Main results
First of all, we shall focus our attention on the more attractive explosive case jèj . 1. Relation (1.1) can be rewritten as
It follows from (2.1) that, if Y n è À n X n , (Y n ) converges almost surely and in mean square to
Thus, we directly obtain via Toeplitz's lemma that almost surely
which immediately implies thatè n converges almost surely to 1aè. It is also known from the important paper of White (1958) and its extensions (Anderson 1959; Rao 1961; Touati 1996) that the asymptotic distribution of (è n ), properly normalized, can be explicitly calculated (see White 1958, (4.25) ). In the particular case x 0, it coincides with the Cauchy distribution. Therefore, in view of all the above results, one can expect that the explosive case needs quite a different strategy than the stable case. In fact, we shall establish a sharp large deviation result for (è n ) via the same approach as developed in Bercu et al. (2000) for the stable situation. It was inspired by the original work of Bahadur and Rao (1960) for the empirical mean of independent and identically distributed random variables. The large deviation properties of (è n ) are related to those of
with c P R, since P(è n > c) P( Z n (c) > 0). If the LDP for ( Z n (c)) can be obtained for all c P R, the LDP for (è n ) will immediately follow. Observe that the threshold c forè n acts as a parameter for Z n (c). From the Cauchy±Schwarz inequality, as jè n j , 1, we shall only focus our attention on the interval c P ] À 1, 1[. We can rewrite Z n (c) as Z n (c)
where X ( n)T (X 1 , F F F , X n ) and M n is the tridiagonal Toeplitz matrix
A classical tool for proving the LDP for ( Z n (c)) is the moment generating function
where the parameter c is omitted in order to simplify the notation.
Remark. One can observe that the origin never belongs to the interior of D. Consequently, a direct application of the Ga Èrtner±Ellis theorem (see, for example, Dembo and Zeitouni 1998, Theorem 2.3.6) is not possible for proving an LDP for (è n ).
For all t P D , set p(t) 1 è 2 2ct, q(t) Àè À t and denote by ä(t) the square root of p 2 (t) À 4q 2 (t). In addition, set
where
with r(t) b(t)aa(t) and ç(t) (b(t) À è 2 )a(a(t) À è 2 ). Moreover, as 0 < r(t) , 1, the remainder R n goes exponentially fast to zero, R n (t) O (r(t) n ).
Theorem 2.3. The sequence (è n ) satis®es an LDP with speed n and good rate function
More precisely, we can ®nd a sequence (d c, k ) such that, for any integer p . 0 and n large enough, and for 1 . c . 1aè,
while, for À1 , c , 1aè, Figure 1 shows the rate function I of (2.12) for è 2. Remark. One can observe an unusual discontinuity point for the rate function I at its minimum 1aè due to the exponential rate of convergence 1ajèj n . Moreover, we have already seen thatè n converges almost surely to 1aè. Thus, we can rephrase Theorem 2.3 to say that the sequence (è À1 n ) satis®es an LDP with speed n and good rate function
We follow the same approach as recently given in Bercu et al. (2000) for quadratic forms of Gaussian stationary processes. However, observe that, as jèj . 1, the autoregressive process (1.1) is not stationary. We shall only establish (2.13) as the proof for (2.14) follows exactly the same lines as that for (2.13). First of all, it is easy to check from (2.9) that, for t in the interior of D , L9(t) 0 if and only if t t c , with
One can also remark that, for all 1 . c . 1aè, t c always belongs to the interior of D.
Moreover, for all 1 . c . 1aè, we have the decomposition P(è n > c) A n B n , with
where E n is the expectation over the usual change of probability
On the one hand, we have from (2.8) together with (2.16) that
Furthermore, it follows from (2.10) and (2.11) respectively that
On the other hand, we can rewrite (2.17) as
Lemma 2.4 gives the asymptotic distribution of U n and a Taylor expansion of B n . Relation (2.13) follows from the conjunction of (2.20) and (2.22) which completes the proof of Theorem 2.3. h Lemma 2.4. For all 1 . c . 1aè, the distribution of U n under Q n converges, as n goes to in®nity, to the standard N (0, 1) distribution. Moreover, there exists a sequence (d c,k ) such that, for any integer p . 0 and n large enough,
The unstable case
We shall now propose a sharp large deviation result for (è n ) in the unstable case jèj 1. First of all, it will be evident that the unstable case can be handled exactly as the explosive one since Lemma 2.2 remains valid in the unstable framework. The only important difference concerns the effective domain D.
Theorem 3.2. If è 1, the sequence (è n ) satis®es an LDP with speed n and good rate function
More precisely, we can ®nd a sequence ( f c, k ) such that, for any integer p . 0 and n large enough, and for À1 , c , 1,
with t c and ó 2 c given by (1.4) and J (c) 2(1 c) p . Moreover, if è À1, the sequence (è n ) satis®es an LDP with speed n and good rate function
More precisely, we can ®nd a sequence ( g c,k ) such that, for any integer p . 0 and n large enough, and for À1 , c , 1,
with t c and ó 2 c given by (1.4) and J À (c) 2(1 À c) p . The coef®cients ( f c, k ) and ( g c, k ) may be explicitly calculated as in Theorem 2.3.
The rate functions described in Theorem 3.2 are shown in Figure 2 : I of (3.1) for è 1 in Figure 2 (a) and I À of (3.3) for è À1 in Figure 2 (b).
A conditional approach
The Fisher information associated with (1.1) is n, n 2 and è 2 n in the stable, unstable and explosive cases, respectively. However, we have shown that, irrespective of this trichotomy, (è n ) shares similar large deviation properties with the same speed n in the three situations. Nevertheless, in the explosive case, it is also possible to ®nd the expected speed è 2 n by proving an LDP for (è n ) conditionally on the random variable Y given by (2.2). For all (t, y) P R 2 , set
Lemma 4.1. Let S be the effective domain of the limit Ë of Ë n . Set
Remark. One can observe that the effective domain S does not depend upon the variables x and y. Moreover, in contrast with the direct approach, it is also evident here that the origin always belongs to the interior of S.
Lemma 4.2. For any t in the interior of S and for all y P R , we have
with a(t) and b(t) given by (2.7) and
, where ç(t) (b(t) À 1)a(a(t) À 1), ð(t) (b(t) À a(t))a2(a(t) À 1) and r(t) b(t)aa(t), v(t) q(t)aa(t). Moreover, as 0 < r(t) , 1 and jv(t)j , 1, the remainders P n and R n go exponentially fast to zero.
Theorem 4.3. The sequence (è n ) satis®es, conditionally on almost sure Y, an LDP with speed è 2 n and good rate function
In particular, for c > 1aè, we have almost surely
while, for c < 1aè, we have almost surely
Proof. For all t in the interior of S and for all y P R, we have from (4.3)
where ä(t) is the square root of p 2 (t) À 4q 2 (t). Therefore, it is easy to see that the function Ë is steep as jË9(t 1 )j jË9(t 2 )j jË9(t 4 )j I. In addition, for t in the interior of S, Ë9(t) 0 if and only if t t c , with t c given by (1.4). Finally, Theorem 4.3 immediately follows from the Ga Èrtner±Ellis theorem (see, for example, Dembo and Zeitouni 1998, Theorem 2.3.6) with I y (c) Ày 2 Ë(t c ). h Remark. It is also possible to ®nd Theorem 2.3 by integrating Theorem 4.3 together with a careful analysis of the expansion (4.3). The important link between those two theorems is given by the functions L and F as, for all t P D , F(t) L(t) log jèj.
Proofs

Proofs of Lemmas 2.1 and 2.2
It is easy to see that the joint distribution of X ( n) is N (m n (x), Ã n ), where m n (x) xv n ,
In order to evaluate the moment generating function (2.5), it is necessary to calculate the determinant of the tridiagonal matrix 
otherwise,
with a and b given by (2.7). As in Bercu et al. (1997, Lemma 11) and Jensen (1995, Section 9.4), we obtain from (5.3) that, for any t P D , the matrix D n is positive de®nite. One can also remark that, for t P D , a b so that p 2 4q 2 if and only if t t 1 or t t 2 , and a è 2 if and only if t 0 or t t 3 , where t 1 , t 2 and t 3 are given by (2.6). Therefore, for any t in the interior of D, a . b > 0 and a T è 2 . After these algebraic preliminaries, we are now in position to prove Lemmas 2.1 and 2.2. Standard Gaussian calculations give that, for all t P D ,
A similar expression can be found in White (1958, (4.20) ). Moreover, it follows from (5.3) that, for any t in the interior of D,
with r baa and ç (b À è 2 )a(a À è
The alternative spectral expression
The goal of this subsection is to propose an alternative expression for the moment generating function (2.5) by rewriting Z n as a weighted sum of independent and identically distributed random variables. Let (ë n 1 , F F F , ë n n ) be the eigenvalues of Ã 1a2 n M n Ã 1a2 n , with M n and Ã n given by (2.4) and (5.1) respectively, and set Ë n diag(ë n 1 , F F F , ë n n ). Denote by (v n 1 , F F F , v n n ) an orthonormal basis of eigenvectors associated with (ë n 1 , F F F , ë n n ) and let P n be the orthogonal matrix with those vectors as column vectors. First of all, recall that Z n X 1 x À cx 2 X ( n)T M n X ( n) . On the one hand, after an orthogonal change of basis, as the joint distribution of X ( n) is N (m n (x), Ã n ), we can rewrite
n M n m n (x) and where the distribution of î ( n) is  N (0, I) . On the other hand, we also have X 1 èx â
n u n and u T n (1, 0, F F F , 0). Therefore, we obtain that
where ã n (x) á n (x) xâ n a2. Finally, we ®nd that
Lemma 5.1. The effective domain of L n is
and L n (t) I otherwise.
Remark. The proof of Lemma 5.1 immediately follows from (5.7) together with standard calculus on the N (0, 1) distribution since (î n 1 , F F F , î n n ) are independent and identically distributed as N (0, 1). It is important to see that the eigenvalues (ë n 1 , F F F , ë n n ) so that D n do not depend upon the variable x.
The Szego È theorem
Moreover, M n T n ( f ), where T n ( f ) is the Toeplitz matrix associated with the function f de®ned, for all x P T [Àð, ð[, by f (x) cos x À c. In addition, Ã À1 n is quite similar to the Toeplitz matrix T n ( g) with, for all x P T, g(x) è À2 (1 è 2 À 2è cos x). Denote by ô n the empirical measure associated with (ë
[, the sequence (ô n ) converges weakly to ô, which is the image probability of the uniform measure on the torus T by the applicaiton of j P L I (T) given, for all x P T, by
Proof. Lemma 5.2 immediately follows from the Szego È theorem on Toeplitz matrices (see Grenander and Szego È 1958, p. 65; and Bercu et al. 1997, Lemma 9) as for all c P ] À 1, 1[ and for all t P D ,
and by the Jacobi±Jensen formula,
2ð
T log(1 è 2 À 2è cos x) dx log è 2 X
Proof of Lemma 2.4
Denote by Ö n the characteristic function of U n under the probability Q n given by (2.18),
Then, we deduce from Lemma 5.1 that
. 0, for all 1 < i < n, we ®nd that
Hence, Ö n P L 2 (R) as soon as n > 2. Then, we obtain by use of the Parseval formula in (2.21) that
In order to prove (2.22), it remains to show that, for 1 . c . 1aè, there exists a sequence (d c, k ) such that, for any integer p . 0 and n large enough,
For some positive constant s, set s n sn 1a6 . We split C n into two terms, C n I n J n , where
On the one hand, proceeding as in Bercu et al. (2000, Theorem 3 .2), we obtain, via Lemma 5.2 together with (5.10), that
where ì is a positive constant. On the other hand, we ®nd by the Taylor expansion of Ö n established in Lemma 5.3 below that
where ø k are polynomials in even powers of u for k even, and in odd powers of u for k odd. The initial sequence (j k ) in (5.15) is replaced by (ø k ) due to the fraction preceding Ö n in I n . Finally, we obtain (5.11) via standard calculus on the N (0, 1) distribution.
A Taylor expansion
The goal of this subsection is to prove a Taylor expansion for Ö n similar to that established for independent and identically distributed random variables by Crame Âr (1970, p. 72) and Esseen (1945, p. 44) . First of all, it follows from Lemma 2.2 and (2.11) that for all c P ] À 1, 1[ and for any k P N, R
n (t c ) O (n k c 2 n ). Therefore, we obtain from (2.8) that
where l k L ( k) (t c ) and h k H ( k) (t c ). Then, via (5.9) together with (5.14), we obtain the following Taylor expansion for Ö n .
Lemma 5.3. For any p > 0 and for any c P ] À 1, 1[ , there exists a polynomial sequence (j k ) independent of p, such that, for n large enough,
where the remainder is uniform in u as soon as juj O (n 1a6 ). Moreover, the j k are polynomials in even powers of u for k even and in odd powers of u for k odd. For example, Proof. We deduce from (5.9) and (5.14) that there exists î P R such that, for any c P ] À 1, 1[ and for all juj , n p ,
Moreover, it follows from (5.8) that, for all t P D n and for all k > 3,
Recall that ã n (x) á n (x) xâ n a2, where á n (x) Ëw n (x) with w n (x) P T n Ã À1a2 n m n (x) and
On the other hand, 
Finally, we obtain Lemma 5.3 by taking the exponential of both sides of (5.18), remarking that in the range juj O (n 1a6 ) and for any k > 3, the quantity nu k a( n p ) k remains bounded in (5.18) . h
Proofs of Lemmas 4.1 and 4.2
We shall follow essentially the same approach as that of Section 5.1 for the proofs of Lemmas 2.1 and 2.2. First of all, we can show after some linear algebra calculation that, for all y P R, the conditional distribution of X ( n) given Y y is N ( ì n (x, y), Ä n ), where ì n (x, y) m n (x) ( y À x)è 2 n (è 2 À 1)Ä n u n ,
S n is positive de®nite. One can also remark that for t P S , a b so that p 2 4q 2 if and only if t t 1 or t t 2 , and a 1 if and only if t t 4 , where t 1 , t 2 and t 4 are given by (4.2). Therefore, for any t in the interior of S, a . b > 0 and a T 1. Furthermore, we ®nd after some standard Gaussian calculations that, for any t in the interior of S, Ë n (t, y) 1 2è 2 n (n log è 2 À log s n ) ( n v n 1 s n (x 2 q 2 s nÀ1 y 2 è 2 n (è 2 À 1)t nÀ1 2xy(À1) n è n (è 2 À 1)q n )X (5X24)
In addition, it follows from (5.21) and (5.22) that, for any t in the interior of S, log s n n log a log a À 1 a À b log(1 À çr n ),
with r baa and ç (b À 1)a(a À 1). Finally, (4.3) follows from the conjunction of (5.23) and (5.24) together with the three above expansions, which completes the proof of Lemmas 4.1 and 4.2.
