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a b s t r a c t
A set S of vertices in a graph G is a total dominating set if every vertex of G is adjacent
to some vertex in S. The minimum cardinality of a total dominating set of G is the total
domination number of G. A graph is total domination vertex removal stable if the removal
of an arbitrary vertex leaves the total domination number unchanged. On the other hand, a
graph is total domination vertex removal changing if the removal of an arbitrary vertex
changes the total domination number. In this paper, we study total domination vertex
removal changing and stable graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
When a graphical parameter is of interest in an application, often times it is important to know how the parameter
behaveswhen the graph ismodified. For instance, the effects of removing or adding an edge, or removing a vertex have been
considered on parameters such as connectivity, chromatic number and domination number. Van der Merwe [18] initiated
the study of those graphs where the total domination number decreases upon the addition of any edge. This concept was
further investigated in [6,9–11,15–17] and elsewhere. In [3], the authors studied the graphs for which the total domination
number changes upon the removal of any edge, while in [4], graphs for which the total domination number is unchanged
upon the addition of any edge are studied. Goddard et al. [5] began the study of the graphs whose total domination number
decreases upon the removal of any vertex. Further properties of these graphs were explored in [1,14,19–22]. In this paper,
we continue the study of the effects of vertex removal on the total domination number.
For notation and graph theory terminology not defined herein, we refer the reader to [7]. Let G = (V , E) be a graph
with vertex set V of order n = |V | and edge set E of size m = |E|, and let v be a vertex in V . The open neighborhood of v is
NG(v) = {u ∈ V | uv ∈ E} and the closed neighborhood of v is NG[v] = {v} ∪ NG(v). If the graph G is clear from the context,
we simply write N(v) and N[v] rather than NG(v) and NG[v], respectively. For a set S ⊆ V , its open neighborhood is the set
N(S) =v∈S N(v) and its closed neighborhood is the set N[S] = N(S) ∪ S.
For a set S and a vertex v ∈ S, the open S-private neighborhood of v, denoted by pn(v, S), is the set of all vertices in the open
neighborhood of v but not in the open neighborhood of S\{v}; that is, pn(v, S) = N(v)\N(S\{v}).We call a vertex u ∈ pn(v, S)
an S-private neighbor, or simply a private neighbor when S is clear from the context, of v. The external private neighborhood
of v with respect to S is epn(v, S) = pn(v, S) ∩ (V \ S) and the internal private neighborhood ipn(v, S) = pn(v, S) ∩ S.
For a set S ⊆ V , the subgraph induced by S is denoted by G[S]. The degree of a vertex v in G is dG(v) = |NG(v)|. We
denote the minimum degree among the vertices of G by δ(G). A vertex of degree one is called a leaf, its neighbor a support
vertex, and its incident edge a pendant edge. If a vertex v is adjacent to two or more leaves, v is said to be a strong support
vertex. For a graph G, we let S(G) denote the set of support vertices of G and L(G) the set of leaves of G. A cycle on n vertices
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is denoted by Cn and a path on n vertices by Pn. A subdivided star K ∗1,r is the graph obtained from a star K1,r by subdividing
each edge of the star exactly once. The corona of a graph G, denoted G ◦ K1, is formed from G by adding for each v ∈ V (G),
a new vertex v′ and the pendant edge vv′. The 2-corona of a graph G, denoted G ◦ K 2, is constructed from G by adding for
each vertex v ∈ V (G), two new vertices v′ and v′′ and the two pendant edges vv′ and vv′′. Hence, G ◦ K1 has order 2|V (G)|,
while G ◦ K 2 has order 3|V (G)|.
A total dominating set, abbreviated TDS, of a graph G is a set S of vertices of G such that every vertex in G is adjacent to a
vertex in S, that is, N(S) = V . Every graph without isolated vertices has a TDS, since V (G) is such a set. The total domination
number of G, denoted by γt(G), is the minimum cardinality of a TDS of G. A TDS of G of cardinality γt(G) is called a γt(G)-
set. Let At(G) denote the set of vertices of G which are contained in every γt(G)-set. Total domination was introduced by
Cockayne et al. [2], and a recent survey of total domination in graphs can be found in [13]. For a review of domination in
graphs, see [7,8].
2. Preliminary results
In this section, we consider the effects that removing a vertex from a graph has on its total domination number.We begin
with the remark that the total domination number of a path Pn or a cycle Cn on n vertices is easy to compute (see [12]).
Observation 1 ([12]). For n ≥ 3, γt(Pn) = γt(Cn) = ⌊n/2⌋ + ⌈n/4⌉ − ⌊n/4⌋.
We will employ the following result of Cockayne et al. [2] throughout this paper.
Proposition 2 ([2]). If S is a minimal TDS of a connected graph G, then for each vertex v ∈ S, |epn(v, S)| ≥ 1 or |ipn(v, S)| ≥ 1.
2.1. Effects of vertex removal
Removing a vertex from a graph can cause its total domination number to increase, to decrease, or to remain the same.
For an example showing increase, let r ≥ 2 and consider a subdivided star G = K ∗1,r . If v is the central vertex of G, then
γt(G) = r + 1 while γt(G − v) = 2r . For an example showing decrease, let G = Cn where n ≡ 1, 2 (mod 4). Then by
Observation 1, we have γt(G − v) < γt(G) for every vertex v of G. For an example where the total domination number
remains unchanged upon removal of a vertex, let G = Cn for n ≡ 0, 3 (mod 4). Then by Observation 1, γt(G − v) = γt(G)
for every vertex v of G.
Accordingly, for any graph G, we define the following weak partition of its vertex set V (G), where by a weak partition of
a set we mean a partition of the set in which some of the subsets may be empty.
Definition 1. For a graph G, we define a weak partition V (G) = V 0(G) ∪ V+(G) ∪ V−(G) of its vertex set, where
• V 0(G) = {v ∈ V (G) | γt(G− v) = γt(G)}
• V+(G) = {v ∈ V (G) | γt(G− v) > γt(G)}
• V−(G) = {v ∈ V (G) | γt(G− v) < γt(G)}.
In [5], a graph G is defined to be total domination vertex removal critical, or γt-critical for short, if γt(G − v) < γt(G) for
every vertex v ∈ V (G) \ S(G). In other words, G is γt-critical if V (G) \ S(G) = V−(G). Since total domination is undefined for
a graphwith isolated vertices, the definition of γt-critical graphs does not allow removing a support vertex.We too consider
those graphs whose total domination number changes upon the removal of a vertex. However, we consider both types of
changes, that is, the total domination number can increase or decrease. Furthermore, to extend the definition to include all
vertices of G, we define γt(G) = ∞ if the graph G has an isolated vertex. We observe that if v is a support vertex of a graph
Gwithout isolates, then γt(G− v) = ∞, and so S(G) ⊆ V+(G). We also note that if G is a connected graph on at least three
vertices, then L(G) ⊆ V 0(G) ∪ V−(G). We are now in a position to define our two main concepts in this paper.
Definition 2. A graph G is γt-changing if γt(G − v) ≠ γt(G) for every vertex v ∈ V (G), while a graph G is γt-stable if
γt(G− v) = γt(G) for every vertex v ∈ V (G).
Thus a graph G is γt-changing if the removal of any vertex from G either increases or decreases the total domination
number, that is, V (G) = V−(G) ∪ V+(G). A graph G is γt-stable if V (G) = V 0(G). Since S(G) ⊆ V+(G), it follows that the
γt-critical graphs are a subset of the γt-changing graphs. For a simple example of a γt-changing graph, consider the path P5,
where the leaves of P5 are in V−(P5) and the remaining vertices are in V+(P5).
2.2. Properties of vertices in V−(G) ∪ V+(G)
We begin with the following lemma from [5].
Lemma 3 ([5]). Let G be a graph, and let v ∈ V−(G). For every γt(G− v)-set S, |S| = γt(G)− 1 and S ∩ N(v) = ∅.
1550 W.J. Desormeaux et al. / Discrete Applied Mathematics 159 (2011) 1548–1554
As a consequence of Lemma 3, we have the following characterization of the set V−(G) of vertices in a graph G.
Proposition 4. Let G be a graph without isolated vertices. A vertex v is in V−(G) if and only if there exists some γt(G)-set S and
a vertex u ∈ S such that v ∉ S and pn(u, S) = {v}.
Proof. Let G be a graph without isolated vertices, and let v ∈ V−(G). Let S∗ be an arbitrary γt(G− v)-set, and let u ∈ N(v).
By Lemma 3, |S∗| = γt(G) − 1 and S∗ ∩ N(v) = ∅. Then S = S∗ ∪ {u} is a γt(G)-set such that v ∉ S and pn(u, S) = {v}.
Conversely, assume that there exists a γt(G)-set S such that v ∉ S and pn(u, S) = {v} for some u ∈ S. The set S \ {u} is a
TDS for G− v of cardinality γt(G)− 1. Hence, v ∈ V−(G). 
Next we give a characterization of the set V+(G) of vertices in a graph G. Recall that At(G) denotes the set of vertices of
Gwhich are contained in every γt(G)-set.
Proposition 5. Let G be a graph and v ∈ V (G). Then v ∈ V+(G) if and only if v ∈ At(G) and either v ∈ S(G) or no subset of
V (G) \ N[v] with cardinality γt(G) is a TDS for G− v.
Proof. Let G be a graph, and let v ∈ V+(G). If there exists a γt(G)-set D such that v ∉ D, then the set D is a TDS for G − v.
Hence, γt(G−v) ≤ |D| = γt(G), and so v ∉ V+(G), a contradiction. Therefore, v ∈ At(G). If v ∈ S(G), we are finished. Hence
we may assume that v ∉ S(G). If there exists some set S ⊆ V (G) \ N[v] of cardinality γt(G) which total dominates G − v,
then γt(G− v) ≤ |S| = γt(G), and so v ∉ V+(G), a contradiction. Therefore no subset S ⊆ V (G) \ N[v] of cardinality γt(G)
is a TDS for G− v. This proves the necessity.
For the sufficiency, suppose that v ∈ At(G) and either v ∈ S(G) or no subset of V (G) \ N[v] with cardinality γt(G) is a
TDS for G− v. If v ∈ S(G), then γt(G− v) = ∞, and so v ∈ V+(G) as desired. Hence wemay assume that v ∉ S(G). We now
consider an arbitrary γt(G− v)-set S. On one hand, if S ⊆ V (G) \ N[v], then by assumption, |S| > γt(G). On the other hand,
if S ⊈ V (G) \N[v], then S contains a vertex in N(v). But then S is a TDS of G. However since v ∉ S and v ∈ At(G), the set S is
not a minimum TDS of G, implying that |S| > γt(G). In both cases, we have that γt(G− v) = |S| > γt(G), and so v ∈ V+(G)
as desired. 
As a consequence of Proposition 5, we have the following result.
Corollary 6. Let G be a graph of order n. Then the following holds.
(a) |V+(G)| ≤ γt(G).
(b) If G is a γt-changing graph, then |V−(G)| ≥ n− γt(G).
(c) If G is a γt-changing graph and V (G) = V+(G), then G = n2K2.
Proof. Part (a) follows from Proposition 5 and the observation that γt(G) ≥ |At(G)|. Part (b) follows from part (a) and the
observation that V (G) = V−(G)∪V+(G) if G is a γt-changing graph. If G is a γt-changing graph with V (G) = V+(G), then by
Proposition 5, At(G) = V (G), implying that γt(G) = |V (G)| and G = kK2 for some k ≥ 1, thereby establishing part (c). 
We conclude this section with the following property of edges that join a vertex in V+(G) and a vertex in V−(G).
Lemma 7. If uv is an edge in a graph G, where u ∈ V+(G) and v ∈ V−(G), then v is a leaf of G.
Proof. Assume, for purposes of contradiction, that uv is an edge in G, where u ∈ V+(G) and v ∈ V−(G), but that v is not a
leaf of G. Thus, dG(v) ≥ 2. Let S be any γt(G− v)-set. By Lemma 3, |S| = γt(G)− 1 and S ∩ N(v) = ∅. In particular, u ∉ S.
Let w be a neighbor of v different from u. Then the set S ∪ {w} is a γt(G)-set not containing u, and so u ∉ At(G). Hence by
Proposition 5, u ∉ V+(G), a contradiction. Therefore, v is a leaf of G. 
As an immediate consequence of Lemma 7, we have the following result.
Corollary 8. If G is a connected γt-changing graph with δ(G) ≥ 2, then V (G) = V+(G) or V (G) = V−(G).
3. γt -changing graphs
In this section,we study the γt-changing graphs; that is, we study graphsGwithV (G) = V−(G)∪V+(G). By Corollary 6(c),
the only connectedγt-changing graphGwithV (G) = V+(G) isG = K2. Further theγt-changing graphsGwithV (G) = V−(G)
are precisely the γt-critical graphs (defined in Section 2.1) withminimumdegree at least two. A descriptive characterization
of these graphs can be deduced from Proposition 4.
Corollary 9. A graph G is a γt-changing graph with V+(G) = ∅ if and only if δ(G) ≥ 2, and for every v ∈ V (G), there exists
some γt(G)-set S and some vertex u ∈ S such that v ∉ S and pn(u, S) = {v}.
In what follows, we therefore consider the γt-changing graphs where V−(G) ≠ ∅ and V+(G) ≠ ∅. As observed earlier, if
G is a connected graph on at least three vertices, then L(G) ⊆ V 0(G) ∪ V−(G) (where we recall that L(G) denotes the set of
leaves in G).
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We begin by defining a family of graphs F . Recall that a strong support vertex in a graph is a vertex that is adjacent to
two or more leaves in the graph.
Definition 3. LetF be the family of all graphs G that can be obtained from a connected graphH , where every support vertex
of H is a strong support vertex, by adding a new vertex v′ and an edge vv′ to every vertex v in H that is not a support vertex.
We are now in a position to characterize the connected γt-changing graphs Gwith V+(G) ≠ ∅.
Theorem 10. Let G be a connected γt-changing graph. Then V+(G) ≠ ∅ if and only if G ∈ F .
Proof. Let G be a connected γt-changing graph. Suppose that V+(G) ≠ ∅. If V−(G) = ∅, then by Corollary 6(c), we have
that G = K2. Since G = K2 is formed from H = K1 by adding a new vertex joined by an edge to the vertex of H , the graph
G ∈ F . Hence we may assume that V−(G) ≠ ∅, for otherwise the desired result follows. Since G is connected, Lemma 7
implies that L(G) ≠ ∅. Let H = G− L(G) be the graph obtained from G by deleting all leaves of G. Since G is connected, so is
H . We proceed further with the following claim which establishes properties of the graph G.
Claim. The following properties hold in the graph G.
(a) V−(G) = L(G) and V+(G) = V (H).
(b) V (H) is the unique γt(G)-set.
(c) Every support vertex of G is adjacent to exactly one leaf.
(d) No support vertex of G is a support vertex of H.
(e) Every vertex of H that is not a support vertex of G is a strong support vertex of H.
Proof. (a) Since L(G) ⊆ V 0(G) ∪ V−(G) and V 0(G) = ∅, we note that L(G) ⊆ V−(G). We show next that V−(G) ⊆ L(G). Let
v ∈ V−(G) and consider a shortest path P: v = v0, v1, . . . , vk from v to a vertex in V+(G). By our choice of P , the vertex
vk−1 ∈ V−(G). By Lemma 7, the vertex vk−1 is a leaf of G, implying that v = vk−1 and therefore that v is a leaf. Hence,
V−(G) ⊆ L(G). Consequently, V−(G) = L(G). Thus, V (H) = V (G) \ V−(G) = V+(G).
(b) If H = K1, then G is a star K1,r for some r ≥ 2. But then removing an arbitrary leaf from G leaves the total domination
unchanged, and so L(G) ⊆ V 0(G), a contradiction. Hence, |V (H)| ≥ 2. Therefore since H is connected, the set V (H) is a
TDS of G, and so γt(G) ≤ |V (H)|. By part (a), V (H) = V+(G). Therefore by Corollary 6, γt(G) ≥ |V (H)|. Consequently,
γt(G) = |V (H)| and V (H) is a γt(G)-set. Further by Proposition 5, V (H) is in every γt(G)-set, implying that V (H) is the
unique γt(G)-set.
(c) Suppose thatG contains a strong support vertex. Let v be such a vertex ofG. SinceG is not a star, we note that v ∈ V (H).
Removing a leaf adjacent to v does not change the total domination number of G, contradicting the fact that V−(G) = L(G)
from part (a). Hence every support vertex of G is adjacent to exactly one leaf.
(d) Suppose that v is a support vertex in G and also in H . Let x be the leaf-neighbor of v in G and letw be a leaf-neighbor
of v in H . Since w is a leaf in H but not in G, the vertex w is adjacent to a leaf, say w′, in G. Since every support vertex of
G is adjacent to exactly one leaf, we note that dG(w) = 2 and NG(w) = {v,w′}. We now consider the graph G − x. Let Sx
be a γt(G − x)-set. Since w is a support vertex of G, w ∈ Sx. If w′ ∈ Sx, then we simply replace w′ in Sx with the vertex v.
Hence we may assume that v ∈ Sx. But then Sx is a TDS in G, implying that γt(G) ≤ γt(G − x) and that the leaf x ∈ V 0(G),
contradicting our earlier observation that V−(G) = L(G). Hence no support vertex of G is a support vertex of H .
(e) Suppose that v is a vertex of H that is not a support vertex of G. Then N(v) ⊆ V (H) and every neighbor of v has
degree at least two in G. Let S = V (H). By part (b), the set S is the unique γt(G)-set. Since N(v) ∩ (V \ S) = ∅, we note
that epn(v, S) = ∅. Hence by Proposition 2, |ipn(v, S)| ≥ 1. Let u ∈ ipn(v, S). Then u ∈ S and v is the only neighbor of u
in H . Since dG(u) ≥ 2, the vertex u is a support vertex of G. Thus by part (c), dG(u) = 2. Let u′ be the leaf-neighbor of u in
G. If |ipn(v, S)| = 1, then (S \ {v}) ∪ {u′} is a γt(G)-set, contradicting part (b) (and contradicting the fact that v ∈ At(G) by
Proposition 5). Hence, |ipn(v, S)| ≥ 2. Let w ∈ ipn(v, S) \ {u}. An identical argument as shown with the vertex u shows
that w is a support vertex of degree 2 in G. Hence both u and w are leaf-neighbors of v in the graph H , and so v is a strong
support vertex of H . This completes the proof of part (e) and of the claim. 
The properties of the graph G established in the above claim imply that G ∈ F . This proves the necessity. For the
sufficiency, assume that G ∈ F . If G = K2, then V (G) = V+(G). Hence we may assume that G is constructed from a
connected graph H , where H contains at least two vertices and where every support vertex of H is a strong support vertex,
by adding to every vertex v in H that is not a support vertex a new vertex v′ and the edge vv′.
We first show that V (H) is a γt(G)-set. By construction, V (H) is a TDS of G, and so γt(G) ≤ |V (H)|. Let D be a γt(G)-set. By
construction, every vertex of H that is not a support vertex in H is a support vertex in G, and so V (H) \ S(H) ⊆ D since every
TDS in a graph contains all its support vertices. Let v ∈ S(H). By construction, v is a strong support vertex of H . Let u andw
be two leaf-neighbors of v in H . Then both u andw are support vertices of degree 2 in G. Let u′ andw′ be the leaf-neighbors
of u and w, respectively, in G. If v ∉ D, then {u, u′, w,w′} ⊆ D. But then (D \ {u′, w′}) ∪ {v} is a TDS of G of cardinality less
than |D|, contradicting the minimality of D. Hence, v ∈ D. Since v was an arbitrary vertex in S(H), we have that S(H) ⊆ D.
Therefore, V (H) ⊆ D, implying that γt(G) = |D| ≥ |V (H)|. Consequently, γt(G) = |V (H)| and V (H) is a γt(G)-set.
We show next that G is γt-changing. Let v be an arbitrary vertex in G. Suppose first that v is a leaf in G, and so v ∈ L(G).
Let u be the support vertex adjacent to v. By construction, v is the only leaf-neighbor of u in G. Further, u ∈ V (H) and u
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Fig. 1. A graph in the familyH .
is not a support vertex of H . Hence every vertex w ∈ NH(u) has degree at least two in H . Therefore the set V (H) \ {u} is a
TDS of G − v, and so γt(G − v) ≤ |V (H)| − 1 < γt(G). Thus, v ∈ V−(G). Suppose next that v is not a leaf of G. Then by
construction, v ∈ V (H). If v is a support vertex of G, then since S(G) ⊆ V+(G), we have that v ∈ V+(G). Finally, suppose that
v ∈ V (H) \ S(G). Then by construction, v is a strong support vertex in the graph H . Let u andw be two leaf-neighbors of v in
H . Then both u andw are support vertices of degree 2 in G. Let u′ andw′ be the leaf-neighbors of u andw, respectively, in G.
Let Sv be a γt(G−v)-set. Since u and u′ induce a K2-component in G−v, as dow andw′, we note that {u, u′, w,w′} ⊆ Sv . But
then (Sv\{u′, w′})∪{v} is a TDS ofG, and so γt(G) ≤ |Sv|−1 < γt(G−v). Thus, v ∈ V+(G). Therefore,V (G) = V+(G)∪V−(G),
and so G is a γt-changing graph. 
As a consequence of Theorem 10, we obtain bounds on the total domination number of a γt-changing graph in terms of
its order. For this purpose, we define a familyH of graphs.
Definition 4. LetH be the family of all graphs G that can be obtained from a connected graph F , by adding to every vertex
v in F two disjoint copies of K2 and adding an edge from v to one vertex in each copy of K2.
A graph in the familyH is illustrated in Fig. 1. Here the graph F is a 4-cycle C4.
Theorem 11. If G is a connected γt-changing graph of order n with V+(G) ≠ ∅ and V−(G) ≠ ∅, then n/2 ≤ γt(G) ≤ 3n/5.
Furthermore, the following holds.
(a) γt(G) = n/2 if and only if G = H ◦ K1 for some connected graph H with δ(H) ≥ 2.
(b) γt(G) = 3n/5 if and only if G ∈ H .
Proof. Let G be a graph as defined in the hypothesis. By Theorem 10, G ∈ F . Thus, G is constructed from a connected graph
H , where every support vertex of H is a strong support vertex, by adding to every vertex v in H that is not a support vertex a
new vertex v′ and the edge vv′. IfH = K1, thenG = K2 = K1◦K1 and V+(G) = V (G). Hencewemay assume that |V (H)| ≥ 2.
With this assumption, the graph G satisfies the five properties (a)–(e) listed in the claim of the proof of Theorem 10.
We now define a weak partition V (H) = A ∪ LA ∪ B of the vertex set of the graph H , where A = V (H) \ S(G), LA is the
set of leaf-neighbors of vertices of A in H , and B = V (H) \ (A ∪ LA). Thus, A is the set of vertices of H that are not support
vertices in G. By the construction of the family F , the vertices of A are strong support vertices of H , while S(G) = LA ∪ B.
Thus, |LA| ≥ 2|A| and |L(G)| = |LA| + |B|. Hence,
n = |V (H)| + |L(G)|
= |V (H)| + |LA| + |B|
= 2|V (H)| − |A|
= 2γt(G)− |A|,
and so,
γt(G) = 12 (n+ |A|). (1)
Further,
γt(G) = |V (H)| = |A| + |LA| + |B| ≥ 3|A|, (2)
and so
0 ≤ |A| ≤ 1
3
γt(G). (3)
By Eqs. (1) and (3), we deduce that
n
2
≤ γt(G) ≤ 3n5 . (4)
Suppose that we have equality in the lower bound of Eq. (4), and so γt(G) = n/2. This requires equality in the lower
bound of Eq. (3), and so |A| = 0. Therefore H contains no support vertices. Further, every vertex of H is a support vertex
in G. Hence, δ(H) ≥ 2 and by the construction, G = H ◦ K1. Conversely, suppose that G = H ◦ K1 for some connected graph
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Fig. 2. The graph Gwhen k = 2 and H = P3 .
H with δ(H) ≥ 2. Then G ∈ F and as shown in the proof of the sufficiency of Theorem 10, G is a γt-changing graph with
V+(G) = V (H) and V−(G) = L(G). This establishes part (a) which characterizes the graphs achieving equality in the lower
bound of Eq. (4).
Suppose that we have equality in the upper bound of Eq. (4), and so γt(G) = 3n/5. This requires equality in the upper
bound of Eq. (3), and so |A| = γt(G)/3 = |V (H)|/3. Further this requires equality throughout the Inequality Chain (2), and
so |B| = 0 and |LA| = 2|A|. Thus, H = F ◦ K 2 is the 2-corona of some connected graph F . Moreover, G is obtained from
H by adding for each vertex v ∈ V (H) \ V (F), a new vertex v′ and the pendant edge vv′. Equivalently, G is obtained from
F by adding to every vertex v in F two disjoint copies of K2 and adding an edge from v to one vertex in each copy of K2.
Thus, G ∈ F . Conversely, suppose that G ∈ H . Then G can be obtained from a connected graph F by adding to every vertex
v in F two disjoint copies of K2 and adding an edge from v to one vertex in each copy of K2. In particular, we note that
G ∈ F . Therefore as shown in the proof of the sufficiency of Theorem 10, G is a γt-changing graph with V+(G) = V (H) and
V−(G) = L(G). This establishes part (b) which characterizes the graphs achieving equality in the upper bound of Eq. (4). 
4. γt -stable graphs
Recall that a graph G is γt-stable if and only if V+(G)∪V−(G) = ∅. Hence as an immediate consequence of Propositions 4
and 5, we have the following characterization of γt-stable graphs.
Corollary 12. A graph G is γt-stable if and only if δ(G) ≥ 2 and for every v ∈ V (G), both of the following conditions hold.
(a) There is no γt(G)-set S such that v ∉ S and pn(u, S) = {v} for some vertex u ∈ S.
(b) Either v ∉ At(G) or v ∈ At(G) and there exist a TDS S in G− v such that |S| = γt(G) and S ⊆ V (G) \ N[v].
We close with the following result which constructs γt-stable graphs having a specified total domination number and
induced subgraph.
Proposition 13. For every positive integer k ≥ 2 and every non-trivial graph H, there exists a γt-stable graph G such that
γt(G) = k and H is a vertex induced subgraph of G.
Proof. Let G1, . . . ,Gk−1 be k − 1 vertex disjoint copies of the complete graph K4. For i = 1, . . . , k − 1, let V (Gi) =
{ai, bi, ci, di}. Let A = {ai | 1 ≤ i ≤ k− 1}, B = {bi | 1 ≤ i ≤ k− 1}, C = {ci | 1 ≤ i ≤ k− 1}, and D = {di | 1 ≤ i ≤ k− 1}.
LetH be an arbitrary graph on at least two vertices, and let G be the graph constructed from the disjoint union (
k−1
i=1 Gi)∪H
of the graphs G1, . . . ,Gk−1 and H , by adding all edges joining vertices in V (H) to vertices in A ∪ B. The graph G for the case
when k = 2 and H = P3 is illustrated in Fig. 2.
Let S be an arbitrary γt(G)-set. In order for S to totally dominate C ∪ D, it is necessary that S ∩ V (Gi) ≠ ∅ for all i,
1 ≤ i ≤ k− 1. Thus, |S| ≥ k− 1. If |S| = k− 1, then |S ∩ V (Gi)| = 1 for all i, 1 ≤ i ≤ k− 1. But then G[S] consists only of
isolated vertices, contradicting the fact that S is a TDS of G. Hence, γt(G) = |S| ≥ k. However a set D that contains exactly
one vertex from the set {ai, bi} for all i, 1 ≤ i ≤ k− 1, and contains an arbitrary vertex from H is a TDS of G of cardinality k,
and so γt(G) ≤ k. Consequently, γt(G) = k.
If k = 2, then the graph G is easily seen to be γt-stable. Hence we may assume that k ≥ 3. Let S be an arbitrary γt(G)-set.
Then S contains exactly one vertex vi ∈ {ai, bi} for all i, 1 ≤ i ≤ k − 1, and contains an arbitrary vertex h ∈ H . However,
|pn(h, S)| = |A ∪ B| = 2(k − 1) ≥ 4, while |pn(vi, S)| = |{ci, di}| = 2 for every vertex u ∈ S \ {h}. Therefore there is no
vertex v ∉ S such that pn(u, S) = {v} for some vertex u ∈ S. Hence condition (a) in Corollary 12. If h1 and h2 are two distinct
vertices in H , then S1 = A ∪ {h1} and S2 = B ∪ {h2} are two vertex disjoint γt(G)-sets. Hence no vertex belongs to every
γt(G)-set, and so At(G) = ∅. Hence condition (b) in Corollary 12. Thus by Corollary 12, the graph G is a γt-stable graph. By
construction, H is a vertex induced subgraph of G. 
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