Motivated by the claimed detection of a large population of faint active galactic nuclei (AGN) at high redshift, recent studies have proposed models in which AGN contribute significantly to the z > 4 H I ionizing background. In some models, AGN are even the chief sources of reionization. If correct, these models would make necessary a complete revision to the standard view that galaxies dominated the high-redshift ionizing background. It has been suggested that AGN-dominated models can better account for two recent observations that appear to be in conflict with the standard view: (1) large opacity variations in the z ∼ 5.5 H I Lyα forest, and (2) slow evolution in the mean opacity of the He II Lyα forest. Large spatial fluctuations in the ionizing background from the brightness and rarity of AGN may account for the former, while the earlier onset of He II reionization in these models may account for the latter. Here we show that models in which AGN emissions source 50% of the ionizing background generally provide a better fit to the observed H I Lyα forest opacity variations compared to standard galaxy-dominated models. However, we argue that these AGN-dominated models are in tension with constraints on the thermal history of the intergalactic medium (IGM). Under standard assumptions about the spectra of AGN, we show that the earlier onset of He II reionization heats up the IGM well above recent temperature measurements. We further argue that the slower evolution of the mean opacity of the He II Lyα forest relative to simulations may reflect deficiencies in current simulations rather than favor AGN-dominated models as has been suggested.
INTRODUCTION
Over the course of several decades, a standard view has emerged in which galaxies produced the dominant contribution of H I ionizing photons at redshifts z > 4 (e.g. Shapiro & Giroux 1987; Faucher-Giguère et al. 2009; Haardt & Madau 2012; Becker & Bolton 2013 ). This view is based on numerous measurements of the AGN luminosity function which show a steep decline in the AGN abundance at z > 3 (e.g. Fan et al. 2006; Willott et al. 2010; McGreer et al. 2013; Georgakakis et al. 2015) . Recently, the standard view has been challenged by some authors citing a large sample of faint AGN candidates reported by Giallongo et al. (2015 . These objects were selected by searching for X-ray flux coincident with z > 4 galaxy candidates in the CANDELS GOODS-South field -a technique that in principle ⋆ Email:anson@u.washington.edu allows the detection of fainter AGN compared to prior selection methods. If confirmed, this large population of faint AGN could make necessary a substantial revision of our understanding of the high-z ionizing background, and possibly even of cosmological reionization. Indeed, showed that AGN with ionizing emissivities consistent with the G2015 measurements could reionize intergalactic H I by z ≈ 6 without any contribution from galaxies (see also Khaire et al. 2016 and Yoshiura et al. 2016) . A distinguishing feature of their model is that He II reionization ends by z ≈ 4, at least 500 million years earlier than in the standard scenario in which it ends at z ≈ 3 (see e.g. McQuinn 2016 , and references therein).
An AGN-sourced ionizing background at z > 4 potentially explains three puzzling observations of the IGM. First, H I Lyα forest 1 measurements show that the H I photoionization rate, ΓHI, is remarkably flat over the redshift range 2 < z < 5 (see e.g. Becker & Bolton 2013 ). This flatness is traditionally explained by invoking a steep increase in the escape fraction of galaxies with redshift, coinciding with the decline of the AGN abundance at z > 3 (e.g. Haardt & Madau 2012) . showed that the slower evolution of the AGN emissivity claimed by G2015 can more naturally account for the observed flatness of ΓHI without appealing to a coincidental transition between the AGN and galaxy populations. Second, measurements of the mean opacity of the He II Lyα forest at z = 3.1 − 3.3 are lower than predictions from existing simulations of He II reionization, which use standard quasar emisisivity models with He II reionization ending at z ≈ 3 (Worseck et al. 2014a ). suggested that such low opacities are more consistent with an earlier onset of He II reionization driven by a large population of highz AGN. Lastly, recent observations by Becker et al. (2015) show that the dispersion of opacities among coeval 50h −1 Mpc segments of the Lyα forest increases rapidly above z > 5, significantly exceeding the dispersion predicted by models that assume a uniform ionizing background. In a companion paper (D'Aloisio et al. 2018 , Paper I hereafter), we show that accounting for this dispersion with spatial fluctuations in the ionizing background, under the standard assumption that galaxies are the dominant sources, requires that the mean free path of H I ionizing photons be significantly shorter than observations and simulations indicate (see also Becker et al. 2015; Davies & Furlanetto 2016) . Alternatively, models in which AGN source the ionizing background naturally lead to large fluctuations owing to the brightness and rarity of AGN. Chardin et al. (2015) showed with a "proof-of-concept" model that rare sources with a space density of ∼ 10 −6 Mpc −3 , similar to the space density of > L * AGN in G2015, could generate large-scale (∼ 50h −1 Mpc) opacity variations substantial enough to account for the observed dispersion at z = 5.8. During the final preparation of this manuscript, Chardin, Puchwein & Haehnelt (2016) used more realistic models to show that a 50% contribution from AGN to the ionizing background is sufficient to account for the observed dispersion. We reach a similar conclusion in this paper.
The purpose of this paper is to further elucidate the implications of a large AGN population at high redshifts. To this end we will discuss three observational probes of AGN-dominated models of the high-z ionizing background: (1) We will develop empirically motivated models of the Lyα forest in scenarios where AGN constitute a significant fraction of the background. We will then use these models to assess the possible contribution of AGN to the z > 5 Lyα forest opacity fluctuations; (2) We will quantify the implications of these models for He II reionization and for the thermal history of the IGM -a facet that has yet to be discussed in the literature; (3) We will discuss the interpretation of recent He II Lyα forest opacity measurements in the context of these models. Foreshadowing, we will show that, while AGN-dominated models are indeed a viable explanation for the Lyα forest opacity measurements of Becker et al. (2015) , the models that best match the measurements are qualitatively inconsistent with constraints on the thermal history of the IGM under standard assumptions about the spectra of faint AGN. We will further argue that the discrepancy between the opacities observed in the z ≈ 3.1 − 3.3 He II Lyα forest and those in current He II reionization simulations may reflect deficiencies in the simulations rather than favor AGN-dominated models.
The remainder of this paper is organized as follows. In Section 2 we present a comparison of the AGN luminosity function of G2015 to other measurements in the literature. Section 3 is dedicated to models of the Lyα forest opacity fluctuations, while §4 Figure 1 . A comparison of the G2015 AGN luminosity function measurements to previously published measurements. The luminosity functions are expressed in terms of M AB,1450 , the AB magnitude at a wavelength of 1450Å. We adjust the redshifts of the previous measurements to the central redshifts of the G2015 bins by assuming that the luminosity function scales as 10 −0.47z , a common approximation that is motivated by the observed evolution of the bright end of the luminosity function at z = 3−6 (Fan et al. 2001) . The G2015 luminosity function measurements are highly discrepant with previous measurements based on optically selected samples.
explores the impact of high-z AGN on He II reionization and the thermal history of the IGM. Section 5 discusses the interpretation of recent He II Lyα forest opacity measurements. Finally, in §6 we offer closing remarks. All distances are reported in comoving units unless otherwise noted. We assume a flat ΛCDM cosmology with Ωm = 0.31, Ω b = 0.048, h = 0.68, σ8 = 0.82, ns = 0.97, and YHe = 0.25, consistent with recent measurements (Planck Collaboration et al. 2015) .
THE AGN LUMINOSITY FUNCTION
We begin by comparing the AGN luminosity function measurements of G2015 to a compilation of other recent measurements based on optically selected samples (Fig. 1) . We adjust the redshifts of the other measurements to the central redshifts of the G2015 bins by assuming that the luminosity function scales as 10 −0.47z , a common approximation that is motivated by the observed evolution of Figure 2 . Comoving emissivity of AGN at hν = 1 Ry (≈ 13.6 eV). For reference, the magenta/dot-dashed curve shows the model of , which is motivated by the Giallongo et al. (2015) emissivity measurements. In this model, AGN emissions alone reionize H I by z ≈ 5.5. See for a similar comparison.
the bright end of the luminosity function over z = 3 − 6 (Fan et al. 2001) . Fig. 1 shows that G2015's X-ray selected sample contains a much larger number of faint AGN than is expected from extrapolations of the past measurements.
2 To reconcile this discrepancy, G2015 argued that previous optical surveys missed a large fraction of high-z AGN at intermediate luminosities (MAB,1450 ≈ −22 to −25) . In fact, the G2015 fits shown in Fig. 1 (red/solid lines) use only their faint AGN sample and a select subset of previous optical measurements at the bright end, which they argue are less prone to incompleteness. Because of this, Fig. 1 shows that extrapolating the G2015 luminosity function to intermediate luminosities yields a much larger AGN population than was found previously by the other surveys.
G2015 assumed that the escape fractions of H I ionizing photons for faint and intermediate luminosity AGN are similar to the measured values for quasars. Under this assumption, their luminosity function translates to roughly a factor of ten greater contribution to the z > 4 H I ionizing background than previous measurements. The data points in Fig. 2 translate the G2015 luminosity function, as well as others in the literature, to an ionizing emissivity of 1 Ry photons,
where Lν is the specific luminosity, Φ(Lν ) is the luminosity function, and L912(Lν ) is the specific luminosity at 912Å (see for a similar comparison). We assume a power-law specific luminosity ∝ ν −0.61 at wavelengths > 912Å, consistent with the stacked quasar spectrum of Lusso et al. (2015) . As in G2015, equation (1) assumes an escape fraction of unity, and we integrate integrate down to a specific luminosity of L * /100. 2 We note that G2015's claims of a large number density of faint AGN (M AB,1450 ≈ −19 to −21) may be supported by the AGN abundance found in the recent BlueTides simulation (Feng et al. 2016 ). However, a direct comparison is not possible because the simulation does not extend below z = 8.
We note that much of the ionizing emissivity comes from the faint AGN population for the G2015 measurements. For example, in their highest redshift bin, we find that 88%, 71%, 49%, and 30% of the ionizing emissivity comes from AGN with MAB,1450 > −24, −23, −22, and −21, respectively. If correct, the G2015 emissivity measurements could change the widely accepted view that galaxies were the chief sources of H I reionization. The magenta dot-dashed curve shows the recently published model of , in which AGN reionize H I by z ≈ 5.5 without any contribution from galaxies.
We conclude this section by noting that Weigel et al. (2015) searched for z 5 AGN in the GOODS-South field -the same field considered in G2015 -using nearly the same data set and found no convincing candidates. In the ensuing sections, we will adopt the point of view that the contribution of AGN to the z > 5 ionizing background remains highly uncertain. For the sake of exploring implications for the Lyα forest, we will consider several scenarios in which AGN contributed significantly to z > 5 ionizing background.
OPACITY FLUCTUATIONS IN THE HIGH-REDSHIFT LYα FOREST
The Lyα forest is the foremost observational probe of the metagalactic ionizing background and of the thermal state of the IGM. At a given location of the forest, the Lyα optical depth, τLyα ≡ − ln F (where F is the transmitted fraction of the quasar's flux) scales as τLyα ∝ T −0.7 ∆ b /ΓHI. Here, T is the gas temperature, ∆ b is the gas density in units of the mean, and ΓHI is the photoionization rate which, in turn, scales in proportion to the strength of the local ionizing background. Recently, Becker et al. (2015) showed that the observed transmission averaged over 50h −1 Mpc segments of the forest displays an increasingly large scatter from sightline to slightline at redshifts approaching z = 6. At z 5.5 this scatter is too large to be explained by variations in the IGM density alone, indicating the presence of large spatial fluctuations in the ionizing background and/or in the IGM temperature (Chardin et al. 2015; D'Aloisio, McQuinn & Trac 2015; Davies & Furlanetto 2016; Gnedin, Becker & Fan 2016) .
D 'Aloisio, McQuinn & Trac (2015) proposed a model for the latter in which the z ∼ 5.5 opacity variations are generated largely by relic temperature fluctuations from patchy reionization. In this scenario, the observed opacity fluctuation amplitude favors an extended but late-ending reionization process that was approximately half-complete by z ≈ 9 and that ended at z ≈ 6. Davies & Furlanetto (2016) argued that the opacity variations might not be tied to the reionization process at all; they might instead be a consequence of large fluctuations in the ionizing background well after the end of reionization. In their model, these fluctuations are driven by the clustering of galaxies and by spatial variations in mean free path of ionizing photons. The latter owes to the enhancement (suppression) of optically thick absorbers in voids (overdensities), where the local ionizing background is weaker (stronger).
In paper I, we considered the model of Davies & Furlanetto (2016) in further detail. Under the standard assumption that galaxies dominate the background, we showed that accounting for the z ≈ 5.5 opacity fluctuations requires a short spatially averaged mean free path of λ Mpc through the AGN source field. We draw AGN from the luminosity function of Giallongo et al. (2015) and randomly distribute them among the most massive galactic halos in our hydro simulation.
To improve the statistics of our simulations of the ionizing background, we have tiled together eight of our hydro simulation boxes to achieve an effective L box = 400h −1 Mpc before drawing AGN. Middle: the H I photoionization rate in a slice of thickness 6.25h −1 Mpc, situated in the middle of the slice in the left panel. Right: the mean free path of 1 Ry photons in the same slice as in the middle panel. The clustering of the AGN leads to large-scale variations in the mean free path that amplify fluctuations in the ionizing background.
necting this value with the measured mean free path at z = 5.2 Worseck et al. 2014b ) requires an unnatural factor of ≈ 2 decrease in the emissivity of the galaxy population in the ≈ 100 million years between z = 5.6 and z = 5.2. Such a rapid evolution in the galaxy population would be surprising because the Hubble time scale is of order one billion years at these redshifts. This is (to within a factor of a few) the time scale over which we should expect such a large change in the galaxy emissivity.
3 However, we also identified a plausible solution to this problem. We showed that, at z 5, the enhanced ionizing flux in the proximity zones of quasars can bias direct measurements of the mean free path higher than λ 912 mfp by up to a factor of two. Such a large bias would reconcile the short values of λ 912 mfp that are required in the model of Davies & Furlanetto (2016) .
Given the large uncertainty in the magnitude of this bias (see discussion in Paper I), we explore an alternative model here. One way to obviate the need for a short mean free path is to make the sources of the ionizing background in the post-reionization IGM much rarer and brighter than the faint, sub-L * galaxies that dominate in standard models. As Chardin et al. (2015) pointed out, the AGN of G2015, if they exist, are natural candidates for these rare sources. In this section we shall consider an AGN-sourced ionizing background as a potential solution the problem of large opacity variations in the z ≈ 5.5 Lyα forest. In what follows, we focus on the effect of background fluctuations from AGN under the implicit assumption that residual temperature fluctuations from the H I reionization process are weak at z 5.5. This assumption is 3 Recently, Gnedin, Becker & Fan (2016) claimed that the observed opacity fluctuations are well reproduced by ionizing background fluctuations in fully-coupled radiative transfer+hydrodynamics simulations with a standard galactic source model, and without the need for a small λ 912 mfp . However, in Paper I, some of us argue that their methodology is likely to overestimate the amplitude of τ eff fluctuations.
appropriate for scenarios in which reionization ends significantly earlier than z ≈ 6 and/or occurs rapidly.
Numerical Methodology
Much of the numerical methodology for this work is described in paper I. Here we briefly summarize the methodology and its extension to include AGN sources. We used a modified version of the code of Trac & Pen (2004) to run a cosmological hydrodynamics simulation with box size L box = 200h −1 Mpc, with N dm = 2048 3 dark matter particles and Ngas = 2048 3 gas cells. This simulation does not include residual temperature fluctuations from H I reionization (as noted above), nor does it include temperature fluctuations from He II reionization. In Appendix A, we discuss the impact of this on our conclusions. To model the galaxy population, all dark mater halos with masses M200 2 × 10 10 h −1 M⊙ are populated with galaxies by abundance matching to the observed luminosity function of Bouwens et al. (2015) , using the scheme described in Trac, Cen & Mansfield (2015) . This minimum mass, which was chosen for completeness of the halo mass function, translates to a lower magnitude limit of MAB,1600 ≈ −17.5 at z = 5.5, above the detection threshold for current observations. We assume a constant escape fraction, which we tune in each model to match the observed mean transmission in the Lyα forest (see below for further details).
Since our models in this paper also include AGN as sources, which are much rarer than typical galaxies, we tile together eight of our hydro simulation boxes for an effective box size of L box = 400h −1 Mpc before laying down AGN sources. We randomly populate the most massive halos 4 in this composite box with luminosities drawn from a rescaled version of the G2015 luminosity function, where the normalization is chosen to yield the desired level . Distribution of mean free paths at z = 5.6 in our 25%, 50%, and 90% AGN models (narrowest to widest, respectively). Fluctuations in the ionizing background are enhanced not only by a larger contribution from AGN, but also from the correspondingly larger fluctuations in the mean free path.
of contribution from AGN. (See Appendix B for more details.) We draw AGN down to a magnitude limit of MAB,1450 = −19, roughly the magnitude of the faintest candidates in G2015's sample. We assume an AGN spectrum with Lν ∝ v −0.6 for λ > 912 A, and Lν ∝ ν −1.7 for λ 912Å, consistent with the quasar stack of Lusso et al. (2015) . We note that, while the escape fraction of H I ionizing photons from quasars is likely close to unity, it is unclear whether this also holds for fainter AGN. One of our main goals is to assess the maximum possible contribution of AGN to the ionizing background, so we follow Giallongo et al. (2015) and in assuming a constant escape fraction of unity for all AGN.
After populating the sources, we post-process the hydro simulation with the model of Davies & Furlanetto (2016) for the fluctuating ionizing background. This model self-consistently includes the effect of spatial variations in the mean free path. We compute ΓHI on a uniform grid with N = 64 3 , yielding a cell size of ∆x = 6.25h −1 Mpc. In all models we set the spatially averaged mean free path to λ 912 mfp = 40, 35, and 30 h −1 Mpc at z = 5.2, 5.4 and 5.6, respectively, consistent with the extrapolation of the measurements of Worseck et al. (2014b) . In what follows, we will explore galaxies+AGN source models in which AGN constitute different fractions (i.e. 25, 50 and 90 %) of the global average photoionization rate, ΓHI . The left, middle, and right panels of Fig. 3 show slices through the AGN distribution, photoionization rate, and mean free path field at z = 5.6 for our model where AGN contribute 50% of ΓHI . In the left panel we show all of the AGN in the slice, which has a thickness of 20h −1 Mpc. The right two panels have thicknesses of 6.25h −1 Mpc, and are situated in the middle of the slice in the left panel. The fluctuations in ΓHI are enhanced by large-scale variations in the mean free path of ionizing photons, which is significantly longer in regions surrounding an overdensity of galaxies and/or several bright AGN. For reference, Fig. 4 shows the distribution of λ 912 mfp (x) at z = 5.6 in our 25%, 50%, and 90% AGN models (from narrowest to widest, respectively). Fluctuations in ΓHI are enhanced not only by a larger contribution from AGN, but also from the correspondingly larger fluctuations in λ 912 mfp (x). Under the assumption of photoionization equilibrium (a good approximation in the post-reionization IGM), we combine these simulations of the fluctuating ΓHI field with our hydro simulations to produce synthetic Lyα forest spectra. A typical way to quantify opacity fluctuations in the Lyα forest is to measure the distribution of effective optical depths, τ eff ≡ − ln F L, for segments of the forest of length L, where F is the continuum normalized flux. The most recent measurements by Becker et al. (2015) adopted the convention of L = 50h −1 Mpc, so we will assume the same hereafter. We construct the distribution of τ eff from 4000 randomly oriented lines of sight. The spatially averaged photoionization rate, ΓHI , is a free parameter in our models that we fix by matching the observed transmission in the forest. Specifically, we rescale ΓHI by a constant factor such that the mean value of F 50 in our models is equal to the observed value in Becker et al. (2015) . For a given thermal state of the IGM, this normalization of ΓHI also fixes the emissivities of the sources in our models.
Results
Fig . 5 shows the cumulative probability distribution of the effective optical depth, P (< τ eff ), in three models where AGN emissions constitute a significant fraction of the ionizing background. The green/long-dashed, red/solid and magenta/dot-dashed curves respectively correspond to scenarios in which AGN contribute 25%, 50%, and 90% of ΓHI .
5 The black histograms show the observational measurements of Becker et al. (2015) while, for reference, the blue/short-dashed curves show our fiducial model from Paper I in which only galaxies source the ionizing background.
6 The blue shading corresponds to 90% confidence regions estimated by bootstrap sampling of this galaxies-only model (where we fix the mean F 50 of each sample to the observed value). The τ eff distribution in the 25% AGN model is only mildly wider than in the galaxiesonly model, and is consistently narrower than the observed distribution. The 50% AGN model provides a better match for much of the observed distribution at all redshifts, but the inset in the bottom panel of Fig. 5 shows that even this model struggles to account for the highest opacity measurement at z = 5.6. On the other hand, while the 90% AGN model can better account for the highest opacities, the distributions in this model are otherwise consistently wider than the observed distributions.
An attractive feature of AGN-dominated models is that they do not require a short λ 912 mfp to account for (most of) the observed τ eff dispersion. (Indeed, recall that we have assumed a λ 912 mfp (z) consistent with extrapolating the z 5.2 measurements of Worseck et al. 2014b .) Thus, unlike the galaxies-only model considered in paper I, they do not require an unnaturally rapid evolution in the emissivity of the galaxy population to be consistent with the mean free path measurements of Worseck et al. 2014b . In fact, we find that the redshift evolution of the galaxy 5 We note that the ionizing background fluctuations in these models are greatly enhanced by large-scale spatial variations in the mean free path. To illustrate this, we have also considered models in which the mean free path is assumed to be uniform in space, with λ 912 mfp = 30h −1 Mpc at z = 5.6. (Note, all studies prior to Davies & Furlanetto 2016 that implemented a fluctuating ionizing background did so under the assumption of a uniform mean free path.) In this case, the 50% AGN model yields a P (< τ eff ) that is very similar to the green/long-dashed curve in Fig. 5 , and the 90% AGN model is nearly identical to the red/solid curve. Thus, in these models it is crucial to account for spatial variations in the mean free path. Figure 5. Opacity fluctuations in the z > 5 Lyα forest in models where AGN contribute to the H I ionizing background. The green/long-dashed, red/solid, and magenta/dot-dashed curves correspond to models in which AGN emissions produce 25%, 50% and 90% of the global average H I photoionization rate, respectively. The black histograms show the cumulative probability distribution of τ eff measured in 50h −1 Mpc segments of the forest by Becker et al. (2015) . For reference, the blue/short-dashed curves correspond to a model in which only galaxies contribute to the ionizing background. The light blue shading shows 90% confidence regions estimated by bootstrap sampling of this model. For all models we assume our fiducial values for the spatially averaged mean free path, λ 912 mfp = 40, 35, and 30 h −1 Mpc at z = 5.2, 5.4, and 5.6, consistent with the extrapolation of measurements by Worseck et al. (2014b). emissivity is quite flat. For reference, in our 25% AGN model, the mean emissivity from galaxies is ǫ gal 912 = 4.7, 4.7, and 5.0 × 10 24 erg s −1 Mpc −3 Hz −1 at z = 5.2, 5.4 and 5.6, respectively -a decrease of only ≈ 6% between z = 5.6 and z = 5.2. In Paper I, we argued that the mean free path measurements of Worseck et al. 2014b may be biased significantly by the enhanced ionizing flux in quasar proximity zones. We note that such a bias Figure 6 . The H I ionizing emissivities of AGN in our AGN-driven models (see Fig. 5 ). From bottom to top, the black Xs show the z = 5.6 ionizing emissivities in our 25%, 50%, and 90% AGN models, respectively, while the corresponding error bars bracket the effects of the highly uncertain thermal state of the IGM. For clarity, we have added a small horizontal offset between these data points. The other data points show some of the highz measurements from Fig. 2 . The curves correspond to parametric models that we use in §4 to explore the implications of an AGN-dominated ionizing background for He II reionization and the thermal history of the IGM (see main text for details).
could reduce the contribution from AGN that is required to account for the observed width of P (< τ eff ).
Let us now quantify in more detail the AGN contribution to the ionizing emissivities in these models, so we can compare them to the measurements of G2015. The value of the emissivity (which is determined by the observed mean transmission in the forest) depends on the thermal state of the IGM, which is highly uncertain at z 5. In the AGN-dominated models, these uncertainties are made larger by the fact that the AGN population may begin reionizing He II earlier than in the standard scenario. For a simple estimate of the upper and lower limits of these uncertainties, we parameterize the thermal state of the IGM with a temperature-density relation of the form T (∆) = T0∆ γ−1 , where T0 is the temperature at the cosmic mean density, and γ specifies the logarithmic slope of the relation (Hui & Gnedin 1997 ). Here we bracket the range of plausible thermal states with (T0, γ) = (20, 000 K, 1.2), and (T0, γ) = (5, 000 K, 1.6). The former would be expected during or shortly after a reionization event, while the latter represent approximately the asymptotic values expected well after afterwards (Hui & Gnedin 1997; Puchwein et al. 2015 
to obtain lower and upper limits, respectively. At z = 5.6, the ionizing emissivities in our 25%, 50%, and 90% AGN models are ǫ Fig. 6 compares the emissivities in our AGN-driven models to recent measurements in the literature. (The curves will be described in the next section.) From bottom to top, the black Xs show the z = 5.6 ionizing emissivities in our 25%, 50%, and 90% AGN models, respectively. For clarity, we have added a small horizontal offset between these data points. Note that the emissivities in these models are of order the emissivity reported by G2015. Even the 25% AGN model has an emissivity that is a factor of 5 − 14 higher than the value obtained by interpolating in redshift between the measurements of McGreer et al. (2013) and Willott et al. (2010) . In the next section, we will discuss the implications of such a large ionizing emissivity from AGN for He II reionization and for the thermal history of the IGM.
HELIUM REIONIZATION AND THE THERMAL HISTORY OF THE IGM
Compared to models in which galaxies dominate the ionizing background, the large AGN populations that we considered in the last section would likely emit many more photons with energies in excess of 4 Ry. These emissions would begin the reionization of intergalactic He II earlier than in the standard scenario. In this section we explore the signature of this earlier He II reionization in the thermal history of the IGM. Below we consider four models with H I ionizing emissivities of AGN given by the curves in Fig. 6 . The form of the blue/shortdashed curve is given by equation (C1) in Appendix C. This model is representative of the standard scenario in which galaxies dominate ǫ912 at z 4. In contrast, the magenta/dot-dashed curve shows the model of , in which AGN provide all of the ionizing emissivity necessary to reionize H I by z ≈ 5.5. This model is representative of the z = 5.6 emissivity in the 90% AGN model from the last section. The red/solid and green/long-dashed models are representative of the emissivities in the 50% and 25% AGN models, respectively. The form of these models is given by equation (C2).
We solve the ionization balance equations to obtain the H I and He II reionization histories, tuning the escape fraction of galaxies such that H I reionization ends at z ≈ 6 in the three models that include galaxies. For stellar sources we use the star formation rate density compiled by Robertson et al. (2015) . The thin and thick sets of curves in Fig. 7a show xHII and xHeIII , the volume-weighted mean ionized fractions of H II and 7 See Paper I for a discussion of how we correct our emissivities for the effects of finite simulation resolution. Here we also apply a crude correction to account for the fact that Γ HI receives a contribution from ionizing radiation produced during recombinations to the ground state of hydrogen (Haardt & Madau 1996) . At temperatures of T ∼ 10, 000 K, the fraction of recombinations that produce an H I ionizing photon is (α A − α B )/α A ≈ 40%, where α A and α B are the case A and B recombination coefficients, respectively. However, just a fraction of these photons are added to the ionizing background, since some of the recombinations will occur in optically thick absorbers, whose abundance is set by the H I column density distribution. For standard assumptions about the column density distribution, this fraction is roughly one half. Thus we reduce our emissivities by 20%. Previous studies that considered this radiative transfer effect in more detail have obtained similar corrections ranging from ≈ 10 − 30% at these redshifts Figure 6 . The cyan/dot-dashed curves correspond to the model of in which AGN are assumed to be the only sources of H I reionization. For all other models, we tune the escape fraction of galaxies such that H I reionization ends at z ≈ 6. The dotted curve corresponds to a version of the green/long-dashed model in which He II reionization has been extended by increasing the recombination rate of He III. Panel (b): Temperature at the mean density of the universe. The data points show the Lyα forest temperature measurements of Becker et al. (2011) (triangles) and Boera et al. (2014) (circles) . The blue and red data points show these measurements extrapolated to the mean density using the temperaturedensity relation of the blue/short-dashed and red/solid models, respectively. For reference, panel (c) shows the comparison at the redshift-dependent "optimal density,"∆, at which the temperature measurements were made.
He III in these models. Our fiducial calculations assume constant clumping factors of CHII = CHeIII = 2, approximately consistent with the values found in hydrodynamical simulations (e.g. Pawlik, Schaye & van Scherpenzeel 2009; McQuinn 2012; Kaurov & Gnedin 2015) , but we will discuss the effect of varying CHeIII below.
To model the thermal history of the IGM, we use a modified version of the two-zone approach of Upton Sanderbeck, D'Aloisio & McQuinn (2016) . In summary, we follow the thermal histories of an ensemble of gas parcels at different initial densities, using the Zel'dovich approximation for the parcels' dynamical histories. Starting at z HI start = 12, the redshift at which H I reionization begins in our models, the parcels are photoheated by a uniform background of hard photons produced by the AGN population. To delineate this hard background from the softer photons that are absorbed more locally at the boundary of ionization fronts, we include in the hard background only photons with mean free paths > 20 Mpc, but our results are insensitive to this choice. We adopt a spectral index of αQSO = 1.7 for the hard background, and an index of α bk = 1 for the H I ionizing background. As H I reionization progresses, the parcels are each instantaneously heated (in theory by a passing ionization front) to a temperature of T = 20, 000 K at a unique redshift, z = z HI reion , with cumulative probability distribution xHII . After z Given the exact solution for xHII (z) in our models, we find that the values B1 = (0.035, 0.068, 0.089, 0.142) and B2 = (6.8, 4.5, 3.2, 0.05) yield excellent approximations to xHeIII (z) for the blue/short-dashed, green/long-dashed, red/solid, and magenta/dot-dashed models, respectively. We find only minor differences in the resulting thermal histories if we assume the opposite limit in which z HI reion and z HeII reion are completely uncorrelated. The curves in Fig. 7b show the IGM temperature at the mean density in our models. (The line styles match the emissivity histories in Fig. 6 .) We compare them against the Lyα forest temperature measurements of Becker et al. (2011) (triangles) and Boera et al. (2014) (circles) . It is important to note that these measurements are not at the mean density, but at a redshift-dependent optimal density,∆ (see discussion in Becker et al. 2011) . The blue and red symbols show these measurements extrapolated to the mean density using the temperature-density relation of the blue/shortdashed and red/solid models, respectively. For reference, Fig. 7c shows the comparison at the original∆ of the measurements. These results show that the AGN-driven models considered in the last section are qualitatively inconsistent with the temperature measurements owing to the earlier reionization of He II and its associated photoheating. Only the standard scenario (blue/shortdashed curve), in which He II reionization ends at z ≈ 3, provides a reasonable match to the high-redshift temperatures (see also Upton Sanderbeck, D'Aloisio & McQuinn 2016) .
One way to reconcile the AGN-driven scenarios with observations is if He II reionization were significantly more extended than in our models. To explore this possibility, we increased CHeIII in the green/long-dashed model while holding H I reionization fixed. Fig. 7b , except we assume that H I reionization ends at z ≈ 8, much earlier than in our fiducial model (in which it ends at z ≈ 6). Regardless of the details of H I reionization, the earlier onset of He II reionization in AGN-dominated models renders them discrepant with the high-redshift temperature measurements.
We found that delaying the end of He II reionization to z ≈ 3 in this model requires CHeIII = 4, consistent with the highest values bracketed by the radiative transfer simulations of McQuinn (2012) . This model is depicted as the green/dotted curves in Fig. 7 . However, panel 7b shows that the longer duration of He II reionization results in larger temperatures owing to the longer build-up of the hard radiation background from AGN and its associated photoheating. Thus extending the duration of He II reionization appears to be in tension with the temperature measurements. We note that this issue can be avoided if the fainter AGN, which account for most of the contribution to the H I ionizing emissivity (see §2), have a much smaller escape fraction of He II ionizing photons. However, a large escape fraction of H I ionizing radiation would still be necessary to account for the observed Lyα forest opacity fluctuations considered in the last section. Finally, Fig. 8 considers the impact of our assumptions about H I reionization on our conclusions. There, we adopt a scenario in which H I reionization ends at z ≈ 8, much earlier than in our fiducial model, such that the IGM starts out significantly colder at z ≈ 6. (Note that we do not consider the AGN-only model of , since its H I reionization history is fixed by the AGN emissivity.) We find that, regardless of the details of H I reionization, the earlier onset of He II reionization still renders AGN-dominated models ( 50% contribution from AGN to the ionizing background) discrepant with the high-redshift temperature measurements.
We conclude that, under standard assumptions about the spectra of AGN, it is difficult to reconcile AGN-driven models of the high-z ionizing background -especially scenarios with AGN emissivities as high as those claimed by G2015 -with current observational constraints on the thermal history of the IGM. On the other hand, recent observations of the He II Lyα forest indicate a lower effective optical depth at z = 3.1 − 3.3 than is found in existing simulations of He II reionization (Worseck et al. 2014a) . Some authors have argued that this low opacity is evidence for a more extended or earlier He II reionization (Worseck et al. 2014a; . In the next section we will address these claims.
Observations of the He II Lyα forest have been used to probe the timing and duration of He II reionization. The He II Lyα forest displays Gunn-Peterson troughs at z 2.7 coeval with cosmic voids observed in the H I Lyα forest. The presence of these He II Lyα absorption troughs imply a He II fraction 10% at the mean density, indicating that He II reionization was likely still in progress at z 2.7 (McQuinn 2009). We note that this is qualitatively consistent with the blue/short-dashed model in Fig 7, representative of the standard scenario in which AGN are subdominant at z > 4. On the other hand, argued that a more extended (or earlier) He II reionization may be more consistent with the observed evolution in the He II Lyα effective optical depth reported by Worseck et al. (2014a) . At the highest redshifts probed by the data (z = 3.1 − 3.3), Worseck et al. (2014a) found lower He II Lyα optical depths than existing simulations of He II reionization (which use standard quasar emissivity models and hence have He II reionization end at z ∼ 3).
Existing He II reionization simulations are likely to underpredict the optical depths of these measurements. Early on during He II reionization, the regions that show significant transmission are likely the proximity regions of quasars. The z 3 He II Lyα forest appears consistent with this picture, having large spans of no transmission punctuated by rare transmission peaks. In this limit in which all of the He II Lyα transmission comes from proximity regions, the transmission in the forest is given by
where V eff (L) is the effective volume encapsulated by the average transmission profile around an individual quasar of luminosity L. Using the 1D radiative transfer code presented in Khrykin et al. (2015) , we find V eff ∝ L 1.5 , regardless of whether the quasar turns on in a He II region or in a He III region, the same scaling expected for the classical proximity effect assuming ionization equilibrium. However, we find that the proportionality changes by a factor of ten if quasar lifetimes vary from 10 − 100 Myr because of equilibration effects (Khrykin et al. 2015) and by an order unity factor if the quasar goes off in a He II region rather than in a He III region. This super-linear scaling means that > L * quasars contribute almost all of the transmission.
This simple model for the He II Lyα transmission illustrates two potential problems with the He II reionization simulations. First, the simulations are typically limited to one or two quasar models, and the amount of transmission should be very sensitive to the quasar model. We find that the transmission varies by a factor of ten depending on the lifetime that is assumed. Indeed, most of the simulations in McQuinn et al. (2009) took the brightest quasars to have the shortest lifetimes, following Hopkins et al. (2006) , a choice that reduces the transmission relative to the more standard lightbulb models. Second, simulations tend to miss quasars that occur at lower number densities than one per simulation volume. For the volumes of previous simulations and using our model for the transmission, this omission leads to an underestimate of the transmission. To mock up this effect in our model, we set the integrand in equation (4) to zero at LΦ = V −1 , where V is the simulation volume. At z = 3.3, we find that this cutoff reduces the transmission, T , by a factor of 1.8 for the 130h −1 Mpc simulation box used in McQuinn et al. (2009) and by a factor of 2.0 for the 100h −1 Mpc box used in Compostella, Cantalupo & Porciani (2013) . These factors increase to 2.3 and 2.7 respectively at z = 3.6. Thus, because of their limited volumes, existing He II reionization simulations underestimate the observed transmission (and hence τ eff ) in the He II forest in the limit that the transmission owes to isolated proximity effects. While this limit does not apply at the end of He II reionization, when most locations see multiple quasars, it is likely to apply at the highest redshifts probed by the data, redshifts where the discrepancy reported by Worseck et al. (2014a) arises. Without larger volume simulations spanning a range of quasar lifetime models, the discrepancy between simulations and the Worseck et al. (2014a) measurements should not be taken as evidence for a more extended or earlier He II reionization epoch. Our simple model further suggests that the transmission in the high-redshift He II forest is less sensitive to the He II fraction than to the properties of quasar lifetimes.
CONCLUSION
Several recent studies have proposed models in which AGN contribute significantly to (or even dominate) the z 5 H I ionizing background. Among the main motivations for these models is that they may reconcile recent observations showing large opacity fluctuations in the z ≈ 5.5 H I Lyα forest , and a slow evolution in the mean opacity of the z ≈ 3.1 − 3.3 He II Lyα forest. Here we have considered several facets of AGN-driven models of the ionizing background: (1) We have quantified the amplitude of z ≈ 5.5 H I Lyα forest opacity fluctuations in models with varying levels of contribution from AGN; (2) We have investigated the implications of these models for cosmological He II reionization and for the thermal history of the IGM; (3) We have discussed the interpretation of recent ≈ 3.1 − 3.3 He II Lyα forest opacity measurements in the context of these models.
We found that a model in which ≈ 50% of the H I ionizing background is sourced by AGN generally provides a better fit to the observed Lyα forest opacity fluctuation distribution across z ≈ 5 − 5.7 compared to a model in which only galaxies source the background. However, even this 50% AGN model struggles to account for the highest opacity measurements. We found that doing so requires that essentially all ( 90%) of the ionizing background be produced by AGN, in a similar vein to the model proposed recently by . These results are generally consistent with the findings of Chardin, Puchwein & Haehnelt (2016) , which appeared during the final preparations of this manuscript. An important caveat to this work is that we have adopted a model for the mean free path that is consistent with the recent measurements of Worseck et al. 2014b . In Paper I, we argued that these measurements may be biased significantly by the enhanced ionizing flux in quasar proximity zones. We note that such a bias could reduce the contribution from AGN that is required to account for the observed amplitude of Lyα opacity fluctuations.
Since AGN are expected to have harder spectra than galaxies at He II ionizing energies of 4 Ry, a unique prediction of AGNdriven models is that cosmological He II reionization occurs earlier than in the standard scenario . Thus the impact of this reionization event on the thermal state of the IGM provides an independent way to constrain these models. We showed that, under standard assumptions about the spectra of AGN, the earlier He II reionization heats the IGM well above the most recent temperature measurements, even for models in which AGN contribute modestly (≈ 25%) to the H I ionizing background. We are thus led to conclude that AGN-dominated models are disfavored by the temperature measurements. Our results strongly disfavor the scenario proposed by in which AGN emissions alone are enough to reionize intergalactic H I by z ≈ 5.5.
Finally, some authors have argued that the slow evolution in the mean opacity of the z ≈ 3.1 − 3.3 He II Lyα forest implies that He II reionization ended earlier or was more extended than is expected in standard quasar source models (Worseck et al. 2014a; . We argued that the He II reionization simulations that were used to establish this discrepancy should over-predict the opacity at high redshifts. We also argued that the opacity found in these simulations should be most dependent on the assumed quasar lightcurve model. Thus the measurements of Worseck et al. (2014a) are not necessarily in conflict with standard quasar models (and a late He II reionization). Therefore, they
should not yet be interpreted as evidence in favor of the abundant high-z AGN models considered here.
Combined with direct searches to better characterize the highz faint AGN population, future measurements of the Lyα forest opacity and of the IGM temperature will more tightly constrain the contribution of AGN to the ionizing background, as well as their contribution to reionization. Figure B1 . AGN luminosity functions used in our models of the AGNdriven ionizing background. From bottom to top, the black/solid curves correspond to models in which AGN emissions contribute 25%, 50%, and 90% of the spatially averaged H I photoionization rate, Γ HI . The left(right) end of the curves terminate at the lowest(highest) luminosity sampled in our simulations. For reference, the red/dashed curve shows the luminosity function measurement of G2015, while the data points show a compilation of recent observational measurements.
galaxies dominate the z > 4 H I ionizing background), we use a modified version of the widely used Haardt & Madau (2012) (C1) We find equation (C1) to be a better match to the AGN emissivity for the most recent measurements at both low and high redshifts. For the other scenarios in which AGN contribute significantly to the high-z ionizing background, we adopt a modified form of the recently published 
where (C1, C2, C3, C4) = (25.75, 0.0088, 2, 0.8) and (25.9, 0.013, 2.2, 0.95) respectively for the red/solid and green/long-dashed curves in Figs. 6 and 7.
