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SINGULAR OPERATORS WITH ANTISYMMETRIC KERNELS,
RELATED CAPACITIES, AND WOLFF POTENTIALS
D. R. ADAMS AND V. YA. EIDERMAN
Abstract. We consider a generalization of the Riesz operator in Rd and obtain estimates
for its norm and for related capacities via the modified Wolff potential. These estimates
are based on the certain version of T 1 theorem for Caldero´n–Zygmund operators in metric
spaces. We extend two versions of Caldero´n–Zygmund capacities in Rd to metric spaces
and establish their equivalence (under certain conditions). As an application, we extend
the known relations between s-Riesz capacities, 0 < s < d, and the capacities in Nonlinear
Potential Theory, to the case s = 0.
1. Introduction
For ε > 0, s > 0, and for a finite Borel measure µ on Rd, d ≥ 1, define the ε-truncated
s-Riesz transform of µ by the equality
Rsµ,ε(x) =
∫
|y−x|>ε
y − x
|y − x|s+1
dµ(y), x, y ∈ Rd.
For 0 < s ≤ d the limit
Rsµ(x) = lim
ε→0+
Rsµ,ε(x)
exists almost everywhere in Rd with respect to Lebesgue measure; this limit is said to be the
s-Riesz transform of µ at x. Analogously, we define the ε-truncated s-Riesz operator
R
s
µ,εf(x) =
∫
|y−x|>ε
y − x
|y − x|s+1
f(y) dµ(y), f ∈ L2(µ), ε > 0.
Then for every ε > 0, the operator Rsµ,ε is bounded on L
2(µ). We set
|Rsµ| := sup
ε>0
‖Rsµ,ε‖L2(µ)→L2(µ).
It is known (see [15], [8], and [4]) that for 0 < s < 1∫
Q
|Rsµ,εχQ|
2dµ ≈
∫
Q
W µ|Qdµ, (1.1)
where Q is a cube in Rd with sides parallel to the coordinate axes, and W µ is the acclaimed
Wolff potential from Nonlinear Potential Theory; see [5] and [1]:
W µ(x) =
∫ ∞
0
(
µ(B(x, t))
ts
)2
dt
t
.
The symbol ≈ in (1.1) means that the ratio is bounded above and below by positive constants
that depend only on s and d. In the language of [1], W µ corresponds to the case 1
p−1
= 2 or
p = 3/2 and s = N−α 3
2
; see page 110 of [1]. The right side of (1.1) is consequently called the
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Wolff energy. The upper bound in (1.1) holds for all s ∈ (0, d) [4]; the lower bound appears
in [15] – though only for 0 < s < 1. The latter is not correct when s = 0, 1, . . . , d. The
important question about the validity of the lower bound for non-integer s ∈ (1, d) remains
open.
Relation (1.1) plays a key role in the uniform boundedness of Rsµ,ε: (1.1) holding for
all cubes Q and the non-homogeneous T1 theorem by Nazarov-Treil-Volberg [11], [13], [14]
implies that |Rsµ|
2 ≤ C suppx∈suppµW
µ(x) (see [4, Theorem 2.6]). Also, exploiting the con-
nection with Non-Linear Potential Theory, this estimate implies that
γs,+(E) ≥ c · C˙ 2
3
(d−s), 3
2
(E) (1.2)
for any compact set E ⊂ Rd, 0 < s < d [4], and
γs,+(E) ≤ c
′ · C˙ 2
3
(d−s), 3
2
(E) (1.3)
whenever 0 < s < 1 [8]. Here C˙α,p(·) is the Riesz capacity of order α and degree p from [1]:
C˙α,p(E) = sup
µ∈M+(E)
(
µ(E)
‖Iα ∗ µ‖p′
)p
, Iα(x) =
Ad,α
|x|d−α
,
1
p′
+
1
p
= 1,
where 1 < p <∞, 0 < αp < d, ‖ · ‖p′ is the L
p′-norm with respect to the Lebesque measure
in Rd, and Ad,α is the certain constant depending on d and α; furthermore,
γs,+(E) := sup{‖µ‖ : µ ∈M+(E), ‖R
s
µ(x)‖∞ ≤ 1},
where M+(E) is the class of positive Radon measures supported on E. The study of these
set functions has accelerated recently with the breakthrough results of X. Tolsa and others.
In particular, Tolsa proved that γ1,+(·) is comparable with the analytic capacity when d = 2.
Clearly, (Iα ∗ µ)(x) ≈ ‖µ‖ · |x|
α−d for a finite measure µ with compact support and for
sufficiently big |x|. If αp = d, then p′ = d/(d − α), and we see that Iα ∗ µ 6∈ L
p′. Because
the case αp = d will be important, we consider the standard Bessel capacity instead of the
Riesz one, defined in the similar way:
Cα,p(E) = sup
µ∈M+(E)
(
µ(E)
‖Gα ∗ µ‖p′
)p
, 1 < p <∞,
1
p′
+
1
p
= 1,
where Gα is the Bessel kernel. We refer to [1], p. 9–13, for definitions and properties of the
Bessel kernel and Bessel potentials. It is important to note that Gα(x) ≈ Iα(x) as |x| → 0,
0 < α < d, and Gα(x) = O(e
−c|x|) as |x| → ∞, α > 0, 0 < c < 1. Thus, C˙α,p(E) ≈ Cα,p(E)
for compact sets E with diam(E) ≤ 1 and for 1 < p <∞, 0 < αp < d.
Inequality (1.3) does not hold, in general, for integer s ∈ (0, d]. Indeeed, a closed s-
dimensional ball is an example of a compact set with positive γs,+-capacity and zero C˙ 2
3
(d−s), 3
2
-
capacity. For s = 0, (1.3) also does not hold. Notice that γ0,+(E) ≥ 1 for every set E in R
d,
but C˙ 2
3
d, 3
2
(B(0, r)) → 0 as r → 0; here B(x, r) := {y ∈ Rd : |y − x| < r}. The validity of
(1.3) for non-integer s ∈ (0, d) is an open question; essentially it is equivalent to the problem
about the lower bound in (1.1).
This note is inspired by the following question: is there a natural analog of the capacity
γs,+ which is equivalent to C 2
3
(d−s), 3
2
when s is an integer? The particular interest is the
case s = 0. To be more precise, we generalize the notion of γs,+ in the following way. Let
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ϕ(t) be a continuous increasing function of t ≥ 0 with ϕ(0) = 0. We define the ε-truncated
ϕ-operator and the ϕ-transform by the equalities
R
ϕ
µ,εf(x) =
∫
|y−x|>ε
y − x
|y − x|
·
1
ϕ(|y − x|)
f(y) dµ(y), f ∈ L2(µ), ε > 0,
Rϕµ,ε(x) = R
ϕ
µ,ε1(x), R
ϕ
µ(x) = lim
ε→0
Rϕµ,ε(x), x, y ∈ R
d.
We assume that the limit exists almost everywhere in Rd with respect to Lebesgue measure.
As above we set
|Rϕµ| := sup
ε>0
‖Rϕµ,ε‖L2(µ)→L2(µ).
The ϕ-Wolff potential of a Borel measure µ is defined by the formula
W µϕ (x) =
∫ ∞
0
(
µ(B(x, t))
ϕ(t)
)2
dϕ(t)
ϕ(t)
.
When ϕ(t) = ts, we write Rsµ,ε instead of R
ϕ
µ,ε, etc.
Let Σϕ be the class of nonnegative Borel measures µ in R
d such that
µ(B(x, r)) ≤ ϕ(r) for all x ∈ Rd and r > 0. (1.4)
We introduce the capacity γϕ,+ of a compact set E in R
d in the similar way, namely
γϕ,+(E) := sup{‖µ‖ : µ ∈ Σϕ, suppµ ⊂ E, ‖R
ϕ
µ(x)‖∞ ≤ 1}.
The condition µ ∈ Σϕ in this definition is superfluous for ϕ(t) = t
s. Namely, it is shown
in [8], p. 217, that if ‖Rsµ(x)‖∞ ≤ 1, 0 < s < d, then µ(B(x, r)) ≤ Cr
s, x ∈ Rd, r > 0, for
every measure µ ∈ M+(E). For s = d − 1, this fact is also noted in [17], p. 46. We do not
know if the condition µ ∈ Σϕ can be droped for any ϕ.
Now we can formulate our question as follows. Given integer s ∈ [0, d], is it possible to
find ϕ for which
γϕ,+(E) ≈ C 2
3
(d−s), 3
2
(E) (1.5)
for all (or at least for sufficiently small) compact sets E ⊂ Rd? With this end in view we
extend some results of [4] to the class of Caldero´n-Zygmund (CZ) operators on separable
metric spaces. As an application, we obtain an extension of results in [8] and [4] to the
class of concave and convex functions ϕ satisfying the doubling condition. In particular, we
derive the theorem on the comparison of the capacity γϕ,+ and ϕ-Wolff potentials. These
generalizations are, we believe, of independent interest. As a corollary, we give an affirmative
answer the question posed above, for s = 0, and indicate the corresponding function ϕ.
Namely, we prove that γϕ,+(E) ≈ C 2
3
d, 3
2
(E) for every compact set E with diam(E) ≤ 1, if ϕ
is a concave increasing function on the interval (0,∞) such that ϕ(t) = ϕ0(t) = (log
1
t
)−1/2
as 0 < t ≤ e−3/2, and ϕ(2t) ≤ 2sϕ(t), 0 < t <∞, with some s ∈ (0, 1).
We conjecture that for positive integers s the answer is negative.
By c, C we denote various positive constants.
2. Main results
We start with introducing of the class of functions ϕ.
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Definition. By Φ we denote the class of functions ϕ(t), t ≥ 0, with the following properties.
(I) ϕ(0) = 0, ϕ(t) is increasing and differentiable as t > 0;
(II) ϕ(t)→∞ as t→∞;
(III) ϕ′(t), t > 0, is monotonic (that is ϕ(t) is either convex or concave);
(IV) ϕ(t) satisfies the doubling condition
ϕ(2t) ≤ 2sϕ(t) for all t ≥ 0 and for some s > 0 depending on ϕ. (2.1)
Our main result is the following generalization of Theorem 2.7 in [4].
Theorem 2.1. (i) Let ϕ ∈ Φ. For any compact set E ⊂ Rd,
γϕ,+(E) ≥ c sup ‖µ‖
3/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
. (2.2)
(ii) Suppose that ϕ ∈ Φ, ϕ is concave, and s ∈ (0, 1), where s is the exponent in (2.1).
Then
γϕ,+(E) ≤ C sup ‖µ‖
3/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
, (2.3)
where the supremum is taken over all positive Radon measures supported by E, and the
constants c, C depend only on d, ϕ.
Corollary 2.2. Let a function ϕ ∈ Φ be such that ϕ(t) = (log 1
t
)−1/2, 0 < t ≤ e−3/2, ϕ is
concave, and s ∈ (0, 1). Then
γϕ,+(E) ≈ C 2
3
d, 3
2
(E) (2.4)
for every compact set E with diam(E) ≤ 1.
Theorem 2.1 can be viewed as application of the following results. The next theorem is a
generalization of (1.1).
Theorem 2.3. (i) Let ϕ ∈ Φ, and let µ be a positive Borel measure (not nesessarily satisfying
(1.4)). Then for every measurable set Q in Rd we have∫
Q
|Rϕµ,εχQ(x)|
2dµ(x) ≤ C
∫
Q
W µ|Qϕ (x)dµ(x), ε > 0, (2.5)
where C depends only on s.
(ii) Moreover, if µ(B(x, t)) → 0 as t → 0, x ∈ Rd, and if ϕ ∈ Φ, ϕ is concave, and
s ∈ (0, 1), then
lim inf
ε→0
∫
Rd
|Rϕµ,ε1(x)|
2dµ(x) ≥ c
∫
Rd
W µϕ (x)dµ(x), c = c(s). (2.6)
Both sides of (2.6) might be infinite.
We need the notion of Caldero´n-Zygmund (CZ) kernel.
Definition. Let X be a metric space. A function K : X ×X → C is said to be a CZ kernel
if for some A > 0 and δ ∈ (0, 1] it satisfies the following two conditions:
|K(x, y)| ≤
A
dist(x, y)s
, (2.7)
|K(x, y)−K(x′, y)|, |K(y, x)−K(y, x′)| ≤ A
dist(x, x′)δ
dist(x, y)s+δ
(2.8)
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whenever x, x′, y ∈ X and dist(x, x′) ≤ 1
2
dist(x, y).
To derive from Theorem 2.3 estimates for norms of the operators Rϕµ,ε, ε > 0, we need
a certain version of T1 theorem. Our kernel y−x
|y−x|
1
ϕ(|y−x|)
is not a CZ kernel in Rd with
the Euclidean distance consistent with the condition µ(B(x, r)) ≤ rs, and we can not use
[12], [13]. However one can obtain the desired theorem verifying that arguments in [4]
and [12] work not only for the Riesz kernel but for our generalized kernel as well. Professor
F. Nazarov suggested another approach. He observed that the set Rd endowed with the
distance dist(x, y) = ψ(|x − y|) defined below, is a metric space, and our kernel is a CZ
kernel in this space (see Lemma 3.2). Here ψ(r) = inf
∑
i ϕ(ri)
1/s, were the infimum is taken
over all finite sequences {ri}, ri > 0, such that
∑
i ri = r. We are grateful to Fedor Nazarov
for this suggestion and for the permission to use it in our paper.
Realizing this idea, we obtain the first part of Theorem 2.3 as a particular case of the
more general result – Theorem 3.1. Then we prove the following (weakened) version of T1
theorem for CZ operators in metric spaces. As before, we denote by Σs the class of finite
nonnegative Borel measures η in a metric space X such that η(B(x, r)) ≤ rs, x ∈ X , r > 0,
were B(x, r) = {y ∈ X : dist(x, y) < r}.
Theorem 2.4. Let X be a separable metric space and let η ∈ Σs. Set
R
K
η,εf(x) =
∫
X\B(x,ε)
K(x, y)f(y) dη(y),
where K(x, y) is a CZ kernel with the same parameter s in (2.8). Suppose that
‖RKη,εχQ‖
2
L2(η|Q) ≤ Cη(Q), C = C(A, s, δ), (2.9)
for every measurable set Q. Then the operators RKη,ε are uniformly bounded with respect to
ε, that is
‖RKη,ε‖L2(η)→L2(η) ≤ C
′, C ′ = C ′(A, s, δ). (2.10)
In the spaces of homogeneous type, an even the better result is known. In particular, one
may assume (2.9) only for cubes or balls. It is the famous T1 theorem of David-Journe´ (see [3]
for the Euclidean setting and [2] for homogeneous setting). The nonhomogeneous setting was
treated by Nazarov, Treil and Volberg in [11] and [13], but only for the Euclidean case. More
general kernels in Rd were considered in [7], and we might use this result to prove Theorem
2.1. But we prefer another approach based on Theorem 2.4. In spite of the references to [4]
and [12] in our proof of Theorem 2.4, we believe that this proof is still shorter than the proof
in [7]. Unlike the result in [7], our Theorem 2.4 covers far more than the Euclidean case.
Note that Theorem 2.4 and Theorem 2.1 in [7] do not imply each other.
In the sequel we assume that K antisymmetric, that is K(x, y) = −K(y, x).
Using Theorem 2.4, we obtain a generalization of Theorem 2.6 in [4].
Theorem 2.5. (i) Let µ be a Borel measure in a separable metric space X , and let K(x, y)
be an antisymmetric CZ kernel. Then
|RKµ |
2 ≤ C sup
x∈suppµ
W µs (x), W
µ
s (x) =
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
, (2.11)
where C depends only on the parameters A, s, δ of a kernel K(x, y).
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(ii) On the other hand, if µ(B(x, t)) → 0 as t → 0, x ∈ Rd, and if ϕ ∈ Φ, ϕ is concave,
and s ∈ (0, 1), then
|Rϕµ|
2 ≥
c
‖µ‖
∫
Rd
W µϕ (x) dµ(x), c = c(s). (2.12)
We remark that the Wolff potential in general metric spaces has the same form as in
the Euclidean space. The preceding results allow us to estimate the so-called operational
capacity γK,op and the capacity γK,∗ defined by the equalities
γK,op(E) := sup{‖µ‖ : µ ∈ Σs, suppµ ⊂ E, |R
K
µ | ≤ 1}, (2.13)
γK,∗(E) := sup{‖µ‖ : µ ∈ Σs, suppµ ⊂ E, R
K
µ,∗1(x) ≤ 1, x ∈ X}, (2.14)
where RKµ,∗1(x) := supε>0 |R
K
µ,ε1(x)|. In the case X = R
d with the distance dist(x, y) =
ψ(|y − x|), and
K(x, y) = Kϕ(x, y) =
y − x
|y − x|
1
ϕ(|y − x|)
,
we write ϕ instead of K: γϕ,op and so on. The theorems below establish connections between
these capacities.
Following [6] we say that a metric space is geometrically doubling if every open ball B(x, r)
can be covered by at most N balls of radius r/2, where N <∞ is independent of x, r.
Theorem 2.6. Let X be a compact Hausdorff geometrically doubling metric space, and let
K be an antisymmetric CZ kernel. Then for every bounded closed set E ⊂ X ,
γK,op(E) ≈ γK,∗(E), (2.15)
where the constants of comparison depend only on the parameters of K and on N .
The related result in Rd for ϕ(t) = ts was obtained by Volberg [17, Chapter 5].
Theorem 2.7. Suppose that ϕ ∈ Φ, and there is Λ = Λ(ϕ) > 0 for which∫ r
0
td−1 dt
ϕ(t)
< Λ
rd
ϕ(r)
, r > 0. (2.16)
Then
γϕ,∗(E) ≤ γϕ,+(E) ≤ Cγϕ,∗(E) (2.17)
with C depending only on s and Λ.
For example, if ϕ(t) = ts, then (2.16) means that s < d. A certain relation between ϕ and
d is natural, because in the case lim inft→0 t
−dϕ(t) = 0, the class Σϕ consists of only zero
measure.
We prove Theorem 2.3 in Section 3, and Theorems 2.4, 2.5 in Section 4. Theorems 2.6,
2.7 are proved in Section 5. The concluding Section 6 contains proofs of Theorem 2.1 and
of Corollary 2.2.
3. Proof of Theorem 2.3 and related results
Theorem 3.1. Let µ be a positive Borel measure in a metric space X , and let K(x, y) be
an antisymmetric CZ kernel. Then for every measurable set Q in X we have∫
Q
|RKµ,εχQ(x)|
2dµ(x) ≤ C
∫
Q
W µ|Qs (x) dµ(x), ε > 0, (3.1)
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where the Wolff potential is defined in (2.11), and C depends only on the parameters A, s, δ
of a kernel K(x, y).
Proof. Our arguments are similar to those in the proof of Theorem 2.6 in [4], but there are
essential differences as well. For estimation of the right hand side of (3.1) the measure on
X \Q is unessential. Thus, we may assume that µ is concentrated on Q, and write µ instead
of µ|Q. Also without loss of generality we may assume that∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
<∞ µ-a. e. (3.2)
Otherwise (3.1) becomes trivial.
Let ε > 0 and a measurable set Q be given. We set
U = {(x, y, z) ∈ Q3 : dist(x, y) > ε, dist(x, z) > ε},
U1 = {(x, y, z) ∈ Q
3 : dist(x, y) ≥ dist(x, z) > ε},
U2 = {(x, y, z) ∈ Q
3 : ε < dist(x, y) < dist(x, z)},
U1,1 = {(x, y, z) ∈ Q
3 : dist(x, y) ≥ dist(x, z) > ε, dist(y, z) ≥ dist(x, z)},
U1,2 = {(x, y, z) ∈ Q
3 : dist(x, y) ≥ dist(x, z) > ε, dist(y, z) < dist(x, z)}.
Then ∫
Q
|RKµ,εχQ(x)|
2 dµ(x) =
∫∫∫
U
K(x, y)K(x, z) dµ(z) dµ(y) dµ(x)
=
∫∫∫
U1
+
∫∫∫
U2
=: I1 + I2.
Estimates for I1, I2 are analogous. It is enough to estimate I1. We have
|I1| ≤
∣∣∣∣
∫∫∫
U1,1
K(x, y)K(x, z) dµ(z) dµ(y) dµ(x)
∣∣∣∣
+
∣∣∣∣
∫∫∫
U1,2
K(x, y)K(x, z) dµ(z) dµ(y) dµ(x)
∣∣∣∣ =: I1,1 + I1,2.
We put the absolute value in I1,2 inside the integral. Since dist(x, z) >
1
2
dist(x, y) in I1,2,
(2.7) yields the estimate
I1,2 ≤
∫
Q
∫
dist(x,y)>0
2sA2
dist(x, y)2s
µ(B(x, dist(x, y))) dµ(y) dµ(x)
= 2sA2
∫
Q
∫ ∞
0
1
r2s
µ(B(x, r)) dµ(B(x, r)) dµ(x)
= 2sA2
∫
Q
∫ ∞
0
1
r2s
d
[
µ(B(x, r))2
2
]
dµ(x).
(3.3)
From (3.2) one can easily deduce that
lim
r→0
µ(B(x, r))
rs
= 0, lim
r→∞
µ(B(x, r))
rs
= 0, µ-a. e. (3.4)
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Integrating by parts in the last integral of (3.3) we get
I1,2 ≤ s2
sA2
∫
Q
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
dµ(x) = s2sA2
∫
Q
W µ|Qs (x) dµ(x).
Let us estimate I1,1. By the symmetry of U1,1 with respect to z, x we have
I1,1 =
1
2
∣∣∣∣
∫∫∫
U1,1
(K(x, y)K(x, z) +K(z, y)K(z, x)) dµ(z) dµ(y) dµ(x)
∣∣∣∣
≤
1
2
∫∫∫
U1,1
|K(x, z)| · |K(x, y)−K(z, y)| dµ(z) dµ(y) dµ(x)
(recall that K(x, y) is antisymmetric). If dist(x, z) ≤ 1
2
dist(x, y), then from (2.7), (2.8) we
deduce
|K(x, z)| · |K(x, y)−K(z, y)| ≤
A
dist(x, z)s
·
A dist(x, z)δ
dist(x, y)s+δ
=
A2
dist(x, y)s+δ dist(x, z)s−δ
.
If dist(x, z) > 1
2
dist(x, y), then we derive the analogous estimate directly from (2.7) with
another constant C = C(s) instead of A2. Hence,
I1,1 ≤ C
∫∫∫
U1,1
1
dist(x, y)s+δ dist(x, z)s−δ
dµ(z) dµ(y) dµ(x)
≤ C
∫
Q
∫
dist(x,y)≥ε
1
dist(x, y)s+δ
[∫ dist(x,y)
ε
dµ(B(x, t))
ts−δ
]
dµ(y) dµ(x)
≤ C
∫
Q
∫ ∞
0
1
rs+δ
[∫ r
0
dµ(B(x, t))
ts−δ
]
dµ(B(x, r)) dµ(x), C = C(A, s).
Set
Hx(r) :=
∫ r
0
dµ(B(x, t))
ts−δ
.
Then the last expression can be written in the form
C
∫
Q
∫ ∞
0
1
r2δ
Hx(r) dHx(r) dµ(x) =
C
2
∫
Q
∫ ∞
0
dHx(r)
2
r2δ
dµ(x). (3.5)
Obviously,
Hx(r) =
µ(B(x, r))
rs−δ
+ (s− δ)
∫ r
0
µ(B(x, t))
ts−δ+1
dt, (3.6)
and by (3.4) we have
lim
r→∞
Hx(r)
rδ
= 0, lim
r→0
Hx(r)
rδ
= 0 µ-a. e.
Thus, ∫ ∞
0
dHx(r)
2
r2δ
= 2δ
∫ ∞
0
Hx(r)
2
r2δ+1
dr
(3.6)
≤ 4δ
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
+ 4δ(s− δ)2
∫ ∞
0
1
r2δ+1
[∫ r
0
µ(B(x, t))
ts−δ+1
dt
]2
dr.
(3.7)
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The first term in the right hand side of (3.7) is what we need. Let us estimate the second
term. By the Cauchy–Bunyakovskii–Schwarz inequality,[∫ r
0
µ(B(x, t))
ts−δ+1
dt
]2
≤
∫ r
0
[
µ(B(x, t))
ts+
1−δ
2
]2
dt ·
∫ r
0
dt
t1−δ
=
rδ
δ
∫ r
0
[
µ(B(x, t))
ts
]2
dt
t1−δ
.
Applying integration by parts, we obtain the estimate∫ ∞
0
1
r2δ+1
[∫ r
0
µ(B(x, t))
ts−δ+1
dt
]2
dr ≤
1
δ
∫ ∞
0
{∫ r
0
[
µ(B(x, t))
ts
]2
dt
t1−δ
}
dr
r1+δ
= −
1
δ2
(
1
rδ
∫ r
0
[
µ(B(x, t))
ts
]2
dt
t1−δ
)∣∣∣∣∞
0
+
1
δ2
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
.
According to (3.4), the substitution of limits gives zero. Thus, (see (3.7))∫ ∞
0
dHx(r)
2
r2δ
< C(s, δ)
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
.
Now (3.5) yields (3.1), and Theorem 3.1 is proved. 
Lemma 3.2. Suppose that ϕ ∈ Φ. Let
ψ(r) = inf
∑
i
ϕ(ri)
1/s,
were s is the exponent in (2.1), and the infimum is taken over all finite sequences {ri},
ri > 0, such that
∑
i ri = r. The following statements hold.
(i) The set of points x ∈ Rd, d ≥ 1, with the distance dist(x, y) = ψ(|x− y|), is a metric
space.
(ii) The kernel
Kϕ(x, y) =
y − x
|y − x|
1
ϕ(|y − x|)
is a CZ kernel in the metric space X defined above in (i) with the parameters s from (2.1),
δ = 1, and A = A(s).
(iii) The condition µ(B(x, r)) ≤ ϕ(r) implies that µ(B(x, r)) ≤ C(s)rs, r > 0, where
B(x, r) is a Euclidean ball, and B(x, r) is a ball in X . Conversely, if µ(B(x, r)) ≤ rs, r > 0,
then µ(B(x, r)) ≤ ϕ(r).
Proof. (i) We prove that
1
2
ϕ(r)1/s ≤ ψ(r) ≤ ϕ(r)1/s, r ≥ 0. (3.8)
Given r > 0, find r ∈ (0, r] for which
min
0<t≤r
ϕ(t)1/s
t
=
ϕ(r)1/s
r
.
The minimum is attained for some r ∈ (r/2, r], because by (2.1) we have
ϕ(2t)1/s
2t
≤
ϕ(t)1/s
t
, t > 0. (3.9)
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For every sequence {ri} with
∑
i ri = r we get∑
i
ϕ(ri)
1/s =
∑
i
ϕ(ri)
1/s
ri
ri ≥
ϕ(r)1/s
r
r
(3.9)
≥
ϕ(2r)1/s
2r
r >
ϕ(r)1/s
2r
r,
and the first inequality in (3.8) is proved. The second one is trivial.
Relations (3.8) imply that dist(x, y) = 0 ⇐⇒ x = y. The definition of ψ yields the
property ψ(a + b) ≤ ψ(a) + ψ(b), a, b > 0. Hence,
dist(x, z) = ψ(|x− z|) ≤ ψ(|x− y|+ |y − z|) ≤ dist(x, y) + dist(y, z),
and the part (i) is proved.
(ii) The property (2.7) with A = 1 easily follows from (3.8):
|Kϕ(x, y)| =
1
ϕ(|y − x|)
≤
1
ψ(|y − x|)s
=
1
dist(x, y)s
.
To establish (2.8) we need the following property of ϕ:
t1
t2
<
2ϕ(t1)
1/s
ϕ(t2)1/s
, 0 < t1 ≤ t2. (3.10)
Indeed, take the integer k ≥ 0 for which 2kt1 ≤ t2 < 2
k+1t1. Then
ϕ(t2)
1/s
t2
< 2
ϕ(2k+1t1)
1/s
2k+1t1
(3.9)
≤
2ϕ(t1)
1/s
t1
.
Let x, x′, y be such that dist(x, x′) ≤ 1
2
dist(x, y). Set a = x− y, b = x′ − y. We have
|Kϕ(x, y)−Kϕ(x
′, y)| =
∣∣∣∣ a|a| 1ϕ(|a|) − b|b| 1ϕ(|b|)
∣∣∣∣
≤
∣∣∣∣ a|a| − b|b|
∣∣∣∣ 1ϕ(|a|)+
∣∣∣∣ 1ϕ(|a|) − 1ϕ(|b|)
∣∣∣∣
≤
[
|a− b|
|a|
+ |b|
∣∣∣∣ 1|a| − 1|b|
∣∣∣∣
]
1
ϕ(|a|)
+
|ϕ(|b|)− ϕ(|a|)|
ϕ(|a|)ϕ(|b|)
≤
2|a− b|
|a|
1
ϕ(|a|)
+
ϕ′(ξ)|a− b|
ϕ(|a|)ϕ(|b|)
,
where ξ is a number between |a| and |b|. Suppose that |a| ≤ |b|. If ϕ′(t) is nonincreasing
then ϕ′(ξ) ≤ ϕ′(|a|) ≤ ϕ(|a|)/|a|. Hence,
|Kϕ(x, y)−Kϕ(x
′, y)| ≤
|a− b|
|a|
[
2
ϕ(|a|)
+
1
ϕ(|b|)
]
≤
3|a− b|
|a|ϕ(|a|)
.
If ϕ′(t) is nondecreasing, we have
ϕ′(ξ) ≤ ϕ′(|b|) ≤
ϕ(2|b|)− ϕ(|b|)
|b|
(2.1)
<
2sϕ(|b|)
|a|
.
In this case
|Kϕ(x, y)−Kϕ(x
′, y)| ≤ (2 + 2s)
|a− b|
|a|ϕ(|a|)
.
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From (3.10) and (3.8) we get
|a− b|
|a|ϕ(|a|)
<
2ϕ(|a− b|)1/s
ϕ(|a|)1/s
1
ϕ(|a|)
<
4ψ(|a− b|)
ψ(|a|)s+1
=
4dist(x, x′)
dist(x, y)s+1
.
We consider the case |b| ≤ |a| in the same way, taking into account that dist(x′, y) ≤
dist(x, y) ≤ 2 dist(x′, y).
(iii) The last statements follow from the obvious relation B(x, r) = B(x, ψ(r)). Let t =
ψ(r). Then µ(B(x, t)) = µ(B(x, r)) ≤ ϕ(r)
(3.8)
≤ 2sψ(r)s = 2sts. Conversely, µ(B(x, r)) =
µ(B(x, t)) ≤ ts = ψ(r)s
(3.8)
≤ ϕ(r). Lemma 3.2 is proved. 
We consider the quantity
2pϕ(x1, x2, x3) :=∑
σ
xσ(2) − xσ(1)
|xσ(2) − xσ(1)|
·
1
ϕ(|xσ(2) − xσ(1)|)
·
xσ(3) − xσ(1)
|xσ(3) − xσ(1)|
·
1
ϕ(|xσ(3) − xσ(1)|)
, (3.11)
where x1, x2, x3 are given three distinct points in R
d and the sum is taken over the six
permutations of the set {1, 2, 3}. This quantity is an analog of Menger curvature [9]. It was
observed in [15], p. 952, that one can define pϕ(x1, x2, x3) as the sum in (3.11) taken over
only the three permutations (1,2,3), (2,3,1) and (3,1,2), since the other three permutations
give the same terms in (3.1). Later on we also will write x, y, z instead of x1, x2, x3.
Lemma 3.3. Let x, y, z be three distinct points in Rd, d ≥ 1, and let ϕ(t), t ≥ 0, be an
increasing function with ϕ(0) = 0. Set a = |y− x|, b = |z− y| and c = |z− x|. If a ≥ b ≥ c,
then
pϕ(x, y, z) ≤
c
bϕ(b)ϕ(c)
+
2
ϕ(a)ϕ(b)
. (3.12)
Moreover, if ϕ(t) ∈ Φ, ϕ is concave, and s ∈ (0, 1), then
pϕ(x, y, z) >
1− 2s−1
4ϕ(a)ϕ(b)
. (3.13)
One can derive (2.5) directly from (3.12). But we have Theorem 3.1 and Lemma 3.2.
Thus, we will not use (3.12) in the sequel, and give the short proof of this inequality for
completeness.
Proof. Let α, β, γ be the angles opposite to sides a, b, c respectively. Since
cosα =
b2 + c2 − a2
2bc
, cos β =
a2 + c2 − b2
2ac
, cos γ =
a2 + b2 − c2
2ab
,
we have
pϕ(x, y, z) = [ϕ(a)ϕ(b)ϕ(c)]
−1(ϕ(a) cosα + ϕ(b) cos β + ϕ(c) cos γ)
=
1
2ϕ(b)ϕ(c)
[
b2 + c2 − a2
bc
+
ϕ(b)
ϕ(a)
a2 + c2 − b2
ac
+
ϕ(c)
ϕ(a)
a2 + b2 − c2
ab
]
.
(3.14)
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Let us prove (3.12).
pϕ(x, y, z) =
1
2ϕ(b)ϕ(c)
[
c
(
1
b
+
ϕ(b)
ϕ(a)
1
a
)
+
a2 − b2
c
(
ϕ(b)
ϕ(a)
1
a
−
1
b
)
+
ϕ(c)
ϕ(a)
a2 + b2 − c2
ab
]
≤
1
2ϕ(b)ϕ(c)
[
c
2
b
+
ϕ(c)
ϕ(a)
2a2
ab
]
≤
c
bϕ(b)ϕ(c)
+
2
ϕ(a)ϕ(b)
,
since a/2 ≤ b ≤ a and
ϕ(b)
ϕ(a)
1
a
−
1
b
=
bϕ(b)− aϕ(a)
abϕ(a)
≤ 0.
To get the lower bound (3.13), we set u = b/a, v = c/a and write (3.14) as
pϕ(x, y, z)
=
1
2uvϕ(b)ϕ(c)
[
u2 + v2 − 1 +
ϕ(b)
uϕ(a)
u2(1 + v2 − u2) +
ϕ(c)
vϕ(a)
v2(1 + u2 − v2)
]
=
1
2uvϕ(b)ϕ(c)
[(
ϕ(b)
uϕ(a)
− 1
)
u2(1 + v2 − u2) +
(
ϕ(c)
vϕ(a)
− 1
)
v2(1 + u2 − v2)
+ {u2 + v2 − 1 + u2(1 + v2 − u2) + v2(1 + u2 − v2)}
]
.
(3.15)
The expression in braces is equal to
D := 2u2 + 2v2 + 2u2v2 − u4 − v4 − 1
= 4v2 − [(u2 − v2)2 − 2(u2 − v2) + 1] = 4v2 − (u2 − v2 − 1)2
= (1 + v − u)(1 + v + u)(1 + u− v)(u+ v − 1) ≥ 0.
Set λ = 2s−1 and consider two cases.
Case 1. v ≥ (3− λ)/4. Then
D ≥ v · 2 · 1 ·
1− λ
2
= v(1− λ).
Since ϕ(t)/t is nonincreasing, we have
ϕ(b)
uϕ(a)
− 1 =
(
ϕ(b)
b
−
ϕ(a)
a
)
·
a
ϕ(a)
≥ 0,
ϕ(c)
vϕ(a)
− 1 ≥ 0.
From (3.15) we get
pϕ(x, y, z) ≥
1− λ
2ϕ(b)ϕ(c)
≥
1− λ
2ϕ(a)ϕ(b)
.
Case 2. v < (3− λ)/4. Then a > 4c/(3− λ). Hence,
ϕ(c)
vϕ(a)
− 1 =
(
ϕ(c)
c
−
ϕ(a)
a
)
a
ϕ(a)
≥
(
ϕ(c)
c
−
ϕ(4c/(3− λ))
4c/(3− λ)
)
a
ϕ(a)
>
(
ϕ(c)
c
−
ϕ(2c)(3− λ)
4c
)
a
ϕ(a)
(2.1)
≥
(
ϕ(c)
c
−
2λϕ(c)(3− λ)
4c
)
a
ϕ(a)
=
a
ϕ(a)
ϕ(c)
c
(
1−
λ(3− λ)
2
)
=
ϕ(c)
2vϕ(a)
(1− λ)(2− λ) >
ϕ(c)
2vϕ(a)
(1− λ).
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Now (3.15) implies the estimate
pϕ(x, y, z) >
1
2uvϕ(b)ϕ(c)
ϕ(c)
2vϕ(a)
(1− λ)v2 ≥
1− λ
4ϕ(a)ϕ(b)
.
Lemma 3.3 is proved. 
Proof of Theorem 2.3. (i) Obviously, Rϕµ,εf(x) = R
K
µ,ψ(ε)f(x) with K(x, y) =
y−x
|y−x|
1
ϕ(|y−x|)
.
Using the substitution r = ψ(t) and applying (3.1), we get∫
Q
|Rϕµ,εχQ(x)|
2dµ(x) ≤ C
∫
Q
∫ ∞
0
[
(µ |Q)(B(x, r))
rs
]2
dr
r
dµ(x)
= C
∫
Q
∫ ∞
0
[
(µ |Q)(B(x, t))
ψ(t)s
]2
dψ(t)
ψ(t)
dµ(x) ≤ 22sC
∫
Q
W µ|Qϕ (x) dµ(x), C = C(s);
in the last inequality we use (3.8) and integration by parts.
(ii) We use the standard symmetrization arguments (see [10]). Fix ε > 0 and set
U = {(x, y, z) ∈ (Rd)3 : |y − x| > ε, |z − x| > ε},
U1 = {(x, y, z) ∈ (R
d)3 : |y − x| > ε, |z − x| > ε, |z − y| ≤ ε},
Ω = U \ U1 = {(x, y, z) ∈ (R
d)3 : |y − x| > ε, |z − x| > ε, |z − y| > ε}.
Then∫
Rd
|Rϕµ,ε1(x)|
2 dµ(x) =
∫∫∫
U
y − x
|y − x|
1
ϕ(|y − x|)
z − x
|z − x|
1
ϕ(|z − x|)
dµ(z) dµ(y) dµ(x)
=
∫∫∫
Ω
+
∫∫∫
U1
=: I1 + I2. (3.16)
The set Ω is symmetric with respect to permutations of x, y, z. Hence,
I1 =
1
3
∫∫∫
Ω
pϕ(x, y, z) dµ(z) dµ(y) dµ(x). (3.17)
For (x, y, z) ∈ U1, the angle between the vectors y−x and z−x is acute. Hence, the triple
integral over U1 in (3.16) is positive. The triple integral in (3.17) is greater than or equal to∫∫∫
Ω2
pϕ(x, y, z) dµ(z) dµ(y) dµ(x),
where
Ω2 = {(x, y, z) ∈ (R
d)3 : |y − x| > ε, ε < |z − x| < |y − x|, |z − y| > ε}.
For triples (x, y, z) ∈ Ω2, the largest side length of the triangle x, y, z does not exceed 2|y−x|.
According to (3.13), the last triple integral over Ω2 is greater than
1− 2s−1
4
∫
Rd
∫
|y−x|>ε
∫
z:(x,y,z)∈Ω2
1
ϕ(2|y − x|)ϕ(|y − x|)
dµ(z) dµ(y) dµ(x)
(2.1)
≥
1− 2s−1
4 · 2s
∫
Rd
∫
|y−x|>ε
µ(B(x, |y − x|) \B(x, ε) \B(y, ε))
ϕ2(|y − x|)
dµ(y) dµ(x).
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Set
ξ(ε, x, y) =


µ(B(x, |y − x|) \B(x, ε) \B(y, ε))
ϕ2(|y − x|)
, |y − x| > ε,
0, |y − x| ≤ ε.
Clearly,
ξ(ε, x, y)ր
µ(B(x, |y − x|))
ϕ2(|y − x|)
=: ξ(0, x, y) as ε→ 0, |y − x| > 0.
Hence,
ζ(ε, x) :=
∫
|y−x|>ε
ξ(ε, x, y) dµ(y) =
∫
Rd
ξ(ε, x, y) dµ(y)ր
∫
Rd
ξ(0, x, y) dµ(y) as ε→ 0.
Note that ∫
Rd
ξ(0, x, y) dµ(y) =
∫ ∞
0
µ(B(x, t)) dµ(B(x, t))
ϕ2(t)
=W µϕ (x), x ∈ R
d.
The first equality is obvious. If µ(B(x, t))/ϕ(t) 6→ 0 as t → 0 or/and t → ∞, then both
parts of the last equality are infinite. If µ(B(x, t))/ϕ(t) → 0 as t→ 0 and t→ ∞, then we
obtain this equality integrating by parts. We conclude that∫
Rd
ζ(ε, x) dµ(x)ր
∫
Rd
W µϕ (x) dµ(x),
and the proof of Theorem 2.3 is completed. 
4. Proof of Theorems 2.4 and 2.5
To avoid the revision of the proof of the nonhomogeneous T1 and Tb theorems given by
Nazarov, Treil and Volberg in [11], [13], as well as their generalization [7], we will follow the
arguments from [4], namely the second approach to Theorem 2.6 in [4]. But we will prove
a weaker assertion than T1 theorem: we assume that (2.9) holds for all measurable sets Q,
not only for cubes.
Proof of Theorem 2.4. The first step is the passage from the trancated operators RKη,ε (which
are not operators with CZ kernels) to similar operators, but with CZ kernels. Let φ(t), t ≥ 0,
be a C∞ function such that φ(t) = 0 as 0 ≤ t ≤ 1, φ(t) = 1 as t ≥ 2, and 0 ≤ φ′(t) ≤ 2, t > 0.
Let φε(t) := φ(
t
ε
). We prove that if K(x, y) is a CZ kernel with constants A, s, δ, then
Kε(x, y) := φε(dist(x, y))K(x, y)
is a CZ kernel with constants 9A, s, δ. Indeed, the validity of (2.7) for Kε with the same
constant A is obvious. To prove that
|Kε(x, y)−Kε(x
′, y)| ≤ 9A
dist(x, x′)δ
dist(x, y)s+δ
(4.1)
whenever dist(x, x′) ≤ 1
2
dist(x, y), we may assume that for at least one point x or x′ (say,
for x′), dist(x′, y) < 2ε (otherwise (4.1) follows from (2.8)). Then
dist(x, y) ≤ dist(x′, y) + dist(x′, x) ≤ 2ε+ 1
2
dist(x, y).
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Hence, dist(x, y) ≤ 4ε. We have
|Kε(x, y)−Kε(x
′, y)|
≤ |φε(dist(x, y))− φε(dist(x
′, y))| · |K(x, y)|+ |φε(dist(x
′, y))| · |K(x, y)−K(x′, y)|
≤
2
ε
| dist(x, y)− dist(x′, y)| · |K(x, y)|+ A
dist(x, x′)δ
dist(x, y)s+δ
≤
2
ε
dist(x, x′)|K(x, y)|+ A
dist(x, x′)δ
dist(x, y)s+δ
≤
2A dist(x, x′)
ε dist(x, y)s
+ A
dist(x, x′)δ
dist(x, y)s+δ
≤
A
dist(x, y)s
[
8 dist(x, x′)
dist(x, y)
+
(
dist(x, x′)
dist(x, y)
)δ]
≤ 9A
dist(x, x′)δ
dist(x, y)s+δ
,
and we get (4.1). In the case dist(x, y) ≤ 2ε we have 5A instead of 9A. The proof of the
analogous estimate for |Kε(y, x)−Kε(y, x
′)| is essentially the same. Set
R˜
K
µ,εf(x) =
∫
Kε(x, y)f(y) dµ(y), f ∈ L
2(µ), ε > 0,
R˜
K
µ,∗f(x) = sup
ε>0
|R˜Kµ,εf(x)|.
We denote by R˜Kν,ε the corresponding modified s-Riesz transform of a finite Borel measure ν:
R˜Kν,ε(x) =
∫
Kε(x, y) dν(y).
The rest of the proof is the same as in [4], starting from inequality (3.11) in [4] until the
end of proof of Lemma 3.4 with the following minor corrections. All constants C and C0
now depend on CZ constants of the kernel (instead of d, s in [4]). The reference [21, Lemma
2.1] after equality (3.12) in [4] should be replaced with [21, Lemma 3.1] (in fact, this is a
misprint). Finally, the only place where the specific character of the Euclidean metric and of
the Riesz kernel is used, is the following simple statement in the proof of Lemma 3.4 in [4].
For given f ∈ L1(η), ε > 0, t > 0, one can approximate f dη by a measure ν of the form
ν =
∑M
j=1 αjδyj , M ∈ N+, αj ∈ R, in such a way that ‖ν‖ ≤ ‖f‖L1(η), and
{|R˜Kη,εf(x)| > t} ⊂ {|R˜
K
ν,ε(x)| >
1
2
t}. (4.2)
One can easily prove this assertion without the notion of cubes (we do not have it in metric
spaces in general), and without equicontinuity. With this end in view we choose ε′ ∈ (0, ε/4)
in the following way:
|Kε(x, y)−Kε(x, y
′)| <
t
4‖f‖L1(η)
(4.3)
whenever dist(y, y′) < ε′, x ∈ X . It is possible because
|Kε(x, y)−Kε(x, y
′)| <
9A dist(y, y′)δ
dist(x, y)s+δ
<
A′ dist(y, y′)δ
εs+δ
, dist(y, y′) <
ε
4
(we recall that Kε(x, y) = 0 as dist(x, y) < ε). Let {yi} be a countable everywhere dense sub-
set of X . Obviously,
⋃
i B(yi, ε
′) = X . Set Q1 = B(y1, ε
′), Qk = B(yk, ε
′)\
⋃k−1
i=1 B(yi, ε
′), k =
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2, . . . (possibly, Qk = ∅), and take αk =
∫
Qk
f dη. Then Qi∩Qj 6= ∅, i 6= j, and
⋃
iQi = X .
Using (4.3) we have
∞∑
i=1
∫
Qi
|Kε(x, y)−Kε(x, yi)| |f(y)| dη(y) <
t
4‖f‖L1(η)
‖f‖L1(η) =
t
4
.
There is M ∈ N+ such that
∞∑
i=M+1
∫
Qi
|Kε(x, yi)| |f(y)| dη(y) <
A
εs
∞∑
i=M+1
∫
Qi
|f(y)| dη(y) <
t
4
, x ∈ X .
Thus,
|R˜Kη,εf(x)− R˜
K
ν,ε(x)| <
t
4
+
t
4
=
t
2
,
and we obtain (4.2). This estimate and the inequality (3.17) in [4] imply that
tη({|R˜Kη,εf(x)| > t} ≤ tη({|R˜
K
ν,ε(x)| >
t
2
}) ≤ 2C‖ν‖ ≤ 2C‖f‖L1(η),
and we obtain (3.16) in [4]. Now we complete the proof of Lemma 3.4 exactly as in [4].
Theorem 2.4 follows directly from this Lemma 3.4 and Theorem 10.1 in [12]. 
Proof of Theorem 2.5. (i) The estimate (2.11) is a corollary of Theorems 3.1 and 2.4, and
its proof is a repetition of the arguments in [4]. Without loss of generality we assume that
S := sup
x∈suppµ
∫ ∞
0
[
µ(B(x, r))
rs
]2
dr
r
<∞.
Otherwise (3.2) becomes trivial. We consider the measure
η := (2sS)−1/2µ.
Since for every x ∈ supp µ and r > 0,
S ≥
∫ ∞
0
[
µ(B(x, t))
ts
]2
dt
t
≥ [µ(B(x, r))]2
∫ ∞
r
dt
t2s+1
=
[µ(B(x, r))]2
2sr2s
,
we see that η ∈ Σs. From (3.1) we deduce
‖RKη,εχQ‖
2
L2(η|Q) = (2sS)
−3/2‖RKµ,εχQ‖
2
L2(µ|Q) ≤ C
′S−1/2µ(Q) = C ′′η(Q),
where C ′′ = C ′′(A, s, δ). Thus, we are under the conditions of Theorem 2.4. By (2.10),
‖RKµ,ε‖
2
L2(µ)→L2(µ) = (2sS)‖R
K
η,ε‖
2
L2(η)→L2(η) ≤ CS, ε > 0.
The desired estimate (2.11) follows immediately from this inequality.
(ii) The second part of Theorem 2.5 is a direct consequence of (2.6). 
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5. Relations between capacities
Proof of Theorem 2.6. 1. We start with the inequality
γK,op(E) ≤ CγK,∗(E). (5.1)
Our arguments are similar to those in the proofs of Theorems 5.3 and 5.16 [17, p. 29–30,
47]. Let µ be a measure participating in (2.13). By [13, Theorem 2.1] or [17, Theorem 5.13]
there exist absolute constants α > 0, D > 0, and a function h such that
0 ≤ h ≤ 1,
∫
E
h dµ ≥ αµ(E), ‖RKµ h‖L∞(µ) ≤ D.
In spite of the fact that Nazarov, Treil and Volberg formulate this result for the Euclidean
space, their proof works in our case without any changes. For f ∈ L1(µ) set
M˜f(x) := sup
r>0
1
µ(B(x, 3r))
∫
B(x,r)
|f | dµ.
The Cotlar type inequality (see [12, Theorem 7.1])
R
K
µ,∗h(x) ≤ C
′M˜(RKµ h(x)) + C
′′[M˜(|h|2)(x)]1/2, x ∈ suppµ,
yields the estimate
R
K
µ,∗h(x) ≤ C, x ∈ supp µ. (5.2)
Here the constants C ′, C ′′, C depend only on the CZ parameters A, s, δ of K.
The next step is to prove that
R
K
µ,∗h(x) ≤ C for any x ∈ X (5.3)
with another C = C(A, s, δ). Choose ε > 0 and x ∈ X \ supp µ. If suppµ ⊂ B(x, ε) then
R
K
µ,εh(x) ≡ 0. Otherwise we set
r = inf{dist(x, y) : y ∈ suppµ \ B(x, ε)} = dist(x, z) > 0, z ∈ suppµ.
We have
|RKµ,εh(x)| = |R
K
µ,rh(x)|
≤
∣∣∣∣
∫
B(z,2r)\B(x,r)
K(x, y)h(y) dµ(y)
∣∣∣∣+
∫
X\B(z,2r)
|K(x, y)−K(z, y)|h(y) dµ(y)+ |RKµ,2rh(z)|.
The first term is bounded since |K(x, y)| ≤ Ar−s as r ≤ dist(x, y), and µ ∈ Σs. The last one
is bounded by (5.2) since z ∈ suppµ. Finally,∫
X\B(z,2r)
|K(x, y)−K(z, y)|h(y) dµ(y)
(2.8)
≤ A
∫
X\B(z,2r)
dist(x, z)δ
dist(z, y)s+δ
dµ(y)
= A
∫ ∞
2r
rδ
ts+δ
dµ(B(z, t)) ≤ A(s+ δ)
∫ ∞
2r
rδts dt
ts+δ+1
= C(A, s, δ),
and we obtain (5.3). Define the measure σ by the equality dσ(x) = C−11 h(x) dµ(x), where
C1 = max(C, 1) (C is the constant in (5.3)). Then σ ∈ Σs, and by (5.3), R
K
σ,∗1(x) ≤ 1,
x ∈ X . Thus, σ participates in (2.13). Hence,
γK,∗(E) ≥ ‖σ‖ = C
−1
1
∫
h dµ ≥ α1µ(E), α1 = α1(A, s, δ) > 0,
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and we get (5.1) with C = α−11 . Note that we did not use here that X is geometrically
doubling.
2. Now we prove the inverse inequality
γK,∗(E) ≤ CγK,op(E). (5.4)
Choose a measure µ participating in (2.14), and fix ε > 0. Clearly, RKµ,ε1(x) ≤ 1, but R
K
µ,ε
is not an operator with a CZ kernel. Again as in the proof of Theorem 2.4, we consider
the same function φ(t) and the operator R˜Kµ,ε with the CZ kernel Kε(x, y). For µ ∈ Σs and
f ∈ L1(µ) we have
|RKµ,εf(x)− R˜
K
µ,εf(x)| ≤ CM˜f(x), x ∈ X , (5.5)
where C depends on the CZ parameters of K. In particular, for f(x) = 1, (5.5) implies the
estimate
|R˜Kµ,ε1(x)| ≤ C, x ∈ X . (5.6)
Now we apply the nonhomogeneous Tb theorem [6, Theorem 2.10] in the particular case
b1 = b2 = 1. According to this theorem,
‖R˜Kµ,ε‖L2(µ)→L2(µ) ≤ C(‖R˜
K
µ,ε‖BMO2κ(µ) + P + 1), (5.7)
where C depends on the doubling constant N and on the CZ parameters of Kε (these
parameters are independent of ε!). Furthermore, P is the smallest (or ”almost smallest”)
constant such that |〈R˜Kµ,εχQ, χQ〉| ≤ Pµ(λQ) for all balls Q and for some fixed constant
λ > 1. Here 〈f, g〉 =
∫
fg dµ. Since the kernel Kε is antisymmetric, 〈R˜
K
µ,εχQ, χQ〉 = 0 for
any measurable set Q. Hence, P = 0. Moreover, by (5.6) the BMO-norm in (5.7) is bounded
by a constant depending only on A, s, δ. Thus,
‖R˜Kµ,ε‖L2(µ)→L2(µ) ≤ C, C = C(N,A, s, δ).
The maximal operator M˜ is bounded on L2(µ) – see [12, Lemma 3.1]. Hence, the operators
R
K
µ,ε and R˜
K
µ,ε are bounded simultaneously, and their norms differ at most by C. Thus,
‖RKµ,ε‖L2(µ)→L2(µ) ≤ C, C = C(N,A, s, δ)
(note that C is independent of ε). We conclude that C−1µ participates in (2.13). So, we
have (5.4), and Theorem 2.6 is proved. 
Lemma 5.1. Let µ ∈ Σϕ with ϕ satisfying (2.16). Then
R
ϕ
µ,∗1(x) ≤ ‖R
ϕ
µ1‖∞ + C, x ∈ R
d, C = C(s,Λ). (5.8)
Proof. The idea of proof is not new – see [16, Lemma 2] or [17, p. 47]. Note that (2.16)
implies the existence of Rϕµ1(x) almost everywhere in R
d with respect to Lebesgue measure.
We may assume that ‖Rϕµ1(x)‖∞ < ∞ (otherwise (5.8) is trivial). Fix ε > 0 and x ∈ R
d.
Let Ld be Lebesque measure in Rd, and let ε1 > 0 be such that ψ(ε1) =
1
2
ψ(ε), where ψ is
the function defined in Lemma 3.2. Consider the mean value integral
1
αdεd1
∫
B(x,ε1)
∫
B(x,ε)
dµ(y)
ϕ(|y − z|)
dLd(z) <
1
αdεd1
∫
B(x,ε)
∫ ε1
0
αdt
d−1 dt
ϕ(t)
dµ(y)
<
Λ
εd1
εd1
ϕ(ε1)
µ(B(x, ε)) < C0,
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where αd is the Lebesque measure of the unit ball in R
d. Hence, there is a point z ∈ B(x, ε1)
such that |Rϕµ1(z)| ≤ ‖R
ϕ
µ1‖∞, and∫
B(x,ε)
dµ(y)
ϕ(|y − z|)
≤ C0.
We have
|Rϕµ,ε1(x)| ≤ |R
ϕ
µ1(z)| + |R
ϕ
µ,ε1(x)−R
ϕ
µ1(z)|
≤ ‖Rϕµ1‖∞ +
∫
Rd\B(x,ε)
|Kϕ(x, y)−Kϕ(z, y)| dµ(y) +
∫
B(x,ε)
|Kϕ(z, y)| dµ(y).
Since ψ(|x−z|) ≤ ψ(ε1) =
1
2
ψ(ε) ≤ 1
2
ψ(|x−y|), y ∈ Rd \B(x, ε), we may apply the property
(2.8) of Kϕ (see the part (ii) of Lemma 3.2). Using (3.8) and integrating by parts, we get∫
Rd\B(x,ε)
|Kϕ(x, y)−Kϕ(z, y)| dµ(y) ≤ C(s)
∫
Rd\B(x,ε)
ϕ(|x− z|)1/s
ϕ(|x− y|)1+1/s
dµ(y)
< C(s)
∫ ∞
ε
ϕ(ε)1/s
ϕ(t)1+1/s
dµ(B(x, t)) ≤ C ′(s)ϕ(ε)1/s
∫ ∞
ε
dϕ(t)
ϕ(t)1+1/s
= sC ′(s).
Thus, we have (5.8), and Lemma 5.1 is proved. 
Proof of Theorem 2.7. We start with the first inequality in (2.17). Let µ be a measure
participating in (2.14). Then |Rϕµ1(x)| ≤ 1 L
d-a. e. in Rd. Moreover, Σs ⊂ Σϕ (see the part
(iii) of Lemma 3.2). Thus, µ participates in the definition of γϕ,+ (see Section 1), and we
have the desired inequality.
The second inequality in (2.17) is a direct consequence of Lemma 5.1. 
6. Proof of Theorem 2.1 and Corollary 2.2
We prove a stronger assertion than the first part of Theorem 2.1.
Theorem 6.1. Let X be a compact Hausdorff geometrically doubling metric space, and let
K be an antisymmetric CZ kernel. Then for every bounded closed set E ⊂ X ,
γK,∗(E) ≥ c sup ‖µ‖
3/2
[ ∫
X
W µs (x) dµ(x)
]−1/2
, (6.1)
where the supremum is taken over all positive Radon measures supported by E, and c depends
only on the parameters of K and on N .
Proof. In fact, the proof is a minor and obvious modification of the arguments in the proof
of Theorem 2.7 in [4]. Namely, one should replace γs,+ with γK,∗, and use (2.15) instead of
(10.2) in [4]. We omit details. 
Proof of Theorem 2.1. Since γϕ,+(E) ≥ γKϕ,∗(E), the first part is a corollary of Theorem 6.1.
To prove the second part, we rewrite (2.13) in the form
γϕ,op(E) = sup{κ‖µ‖ : κ > 0, κµ ∈ Σs, supp µ ⊂ E, |R
ϕ
κµ| ≤ 1}. (6.2)
For any κ and µ participating in the right hand side of (6.2) we have
1 ≥ |Rϕκµ|
2 = κ2|Rϕµ|
2
(2.12)
≥
cκ2
‖µ‖
∫
Rd
W µϕ (x) dµ(x).
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Hence,
κ ≤ C‖µ‖1/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
, C = C(s).
From (6.2) we obtain the estimate
γϕ,op(E) = supκ‖µ‖ ≤ C sup ‖µ‖
3/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
.
To deduce (2.3) from this estimate and from (2.15), (2.17), we have to check only that the
conditions on ϕ imply (2.16). Indeed,∫ r
0
td−1 dt
ϕ(t)
=
∞∑
i=0
∫ 2−ir
2−i−1r
td−1 dt
ϕ(t)
≤
∞∑
i=0
2−dird
ϕ(2−(i+1)r)
(2.1)
≤
∞∑
i=0
2−dird
2−(i+1)sϕ(r)
= 2s
rd
ϕ(r)
∞∑
i=0
2−(d−s)i = C(d, s)
rd
ϕ(r)
.
Theorem 2.1 is proved. 
Proof of Corollary 2.2. The proof is based on the following inequality of Wolff, see [1, p. 109,
Theorem 4.5.2]: for 1 < p <∞, αp ≤ d,
‖Gα ∗ µ‖
p′
p′ ≈
∫
Rd
W µα,p(x) dµ(x), W
µ
α,p(x) =
∫ 1
0
(
µ(B(x, t))
td−αp
)p′−1
dt
t
. (6.3)
Take α = 2
3
d, p = 3
2
. Then p′ = 3, d− αp = 0, and
W µ2
3
d, 3
2
(x) =
∫ 1
0
µ(B(x, t))2
dt
t
. (6.4)
Clearly, ∫ e−3/2
0
(
µ(B(x, t))
ϕ(t)
)2
dϕ(t)
ϕ(t)
=
∫ e−3/2
0
µ(B(x, t))2
(
log
1
t
)3/2
d
(
log
1
t
)−1/2
=
1
2
∫ e−3/2
0
µ(B(x, t))2
dt
t
.
Since diam(E) ≤ 1, we may cover E by at most N = N(d) balls of radius 1
2
e−5/2. Let B′ be
the ball with maximal measure. Then∫
Rd
∫ e−3/2
0
µ(B(x, t))2
dt
t
dµ(x) ≥
∫
B′
∫ e−3/2
0
µ(B(x, t))2
dt
t
dµ(x)
> µ(B′)3 > c(d)‖µ‖3.
(6.5)
Using this inequality we obtain the following estimates:∫
Rd
W µϕ (x) dµ(x) ≤
∫
Rd
[∫ e−3/2
0
µ(B(x, t))2
dt
t
+
∫ ∞
e−3/2
‖µ‖2
dϕ(t)
ϕ(t)3
]
dµ(x)
=
∫
Rd
∫ e−3/2
0
µ(B(x, t))2
dt
t
dµ(x) +
3
4
‖µ‖3
(6.4),(6.5)
< C(d)
∫
Rd
W µ2
3
d, 3
2
(x) dµ(x).
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On the other hand,∫
Rd
W µ2
3
d, 3
2
(x) dµ(x) ≤
∫
Rd
[∫ e−3/2
0
µ(B(x, t))2
dt
t
+ ‖µ‖2
∫ 1
e−3/2
dt
t
]
dµ(x)
≤ C ′(d)
∫
Rd
W µϕ (x) dµ(x).
Thus,
‖G 2
3
d ∗ µ‖
3
3
(6.3)
≈
∫
Rd
W µ2
3
d, 3
2
(x) dµ(x) ≈
∫
Rd
W µϕ (x) dµ(x). (6.6)
Choose µ for which
C 2
3
d, 3
2
(E) ≤ 2‖µ‖3/2‖G 2
3
d ∗ µ‖
−3/2
3 .
By (2.2) and (6.6) we have
γϕ,+(E) ≥ c ‖µ‖
3/2‖G 2
3
d ∗ µ‖
−3/2
3 ≥ c
′C 2
3
d, 3
2
(E).
To prove the inverse inequality we note that ϕ(t) satisfies the conditions (ii) of Theorem 2.1.
By (2.3) there is a measure µ ∈ M+(E) for which
γϕ,+(E) ≤ 2C‖µ‖
3/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
,
where C is the constant in (2.3). Then
C 2
3
d, 3
2
(E) ≥ ‖µ‖3/2‖G 2
3
d ∗ µ‖
−3/2
3
(6.6)
≈ ‖µ‖3/2
[ ∫
Rd
W µϕ (x) dµ(x)
]−1/2
≥ c γϕ,+(E),
and the proof is completed. 
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