Abstract. Analyzing the author and topic relations in email corpus is an important issue in both social network analysis and text mining. The Author-Topic model is a statistical model that identifies the author-topic relations. However, in its inference process, it ignores the information at the document level, i.e., the co-occurrence of words within documents are not taken into account in deriving topics. This may not be suitable for email analysis. We propose to adapt the Latent Dirichlet Allocation model for analyzing email corpus. This method takes into account both the author-document relations and the document-topic relations. We use the Author-Topic model as the baseline method and propose measures to compare our method against the Author-Topic model. We did empirical analysis based on experimental results on both simulated data sets and the real Enron email data set to show that our method obtains better performance than the Author-Topic model.
Introduction
Identifying topics and author-topic relations in emails is an important issue in social network analysis. It adds semantics to social network analysis and provides additional perspectives for role analysis. Both supervised and unsupervised text mining techniques have been used for topic identification in emails.
When supervised learning methods are applied to identify email topics, email messages need to be labeled before the classification model is built [2, 6] . This is not a trivial task, especially without domain knowledge and context. Also generally speaking, email messages can involve any topics and it is very difficult to predefine the email topics. Clustering on "a bag of words" representation is an unsupervised learning method and thus does not require labeled training data sets. However, it only assigns one email into one cluster or topic [5, 7] . Furthermore, none of the abovementioned methods can identify topics and author-topic relations at the same time.
Statistical models for document modeling have attracted a lot of attentions in the recent years. Latent Dirichlet Allocation (LDA) was first proposed to extract topics from large text corpora [1] . LDA is a generative model that represents each document as a mixture of probabilistic topics and represents each topic as a probabilistic distribution L. Geng et al.
over words. One of the advantages of the LDA model is that this generative probabilistic model can be scaled up to introduce more levels of structure for inference [1] . Author-Topic (AT) model can be considered as an extension of the LDA model by incorporating a layer of authors [9, 10] . It is the first probabilistic model to identify the topics and author-topic relations simultaneously. To tackle the efficiency issues of LDA and AT models, Gibbs sampling was proposed to estimate the parameters of the models. However, in the Gibbs sampling process for the AT model, the relations between documents and the words are not taken into account. This results in some information loss, i.e., the co-occurrence of words in the same document will be ignored in the algorithm. This is especially true when each document only involves one or very few topics, which is common in email messages. For example, if an author wrote two emails each consisting of two words as follows.
Email 1: Computer Science Email 2: Civil Engineering
In the Gibbs sampling algorithm, these two documents will be mixed together. Cooccurrence between computer and science and that between civil and engineering will be ignored.
In this paper, we propose to adapt the LDA model in a different way to identify the author-topic relations for email analysis. The idea is that we adopt the LDA model to derive document-topic relations and then aggregate the results on authors to obtain the author-topic relations. In this way, both document-topic and author-topic relations are taken into account. We also propose evaluation criteria for comparing the LDA and the AT models. The rest of the paper is organized as follows. Section 2 introduces the LDA and AT models and presents the adapted LDA model. In Section 3, we propose the evaluation criteria for comparing the AT model and the adapted LDA model. Section 4 presents the experimental results on both simulated data sets and a real data set. Section 5 concludes the paper and discusses possible future work.
Adapted LDA Model for Email Analysis
LDA is a generative statistical model that describes how words in a document might be generated on the basis of latent random variables. It assumes that a document is a multinomial distribution over topics and that a topic is a multinomial distribution over words. In the generation process, LDA first chooses a topic in terms of the probabilities of a document over topics. Then it chooses a word according to the chosen topic and the probability distribution of the topic over words. The process is repeated until the corpus is generated.
The probability of choosing a word token w i in a particular document is
where ) ( j z P i = is the probability of topic j being sampled for word token w i in this document. ) | ( j z w P i i = is the probability of word w i under topic j. T is the number of topics. This model specifies the probability distribution over words within a document.
