Abstract-This paper presents different approaches to the problem of fuzzy rules extraction by using fuzzy clustering as the main tool. Within these approaches we describe six methods that represent different alternatives in the fuzzy modeling process and how they can be integrated with a genetic algorithms. These approaches attempt to obtain a first approximation to the fuzzy rules without any assumption about the structure of the data. Because the main objective is to obtain an approximation, the methods we propose must be as simple as possible, but also, they must have a great approximative capacity and in that way we work directly with fuzzy sets induced in the variables' input space. The methods will be applied to four examples and the errors obtained will be specified in the different cases.
I. INTRODUCTION
I N this paper, we discuss several methods that use a fuzzy clustering process within a rapid-prototyping approach and attempt to generate a first approximation to a fuzzy model. Any system is to be described through the existing relations between its input variables and its output variables. To identify such relations, a functional input-output description may be available, but in the case of many complex processes, this is not feasible and we need look for alternative methods. The use of fuzzy models and, more particularly, those described through fuzzy rules has been shown to be successful.
The problem of generation of fuzzy IF-THEN rules is one of the more important problems in the development of fuzzy systems models. We can observe two major trends in this endeavor. This first one is essentially a parameter identification approach; it is characterized by a back-propagation like learning of the antecedent and consequent membership function parameters. This approach, typified by Wang and Mendel [44] , Ichihashi [20] , and Araki et al. [1] , dominates the works on learning in the fuzzy environment. In this approach, the description of the antecedent and consequent fuzzy subsets are reduced to a functional form whose parameters are estimated. In this same kind of work, we can also consider the works of Takagi and Sugeno [42] who investigate the identification of a system where the consequent of the fuzzy rule is a linear input-output (I/O) relation, Nomura et al. [34] who describe a Manuscript received October 10, 1995 ; revised October 21, 1996 . This work was supported in part by CICYT Project TIC95-1019.
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Publisher Item Identifier S 1063-6706(97) 02839-7. learning method of fuzzy rules based on the gradient descent method, the works of Berenji et al. [4] , Sin and de Figueredo [39] , and others [3] , [41] , [52] that use a fuzzy clustering to obtain the fuzzy rules and functional form of the fuzzy sets implied in those rules, and others authors that use alternative methods such as [14] , [18] , [23] , [24] [33] . As a common drawback, most of the methods are complex, computationally demanding, and difficult to understand by the users when they are nonexperts in fuzzy sets theory. We have called this first kind of fuzzy models an approximative approach because they try to extract from the sample data the fuzzy sets that characterize the fuzzy rules without any intention that the fuzzy sets have a linguistic interpretation, so the main objective in this case is to obtain a less descriptive fuzzy model, but a more precise one. The second direction in formulating fuzzy rules is in the mode of what Yager [49] called template-based methods. In this approach, the system expert provides template linguistic values which are used to partition the input-output space. These template values are then used to generate potential rules for the fuzzy system model. Input-output data are then used to generate weights, possibilities, or probabilities associated with the importance of the potential rules. In this approach, the fuzzy subsets are a priori given and the emphasis is on the learning of the weights of the rules instead of the learning of the parameters of membership functions, as in the first method. A common feature of these template-based methods is the assumption of given potential IF-THEN rules and, therefore, a predefined rectangular partitioning of the input-output space. The use of matrix product to express the induced degree of uncertainty for generating linguistic rules had been proposed by Peng and Wang [37] and Wang et al. [45] . In this same approach, we can consider the works on linguistic fuzzy models using fuzzy relational models of Pedrycz [36] or some works that starting with a linguistic model try to adjust the parameters of the fuzzy sets using differents techniques like neural nets or genetic algorithms [21] . A common drawback of these methods is the combinatorial explosion they exhibit when the number of antecedents are high and, as a result, less eficient methods are obtained. In the case of the second kind of models, we have called them a descriptive approach because using a collection of predefined fuzzy sets in the domain of the variables they try to determine which combinations better characterize the system, so its main objective is to obtain a qualitative model of the system.
In a normal situation when we are trying to model a system, the most important information about it is a collection of data obtained from the observation of its behavior. Also, normally, in the case of complex system, this may be the only information we can have. The problem with this information is that it does not have any structure, so either we use all of it directly, what could be a complex problem, or we try to reduce its complexity. In this context, clustering in general and fuzzy clustering, in particular, is one of the most promising techniques, basically because when we have a lot of data and we have no more information about it, clustering can be used to detect the possible groupings that exist, groups that have similarity in their behaviors, and groups that can be used to establish some hypothesis about the structure present in the data; however, it is also interesting to make groups of related data to reduce the complexity of the model. Therefore, in this way we are applying the incompatibility principle of Zadeh [53] , [54] , reducing the complexity but maintaining the most information we can from the original data. Once we have detected the groupings present on data, we can try to associate them to one or more fuzzy rules to obtain a fuzzy model of the studied system. These characteristics of fuzzy clustering techniques have led us to its use in the area of fuzzy modeling, either within the descriptive or within the approximative approach.
In this work, we present the results we have obtained in the study of different techniques of fuzzy rule generation using the information we can obtain from the fuzzy clusters of the data. These approaches attempt to obtain a first approximation to the fuzzy rules without any assumption about the structure of the data. We are going to study the problem of fuzzy rule generation from a methodology point of view, considering the alternatives we have to obtain a rapid prototyping of a fuzzy model using fuzzy clustering as the main tool and considering different situations. In this context, the term rapid prototyping means being able to obtain (in a rapid way) an acceptable collection of fuzzy rules that can be considered as a first approximation to the fuzzy model and that can be introduced in a subsequent process or procedure to prune and tune them. This methodology is the central component of a rapid-prototyping tool we are developing for the integration of different techniques of fuzzy rules generation, and that we have called integrating generators of rules (IGOR).
These methods will provide the users with a useful tool in the decision-making process on how to undertake the fuzzy modeling, offering different alternative methods to generate fuzzy rules going from a pure approximative approach to a pseudodescriptive one, the difference between them being where the emphasis is put, either in obtaining more precise fuzzy rules or more "linguistic" ones in the sense that they can be interpreted by an expert. All the methods will be characterized by their simplicity, by what makes them suitable for use in a rapid-prototyping approach to the fuzzy modeling, and by the use of fuzzy sets defined directly in the product space of the input variables.
The remainder of this paper is organized as follows. In Section II, we present the fuzzy model with which we are going to work. In Section III, we define different methods that are going to use the information that gives us the clusters used to characterize the better combination of fuzzy relations of the input space and fuzzy sets of the output space. Numerical examples are provided in Section IV to illustrate the performance of the presented methods. Finally, in Section V some conclusions and indications about future trends are presented.
II. FUZZY MODELING AND FUZZY CLUSTERING
In the following, we will consider that the system to be modeled is a multi-input single-output (MISO) one, i.e., to be described by a set of rules with the form If is and and is then is (1) where are input variables, is the output, and and are fuzzy variables. We will assume that the basic knowledge for modeling such a (fuzzy) system is given in terms of a (usually) large set of sample I/O pairs, say and obviously the selected rules are required to be able to approximate the function that theoretically underlies the system behavior the most consistently with the given sample of I/O pairs. We ought to assume that the collection of data samples represent the system behavior in the product space where with being the domains of discourse of the inputs and is the domain of the output.
It is clear that if we are trying to approximate the function there must be a relation between the data in and and, in this way, the clustering of the data in seems to be an adequate technique to underline this relation. The use of the clusters found in is necessary because they represent the tendencies detected in the association between the input and output data. Moreover, they are an efficient and flexible procedure to aggregate the behaviors present on the data, in this way, characterizing their relations. The use of the information given by the fuzzy clusters in is not new, and several authors have proposed similar approaches (i.e, Yoshinari et al. [52] [8] , and others). Our contribution is the use of the information the clustering gives us in a direct way to generate a rapid-prototyping approach to the fuzzy modeling.
Obviously, an alternative could be to generate fuzzy clusters separately in the input and output space and then to try putting them in relation. We will see (in the next section) an approach of this kind and also an intermediate approach. However, as our studies have revealed [12] and, as we will see in the examples in Section IV, this method is less efficient to obtain an approximative fuzzy model, although it has advantages in case what we want is to obtain a more descriptive model.
In this way, in our approach (a fuzzy clustering) is carried out on , which will group together those I/O pairs that are close with respect to some similarity measure. As we do not assume any more information about the structure of the data (for example, about its linearity), we use a classical fuzzy clustering algorithm to generate fuzzy clusters in the product space with centers or centroids denoted by for .
From the information these cluster and their centroids provide, the key idea is to generate a first collection of rough fuzzy rules that can be used as a first approximation of the collection of rules to later obtain an inference machine (approximative approach) or find a linguistic description of the involved fuzzy sets (descriptive approach).
To illustrate our comments, let us suppose that the fuzzy -means (FCM) algorithm [5] is used in the initial clustering process. Then the membership function of the fuzzy relation associated with the th cluster is such that (2) where and if then and otherwise. These fuzzy relations will generate the fuzzy rules for our proposed fuzzy system model and then it is obvious that the number of needed rules plays a key role and is to be established for every problem. In several papers, the number of rules is obtained from cluster validation by using some of the validity measures built for the purpose in the literature. Another alternative is the use of a progressive cluster identification algorithm like the one proposed by Krishnapuram [27] . We have work in this area using a data preprocessing by means of a hierarchical clustering [11] that allows us to select the "best" original crisp partitions of the data and that, additionally, can serve as initialization of the fuzzy clustering algorithm, in this way improving the algorithm performance.
Let us remark that the use of a partitional fuzzy clustering algorithm, in particular the FCM, give us several advantages that leads us to use it: 1) a fuzzy partition of the space is obtained, which is an important characteristic in fuzzy inference; 2) once we obtain the fuzzy clusters, the functional expression of their associated fuzzy sets depends only on their centroids and the distance of the data to them, so we can express these fuzzy sets in any domain, for example, directly in ; 3) the amount of information necessary in the fuzzy model is reduced and no a priori assumption about the "no interactivity" between the different variables in the input space is needed. Therefore, using the fuzzy clustering we have disclosed local behaviors of the data around the obtained centroids-behaviors that are captured by these fuzzy relations. We assume that these fuzzy clusters found in the product space are the best description of the tendencies present in the data, thus, this global structure ought to be kept and then the fuzzy rules (1) will be considered as If is then is (3) where and and being and respectively, fuzzy sets in and to be obtained as representation of the th fuzzy cluster of .
To infer using this collection of fuzzy rules, we have decided, because of its simplicity although without significance decrease of the performance (remember we are trying to obtain a first approximation to the fuzzy model), to use the Mizumoto's simplified approximate reasoning method [31] , where the fuzzy set in the consequent of the fuzzy rule is substituted by a "Singleton value" (i.e., a real number) that could be obtained from some suitable defuzzification method over , in particular, the gravity center of (4) Under the idea of using Mizumoto's simplified reasoning method, (3) is to be rewritten as If is then is (5) where, obviously, is the Singleton consequent to each fuzzy rule.
For any input and using the aforementioned simplified reasoning method the inferred value will be (6) Now the problem is how to characterize the fuzzy sets and or the associated Singleton value , starting from the fuzzy clusters in . This topic will be the central objective of the next section.
III. AN APPROACH TO RAPID PROTOTYPING IN FUZZY MODELING
In this section, we will present the different methods grouped in virtue of the technique used to obtain them and also in increasing computational complexity order. The description of different methods will be used to indicate different alternatives in the process of generating the fuzzy rules. Moreover, the increasing complexity in the methods will be due, in one case, because the intention of obtaining a pseudodescriptive fuzzy model and in other case because considering more complex fuzzy model like the one proposed by Takagi et al. [42] .
Several authors (Sugeno et al. [41] , Yager et al. [50] , Babuska et al. [2] , etc.) have faced the use of the fuzzy cluster in fuzzy modeling by projecting the clusters in the domains of the variables. We have adopted a different point of view. In general, in all our methods we will directly characterize fuzzy sets in , trying in this way to capture most part of the information about the behavior or tendencies detected on the data to obtain a better approximation. Additionally, we consider that the centroids of the clusters (which describe a local behavior) and their relation with the data (the fuzzy sets they generate) give much information and, thus, we assume they must play a key role in our process.
In the following, we will present the different methods, which will be denoted , where stand for ESTimation procedure and indicates an ordinal number.
A. Inducing Fuzzy Sets in as a Global Input Space
The first and most simple approximation to the problem is to use directly the centroids and the metric found by the clustering on the product space in the input and output space and . To do this, we consider the fuzzy sets generated in the domains and by the components of the centroids in and , and that will be noted as and , respectively. We must note that these fuzzy sets are not projections of the clusters, because the data do not preserve their membership value, so we must talk about a fuzzy sets induced in and by the fuzzy clusters. In this way, using the expression (1) defined in we can now consider fuzzy sets in and said and with membership functions (7) where if (the same if and, thus, we have fuzzy rules If is then is (8) According to the properties of the centroids, we can alternatively generate a set of rules taking as Singleton consequent the component in of the centroids in the form If is then is (9) from which the inference for any new input is obtained according to (10) , given rise to the first of our proposed methods (10) Though in the previous method we have used in the definition of the fuzzy sets in , the same distance measure used in the fuzzy clustering algorithm, it is necessary to remark that using any other kind of distance measure to define the membership functions is quite possible because the key results of the clustering process are the position of the centroids and how the data are distributed around them. Once we have this information, we can use it in several alternative ways.
For example, we can define fuzzy sets with exponential membership functions in the domain using the components in this space of the centroids found in and the fuzzy covariances calculated over the components in of the sample data [15] , [22] . In this way, we obtain a different inference method (11) where is the covariance matrix associated to the cluster . The use here of a exponential membership function is motivated because, in this case, we can use another kind of fuzzy clustering algorithm such as the possibilistic C-means (PCM) [26] instead the FCM to disclose the local behavior of the data. These authors use exponential membership functions because a bell-like shape is more appropiate for linguistic interpretations and it is rotationally symmetric in the multidimensional space; consequently, it can be easily projected in each domain of the variables. This is an interesting property if we try to transform the generated fuzzy rules in the direction of a more descriptive fuzzy model (see Section III-C).
B. Considering the Relation between Clusters in and
All previous methods are rather simple because they translate on and the information disclosed by the fuzzy clustering in . Let us observe that the same output is asigned in both cases. A little more complicated method can be considered if we establish some relation between the groupings detected in and the tendencies that can be detected in . The idea is that in the reasoning process [as we will need to work with data in (input data space)], we need a way to relate the behavior in with the behavior detected in the I/O data used in the modeling.
The first way we can do it without great complexity is to redefine the fuzzy rules so the consequent value is not obtained through the projection in the output space of the fuzzy clusters in , though considering the groupings detected in and the associated groupings, that can be established in
. To obtain these groupings in and, hence, the corresponding fuzzy sets, we have to work either with the induced fuzzy sets shown in (7) or, alternatively, make a fuzzy clustering in using the input data set. In this second case, we have considered the same number of clusters than in and we have used the results of the fuzzy clustering in as initialization of the FCM algorithm, letting the algorithm execute for just a few iterations. The idea behind this process is to obtain a one-to-one relationship between the clusters found in and those found in . The results in either case are quite similar.
Thus, these techniques lead us obtain the consequent value for the fuzzy rules using the whole information provide by the clusters found in and the local information obtained from the clusters in . Using this procedure we have a collection of fuzzy rules If is then is (12) where the new consequent is obtained using (13) where and are the membership degrees of the data in the fuzzy sets corresponding to the th cluster on and its induced one on , respectively. The value provided by could be seen as the projection in the domain of the centroids of resultants by combining the fuzzy clusters of with the fuzzy sets in induced by the clusters.
B. An Alternative Classical Approach
Although up until now we have used the information obtained from the fuzzy clustering in , a more classical approach may be used. If and are fuzzy sets supposed to be obtained from independent fuzzy clustering processes in the input and the output space, respectively, then one can wanted to assign a weight to each rule [each pair ] without considering the information obtained by a fuzzy clustering in the product space of the input and output variables.
Thus, we are going to consider that collections of and fuzzy sets on and , respectively, are obtained from fuzzy clustering of the input and output space from which the system model is composed by a collection of fuzzy rules of the form If is then is i
with and being fuzzy sets in and , respectively, and a weight or certainty value assigned to the rule. If rules with Singleton consequent are considered, (14) is to be rewritten as If is then is i
Different alternatives to assigning the weights of the fuzzy rules arise depending on the operators used. A classical one, using the -composition, is obtained from the collection of data by means of (16) Once the weights are available, we can infer using the simplified reasoning methods and the weights using the expression (17) being a -norm and the Singleton consequent associated to the fuzzy sets . Although we have assigned a weight to each possible rule, the reduction in the number of rules associated to any possible fuzzy set in the input space could be interesting. This can serve not only to decrease the size of the weights matrices, reducing in this way the complexity of the system, but also because in this way the inference process is improved. Once we generate the matrix of weights, we can assign just one output fuzzy set to each input fuzzy set , for example, taking into account (18)
C. Considering Separately
The main advantage of all the previous techniques is that they generate a good (local) fit of the given data allowing the construction of fuzzy models, which potentially have a very good approximative ability. However, their drawback is the lack of any linguistic interpretation for the obtained rules because all the input variables have been considered global.
Here, we will present some methods that provide more descriptive fuzzy models, but keeping an always needed approximative efficiency. To do that we will consider separately.
This approach (in the same line of the works of Babuska et al. [2] and Sugeno et al. [41] ), try to generate fuzzy sets in each of the domains of discourse of the variables [of course, from the fuzzy clusters found in ]. The main difference with the methods of the aforementioned authors is that we do not make any previous assumption about the structure of the data. On the other hand, we are trying to obtain a first approximation of the fuzzy model-not to adjust it (i.e., to quickly obtain an approximator the simplest way). To compare this approach with the one presented in the previous section, let us consider that once we obtain the projections of the fuzzy clusters in each domain we make the extensional hull of the fuzzy sets obtained and then propose to approximate them by trapezoidal fuzzy sets. In this way, part of the approximative power of the methods that work directly in is lost; also, it does not warrant obtaining a fuzzy partition of the data which may cause a sparse rule base, but in constrast, we obtain a more descriptive fuzzy model. Within this formulation we look for a collection of fuzzy rules: If is and and is then is (19) from which an output value can be inferred for each input to be (20) where is a -norm and the component in of the centroid of the th fuzzy clusters of . Depending on the -norm used we can have different methods. If we consider (21) Our interest in obtaining fuzzy rules with fuzzy sets in each of the domain of discourse is not only because its descriptive power, but also because, as we will see in Section IV-C, we can apply a genetic algorithm to these kind of rules to tune them.
D. Fuzzy Clusters and Complex Models
When we have to deal with complex system, the methods we have presented above with Singleton values in the consequence of the fuzzy rules could have no sufficient approximative power. In these cases, we can adopt a rapid-prototyping approach although using a more elaborate fuzzy model. The Sugeno-Takagi-Kang (TSK) approach [40] , [42] can be an adequate model because this approach tries to decompose the complicated input space into subspace and then approximate the system in each subspace by a simple linear regression model. Several alternative approaches have been proposed to reduce the complexity of the building process associated to these approach. Many of these approaches have proposed the use of clustering techniques in this process (see, for example, [47] and [49] ).
In our case, we are going to use directly the information of the fuzzy clusters in to obtain, by means of the recursive least-squared method, the coefficients of the linear regression model that will be associated to each fuzzy rule. We can use the same hypotheses as in the previous methods with respect to the antecedent fuzzy sets and to make the assumptions about a linear relation between antecedents in and consequent in . In this case, we can use a reasoning method and obtain fuzzy rules If is then is where (22) with and the inference process is carried out by means of (23) where the is any of the membership functions to fuzzy sets in we have described up until now. One of the differences we adopt in this approach, is that to obtain the coefficient of the linear consequent using the recursive least-squares algorithm (or a stationary Kalman filter), the grade of membership of the data to the antecedent of the fuzzy rules is considered using directly the grade of membership of the data to the fuzzy clusters found in . Moreover, as in this kind of model, we are searching for local linear models present in the data; a modification we have adopted is not only to use an FCM algorithm, but as an initialization to a Gustafson-Kessel fuzzy clustering algorithm [17] . This algorithm is based in detecting hyperplane fuzzy clustering and, in this way, it is adequate for detecting the fuzzy partitions that better fulfill the assumption of fuzzy linear models [2] .
In general, although it is not always true, this method tends to obtain fuzzy models with a higher accuracy. In this sense a natural questions arise, and it is why not to use always this method. The answer is simple: the computational complexity of this method makes it inadequate in a rapid-prototyping approach when the increase in performance of the fuzzy model obtained does not compensate for the complexity increase in generating the model. Frequently, this is the case with systems which have a simple or medium complexity, where it is more interesting to obtain a rapid model with the more simple methods that will generate eficient fuzzy model, and then if the model is acceptable, it could be later tuned and pruned using optimization tecniques like genetics algorithms, gradient descent methods, or any other well-known fitting techniques.
IV. NUMERICAL EXAMPLES
In this section we present the behavior of the core of our framework IGOR-that is to say, the different methods proposed below and, consistently, the methodology cycle of our proposal. We will consider four different examples. The first two are not excessive complex systems, but are frequently used to illustrated the methods presented in the literature. In our case, we will use them to show the good behavior of the simplest methods we have proposed. The examples will be the well-known problem of the inverted pendulum and the nonlinear system proposed in [32] and [41] . Then we will consider two more complex systems: the Box-Jenkins gas furnace and the Zimmermann and Zysno model based on empirical data [55] . Because of the complexity of these systems, it is necessary to leave the simple methods and consider, instead, the method we have noted as to obtain relatively good results. In this way, we can compare our rapid-prototyping approach with those presented in the literature.
The comparison of the methods proposed in the paper with others (in [28] , [32] , [40] , [41] , and [47] ) does not seek to conclude that our methods are better than the other ones, but that our methods bring solutions that are within an acceptable range, in this way, obtaining a validation of them. In the forthcoming discussion, it is shown how our methodolody, faced with different types of problems, will help the decisionmaker plan which method and underlying approach will let him reach a better solution. 
TABLE I INVERTED PENDULUM RULES
The performance index considered to evaluate the obtained fuzzy models will be the square-mean error (24) where is the number of data, is the actual output, and is the model output.
A. Inverted Pendulum
The inverted pendulum is a very usual example used to check fuzzy modeling techniques, specially applied to fuzzy control (see Fig. 1 ).
The stated variables are the angle , the angular speed , and the control variable force . For every the objective is to determine the force that must be applied to the gravity center of the pendulum during a constant time to place and/or keep the pendulum in the vertical position.
On the assumption of (radian), the behavior of the pendulum may be described by a nonlinear differential equation that can be solved to integrate control policies. However, since Yamakawa's works [51] , the superior efficiency of fuzzy control is known.
Our reference model will be Yamakawa's [51] described by a set of seven fuzzy rules, with the linguistic term set where and stand for negative and positive, respectivley, and where the suffixes and mean large, medium, and small, respectively. The fuzzy linguistics rules are shown in Table I .
To evaluate the performance of our methods, we have used the training data set and the test data set proposed by Herrera et al. [19] . These authors consider Yamakawa's fuzzy model with trapezoidal membership functions for the semantics of linguistic labels [29] . From this, a pendulum with 5 kg in weight, 5 m in length, applying force to the pendulum gravity center during a constant time of 10 ms was simulated obtaining in this way a set of 348 triples , such that
From the 348 data above, a subset of 280 was used by as training set to re-identify the fuzzy model for the inverted pendulum obtaining, in this way, seven rules again. The remaining 68 data was used to check the model, obtaining a performance error [19] . We do not assume any known partition to start the fuzzy clustering on and with several clustering validity criteria as those described in [5] , [7] , [10] , and [11] ; we determine that the most suitable number of elements in the fuzzy partition of this product space (and thus the number of fuzzy rules) is seven or nine.
After identifying the system, we use the same 68 data as Herrera et al. [19] to check the obtained models. The methods have been applied to the case of seven and nine rules. The results with nine rules are significant superior (in the order of 15%), although to compare our results with those obtained in the literature in Table II , we only show the errors obtained with seven rules. In the case of method , using the validity measures, we have considered seven fuzzy clusters in and five fuzzy clusters in .
B. Nonlinear Static System
Let us consider the following nonlinear static system presented in [32] and [41] , with two inputs and , and a single output (25) We show a three-dimensional I/O graph of this system in Fig. 2 . From this systemequation, 50 I/O data are obtained. In [41] , using the following fuzzy clustering validity criterion over that output data (26) they found that six was the optimal number of fuzzy clusters. In our case, using this same validity criterion over the fuzzy clustering of the product space of the input and output domains, we found that five was the optimal number of fuzzy clusters, so we use these number to compare the results. Before any parameter identification, these authors obtain that , using the method they proposed, which is in some ways similar with our approaches.
The errors obtained with the different methods proposed in this paper are shown in Table II . In the case of method , using a similar approach as indicated in the example above, we have considered five fuzzy clusters in and five in . It is clearly shown within these results that although simple, the results obtained are good enough as a first approximation to the fuzzy model. Also, as can be seen in the results presented in Table II , there is a significant difference between the performance of method and and the others. This seems natural (from our point of view) as method and have less approximative power than they need to work-in one case, with the relation between the clusters found in and using some form of weight to validate this relation and, in the other case, using fuzzy sets in each of the input variables instead of fuzzy sets directly in . However, as we have indicated previously, these two methods have an advantage over the others as it is their great capacity to generate descriptive fuzzy models. This is possible because in the case of , we generate fuzzy clusters in independently of any other consideration; therefore, we can then generate fuzzy sets in each of the domain of discourse considering the projection of the fuzzy relation defined by the fuzzy cluster in each of the input variables. Hence, as happens with methods , we can later use some linguistic approximation technique to obtain a qualitative fuzzy model of the system [41] .
Moreover, as can be seen in Table II , the methods and have a better behavior than the other methods, especially , which seems to be due to the use of the exponential membership function and the fuzzy covariance. However, during the simulations we have performed, we have observed that this good behavior is highly dependent of the fuzzy partition obtained with the fuzzy clustering and, in this way, is relatively sensitive. In the case of method , its great virtue is its extreme simplicity with a relatively good performance.
Finally, we want to point out that in these two examples, we have not shown the results considering the method because, as the two examples are rather simple systems, the results obtained with the more simple methods ( and ) are sufficient, as can be deduced from the comparison with the results of others methods proposed in literature. However, as a reference, we can indicate that while in the case of the inverted pendulum the performance with method is a great improvement, in the case of the nonlinear system we have not reached such a great improvement if we also take into account the increase in the computational complexity due to the method.
C. Tuning the Rules with a Genetic Algorithm
To show that it seems adequate to try to first generate a fuzzy model in a rapid and easy way, in a subsequent step, this first model can be tuned; we present here a possible approach to optimize the generated rules. There are several possible techniques that could be used. For example, we can use the fuzzy learning vector quantization (FLVQ) or fuzzy Kohonen clustering networks (FKCN) [6] to adjust the membership functions parameters (as is proposed in [43] ) or we can use some more classical tuning techniques such as genetic algorithms (GA's).
In [19] , a tuning method using GA's is presented. In that paper, the GA tuning method fits the membership functions of the fuzzy rules based on the expert knowledge with the inference system and the defuzzification strategy considered.
GA's are search algorithms that use operations found in natural genetics to guide the trek through a search space. GA's are theoretically and empirically proven to provide robust search in complex spaces, giving a valid approach to problems requiring efficient search [16] .
In Table III , we can see the performance error results with method when this GA is applied to the fuzzy model of the inverted pendulum. The performance expression is the same as in (24) .
Our results with the inverted pendulum show that the model obtained by the proposed methods is a good first approximation, which also may be used as a good initialization for a tuning process. As can be seen, the resultant fuzzy model with nine rules has a performance similar to the one obtained using the method , with the additional advantage that in case of method , we have a collection of fuzzy rules with fuzzy sets in each of the input and output space, so it can be easily used to generate a collection of linguistic fuzzy rules using a linguistic approximation technique.
D. Box-Jenkins' Gas Furnace
Box-Jenkins' gas furnace is a famous example of system identification. The well-known Box-Jenkins' data set consists of 296 I/O observations, where the input is the rate of gas flow into a furnace and the output is the In Table IV , we indicate different fuzzy models proposed in the literature, showing the number of variables chosen in each case, the number of rules, and the performance of the models. To compare our results, we make a fuzzy clustering using the 296 data points, considering from six to four clusters, as in Sugeno et al. [41] , Yoshinari et al. [52] , and Wang et al. [47] , obtaining better results in the case of four clusters.
We should remark that except for the Sugeno and Tanaka model [40] , we obtain a better performance with a number of rules remarkably smaller in comparison with the classical approaches. Sugeno and Tanaka [40] provide less error, although with more variables and more computational complexity.
E. Zimmermann and Zysno Empirical Data
Finally, in this section we applied our method to the empirical data of Zimmermann and Zysno [55] that other authors (i.e., Dyckhoff and Pedrycz [13] , Krishnapuram and Lee [25] , or Langari and Wang [28] ) have also used to test their algorithms.
In Table V , we can see the performance [using (24) ] obtained with the methods suggested in the literature and with our method , considering four rules (as Langari et al. [28] have done).
Again, even in this complex case, the improvement in the model performance is clear.
V. CONCLUSIONS AND FUTURE TRENDS
This paper presents different alternatives to a rapidprototyping approach to the fuzzy modeling by means of relatively simple methods, based on the use of fuzzy clustering, that have shown good behavior in different contexts.
Starting from the results appearing up until now in the literature of fuzzy clustering, we have reformulated the way fuzzy clusters are used, defining different methods whose use will be determined by the users' perspective in the fuzzy modeling. These methods directly characterize fuzzy sets in , trying in this way to capture most of the information about the behavior or tendencies detected on the data to obtain a better approximation.
The use of a fuzzy clustering algorithm such as FCM (in the more simple methods) and the combination of FCM and Gustafson-Kessel algorithm (in the more complex methods) have let us describe the relation between input and output varibles and, in this way, obtain a collection of fuzzy rules that can approximate systems with great acccuracy by means of collection of simple methods.
The most remarkable advantage of these methods is that they have demostrated their utility to be used in a rapidprototyping methodology whose objective is to obtain a first model that could be good enough so it can serve as a first approximation of fuzzy model for systems; this could be subsequently be purged and tuned to obtain the final fuzzy model. Within this methodology, we have also shown that these methods can be integrated with other techniques such as GA's.
Although the results we have obtained with the different methods in the examples are quite exciting, we can point out that in case of simple systems, the results obtained with the more simple methods ( and ) are sufficient, as can be deduced from the comparison with the results of others methods proposed in literature. However, when we have to deal with complex systems modeling method, shows the better performance, but with a computational complexity increase. In any case, we have shown that the methods can be used alone to obtain a first approximation to the fuzzy model.
Finally, we must remark that our approach seeks to provide the decision maker with a range of easily management methods among which he can use the one better adjusted to his requirements. In this way, depending on his interest on either a qualitative (descriptive) fuzzy model or a quantitative (approximative) one, or depending on the kind of emphasis he want to put on the accurate capacities of this first model, the user can use different methods to test alternative possible fuzzy models.
The work we present here is part of a more general study we are doing about the integration of different techniques for fuzzy rules generation in an environment we have called IGOR. IGOR pretends to be a general framework for fuzzy modeling where different techniques of supervised and unsupervised learning, together with different tuning methods, could be integrated.
We are also working on other techniques based on the notion of matching between the fuzzy clusters obtained in the differents domains , , and and the use of some measures like fuzzy frequency introduced by Delgado and Gonzalez [10] , and how the results we presented in [9] (about the use of hierarchical clustering) can be used to make a tuning of the fuzzy model obtained with the methods described in this paper.
