We prove various extensions of the Loomis-Whitney inequality and its dual, where the subspaces on which the projections (or sections) are considered are either spanned by vectors w i of a not necessarily orthonormal basis of R n , or their orthogonal complements. In order to prove such inequalities we estimate the constant in the Brascamp-Lieb inequality in terms of the vectors w i . Restricted and functional versions of the inequality will also be considered.
Introduction and notation
The classical Loomis-Whitney inequality [16] states that for any convex body K ⊆ R n (i.e., a compact convex set with non-empty interior) and any orthonormal basis {e i } n i=1 , we have that
where | · | denotes the volume (i.e. the Lebesgue measure) in the corresponding subspace and, for any k-dimensional linear subspace H ∈ G n,k , P H denotes the orthogonal projection onto H.
In [17] , Meyer proved the following dual inequality:
A remarkable extension of the Loomis-Whitney inequality is provided by the Bollobás-Thomason inequality, which was proved in [6] . Before stating it let us fix some notation and terminology. We denote by [n] the set {1, . . . , n}. For any m 1 and subsets S 1 , . . . , S m ⊆ [n], not necessarily distinct, we say that (S 1 , . . . , S m ) forms a uniform cover of S ⊆ [n] with weights (p 1 , . . . p m ), (p j > 0 for all j) if for every i ∈ S we have that m j=1 p j χ Sj (i) = 1.
Bollobás and Thomason considered the case S = [n] and weights equal to 1 k . Then, the above condition means that each index i ∈ [n] appears exactly k times within the family S 1 , . . . , S m . They proved that for any uniform cover (S 1 , . . . , S m ) Date: February 17, 2020. 2010 Mathematics Subject Classification. Primary 52A23, Secondary 60D05. Partially supported by Spanish grants MTM2016-77710-P and DGA E-64. of [n] with equal weights 1 k , . . . , 1 k , any orthonormal basis (e i ) n i=1 and subspaces H j := span{e k : k ∈ S j }, for any compact set K ⊆ R n we have
The case m = n, S j = [n] \ {j} and k = n − 1 recovers the classical Loomis-Whitney inequality (1.1). Very recently, Liakopoulos [15] proved the following dual Bollobás-Thomason inequality: given a fixed orthonormal basis (e i ) n i=1 and any m 1, if (S 1 , . . . , S m ) forms a uniform cover of [n] with equal weights 1 k , . . . , 1 k , d j = |S j | and H j = span{e k : k ∈ S j }, then for any compact K ⊆ R n we have
Again, if m = n, S j = [n] \ {j} and k = n − 1 we obtain Meyer's inequality (1.2) .
In [14] , the following restricted (or local) version of Loomis-Whitney inequality was proved: given a fixed orthonormal basis (e i ) n i=1 , for any convex body K ⊆ R n and any i = j, (1.5) |P H ⊥ K||K| 2(n − 1) n |P e ⊥ i K||P e ⊥ j K|, where H = span{e i , e j }. Inequality (1.5) has been extended in several different ways. On the one hand, in [7] , it was proved that for any distinct vectors w 1 , w 2 ∈ S n−1 , not necessarily orthogonal, if H = span{w 1 , w 2 } then (1.6) |P H ⊥ K||K| 2(n − 1)
On the other hand, in the same work [7] , the following generalisation of (1.5) was obtained: if S ⊆ [n] has cardinality |S| = d and (S 1 , . . . , S m ) forms a uniform cover of S with the same weights ( 1 k , . . . , 1 k ), where m > k, then for every convex body K ⊆ R n |P H ⊥ K||K| where H j = span{e k : k ∈ S j }. The value of the constant in the latter inequality was improved in [1] in the case where m = 2 and S 1 , S 2 are disjoint, which implies k = 1. Moreover, in [1] functional versions of these inequalities were proved in the setting of log-concave functions. Regarding dual versions of restricted Loomis-Whitney inequalities, two situations have been considered: when the convex body K is centred and when the maximal intersection of K with translations of H ⊥ is attained at 0.
On the one hand, it was proved in [7] that if S ⊆ [n] has cardinality |S| = d and (S 1 , . . . , S m ) forms a uniform cover of S with the same weights ( 1 k , . . . , 1 k ), where m > k and the cardinality of S j is equal to d j , then for every centred convex body
On the other hand, it was proved in [1] that if S ⊆ [n] has cardinality |S| = d and S 1 and S 2 are two disjoint subsets of S, with cardinality d 1 and d 2 respectively, forming a uniform cover of S (therefore with weights equal to 1), and if H = span{e k : k ∈ S}, then for every convex body K such that max x∈R n |K ∩ (x +
where H j = span{e k : k ∈ S j } and H = span{e k : k ∈ S}. Also a functional version of this inequality was obtained for log-concave functions.
In this manuscript we consider the more general situation, in the spirit of the extension (1.6) of inequality (1.5), in which we fix a basis in R n which is not necessarily orthonormal.
Let 
is an orthonormal basis of R n , H j = span{e k : k ∈ S j } and H j = span{e k : k ∈ S j }, then H ⊥ j = H j and hence the projections onto the subspaces which are orthogonal to the ones generated by the vectors given by the uniform cover are simply the projections onto the subspaces generated by the vectors given by the uniform cover (S c 1 , . . . , S c m ) with weights (p ′ 1 , . . . , p ′ m ). However, if {w i } n i=1 is not an orthonormal basis, it is not generally the case that the orthogonal subspace to H j = span{w k : k ∈ S j } is H j = span{w k : k ∈ S j }. Therefore, different extensions of the inequalities can be considered.
Our starting point is the following functional inequality due to Finner [11] , which recovers the Bollobás and Thomason inequality. Theorem 1.1 (Finner's inequality). Let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ) and let H j = span{e k : k ∈ S j }. Then, for all integrable functions f j :
In the framework of subspaces generated by vectors given by a uniform cover with weights and a (not necessarily orthonormal) basis of R n , we obtain the following affine-invariant Finner inequality.
of R n and let (S 1 , . . . , S m ) form a uniform cover of [n] with weights (p 1 , . . . , p m ). If H j = span{w k : k ∈ S j } and p = m j=1 p j , then for any integrable f j :
where, for any basis {w i } n i=1 of R n , S ⊆ [n] and any uniform cover (S 1 , . . . , S m ) of S with weights (p 1 , . . . , p m ), we denote
Here, for any vectors w 1 , . . . , w k , |∧ k i=1 w i | denotes the volume of the k-dimensional parallelepiped spanned by the vectors w i . Moreover, for every integrable f : R n → [0, ∞) and f j :
is the canonical basis then H ⊥ j = H j = span{e k : k ∈ S j } and this inequality becomes (1.8) . Additionally, once we have proved the first inequality, then we can use the fact that any Brascamp-Lieb inequality gives a reverse Brascamp-Lieb inequality with inverse constant (see [3] ).
The following theorem, which is an inequality when projecting on different subspaces from the ones considered in the affine Finner inequality, is an equivalent version of Theorem 1.2.
Moreover, for every integrable f : R n → [0, ∞) and f j :
Remark. Notice that if we call M the matrix whose columns are the vectors (w i ) n i=1 , and we denote by v i the rows of the matrix M −1 , then we have that for every 1 j m H j = span{w k : k ∈ S j } = span{v k : k ∈ S j } ⊥ . Therefore, a Brascamp-Lieb inequality projecting on the subspaces H j can be obtained from Theorem 1.
). Since it turns out (see Lemma 3.1 below) that
, we have that Theorem 1.3 and Theorem 1.2 are equivalent. From now on we will omit the arguments in BL 1 and BL 2 whenever they are clear from the context. In order to prove Theorem 1.2 we will use the so-called factorisation method, which was introduced and developed in [10] . The idea of the factorisation method is that to prove our inequality we first test on a function, call it M , then we factorise M appropriately as a product of functions to use Hölder's inequality. In [10] it was proved (under mild hypotheses) that a positive multilinear inequality holds if and only if such a factorisation exists.
In the Appendix we provide a proof for Theorem 1.3, which is different from the one described above. It seems that each proof is tailored for the construction of appropriate families of subspaces.
It is interesting that we can find an explicit formula for the constant in Theorem 1.3 and Theorem 1.2, since in general is difficult to compute the Brascamp-Lieb constant. These inequalities will provide different affine invariant versions of Bollobás-Thomason inequality and its dual. In particular we will prove the following different extensions of Bollobás-Thomason inequality:
be a basis of R n and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . p m ). If H j = span{w k : k ∈ S j }, H j = span{w k : k ∈ S j } and p = m j=1 p j , then, for every compact K ⊆ R n we have the following four inequalities:
Using (1.12) in Theorem 1.4 we obtain a generalisation of Gagliardo-Nirenberg inequality. Moreover, for log-concave functions we can achieve a better constant which also leads to a sharp generalisation of an inequality obtained by Bobkov and Nazarov in [5] , implying the boundedness of the isotropic constant of log-concave unconditional measures.
In general, we will make an extensive study of the different affine invariant extensions of Bollobás-Thomason inequality that we obtain. We will also provide functional versions of the geometric inequalities obtained in the context of log-concave functions, which will recover their geometric versions when applied to functions of the form e − · K , where · K denotes the Minkowski functional associated to a given convex body K containing the origin in its interior. These will be different from the ones we get when considering the characteristic function χ K , as is the case with Brascamp-Lieb inequality. These functional inequalities cannot be directly obtained from the stated Brascamp-Lieb inequality as in this setting one would have to consider an extra dimension and the subspaces on which one would have to project would not form a covering of [n + 1]. Rather than that, they will be restricted Loomis-Whitney type inequalities in R n+1 . We will also prove affineinvariant local versions of both geometric and functional inequalities. In particular, we will prove the following different extensions of inequality (1.6).
Then, for every convex body K ⊆ R n we have the following four inequalities:
Taking any linearly independent w 1 , w 2 ∈ S n−1 , H = span{w 1 , w 2 } and an orthonormal basis {w 3 , . . . , w n } of H ⊥ , we have that w 1 ∧w 2 = 1 − w 1 , w 2 2 and if v 1 ∈ S n−1 spans w ⊥ 1 ∩ H and v 2 ∈ S n−1 spans w ⊥ 2 ∩ H, then also v 1 ∧v 2 = w 1 ∧w 2 and applying either (1.16) or (1.17) to {w 1 , w 2 , w 3 , . . . , w n }, or (1.18) or (1.19) to {v 1 , v 2 , w 3 . . . , w n }, any of the previous four inequalities recovers inequality (1.6).
Regarding dual Loomis-Whitney type inequalities, we will prove the following different extensions of inequality (1.4). Theorem 1.6. Let w 1 , . . . , w n be n vectors spanning R n , let m 1 and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Let H j = span{w k :
Then, for every convex body K ⊆ R n containing the origin we have the following inequalities:
Some restricted versions will be proved too. For instance, we will prove the following
Then, for every convex body K ⊆ R n , we have the following four inequalities:
Remark. Notice that no assumption on the barycentre was made. Taking into account (see [12] ) that if K is a centred convex body and H ∈ G n,d then
we can obtain estimates in terms of the volume of sections through the centroid. If we assume that the section of maximal volume with subspaces parallel to H ⊥ is the one through the origin, then the value of the constant in the inequalities in Theorem 1.7 is better in some special cases, providing extensions of inequality (1.7).
The paper is structured as follows. In Section 2 we introduce the notation that we use, as well as provide the necessary known results that we use in the paper. In Section 3 we collect various versions of the affine invariant Finner inequality and its reverse, as well as the proof of Theorem 1.2, which we will use in order to prove several extensions of the aforementioned inequalities. Sections 4 and 5 will be devoted to the proof of the Loomis-Whitney and dual Loomis-Whitney inequalities, respectively, as well as their functional and restricted versions.
Preliminaries
In this section we provide the necessary background that we will use in order to prove the different versions of Loomis-Whitney and dual Loomis-Whitney type inequalities.
is a convex function. It is well-known that any integrable log-concave function f : R n → [0, ∞) is bounded and has moments of all orders (see, for instance [8, Lemma 2.2.1]). If K ⊆ R n is a convex body then its characteristic function χ K is integrable and log-concave, with integral |K| and if K is a convex body containing the origin, then e − · K , where x K = inf{λ > 0 : x ∈ λK} is the Minkowski functional associated to K, is integrable and logconcave, with integral n!|K|. The set of integrable log-concave functions in R n will be denoted by F (R n ).
For any f : R n → R and any H ∈ G n,k , the projection of f onto H is the function defined by
is a convex body, then for any H ∈ G n,k we have that P H χ K = χ PH K and if in addition K contains the origin then P H e − · K = e − · P H K . Given any integrable log-concave function f on a linear subspace H ∈ G n,k we will denote by f 1 its integral on the subspace H.
2.2.
Berwald's inequality. Berwald's inequality, which was proved in [4] for 0 < γ 1 < γ 2 and was extended to the range −1 < γ 1 < γ 2 in [13, Theorem 5.1], states the following. .
Equality holds if and only if f is a roof function over a point in K.
Functional versions of the above for functions in F (R n ), the set of integrable log-concave functions on R n , was proved in [1, Lemma 3.3] for the range γ > 0, and was extended to the range γ > −1 in [2, Theorem 1.1].
The following result can be seen as a degenerate version of Lemma 2.1 and its proof can be found in [2, Lemma 2.1]. In this case we can characterise the equality cases. 
Affine Invariant Finner Inequality
In this section we prove the affine invariant Finner inequality, already mentioned in the introduction, together with its reverse inequality.
be a basis of R n and let (S 1 , . . . , S m ) form a uniform cover of [n] with weights (p 1 , . . . p m ). If H j = span{w k : k ∈ S j } and p = m j=1 p j , then for any integrable f j :
Notice that the numerator in γ n is just M (x) p ′ while the denominator in γ 1 is Q n . Moreover for every 1 i n and every x ∈ R n R γ i (x + tω i )dt = Q.
Let, for every 1 j m,
So we consider for every 1 j m
and look for uniform bounds in s i for i ∈ S j . Now, for each 1 j m
However, for every 1 i n, and every (s 1 , . . . , s n ) ∈ R n . . . , s i ) only of the variables s 1 , . . . , s i , and for every (s 1 , . . .
Finally,
Therefore,
Now, because of the covering, notice that
We conclude that
Since the constant in the reverse Brascamp-Lieb inequality is the inverse of the constant in Brascamp-Lieb inequality, see [3] , we also obtain the reverse inequality.
Taking into account that (S 1 , . . . , S m ) forms a uniform cover of [n] with weights (p 1 , . . . , p m ) if and only if (S c 1 , . . . , S c m ) forms a uniform cover of [n] with weights (p ′ 1 , . . . , p ′ m ) we have the following equivalent theorem. Theorem 3.2. Let {w i } n i=1 be a basis of R n and let (S 1 , . . . , S m ) form a uniform cover of [n] with weights (p 1 , . . . p m ). If H j = span{w k : k ∈ S j } and p = m j=1 p j , then for any integrable f j :
Moreover, for any integrable f : R n → [0, ∞) and f j :
We continue with the different version of the affine-invariant Finner inequality that we also presented in the introduction. The difference is in the way that we define the subspaces. Theorem 3.3. Let w 1 , . . . , w n be n vectors spanning R n , let m 1 and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Let H j = span{w k : k ∈ S j }. Then, for any integrable f j :
As we already mentioned, the above theorem is equivalent to Theorem 3.1 as we will see in the end of this section. However, in the appendix we will provide a direct proof of Theorem 3.3, which is tailored for this result.
As before, taking into account that (S 1 , . . . , S m ) forms a uniform cover of [n] with weights (p 1 , . . . , p m ) if and only if (S c 1 , . . . , S c m ) forms a uniform cover of [n] with weights (p ′ 1 , . . . , p ′ m ) we have the following equivalent theorem. Theorem 3.4. Let w 1 , . . . , w n be n vectors spanning R n , let m 1 and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Let H j = span{w k : k ∈ S j } and p = m j=1 p j . Then, for any integrable f j :
Finally, let us show that Theorems 1.2 and 1.3 are equivalent. It is a consequence of the following:
be a basis of R n and let M be the matrix whose columns are the vectors w i . Let {v i } n i=1 be the basis of R n given by the rows of the matrix M −1 . Let m 1 and (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Then
and p = m j=1 p j , it is enough to see that for each 1 j m
and this is easily verified (or see for example Lemma 5.a in [18] ).
Loomis-Whitney type inequalities
In this section we prove the affine-invariant versions of Loomis-Whitney inequalities, as well as their functional versions for log-concave functions and their restricted versions. We start proving Theorem 1.4, which is a direct consequence of the various Brascamp-Lieb inequalities of the previous section. We can now upgrade the above geometric inequalities of Theorem 1.4 to functional ones. The inequalities that we obtain are in two ways (affine invariance and general projections) a generalisation of the Gagliardo-Nirenberg inequality. In the same way, this is a generalisation of Lemma 3.1 in [5] and Theorem 1.1 in [9] .
be a basis of R n and let (S 1 , . . . , S m ) form a uniform cover of [n] with weights (p 1 , . . . , p m ). If H j = span{w k : k ∈ S j }, H j = span{w k : k ∈ S j } and p = m j=1 p j , then, for every f : R n → R with compact support, continuous on its support we have the following four inequalities: Proof. For any 0 < t ≤ f ∞ , let us call L t the compact set
Notice that, by Fubini's theorem, for any p > 1
where the last inequality follows from the fact that the functions
p verify that f 1 (0) = f 2 (0) = 0 and f ′ 1 (s) f ′ 2 (s) for every 0 < s < f ∞ and then for every 0 s f ∞ we have f 1 (s) f 2 (s). In the same way, considering the functions
By inequality (1.12) in Theorem 1.4 we have that
as a consequence of Fubini's theorem we obtain the first inequalities. The other three inequalities are proved in the same way by applying the remaining inequalities in Theorem 1.4.
Remark.
Notice that if f ∈ C (1) (R n ) with compact support then we have (see [19] , where a convexification of the sets L t is used) that for every w ∈ S n−1
and taking S j = {j} and p j = 1 for 1 j n in the second inequality we obtain the generalisation of the Gagliardo-Nirenberg inequality proved in [19, Theorem 5.1] corresponding to the case of n vectors.
Remark. Notice also that if we take f (x) = χ K for some compact set we recover the inequalities in Theorem 1.4.
In the setting of log-concave functions we also have the following functional versions of the previous inequalities.
be a basis of R n and let (S 1 , . . . , S m ) form a uniform cover of [n] with weights (p 1 , . . . , p m ). If H j = span{w k : k ∈ S j }, H j = span{w k : k ∈ S j }, d j = dimH j = |S j |, d j = n − d j = dim H j , and p = m j=1 p j then for every f ∈ F (R n ) we have the following four inequalities:
Proof. Let C be the set
Since f is log-concave, we see that C is convex. Besides,
For any linear subspace F of R n let us denote F = span{F, e n+1 } and notice that
By inequality (1.12) in Theorem 1.4,
Since m j=1 p j d j n = 1, by Hölder's inequality, the latter integral is bounded above by
Note that the sets
are convex for all 1 j m. Therefore, by the Brunn-Minkowski inequality, the functions
are concave and we can apply Lemma 2.2 to get
Combine the above to get
which proves (4.5). Then (4.6) is obtained from (4.5) by taking the uniform cover of [n] consisting of the sets (S c 1 , . . . , S c m ) with weights (p ′ 1 , . . . , p ′ m ). In order to prove (4.7), we apply the third instead of the first inequality in Theorem 1.4 to obtain Remark. Notice that if K is a convex body containing the origin in its interior, while the Brascamp-Lieb inequality provides the inequalities in Theorem 1.4 by taking the functions f j = χ PH j K , this theorem provides them by taking f (x) = e − x K . Moreover, using the inequality (4.5) for a log-concave probability density p on R n such that p(0) = 1 and p(±x 1 , . . . , ±x n ) does not depend on the choice of signs, we prove the sharp version of [5, Lemma 3.1]. More precisely, for d j = n − 1 and p j = 1 n−1 , we obtain This is sharp because we have equality for the density p(x) = exp −2n! 1/n max j n |x j | .
In particular, we have the following, which extends [1, Lemma 2.10].
f ∈ F (R n ) we have the following four inequalities:
and for any linear subspace F denote F = span{F, e n+1 }. We have that
Notice that, by inequality (1.12) in Theorem 1.4,
Since m j=1 p j d j d = 1, by Hölder's inequality, we have that
The sets
are convex, therefore, by the Brunn-Minkowski inequality, the functions
are concave. We can now use Lemma 2.1 and get that the j-th term of the above product is at most
for every 1 j m. However, the last integral is equal to
which proves (4.13). As before, (4.14) is obtained from (4.13) by taking into account that (S \ S 1 , . . . S \ S m ) is a uniform cover of S with weights (p ′ 1 , . . . , p ′ m ). In order to prove (4.15) we apply inequality (1.14) of Theorem 1.4 to obtain
and argue in the same way as for (4.13).
If K a convex body containing the origin, applying the inequalities of Theorem 4.3 to the function e − x K , we prove Theorem 1.5. Let us point out that Theorem 1.5 can be proved directly, without making use of Theorem 4.3, by using Theorem 2.1 and the same technique as in the proof of Theorem 4.3.
Dual Loomis-Whitney type inequalities
In this section we will prove dual Loomis-Whitney inequalities, as well as functional and local versions of them. We start with the following consequence of the reverse Brascamp-Lieb inequalities for log-concave functions, which extends Theorem 1.4 in [15] . We note also that f (0) does not play any role in the following theorem, while it did in [15] .
Theorem 5.1. Let w 1 , . . . , w n be n vectors spanning R n , let m 1 and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Let H j = span{w k : k ∈ S j }, H j = span{w k : k ∈ S j }, d j = dimH j , d j = dim H j = n − d j , and p = m j=1 p j . Then, for every f ∈ F (R n ) we have the following inequalities:
Proof. For the first one, let g(x) = f n (x/n) and for every 1 j m, let g j ( Making the change of variables y = nx in the integral on the left hand side and y = d j x in each of the integrals of the right hand side we obtain the result. Taking into account that (S c 1 , . . . , S c m ) forms a uniform cover of [n] with weights (p ′ 1 , . . . , p ′ m ), where p ′ j = pj p−1 , and applying (5.1) to the subspaces H j we obtain (5.2). The last two inequalites, (5.3) and (5.4) , are proved in the same way, by using the reverse Brascamp-Lieb in Theorem 3.3.
Remark. If K is a convex body containing the origin, applying the latter theorem to the function f (x) = e − x K we obtain Theorem 1.6.
The following theorem is also a consequence of the reverse Brascamp-Lieb inequality. It provides inequalities in the spirit of Theorem 5.1 with no powers of the functions involved.
Theorem 5.2. Let w 1 , . . . , w n be n vectors spanning R n , let m 1 and let (S 1 , . . . , S m ) be a uniform cover of [n] with weights (p 1 , . . . , p m ). Let H j = span{w k : k ∈ S j }, H j = span{w k : k ∈ S j }, d j = dimH j = |S j |, d j = dim H j = n − d j , and p = and hence
For each 1 j m, let us denote H ′ j = span{w ′ k : k ∈ S j } and write A 1 2 j for the restriction of A 1 2 as an operator from H ′ j to H j . Then its inverse, (A j ) − 1 2 : H j → H ′ j , is an isomorphism and, since {w ′ k } k∈Sj is an orthonormal basis of H ′ j , we have det((A j )
Moreover, since (w ′ i ) n i=1 is an orthonormal basis of R n we have that k∈Sj w ′ k ⊗w ′ k = P H ′ j , therefore m j=1
Using Finner's inequality we have that, for any integrable functions g j : H ′ j → [0, ∞), 
Combining the above we get = k∈Sj w k ⊗ w k . Notice that B j is an isomorphism from H j to H j . Now, let f j : H j → [0, ∞) be integrable functions and set h j = f j • (B j ) −1 . We observe that for every x ∈ R n , we have B j x = B j P Hj x and that, fixing an orthonormal basis in H j , we can write B j = k∈Sj w k ⊗ w k = M j M t j where M j is the matrix whose columns are the vectors (w k ) k∈Sj written with respect to that orthonormal basis. This implies that detB j = (∧ k∈Sj w j ) 2 and Since the constant in the reverse Brascamp-Lieb inequality is the inverse of the constant in Brascamp-Lieb inequality, see [3] , we also obtain the reverse inequality.
