Let p ≥ 3 be a prime and e ≥ 2 an integer. Denote σ(x) as a primitive polynomial of degree n over Z/p e Z, and G as the set of primitive linear recurring sequences generated by σ(x). A map ψ on Z/p e Z naturally induces a map ψ on G, mapping a sequence (. . . ,
Introduction
Pseudorandom sequences play a significant role in coding, cryptography and communication systems. A linear feedback shift register(LFSR) over a residue class ring Z/p e Z, where p is a prime, is a candidate to construct pseudorandom generators. For example, the stream cipher called ZUC [39] for "4G" mobile standard Long Term Evolution(LTE) employs an LFSR over the residue class ring Z/(2 31 − 1)Z. As a result of an extended Berlekamp-Massey algorithm by Reeds and Sloane [21] , a linear recurring sequence generated by an LFSR over residue class rings can be synthesized efficiently. Hence, in cryptographic scenarios compressing maps are used to derive nonlinear sequences from linear recurring sequences over residue class rings [7, 10, 12, 13, 15, 17, 28, 29] , and such compressed sequences are proposed as candidates for the keys of a stream cipher [26, 34, 37] . It is also shown that certain compressed sequences meet some pseudorandom properties, e.g., distribution of zeros and ones, autocorrelation and linear complexity [3, 4, 10, 19, 20, 25] .
As in Fig.1 , a sequence generator consists of a compressing map ψ defined on Z/p e Z and an If min {m > 0 : σ(x) | x m − 1} = p e−1 (p n − 1), then σ(x) is said to be primitive. For p ≥ 3, let h(x) be a polynomial over F p satisfying h(x) ≡ x p n −1 − 1 /p mod (p, σ(x)) and deg h(x) < deg σ(x). If σ(x) is primitive and deg h(x) ≥ 1, then σ(x) is said to be strongly primitive.
The compressing map ψ in Fig.1 naturally induces a map ψ on the set of primitive sequences generated by σ(x). Specifically, ψ maps a sequence (. . . , s t−1 , s t , s t+1 , . . . ) to (. . . , ψ(s t−1 ), ψ(s t ), ψ(s t+1 ), . . . ). If the induced map ψ is injective on the set of primitive sequences generated by σ(x), ψ is said to be entropy-preserving [17, 26] . Entropy preservation of compressing maps has hitherto attracted extensive research [7, 8, 17, 18, 26, 27, 29, 34, 37, 38] . Given an odd prime p, an integer M ≥ 2 which is not a power of p and two primitive sequences a and b outputted from the same generator, Zhu and Qi [38] proved that a ≡ b mod M if and only if a = b. Since a ∈ Z/p e Z can be identified as a = a 0 + a 1 p + · · · + a e−1 p e−1 , a i ∈ {0, 1, . . . , p − 1}, a function Z/p e Z → F p is naturally interpreted as an e-variable function over F p , and a sequence s over Z/p e Z is written uniquely as s = s 0 + s 1 p + · · · + s e−1 p e−1 in [7, 8, 17, 18, 26, 27, 29, 34, 37, 38] , where s i is a sequence over F p . It is known that the highest level sequence s e−1 of a primitive sequence s contains the same information as s [7, 8, 13] . For p ≥ 5 and e ≥ 2, Zhu and Qi [34] designed a kind of entropy-preserving maps ψ(x 0 , . . . , x e−1 ) = x ℓ e−1 + f 2 (x 0 , . . . , x e−2 ),
where 2 ≤ ℓ < p. Besides, for p ≥ 3 and e ≥ 3, Sun and Qi [26] found another kind of entropypreserving maps ψ(x 0 , . . . , x e−1 ) = x e−1 (g 0 (x e−2 ) + g 1 (x 0 , x 1 , . . . , x e−3 )) + f 2 (x 0 , . . . , x e−2 ),
where deg g 0 ≥ 2 and gcd(p − 1, deg g 0 + 1) = 1. Furthermore, thanks to [17-19, 27, 34, 37] , if σ(x) is strongly primitive, then the compressing map ψ(x 0 , . . . , x e−1 ) = f 0 (x e−1 ) + f 1 (x 0 , . . . , x e−2 )
is entropy-preserving, where 1 ≤ deg f 0 < p. Additionally, pseudorandom properties of the highest level sequences were studied, e.g. distribution of zeros and ones [4, 19, 20, 25] , autocorrelation [25] and linear complexity [3, 10] . [30, 35, 36, 38] gave compressing maps such that distribution of zeros in the compressed sequence implies all information of the original primitive sequence. Recently, entropy preservation of maximal length sequences over Z/N Z, where N is an odd square-free integer, is also considered in [1, [31] [32] [33] .
Our contribution. Let p be an odd prime. This article concentrates on the inherent information of a map which yields the same compressed sequence from distinct primitive sequences. To study entropy preservation of maps on Z/p e Z, we combine the language of binary relations and the trace representation of linear recurring sequences. If x p n −1 − 1 2 /p 2 ≡ a mod (p, σ(x)) for any a ∈ F p , then a map ψ on Z/p e Z is entropy-preserving if and only if (i) for any m-th root of unity ω = 1, where m is a prime divisor of p − 1, there exists a ∈ Z/p e Z such that ψ is not constant on ω i a : 1 ≤ i ≤ m , and (ii) there exists a ∈ (Z/p e Z) * such that ψ is not constant on a + p e−1 Z/p e Z. If
for any a ∈ F p , then quantitative estimation shows that the majority of maps from Z/p e Z to a non-singleton finite set are entropy-preserving. Furthermore, we actually give a sufficient condition of entropy preservation, and thereby construct three families of entropy-preserving maps as below:
where 2 ≤ ℓ < p, x p−1 0
,
ψ(x 0 , . . . , x e−1 ) = f 0 (x e−1 )f 1 (x 0 , x 1 , . . . , x e−2 ) + f 2 (x 0 , x 1 , . . . , x e−2 ),
. . , 0) = 0 and σ(x) is strongly primitive. Then the set of known entropy-preserving maps is enlarged and corresponding previous results of [26, 27, 34, 37] are improved.
The rest of this article is organized as follows. In Section 2, we prepare notations and present our main theorems. In Section 3, we prove our main theorems. In Section 4, three family of entropypreserving maps are constructed, based on our main theorem. In the last section, a summary is given.
Main results

Notations and primitive sequences over
The following notations are used throughout this article.
Denote the set of rational integers by Z. Let p be an odd prime, 2 ≤ n ∈ Z, 2 ≤ e ∈ Z and q = p n . Denote F m as a finite field of m elements.
For a ring A, a subset S ⊂ A and any r ∈ A, denote r + S = {r + a : a ∈ S} and rS = {ra : a ∈ S}; for S 1 , S 2 ⊂ A, denote S 1 +S 2 = {s 1 + s 2 : s 1 ∈ S 1 , s 2 ∈ S 2 }; denote the multiplicative group of A by A * .
A sequence s over a set A is a map s : Z → A. Denote the set of sequences over A by A ∞ . Then a map ψ : A → B naturally induces a map ψ : A ∞ → B ∞ defined by ψ( s) = ψ • s. In [17] , ψ is called a compressing map and ψ( s) is called a compressed sequence of s.
Denote R = Z/p e Z. The residue field of R is R/pR, isomorphic to the finite field F p . Then let z denote the image of z ∈ R under the natural map R → F p .
Let σ(x) = x n + c n−1 x n−1 + · · · + c 0 be a polynomial over R. Suppose σ(x) = x n + c n−1 x n−1 + · · · + c 0 to be an irreducible polynomial over F p . Then the ring O = R[x]/(σ(x)) is an unramified extension of R of degree n. The residue field of O is O/pO, isomorphic to the finite field
We also let z denote the image of z ∈ O under the natural map O → F q . The Galois group Gal (O/R) of the extension O/R is cyclic of order n. Suppose τ to be a generator of Gal (O/R). As in [9, 16] , the trace function tr : O → R is defined explicitly by tr (z) =
Roughly speaking, tr is an R-linear function over O. Since the trace of z over F p is exactly tr (z) mod p for z ∈ O, without ambiguity we also use tr to denote the trace function from F q to F p .
Let η = ζu be a root of σ(x), where ζ is a (q − 1)-th root of unity and u ∈ 1 + pO, and let δ = (u − 1)/p. Fact 1. For any i ≥ 1 and j ∈ Z, it holds that
Linear recurring sequences can be parameterized by trace functions [9, 14, 16] . A sequence generated by σ(x) is parameterized by some α ∈ O as s α : s α (t) = tr αη t . Denote G(σ) = { s α : α ∈ O * }, i.e. the set of sequences generated by σ(x) which modulo p are not the zero sequence.
The polynomial σ(x) (or a sequence s ∈ G(σ)) is said to be primitive if min i > 0 : ζ i = 1 = q − 1 and δ = 0; the polynomial σ(x) (or a sequence s ∈ G(σ)) is said to be strongly primitive if min i > 0 : ζ i = 1 = q − 1 and δ / ∈ F p . Strong primitivity implies that 1 and δ are linearly independent over F p . Remark 1. In [2, 7, 17] , (strong) primitivity was defined in the language of polynomials.
. Due to analysis of the structure of the multiplicative group of valuation rings [22, 24] ,min {m > 0 : η m = 1} = (q − 1)p e−1 if and only if min i > 0 :
Always let ψ be a map defined on R. We call ψ to be constant on S ⊂ R if ψ(a) = ψ(b) for any a, b ∈ S.
Main results
Theorem 1. If σ(x) is primitive and ψ is not injective on G(σ), then one of the following three statements occurs: (i) there exists an m-th root of unity 1 = ω ∈ R, where m is a prime divisor of p − 1, such that ψ is constant on aω i : 1 ≤ i ≤ m for any a ∈ R * (for any a ∈ R if σ(x) is strongly primitive); (ii) ψ is constant on a + p e−1 R for any a ∈ R * ; (iii) ψ is constant on a + p e−1 R for any a ∈ pR. Then the proportion of entropy-preserving maps in the set of maps from R to S is greater than
Proof. A non-entropy-preserving map ψ : R → S satisfies neither Statement (i) nor Statement (ii) of Theorem 2. If ψ does not satisfy Statement (i) of Theorem 2, then there exists a prime divisor m of p − 1 such that ψ is constant on aω i : 1 ≤ i ≤ m for any a ∈ R, where ω is a nontrivial root of unity satisfying ω m = 1. Since
/m + 1, the number of maps from R to S which are constant on aω i : 1 ≤ i ≤ m for any a ∈ R is k 1+(p e −1)/m . If ψ does not satisfy Statement (ii) of Theorem 2, then ψ is constant on a + p e−1 R for a ∈ R * . The number of maps from R to S which are constant on a + p e−1 R for a ∈ R * is k p e−1 +(p e −p e−1 )/p = k 2p e−1 −p e−2 . Notice that constant maps are counted in both cases above. Therefore, the number of entropy preserving maps from R to S is greater than
where
Remark 3. By Corollary 1, if σ(x) is primitive and
a ∈ Z/pZ, then the proportion of entropy-preserving maps in all maps from R to a non-singleton finite set is sharply approaching to 1 when either p or e increases, that is, the majority of maps from R to a non-singleton finite set are entropy-preserving.
Proof of main theorems
This section is organized as follows: In Subsection 3.1, we prepare mathematical tools about the trace function of finite fields and binary relations. We focus on how a compressing map acts on distinct primitive sequences, and discuss two cases respectively in Subsection 3.2 and in Subsection 3.3. Theorem 1 and Theorem 2 are proved in the last subsection.
Preliminaries
The set of F p -linear functions on F q is a linear space of dimension n and can be parameterized by F q . Lemma 1. [14, Theorem 2.24] The linear transformation from F q into F p are exactly the mappings tr (α·) : x → tr (αx) for all x ∈ F q , α ∈ F q . Furthermore, tr (α 1 ·) = tr (α 2 ·) whenever α 1 and α 2 are distinct elements of F q . Lemma 2. Let γ ∈ F q and a ∈ F p . Then
Proof. If γ ∈ F p , then tr (γz) = γtr (z) = γa.
In the rest of the proof, suppose γ ∈ F q \F p , i.e., γ p = γ. Choose z 0 ∈ F q satisfying tr (z 0 ) = a, and enforce
For z ∈ V , we have
Notice that y → w = y p (γ p − γ) defines a bijective transformation on F q . Suppose a = 0. Then
Note that tr (w) = 0 for any
A (binary) relation R on a set A is a subset of A × A. The relation R is reflexive if (a, a) ∈ R for any a ∈ A; R is symmetric if (a 1 , a 2 ) ∈ R implies (a 2 , a 1 ) ∈ R for any a 1 , a 2 ∈ A; R is transitive if (a 1 , a 2 ) ∈ R and (a 2 , a 3 ) ∈ R imply (a 1 , a 3 ) ∈ R for any a 1 , a 2 , a 3 ∈ A. The symmetric closure of R is the smallest symmetric relation including R. The transitive closure of R is the smallest transitive relation including R. A relation that is reflexive, symmetric and transitive is an equivalence relation. If R is an equivalence relation on A, then the equivalence class of a ∈ A w.r.t. R is the set {b : (a, b) ∈ R}. The equivalence closure of R is the smallest equivalence relation including R.
Given α, β ∈ O * and 1 ≤ i ≤ e, define a relation on R:
Generally, R i (α, β) is not necessarily an equivalence relation. Denote the equivalence closure of
More about equivalence relations is available in [5] .
Proof. Suppose that ψ is constant on each equivalence class w.r.t. R E e (α, β). For any ( s α (t), s β (t)) ∈ R e (α, β), s α (t) and s β (t) belong to the same equivalence class because R e (α,
Notice that ψ defines an equivalence relation
Because R ψ is per se an equivalence relation and R E e (α, β) is the smallest equivalence relation including R e (α, β), we have R E e (α, β) ⊂ R ψ , implying that ψ is constant on each equivalence class w.r.t. R E e (α, β).
Therefore, by Lemma 3, the key to deciding whether ψ( s α ) = ψ( s β ) is characterizing equivalence classes w.r.t. R E e (α, β).
Lemma 4.
Assume that σ(x) is primitive, α ∈ O * and a ∈ R. If there exists ν ∈ F * q satisfying tr (ν) = a and tr δν = 0, then there exists z ∈ αη t : t ∈ Z satisfying tr (z) = a and z = ν.
Proof. Since σ(x) is primitive, we have
In other words, the cyclic group generated by η is the direct product of the cyclic group generated by ζ and the cyclic group generated by u. Hence, α · η t : t ∈ Z = F * q and there exists z 0 ∈ αη t : t ∈ Z satisfying z 0 = ν. Moreover,
For 0 ≤ i < e, we iteratively take
On one hand, z i ∈ O * , 1 ≤ i ≤ e, are well-defined. On the other hand, by Eq.(4), we have
Take z = z e ∈ αη t : t ∈ Z and then tr (z) = a.
Proof. Choose any a ∈ R. By Lemma 4, if σ(x) is primitive and there exists w ∈ F * q satisfying tr (w) = a, tr wδ = 0,
then a ∈ { s α (t) : t ∈ Z}.
By Lemma 1, if σ(x) is strongly primitive, then 1 and δ are linear independent over F p and hence Eq. (5) is solvable for any a ∈ R; if σ(x) is primitive but not strongly primitive, then δ ∈ F * p and hence Eq. (5) is solvable for any a ∈ R * .
As shown in the following example, there exists a primitive sequence s ∈ G(σ) with { s(t) : t ∈ Z} R. Example 1. Take e = p = 3. The polynomial x 2 − x − 4 over Z/27Z is primitive but not strongly primitive. Denote one of its roots by η. Then u ≡ 7 mod 9. For the sequence s(t) = tr (3η + 13)η t , we have { s(t) : t ∈ Z} = {±1, ±2, ±3, ±4, ±5, ±6, ±7, ±8, ±10, ±11, ±12, ±13} .
Remark 4. For the case of strong primitivity, Corollary 2 can be proved by [34, Lemma 16] . Corollary 2 tells which elements of R occur in s α , and it is used in the proof of our main results later. Here, we include it for completeness and readability.
Case
Remark 5. In Condition 1, δ / ∈ F p and δ 2 ∈ F * p exactly imply that δ 2 is a quadratic nonresidue mod p; δα/β ∈ F * p means that β/α and δ are F p -linearly dependent. Under Condition 1, F q = F p [η] has a subfield F p δ and F p δ is an extension of degree two, implying 2 | deg σ(x). Therefore, if deg σ(x) is odd, or σ(x) is not strongly primitive, then Condition 1 does not hold.
Fact 2. Let φ denote the Euler totient function.
Then the number of primitive polynomials of degree n is q e−2 (q − 1)φ(q − 1)/n; the number of strongly primitive polynomials of degree n is q e−2 (q − p)φ(q − 1)/n; and the number of primitive polynomials of degree n satisfying
Proof. Let W be the set of primitive (q − 1)-th roots of unity. Denote ∆ 1 = δ ∈ O : δ = 0 ;
Let π denote a generator of the Galois group of O/R, which is a cyclic group of order n isomorphic to the Galois group of F q /F p . If σ(x) is (strongly) primitive, then σ(x) is primitive over F p , i.e., the root of σ(x) is a primitive element of F q . On one hand, πS k = S k and the minimal polynomial of η ∈ S k is n i=1 (x − π i (η)). On the other hand, for η ∈ S k and distinct integers i, j ∈ {1, 2, . . . , n}, we have π i (η) = π j (η), implying π i (η) = π j (η). Thus, the number of primitive polynomials of degree n is |S 1 | /n; the number of strongly primitive polynomials of degree n is |S 2 | /n; the number of primitive polynomials of degree n satisfying
The rest of proof is computing
q is a cyclic group of order q − 1 and z ∈ F * p is equivalent to z p−1 = 1, we get
Due to the natural group epimorphism O → O/pO = F q , we have
Lemma 5. Assume that σ(x) is primitive, α, β ∈ O * and 2 ≤ i ≤ e. Let γ = β/α. Then for any j ∈ Z/pZ and z ∈ αη t : t ∈ Z ,
Proof. By Fact 1, we have tr
By Eq.(4), zu jp i−2 ∈ αη t : t ∈ Z and γzu jp i−2 ∈ βη t : t ∈ Z . Thus, by definition, tr (z)
Proof. Denote γ = β/α.
By Lemma 4, if there exists
then there exists z ∈ αη t : t ∈ Z such that tr (z) = a and z = w. By Lemma 5, since tr (zδ) ≡ 0 mod p and tr (zδγ) ≡ 0 mod p, we have a + jp i−1 , tr (zγ) ∈ R i (α, β) for any j ∈ Z, 2 ≤ i ≤ e. By Lemma 4, if there exists w ∈ F * q satisfying    tr (w) = a, tr wδ = 0, tr wδ/γ = 0,
then there exists z ∈ βη t : t ∈ Z satisfying tr (z) = a and z = w. By Lemma 5, since tr (zδ) ≡ 0 mod p and tr (zδ/γ) ≡ 0 mod pR, we have tr (z/γ) , a + jp i−1 ∈ R i (α, β) for any j ∈ Z, 2 ≤ i ≤ e. Therefore, either Eq.(6) or Eq. (7) is solvable, (a, a ′ ) ∈ R E i (α, β) for any a ′ ∈ a + p i−1 R, 2 ≤ i ≤ e, and a + p i−1 R is a subset of an equivalence class w.r.t. R E i (α, β). Now consider the solvability of Eq.(6) and Eq.(7).
Suppose that σ(x) is strongly primitive and Condition 1 does not hold. Recall δ / ∈ F p .
(a) If 1, δ and γδ are linearly independent over F p , then by Lemma 1, Eq. (6) is solvable for a ∈ R. Take A = R and Statement IRTC A holds.
(b) If 1, δ and δ/γ are linearly independent over F p , then by Lemma 1, Eq. (7) is solvable for a ∈ R. Take A = R and Statement IRTC A holds.
(c) Suppose γδ = r 0 + r 1 δ, r 1 = 0. By Lemma 1, there exists w ∈ F * q satisfying tr (w) = a and tr wδ = −r 0 a/r 1 , and hence tr wγδ = 0. Thus, if a ∈ R * , there exists w ∈ F * q satisfying Eq.(6).
By Lemma 1, there exists w ∈ F * q satisfying tr (w) = a and tr wδ = −r ′ 0 a/r ′ 1 , and hence tr wδ/γ = 0. Thus, if a ∈ R * , there exists w ∈ F * q satisfying Eq. (7).
(e) Suppose γδ ∈ F * p . By Lemma 1, Eq. (6) is solvable for a ∈ pR.
(f ) Suppose δ/γ ∈ F * p . By Lemma 1, Eq. (7) is solvable for a ∈ pR.
(g)
Thus, as shown above, for any a ∈ R * , there exists z ∈ αη t : t ∈ Z such that tr (z) = a and a + jp i−1 , b ∈ R i (α, β) for any j ∈ Z, 2 ≤ i ≤ e, where b = tr (zγ) ∈ R * . Take A = R * and Statement IRTC A holds.
(h) Both Cases (c) and (f) hold. As shown in Case (c), for a ∈ R * , Eq.(6) has a solution w ∈ F * q satisfying tr (w) = a, tr wδ = −r 0 a/r 1 . Since δ/γ ∈ F * p , we have tr (wγ) /tr wδ ∈ F * p and hence tr (wγ) = 0. Thus, for a ∈ R * and a ′ ∈ a + p i−1 R, we have (a, b) ∈ R i (α, β) and (a ′ , b) ∈ R i (α, β), where b = tr (wγ) = 0. Take A = R * and Statement IRTC A holds.
(i) Both Cases (d) and (e) hold. As shown in Case (d), for a ∈ R * , Eq.(7) has a solution w ∈ F * q satisfying tr (w) = a and tr wδ = −r ′ 0 a/r ′ 1 . Since δγ ∈ F * p , we have tr (w/γ) /tr wδ ∈ F * p and hence tr (w/γ) = 0. Thus, for a ∈ R * and a ′ ∈ a + p i−1 R, we have (b, a) ∈ R i (α, β) and (b, a ′ ) ∈ R i (α, β), where b = tr (w/γ) = 0. Take A = R * and Statement IRTC A holds.
(j) Cases (c) and (e) cannot hold simultaneously. Cases (d) and (f) cannot hold simultaneously. If none of Cases (a),(b),(c),(d) holds, i.e., both (e) and (f) hold, then δγ ∈ F * p and δ/γ ∈ F * p , implying Condition 1.
Therefore, if σ(x) is strongly primitive and Condition 1 does not hold, then Statement IRTC A holds either for A = R or for A = R * . Now suppose that σ(x) is primitive but not strongly primitive. Since δ ∈ F * p , Eq.(6) is equivalent to tr (w) = a = 0, tr (wγ) = 0, which, by Lemma 1, is solvable for a ∈ R * since γ ∈ F p . Therefore, if σ(x) is primitive but not strongly primitive, then for any a ∈ R * , Eq.(6) is solvable and hence (a, a ′ ) ∈ R E i (α, β) for any a ′ ∈ a + p i−1 R, 2 ≤ i ≤ e. Now suppose that Condition 1 holds. Then γδ ∈ F * p . For a ∈ pR, Eq.(6) is equivalent to tr (w) = a = 0, tr wδ = 0, which, by Lemma 1, is solvable since δ ∈ F p . Therefore, if Condition 1 holds, then for any a ∈ pR, Eq.(6) is solvable and hence (a, a ′ ) ∈ R E i (α, β) for any a ′ ∈ a + p i−1 R, 2 ≤ i ≤ e.
Lemma 7.
Assume that σ(x) is strongly primitive and Condition 1 does not hold. Let s α , s β ∈ G(σ) and β/α / ∈ F p . Set A = R if Statement IRTC A holds for A = R; A = R * if Statement IRTC A holds for A = R * . Then for any a ∈ A, a + pR is a subset of an equivalence class w.r.t. R E e (α, β).
Proof. In the following, we use induction to prove
First, taking i = e in Statement IRTC A , we see that Statement IRTL i holds for i = e.
Assign some 2 ≤ k < e and assume that Statement IRTL i holds for i = k + 1. Below we show that Statement IRTL i holds for i = k. Assign any a ∈ A and a ′ ∈ a + p k−1 R. By Lemma 6, Statement IRTC A holds and hence there exist
m 2 , we obtain a sequence of elements of A along which each pair of adjacent elements constitute an element of R S e (α, β). Thus, Statement IRTL i holds for i = k.
The induction is finished, and finally Statement IRTL i holds for i = 2, implying that a + pR is a subset of an equivalence class w.r.t. R E e (α, β) for any a ∈ A.
If σ(x) is strongly primitive and Condition 1 does not hold, then R is the equivalence class w.r.t. R E e (α, β).
By Lemma 6, Statement IRTC A holds either for A = R or for A = R * . Choose any a, b ∈ A. By Lemma 2 and Corollary 2, there exist a ′ ∈ a + pR and b ′ ∈ b + pR satisfying (a ′ , b ′ ) ∈ R S e (α, β). By Lemma 7, (a, a ′ ) ∈ R E e (α, β) and (b ′ , b) ∈ R E e (α, β). Due to transitivity of R E e (α, β), we have (a, b) ∈ R E e (α, β). Therefore, A is a subset of an equivalence class w.r.t. R E e (α, β). If A = R, then the proof is done since an equivalence class is necessarily a subset of R.
Suppose A = R * . Assign any a ∈ pR. Whether 1, δ and γ are linear independent over F p or γ / ∈ F p is a linear combination of 1 and δ, there exists w ∈ F * q satisfying    tr (w) = a = 0, tr wδ = 0, tr (wγ) = 0. By Lemma 4, there exist z ∈ αη t : t ∈ Z satisfying tr (z) = a and z = w. See tr (zγ) ∈ R * . Hence, (a, tr (zγ)) ∈ R e (α, β). Now choose any a, b ∈ R. As shown above, there exists a ′ , b ′ ∈ R * such that (a ′ , a) ∈ R E e (α, β) and (b ′ , b) ∈ R E e (α, β). Besides, (a ′ , b ′ ) ∈ R E e (α, β). By transitivity of R E e (α, β) along a, a ′ , b ′ , b, we get (a, b) ∈ R E e (α, β). Therefore, R is itself an equivalence class of R E e (α, β). Proof. By Lemma 3, ψ( s α ) = ψ( s β ) if and only if ψ is constant on equivalence classes w.r.t. R E e (α, β). By Lemma 6, for any a ∈ pR, a + p e−1 R is included in an equivalence class w.r.t. R E e (α, β) if Condition 1 holds; For any a ∈ R * , a + p e−1 R is included in an equivalence class w.r.t. R E e (α, β) if Condition 1 does not hold. By Lemma 8, R is itself an equivalence class w.r.t. R E e (α, β) if Condition 1 does not hold and σ(x) is strongly primitive.
Below an example under Condition 1 shows that R is not necessarily an equivalence class though σ(x) is strongly primitive.
Example 2. Choose p = 3 and e = 2, and let η be a root of x 2 + x − 1. Then δ ≡ η − 1 mod 3O and δ 2 = 2. Let α = 1 and β = η + 5. Then the equivalence classes w.r.t. R E e (α, β) are as follows:
{±4} , {0, ±1, ±2, ±3}.
Case II: β/α ∈ F p
Assume s α , s β ∈ G(σ) and γ = β/α. Denote ℓ = max 0 ≤ i ≤ e : γ ≡ z mod p i O for some z ∈ R . In this subsection, suppose 1 ≤ ℓ < e and write γ = γ 0 1 + γ ℓ p ℓ , where γ 0 ∈ R. Denote A = R if σ(x) is strongly primitive, and A = R * if σ(x) is primitive but not strongly primitive.
Given α, β ∈ O * and 1 ≤ i ≤ e, define a relations on R:
It follows from definition that
Statement RTC ǫ . For any a ∈ A and b ∈ a + p ǫ−1 R, there exist m > 0 and a 0 , a 1 , . . . , a m ∈ aγ t 0 :
Lemma 9. Assume ℓ < e and γ ℓ / ∈ F p . If σ(x) is primitive, then Statement RTC ǫ holds for ǫ = ℓ + 1.
Proof. Choose any a ∈ A. Denote D a = tr (wγ ℓ ) : tr (w) = a, tr wδ = 0, w ∈ F * q .
By Lemma 4, for any w ∈ F * q satisfying tr (w) = a and tr wδ = 0, there exists z ∈ αη t : t ∈ Z with tr (z) = a and z = w. Then tr (zγ) = tr zγ 0 1 + γ ℓ p ℓ = γ 0 a + p ℓ tr (zγ ℓ ) , implying a, γ 0 a + p ℓ c ∈ R ℓ+1 (α, β) for any c ∈ R with c ∈ D a . By Lemma 1, (i) if δ ∈ F * p and a ∈ R * , then D a = tr (wγ ℓ ) : tr (w) = a, w ∈ F * q = F p ; (ii) if 1, δ, γ ℓ are F p -linearly independent, then D a = F p . (iii) Otherwise, suppose δ / ∈ F p and γ ℓ = r 0 + r 1 δ, r 1 = 0. Then D a ⊃ F p \ {r 0 a}. In case (i) or (ii), a, γ 0 a + jp ℓ ∈ R ℓ+1 (α, β) for j ∈ R. Consider case (iii). Now we have a, γ 0 a + jp ℓ ∈ R ℓ+1 (α, β) for j ∈ R at most except for j = r 0 a. For any t ∈ R, notice p ≥ 3 and choose j 0 ∈ R with j 0 / ∈ {r 0 a, (t − r 0 a)/γ 0 }, then we have a, γ 0 a + j 0 p ℓ , γ 0 a + j 0 p ℓ , γ 2 0 a + tp ℓ ∈ R ℓ+1 (α, β). For any a ∈ A and b = a + p ℓ a ℓ ∈ R, choose m = min 0 < i ∈ 2Z :
Lemma 10. Assume ℓ < e and γ ℓ / ∈ F p . If σ(x) is primitive, then Statement RTC ǫ holds for any ℓ < ǫ ≤ e.
Proof. We use induction on ǫ.
By Lemma 9, the proof for ǫ = ℓ + 1 is done. Now we show the induction process from ǫ = k to ǫ = k + 1. Assume Statement RTC ǫ holds for i = k. Assign any a ∈ A and b ∈ a + p k R. Denote d = (b − a)/p k . Then there exists a 0 , a 1 , . . . , a m such that a 0 ≡ a mod p k , a m ≡ a + dp k−1 mod p k , γ m 0 ≡ 1 mod p ℓ , and (a j−1 , a j ) ∈ R k (α, β), 1 ≤ j ≤ m. By definition of R k (α, β), there exist y 0,0 , y 1,0 , . . . , y m,0 ∈ αη t : tr δαη t ≡ 0 mod p, t ∈ Z such that tr (y i,0 ) ≡ tr (γy i−1,0 ) mod p k R, 1 ≤ i ≤ m, tr (y 0,0 ) ≡ a mod p k R and tr (y m,0 ) ≡ a + dp k−1 mod p k R. As the proof of Lemma 4, we can choose 
For i = 1, 2, . . . , m and j = 1, 2, . . . , p − 1, sequentially define
Hence, for 1 ≤ i ≤ m and 1 ≤ j ≤ p − 1,
Therefore, t i,j s are well-defined and tr
Recalling γ m 0 − 1 ∈ p ℓ R and u i,j ≡ jr i δ mod p, we obtain
and hence ∆ ′ ≡ p∆ ≡ dp k mod p k+1 R. Letting a ′ pm = tr (z m,p−1 ) and
Therefore, Statement RTC ǫ is also true for ǫ = k + 1 and the induction is finished.
Lemma 11. Assume ℓ < e and γ ℓ / ∈ F p . If σ(x) is primitive, then for any a ∈ A, a + p ℓ R is a subset of an equivalence class w.r.t. R E e (α, β).
Proof. For ℓ < k ≤ e, use induction on k to show that for any a ∈ A, a + p k−1 R is a subset of an equivalence class w.r.t. R E e (α, β). First, by Lemma 10, (a, b) ∈ R E e (α, β) for a ∈ A and b ∈ a + p e−1 R. Thus, a + p e−1 R is a subset of an equivalence class w.r.t. R E e (α, β). Assume we have proved the result for k + 1, i.e., for any a ∈ A, a + p k R is a subset of an equivalence class w.r.t. R E e (α, β). Assign a ∈ A and b ∈ a + p k−1 R. By Lemma 10, there exist
Then by transitivity of R E e (α, β) along each pair of adjacent elements of the sequence β) . Therefore, for any a ∈ A, a + p k−1 R is a subset of an equivalence class w.r.t. R E e (α, β). The result for k is proved and the induction is finished.
Lemma 12.
If σ(x) is primitive, then for any a ∈ R * , aγ i 0 : i ∈ Z + p ℓ R is an equivalence class w.r.t. R E e (α, β). If σ(x) is strongly primitive, then the set of equivalence classes w.r.t.
Proof. For any z ∈ αη t : t ∈ Z , tr (γz) = γ 0 tr z 1 + γ ℓ p ℓ ≡ γ 0 tr (z) mod p ℓ R, i.e., (tr (z) , γ 0 tr (z)) ∈ R ℓ (α, β). Hence, by Corollary 2, for a,
On the other hand, we claim that for a, b ∈ A, (a, b) ∈ R E e (α, β) if and only if (a, b) ∈ R E ℓ (α, β). If ℓ = e, then the proof is done. Suppose ℓ < e and
Let a 0 = a. By Lemma 4 and Corollary 2, for 0 ≤ j < k, we iteratively choose z j ∈ αη t : t ∈ Z satisfying tr (z j ) = a j and then define a j+1 = tr (γz j ). By definition, (a j , a j+1 ) ∈ R e (α, β), 0 ≤ j < k. We also see a j+1 ≡ γ 0 a j mod p ℓ , i.e., a j+1 ∈ aγ j+1 0 + p ℓ R. As shown in Lemma 11, aγ k 0 + p ℓ R is included in an equivalence class w.r.t. R E e (α, β), implying (a k , b) ∈ R E e (α, β). By transitivity of R E e (α, β), we have (a, b) ∈ R E e (α, β). Therefore, for a ∈ A, aγ i 0 : i ∈ Z + p ℓ R is an equivalence class w.r.t. R E e (α, β). Proof. Suppose ℓ = e. Since for any z ∈ αη t : t ∈ Z , we have tr (zγ) = γ 0 tr (z) and (tr (z) , γ 0 tr (z)) ∈ R e (α, β). By Corollary 2, for any a ∈ A, aγ i 0 : i ∈ Z is an equivalence class w.r.t. R E e (α, β). For 1 ≤ ℓ < e, Lemma 12 ensures that for any a ∈ A, aγ i 0 : i ∈ Z + p ℓ R is an equivalence class w.r.t. R E e (α, β). The rest of proof follows from Lemma 3.
Proof of Theorems 1 and 2
Now it comes to prove Theorem 1 and Theorem 2.
Proof of Theorem 1. As ψ is not injective on
Suppose that γ ∈ R and γ p−1 = 1. Let A be the set defined in Lemma 10. By definition, we have R e (α, β) = {(a, γa) : a ∈ { s α (i) : i ∈ Z}}. Then for a ∈ A, aγ i : 1 ≤ i ≤ t is an equivalence class w.r.t. R E e (α, β). Denote t = min 0 < i ≤ p − 1 : γ i = 1 . Choose m to be a prime divisor of t and ω = γ t/m . For a ∈ A, since aω i : 1 ≤ i ≤ m ⊂ aγ i : 1 ≤ i ≤ t , by Lemma 3, we conclude that ψ is constant on aω i : 1 ≤ i ≤ m for a ∈ A and then Statement (i) holds.
Suppose γ ∈ R * and γ p−1 = 1. Then 1 + p e−1 ∈ γ i : i ∈ Z because the multiplicative group R * is isomorphic to the additive group Z/(p − 1)Z × Z/p e−1 Z [23, II §3]. Thus, ψ is constant on a(1 + p e−1 ) i : i ∈ Z = a + p e−1 R for a ∈ R * , and then Statement (ii) holds.
Suppose γ = γ 0 1 + p ℓ γ ℓ , where 1 ≤ ℓ < e, γ 0 ∈ R and γ ℓ / ∈ F p . For any a ∈ R * , since by Lemma 10, a+p e−1 R is a subset of an equivalence class w.r.t. R E e (α, β) ψ is constant on a+p e−1 R, implying Statement (ii).
Suppose γ / ∈ F p . By Theorem 3, if Condition 1 does not hold, then Statement (ii) holds; if Condition 1 holds, then Statement (iii) holds.
Proof of Theorem 2. Since δ 2 / ∈ F p , note that σ(x) is strongly primitive and Condition 1 does not hold.
Suppose that ψ is not injective on G(σ). As in the proof of Theorem 1, given that Condition 1 does not hold, Statement (i) or (ii) of Theorem 1 holds. Equivalently, Statements (i) and (ii) of Theorem 2 hold.
On the other hand, if Statement (i) is not true, then there exists an m-th root of unity 1 = ω ∈ R, such that ψ is constant on aω i : 1 ≤ i ≤ m for any a ∈ R. We take α ∈ O * and β = αω, then ψ( s α ) = ψ( s β ). If Statement (ii) is not true, then ψ is constant on a + p e−1 R for any a ∈ R * . We take α ∈ O * and β = α 1 + p e−1 , then ψ( s α ) = ψ( s β ).
Some explicit compressing maps
In this section we give new entropy-preserving maps from R to F p , where p is an odd prime. Here in this section any a ∈ R is identified as its unique representative in {0, 1, . . . , p e − 1}, and its i-th coordinate a i ∈ F p is defined by a = a 0 + a 1 p + · · · + a e−1 p e−1 , where a i ∈ {0, 1, . . . , p − 1}. For simplicity we write a i (resp. x i ) instead of a i (resp. x i ) without ambiguity. In the literature [7, 8, 17, 18, 26, 27, 29, 34, 37, 38] , a is identified with the vector (a 0 , a 1 , . . . , a e−1 ) ∈ F e p and thereby a map on R is explicitly written as an e-variable function on F p . Conventionally, each function from F e p to F p is written as a multivariate polynomial in which the degree in each indeterminate is less than p.
Firstly, we give another proof of entropy preservation of the modular compression [38] . Proof. It is sufficient to show that none of Statements (i), (ii) and (iii) in Theorem 1 holds. Suppose 1 < γ < p e and γ m ≡ 1 mod p e for some 1 < m | p−1. There exists a ∈ R * satisfying a ≡ 1/(γ − 1) mod p e . Clearly, a < p e − 1. Hence, aγ ≡ a + 1 mod p e and we have ψ(aγ) = ψ(a). Thus, Statement (i) of Theorem 1 does not hold.
See that M is not a power of p. Hence, for any a ∈ R we have 0 ≤ a+ jp e−1 mod p e < a+ (j + 1)p e−1 mod p e < p e for some j ∈ {0, 1, . . . , p − 1} and then ψ a + jp e−1 = ψ a + (j + 1)p e−1 . Thus, neither Statement (ii) nor (iii) of Theorem 1 holds.
If σ(x) is not strongly primitive, functions like Eq.(3) do not necessarily induce injective maps on G(σ). Below is an example.
Example 3. Use the notations and the primitive polynomial in Example 1. Let α = 3η + 13 and β = −α. The map ψ : R → F p is defined as ψ(x) = x 2 e−1 + x e−1 . Then ψ( s α ) = ψ( s β ).
In the following two theorems, we give three families of functions from R to F p which induce injective maps on G(σ). Theorem 6. Let σ(x) be strongly primitive. The map ψ : R → F p is written as
Proof. It is sufficient to show that none of Statements (i), (ii) and (iii) in Theorem 1 holds.
Without ambiguity we denote f j (x) = f j (x 0 , x 1 , . . . , x e−2 ) for x ∈ R, j = 1, 2. See f j (x + ip e−1 ) = f j (x) for any i ∈ Z/pZ.
Since (x 0 − i) ∤ f 1 for some i ∈ F * p , there exists a ∈ R * satisfying f 1 (a) = 0, and hence ψ is not constant on a + p e−1 R. Additionally, f 1 (0) = 0 and ψ is not constant on p e−1 R. Thus, neither Statement (ii) nor (iii) of Theorem 1 is satisfied. Now suppose that there exists an m-th root of unity 1 = γ ∈ R, where m is a prime divisor of p − 1, such that ψ(γa) = ψ(a) for any a ∈ R. For 1 ≤ i < e and x ∈ R, denote by [x] i the integer satisfying [x] i ≡ x mod p i and 0 ≤ [x] i < p i ; and denote by {x} i the integer satisfying
for any j ∈ Z. For any a ∈ R and 1 ≤ i < e,
and hence γa i ≡ {a} i + γa i mod pR.
Claim. For 1 ≤ i < e and p i ∤ a, there exists k ∈ {1, 2, . . . , m} satisfying γ k a i = 0. Otherwise, suppose γ j a i = 0 for any j ∈ {1, 2, . . . , m}, then iteratively,
which is not true.
By Corollary 2, for any j ∈ Z/pZ, p e−1 j occurs in any sequence in G(σ). Notice that ψ(p e−1 x e−1 ) = f 0 (x e−1 )f 1 (0) + f 2 (0). Because ψ(p e−1 x e−1 γ) = ψ(p e−1 x e−1 ) and f 1 (0) = 0, we have f 0 (x e−1 ) = f 0 (γx e−1 ). Write f 0 (z) = c 0 + c 1 z 
where ∆ = y + x e−1 . As above, there exists a ∈ R * with f 1 (a) = 0. If f 1 (γ i a) = f 1 (γ i−1 a) for some i ∈ {1, 2, . . . , m}, then on the left hand of Eq.(10) the term in ∆ of the highest degree is c mt (f 1 (γx) − f 1 (x)) ∆ mt = 0 for x = γ k−1 a, where k = min 1 ≤ i < m : f 1 (γ i a) = f 1 (a) . Hence, suppose f 1 (γ i a) = f 1 (a) = 0 for any i ∈ {1, 2, . . . , m}. As claimed above, there exists b ∈ γ i a : i = 1, 2, . . . , m with {b} e−1 = 0. Now letting x = b, on the left hand of Eq.(10) the term in ∆ of the second highest degree is f 1 (γb)c mt mt {b} e−1 ∆ mt−1 /γ = 0. Thus, the supposition is absurd and Statement (i) of Theorem 1 does not hold.
Remark 6. A function like Eq.(3) is a special case of Theorem 6 with f 1 = 1, and hence Theorem 6 improves corresponding results in [27, 34, 37] . Now suppose there exists an m-th root of unity 1 = γ ∈ R, where m is a prime divisor of p − 1, such that ψ(γa) = ψ(a) for any a ∈ R * . Then for any x ∈ R * and any y ∈ Z/pZ, ψ(x + p e−1 y) − ψ(x) = ψ(γx + p e−1 γy) − ψ(γx), implying where ∆ = y + x e−1 . Comparing terms in ∆ of the (second) highest degree, for x ∈ R * we have f 1 (x) = γ ℓ f 1 (γx) and {x} e−1 f 1 (γx) = 0 if ℓ ≥ 2; and f 1 (x) = γf 1 (γx) if ℓ = 1.
Consider Condition 1 ○. As claimed in the proof of Theorem 6, for any a ∈ R * , there exists i ∈ {1, 2, . . . , m} satisfying γ i a e−1 = 0. Substituting γ i a for x in {x} e−1 f 1 (γx) = 0, we get f 1 (γ i+1 a) = 0. Then iteratively substituting γ j a for x in f 1 (x) = γ ℓ f 1 (γx), 0 ≤ j ≤ i, we get f 1 (a) = γ ℓ(i+1) f 1 (γ i+1 a) = 0. Thus, f 1 (a) = 0 for any a ∈ R * , contradictory to (x p−1 0 − 1) ∤ f 1 .
Consider Condition 2
○. If ℓ = 1, for any x ∈ R * and any ∆ ∈ Z/pZ, f 1 (x + p k ∆) − f 1 (x) = γ(f 1 (γ(x + p k ∆)) − f 1 (γx)), i.e., g 0 (x k + ∆) − g 0 (x) = γ (g 0 (γ∆ + γx k )) − g 0 ( γx k )) .
If k = deg g 0 = 0, then f 1 ∈ F * p is constant, contradictory to f 1 (x) = γf 1 (γx). Otherwise, comparing the terms in ∆ of the highest degree in Eq. (11) 2) is a special case of Theorem 7 with k = e − 2 and deg g 0 ≥ 2. Thus, Theorem 7 improves corresponding results in [26, 34] .
Conclusion
Based on equivalence closure of binary relations involving linear recurring sequences, we study the inherent information of a compressing map which acts on distinct primitive sequences generated by σ(x) over Z/p e Z, where p is an odd prime. Given that x p n −1 − 1 2 /p 2 ≡ a mod (p, σ(x)) for any a ∈ Z/pZ, we give a new clear criterion of entropy preservation and also estimate the number of entropy-preserving maps from Z/p e Z to a finite set. Furthermore, we also present three new kinds of entropy-preserving maps, extending previous results in [26, 27, 34, 37] .
