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Abstract 
The aim of this study is to examine the relationship between built environment and consumption of consumer 
products. The study uses the data obtained from a series of surveys conducted in Texas to empirically examine the 
relationship between tons of consumer products per capita delivered to each tract and built environmental variables 
such as road density, population density, and block size while controlling for socioeconomic characteristics. The 
finding of this study will contribute toward the interrogation of the broad effect of policies that are often called "smart 
growth" in terms of effect on the demand for freight.  
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1. Research problem 
According to Bronzini [1] the freight vehicle-miles traveled (VMT) grew 40 percent in the 
metropolitan areas in the U.S. over the last decade, while the VMT for passenger vehicles increased by 
only 30 percent over the same time period. It is common to find road segments for which significant 
share, sometimes over 50%, of traffic during certain time periods of the day are trucks. However, there is 
little evidence that the planning process, especially land use, in the U.S. cities takes freight into 
consideration.  
Although movements of freight are mostly driven by the private businesses in the U.S., the pubic 
sector decisions have critical and pervasive effects on the means and efficiency of freight movement in 
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several fronts. Firstly, the transportation infrastructure is by and large still being provided, operated, and 
managed by the public sector. Even in the case of the rail roads that own and operate their infrastructure 
and vehicles, they must coordinate with municipalities and states to address negative impacts, e.g. rail 
crossings, noise, fumes, associated with their business activities. Secondly, land use decisions, 
implemented through regulations and local ordinances, affect the design and management of supply 
chains, including the placement of facilities. In the U.S., each municipality enjoys near total control over 
land use decisions, and their decisions often reflect parochial interests that place greater priority on job 
creation for their own city over regional benefits. Thirdly, land use determines the location and intensity 
of demand for freight movements. Recently, land use and transportation policies known as Smart Growth 
have dominated regional and local planning practices in the U.S. The conceptual cornerstone of the Smart 
Growth, as far as transportation is concerned, is based on the idea that land use and urban design that 
encourage non-motorized travel lead to less demand for travel by cars, and thus benefit the society. 
However, in most cases, the impacts of land use and urban design on the flow of goods are not examined, 
or even considered by the planners or policy makers. The main reason for this shortcoming in the policy 
realm is the lack of understanding regarding how various goods are shipped and delivered. According to 
Bronzini, “the goods delivery impacts are viewed as ancillary effects rather than primary planning goals”.  
Urban density and design can have profound impacts on both the volume and efficiency of freight 
movements for the "last mile" segment of journey [2], [3], [4].  Also, while many cities strive to gentrify 
urban core areas with densification and transit-oriented development (TOD), very little attention is paid to 
the fact that such land use pattern may lead to an increase in the intensity of goods consumption per a unit 
of land area. Meanwhile, it is also plausible that compact land use pattern reduces the consumption of 
freight because of the need to reduce inventory space, and thus the overall intensity of freight demand per 
unit area may actually decreases with density.  A study by Kawamura and Lu [5] found that the demand 
for freight, measured in annual tons per capita or ton-miles per capita, varies significantly among 
countries. For example, they found that Italy has a considerably lower average annual ton per capita than 
other European countries and the U.S. They also found that the freight ton-miles per capita for the U.S. 
was as much as three times greater than those for most of European countries.  
Most practical approaches for estimating truck trip generation can be broadly categorized as 
commodity-based or trip-based [6]. A common method used in the application of the trip-based approach 
is the use of trip rates, in which the rate of truck trips generated by a site is estimated based on rate(s) that 
capture the relationship between the truck trip generating potential of the site and the characteristics of the 
site such as land use, number of employees, floor area, etc. Brogan [7] calculated truck trip-generation 
rates for 10 land use categories. A more recent effort by Holguín-Veras and Lόpez-Genao [8] examined 
the trip generation rate at the terminals. They found that the rates varied among different parts of the 
country. Slavin [9] developed a trip-end model that captures the relationship between truck trip-ends and 
socio-economic activities in the various land uses. He found that there was a statistically significant 
relationship between the truck trip ends and the characteristics of land uses. Brogan [10] tested the 
sensitivity of trip-end estimation with respect to various stratification schemes using the regression 
model.  He found that the regression stratified by land use categories provided the best results. 
It should be noted that most of the studies were conducted for the purpose of improving the travel 
demand estimation of truck movements and did not specifically examine the relationship between the 
generation or consumption of freight by the end user and the land use. To our knowledge, no study has 
examined the relationship between consumer freight demand and built environment in an empirical 
manner. This study is a part of a multi-year effort to examine several aspects of the complex relationships 
between land use and transport of freight. For passenger travel, the relationships between travel behavior 
and built environment (e.g. land use allocated for different industrial types, density) as well as 
socioeconomic characteristics have been studied extensively, e.g. Ewing and Cervero [11]. In this paper, 
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we will carry out the same line of study to analyze how land use and socioeconomic factors influence the 
demand for freight transportation using the data obtained in Texas. What distinguishes this effort from 
truck trip generation models is the focus on the influence of built environment. This study also focuses on 
the retail goods, not truck trips. 
2. Research approach 
2.1. Data 
For developing the dataset, we combined three types of data, all at the Census tract level: 1) tons of 
retail goods delivered by trucks, 2) socioeconomic characteristics, and 3) build environment 
characteristics. The socioeconomic characteristics were obtained from the 2000 U.S. Census. Built 
environment variables include: intersection density (number of intersections/area size), road density (road 
length/area size), and block size (road length/number of intersections), and household density. The data 
for the built environment were obtained from a study conducted by Zhang and Mohammadian [12], [13], 
[14].  Table 1 presents all the variables used in this study and their sources. 
Table 1. Variables 
Variable Sources 
  
Tons of retail freight delivered to each Census tract Texas Survey 
Road density Zhang 
Intersection density Zhang 
Block size Zhang 
Population density 2000 Census 
Employment density 2000 Census 
% born in the U.S. 2000 Census 
% entered U.S. between 1990-2000 2000 Census 
% (of foreign born) born in Asia 2000 Census 
English at home 2000 Census 
Median HH Income 2000 Census 
% of houses built after 1990 2000 Census 
% of houses built before 1969 2000 Census 
Median  number of rooms 2000 Census 
% moved to current house after 1995 2000 Census 
% renter 2000 Census 
% Single detached, unit houses 2000 Census 
HH density 2000 Census 
 
Tons of consumer products delivered to each Census tract was estimated from the survey conducted in 
Texas between 2002 and 2005 [15], [16]. The survey covered the following Metropolitan Planning 
Organization (MPO) regions that are depicted in Fig. 1: Austin, San Antonio, Amarillo, Valley, Lubbock, 
Midland/Odessa, Tyler, Longview, and Laredo. Only the San Antonio and Austin Metropolitan Areas and 
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counties were included in the data used for this study. The Valley area was excluded because of its 
closeness to the U.S/Mexico border. Amarillo and Lubbock metropolitan areas were excluded due to the 
small sample sizes.   
The survey randomly selected trucks from a database compiled from the vehicle registration records, 
motor carrier database, and employee database.  The operators of the selected vehicles were asked to fill 
out an information form for the vehicle and also keep a travel log that records all the activities involving 
the truck for a 24-hour period. For all the deliveries completed by the survey participants, stop locations 
were recorded by latitude and longitude, which were later used to geocode them in GIS. Each stop 
location was also classified into one of 14 types. Table 2 shows the data collected for each of the stop 
recorded in the survey responses. For this survey, only the drop-offs at retail establishments were 
included in the analysis to capture the consumption of consumer goods.  
The Texas survey data included the coordinates of the checkpoint locations; these coordinates were 
geocoded in a GIS environment and spatially joined to a 2000 tract level map in order to determine in 
which census tract they lay. If multiple checkpoints were within one tract, then the weight of each trip 
recorded was aggregated to that census tract. The data set consisted of 1,249 deliveries totaling 1.1 
million pounds (0.499 million kg) of retail goods. 
 
 
Fig. 1. Survey locations 
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Table 2. Stop-level data captured in the survey 
Stop-level attributes Description 
Longitude and latitude Stop coordinates 
Departure/arrival time Departure/arrival time at stop 
Total cargo weight Weight of cargo loaded or unloaded 
Cargo type (22) 1) Farm products, 2) Forest products, 3) Marine Products, 4) Metals and Minerals, 5) 
Food, Health, and Beauty Products, 6) Tobacco Products, 7) Textiles, 8) Wood 
Products, 9) Printed Matter, 10) Chemical Products, 11) Refined Petroleum or Coal 
Products, 12) Rubber, Plastic, and Styrofoam Products, 13) Clay, Concrete, Glass, or 
Stone, 14) Manufacturing Goods/Equip, 15) Wastes, 16) Miscellaneous Shipments, 
17) Hazardous Materials, 18) Transportation, 19) Unclassified Cargo, 20) Driver 
Refused to Answer, 21) Unknown to Driver, 22) Empty 
Activity type (9) 1) Base Location/Return to Base Location, 2) Delivery, 3) Pick-up, 4) Pick-up and 
Delivery, 5) Maintenance (fuel, oil, etc.), 6) Driver Needs (lunch, etc.), 7) To Home, 
8) Others (specify), and 9) Refused/Unknown 
Land use type (15) 1) Office Building, 2) Retail/Shopping, 3) Industrial/Manufacturing, 4) 
Medical/Hospital, 5) Educational (12th Grade or less), 6) Educational (College, Trade, 
etc.), 7) Government Office/Building, 8) Residential, 9) Airport, 10) Intermodal 
Facility, 11) Warehouse, 12) Distribution Center, 13) Construction Site, 14) Others 
(specify), and 15) Refused/Unknown.   
 
There are a total of 558 Census tracts, of which 132 received at least one delivery of consumer goods. 
In 2000, there were 2.8 million residents in the tracts included in the data set. Therefore, on average the 
survey captured 0.37 pounds (0.168 kilograms) of consumer goods per person. This amount is obviously 
less than the total amount of consumer goods needed to sustain a person. For example, according to the 
U.S. Department of Agriculture, the consumption of meat, dairy products, grain, and fruit and vegetables 
alone accounted for 1,694 pounds (768 kilograms) per capita per year, or 4.64 pounds (2.l kilograms) per 
capita per day [17]. This suggests that the survey of delivery trucks captured only a part of the total retail 
goods that are consumed. However, as long as the omissions are not systematic, i.e. the sampling is 
random, then the relationship between the amount of retail goods consumption and the built environment 
can be captured accurately in the statistical analysis. It should be noted that the magnitude of the 
relationship, for example, the elasticity of actual retail goods consumption with respect to population 
density will not be accurately quantified from the data set.  
The tonnage of goods delivered was calculated in two ways. The first was to simply record the total 
tonnage of goods dropped off within each tract. While this method captures the actual tonnage of delivery 
to the stores, it does not directly capture the amount of goods purchased by the consumers since shopping 
trips are not necessary contained within one tract.  Meanwhile, the built environment variables are 
measured for individual tracts. Thus, we developed another approach that calculated the total tonnage of 
goods dropped off within a given distance, or buffer zone, from the centroid of each tract. We used the 
average length of shopping trips in the U.S., 11.2 km, calculated from the 2001 NHTS, as the buffer 
radius. The logic behind this approach is that by drawing a buffer around each tract and totaling all the 
goods delivered to the stores within 11.2km, it is possible to estimate the consumption of goods by the 
nearby residents who shop in the tract. All other variables were calculated only for the tract that is at the 
center of the buffer. 
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The built environment variables were obtained from the dataset developed by Zhang [12]. Using 
TIGER line and Census tract map files, Zhang estimated these variables for every census tract in the U.S. 
for the analysis of travel survey data transferability. Road density was calculated by dividing total road 
length in a tract by the area of the tract. Intersection density is the number of intersections, which is 
estimated by counting the intersecting points of lines in TIGER line map, by the tract area. Block size was 
estimated by dividing the total road length by the number of intersections in a tract. 
2.2. Analysis methods 
We used various techniques for analyzing the data both visually and statistically. We started by 
visualizing the spatial pattern in Geographic Information System (GIS). We used Moran’s I [18] to test 
for the presence of spatial correlations at both global and local levels. Moran’s I for a variable x is 
calculated as the following.  
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Where, N is the sample size and wij is the spatial weight between observations i and j. Essentially, 
Moran’s I is the standardized slope of a scatter plot that has on the X-axis the variable of interest, and on 
the Y-axes the spatially lagged value of the variable for each observation. The significance test for 
Moran’s I statistics need to use randomized draws to estimate the distribution under the null hypothesis 
[19]. Moran’s I can be applied to the entire data set (global) or for each observation (local). When applied 
locally, Moran’s I is sometimes referred to as Local indicators of spatial association (LISA) [20]. 
Since there is bound to be significant spatial correlations among the data points, we also used 
Kendall’s Tau-b test [21], which is a non-parametric test that examines the association between the 
rankings of each data points for different variables. The test statistics for the Kendall’s Tau-b test is given 
by 
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Where, C and D denote the concordant and discordant pairs in the data set, respectively. Tx and Ty are 
the numbers of pairs tied on variable Y but not on X and the number of pairs tied on X but not Y, 
respectively.  Agresti [22] provides an excellent overview of the Kendall’s Tau-b test. 
Kendall’s Tau-b test is strictly for bivariate analyses. Thus, in order to conduct multivariate analysis, 
we used   Ordinary Least Squares (OLS) regression with transformation of both dependent and 
independent variables. The model is as follows. 
 
Y = α + βX, where  
Y = tons of consumer products delivered by trucks 
α  = intercept 
β  = parameter 
X = vector of variables (socioeconomic variables, built environment variables). 
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White test [23] was used for the detection of heterskedasticity. The multicollinearity condition number 
[24] of 20 was used as the threshold to detect multicollinearity problems. The inference for spatial 
dependencies among the data points was conducted using Moran’s I and Lagrange Multiplier tests for 
correlation in both the error term (spatial error model) and the variables themselves (spatial-lag model). 
For the tests for spatial dependencies, the pattern of spatial correlation must be assumed a priori. Two 
most common assumptions regarding the spatial dependencies are proximity measured in terms of aerial 
distance, and adjacency, which is defined by two polygons sharing a border or vertices. Anselin [19] 
discusses different types of adjacency patterns. For calculating Moran’s I, both distance-based and 
adjacency-based spatial dependencies were tested.  
3. Analysis results 
3.1. Spatial analysis 
Fig. 2 and Fig. 3 depict the spatial distributions of the percentage of homes within the tracts that are 
single detached and also the percentages of houses that were built before 1969 against the pounds of retail 
goods delivered to each tract per capita. The classifications used in the figures depict all the variables in 
quintiles. One can hypothesize that there are more storage spaces in single detached houses and also they 
may require more consumer goods to maintain, resulting in greater amount of goods being consumed. 
Older houses tend to have smaller footprint and also less storage spaces, and thus the residents may 
purchase less goods.  
 
 
Fig. 2. Percent of single detached homes and retail goods per capita 
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Fig. 3. Percent of houses built before 1969 and. retail goods per capita 
The pictures suggest that, in general, most of the tracts in the top quintile for the amounts of goods 
delivered are in the suburbs and outer-suburbs. As the spatial distribution of the percentages of single 
detached houses is difficult to decipher from the map, it is not clear whether or not there is an association 
with the amount of retail good delivered per capita. The map showing the age of the houses, on the other 
hand, indicates that older houses are concentrated in the central part of each metropolitan area, and thus a 
relationship with the amount of retail goods delivered seems to exist.         
The tests for spatial dependencies using Moran;s I showed the adjacency-based spatial weight using 
the 2nd Order Rook consistently produced the strongest indication of spatial correlation. The global 
Moran’s I for the weight of retail goods delivered to each census tract per person is 0.0534 and 
statistically significant at the 99% confidence level, indicating that there is a weak pattern of spatial 
dependencies, or clustering, of retail goods consumption.  Fig. 4 shows the pattern of clustering using the 
local Moran’s I. High-High and Low-Low indicate the clusters that are showing positive associations, 
meaning that tracts with high levels of retail goods delivery are likely to be surrounded by tracts with high 
levels, or vice-versa. On the other hand, High-Low and Low-High clusters indicate negative associations.  
The map indicates that the clusters, both positive and negative, are more likely to be located in the 
suburban or rural areas.  
Fig. 5 shows the local Moran’s I for the amount of retail goods delivered calculated with 11.2 km 
buffer. The figure shows even stronger propensity for clustering. Also, there is a clear trend for the 
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clusters in the central part of the metropolitan areas to have the Low-Low type of spatial dependencies. 
These results are not surprising, since by definition, using buffers introduces spatial dependencies.    
 
 
Fig. 4. Plot of Local Moran’s I – Retail goods per capita without buffer 
 
Fig. 5. Plot of Local Moran’s I – Retail goods per capita with buffer 
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3.2. Statistical inference 
This section discusses the results of the statistical analyses of the relationship between the retail 
commodity weight per capita and socioeconomic and built environment variables.  As before, the 
analyses were conducted for the commodity weight calculated with and without the 11.2 km buffer 
around each census tract.  First, the results of the non-parametric analysis will be discussed, followed by 
the multiple regression analysis.  
Table 3 shows the results of the Kendall’s Tau-b test of the association between the weight of retail 
goods delivered per capita and various explanatory variables.  To control for the income effect, tracts 
were divided into quartiles according to the median income and the tests were conducted separately 
within each quartile. The table shows only the results that are significant at the 95% confidence level. As 
shown, there are only a few associations that are statistically significant, and none of the explanatory 
variables are significant for all four income groups. For the lowest income quartile, population density 
shows a negative associated with the amount of retail goods delivered. Other variables that have a 
negative effect are percent of resident who were born in the U.S. and household density. It is somewhat 
surprising that the tracts that have higher foreign-born population tend to have greater amount of retail 
goods delivered. One may expect foreign-born population to have purchasing habits that are fit for 
compact developments that are more common in foreign countries. There are three variables that show a 
positive association. Interestingly, all three are related to the timing of the development or move. The 
results seem to indicate that tracts that have newer development and thus a higher percent of the residents 
moved to the tract during the preceding decade tend to have greater amount of retail goods delivered.  
    Table 3. Non-parametric analysis – without buffer 
Explanatory variable Income Q1 
(N=139) 
Income Q2 Income Q3 Income Q4 
Road density     
Intersection density     
Block size     
Population density -0.150    
Employment density     
% born in the U.S.   -0.131  
% entered U.S. between 1990-2000   0.238  
% (of foreign born) born in Asia     
English at home     
Median HH Income     
% of houses built after 1990    0.232 
% of houses built before 1969     
Median  number of rooms     
% moved to current house after 1995    0.207 
% renter     
% Single detached, unit houses     
HH density    -0.128 
 me Q1 Income Q2 Income Q3 Income Q4 
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The analysis of the buffered data, summarized in Table 4, revealed a greater number of statistically 
significant associations.  Both road density and intersection density are shown to have positive association 
with the amount of retail goods delivered across all four income groups, suggesting that residents in the 
tracts with greater intensity of road infrastructure tend to consume more goods. Those tracts are 
concentrated in the center of the metropolitan areas rather than the suburbs as shown in Fig. 6. The 
variables that show positive association are mostly related to the intensity of land use. Population density, 
employment density, and household density all have a positive association, indicating that the higher the 
intensity of development, in terms of both land and road infrastructure, the greater the amount of retail 
goods delivered, and presumably consumed by the residents. 
Table 5 shows the results of the OLS model applied to the square root of tons of retails goods 
delivered, calculated without buffer. The tests for hetroskedasticity, multicollinearity, and spatial 
dependencies all indicate the model does not violate critical assumptions for the OLS. To correct for the 
heavy heteroskedasticity, the response variable was transformed with square root. The right-hand side of 
the model includes only those explanatory variables that are statistically significant at 95% confidence 
level except for per capita income and block size that are used as control variables. The fit of the model is 
poor (R2 of 0.011) and the only variable that was found to be statistically significant was household 
density. The parameter estimate indicates that census tracts with higher household density tend to receive 
smaller amount of retail goods. 
Table 4. Non-parametric analysis – with buffer 
Explanatory variable Income Q1 
(N=139) 
Income Q2 Income Q3 Income Q4 
Road density 0.255 0.205 0.319 0.171 
Intersection density 0.233 0.198 0.305 0.164 
Block size  -0.122 -0.268 -0.127 
Population density  0.153 0.280 0.151 
Employment density  0.157 0.264 0.141 
% born in the U.S.   -0.238  
% entered U.S. between 1990-2000     
% (of foreign born) born in Asia     
English at home -0.117    
Median HH Income -0.176    
% of houses built after 1990 -0.240 -0.178 -0.201 -0.128 
% of houses built before 1969 0.234    
Median  number of rooms     
% moved to current house after 1995   0.118  
% renter  0.189 0.262  
% Single detached, unit houses     
HH density  0.197 0.290 0.152 
     
 
85 Dan Miodonski and Kazuya Kawamura /  Procedia - Social and Behavioral Sciences  39 ( 2012 )  74 – 88 
 
Fig. 6. Intersection density (number of intersections per square mile) 
Table 5. Results of OLS regression – without buffer 
Response variable: Square root of commodity weight per capita calculated without buffer 
N = 558, R2 = 0.011 Parameter 
Estimates 
t-statistic 
Intercept* 0.279 0.012 
HH Density* -5.18x10-5 0.022 
Per capita income 6.48x10-7 0.713 
Block size -0.176 0.769 
Multicollinearity condition number     10.4  
White test p-value  0.175  
Moran’s I (2nd order Rook) test  for error correlation p-value  0.194  
Lagrange multiplier test for spatial lag correlation p-value  0.245  
* significant at 95% level  
 
Table 6 shows the output of the OLS model with the square root of the weight of retailed goods 
delivered, calculated with the 11.2 km buffer as the response variable. The result suggests that household 
density and median number of rooms have a negative effect on the amount of retail goods delivered while 
income and block size have a positive effect. While it seems unintuitive to find the median number of 
rooms to have a negative impact on the amount of retail goods delivered, it is likely that the houses with 
greater number of rooms are in older neighborhoods and have less storage spaces relative to modern 
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counterparts. In general, the model suggests that more compact land use, i.e. smaller block size and higher 
household density,  is associated with lower amount of retail goods consumed. 
Table 6. Results of OLS regression – with buffer 
Response variable: Square root of commodity weight per capita calculated with buffer 
N = 558, R2 = 0.096 Parameter 
Estimates 
t-statistic 
Intercept 148.7 0.094 
HH Density* -0.0511 0.000 
Per Capita Income* 0.00418 0.000 
Block size* 616.6 0.033 
Med. No. Rooms* -32.30 0.011 
Multicollinearity condition number     19.5  
White test p-value  0.204  
Moran’s I (3rd order Rook) test  for error correlation p-value  0.987  
Lagrange multiplier test for spatial lag correlation p-value  0.816  
* significant at 95% level 
4. Discussion 
Table 6 summarizes the results of the statistical analyses.  The table shows that the manner that the 
dependent variable, tons of retail goods delivered, was calculated has a profound effect on the outcomes. 
This is not surprising since the buffers are 11.2 km in radius and thus the tonnages are vastly different 
between the two. In general, stronger associations between the built environment variables and the 
response variable are observed when the latter is measured using the buffer. Also the findings are affected 
by the statistical method used. In some cases, the results are statistically significant for both Kendall’s 
Tau-b and OLS, but in opposite directions. It is possible, however, to draw some insights from the 
analysis results.   The amount of retail goods delivered per person seems to decrease with household 
density, which may suggest that living in a compact dwelling unit has an effect of reducing goods 
consumption. At the same time, poor fit of the model indicates that there are other factors that our 
analysis was not able to capture. 
It should be kept in mind that when dealing with spatial data, there are numerous potential sources for 
biases.  Tons of retail goods that are delivered to a tract may not be a good proxy for the consumption of 
those goods by the people who live in the tract.  Therefore, it is safe to say that our findings confirm a 
need for further research, especially of the proper technique to calculate the consumption of goods at the 
household level. This study is still very preliminary and further research must be carried out to understand 
the effects of built environment on the consumption of goods.  
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Table 7. Summary of analysis results 
Variable 
(tested against retail tons per capita) 
Without buffer With buffer 
Kendall’s Tau-b OLS Kendall’s Tau-b OLS 
Road density   +  
Intersection density   +  
Block size   - + 
Population density -  +  
Employment density   +  
% born in the U.S. -  -  
% entered U.S. between 1990-2000 +    
% (of foreign born) born in Asia     
English at home   -  
Median HH Income   -  
% of houses built after 1990 +  -  
% of houses built before 1969   +  
Median  number of rooms    - 
% moved to current house after 1995 +  +  
% renter   +  
% Single detached, unit houses     
HH density - - + - 
Per capita income    + 
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