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Resumen
Las tasas de reaccio´n en biorreactores pueden estimarse correctamente median-
te el uso de observadores de modo deslizante de segundo orden desarrollados
previamente por el grupo de investigacio´n. Su ajuste requiere el sintonizado de
un conjunto de para´metros de los mismos.
Mediante criterios de estabilidad se han establecido cotas inferiores en los va-
lores de estos para´metros, pero esto deja un amplio margen de valores posibles
los cuales afectaran al desempen˜o del observador. En este trabajo se desarrollan
me´todos de calibrado de los para´metros en funcio´n del desempen˜o del obser-
vador, con aplicacio´n a la estimacio´n de tasas de reaccio´n en biorreactores de
tipo fed-batch y batch.
Las principales propiedades que se obtienen en el desempen˜o del observador son
la robustez del observador, ma´xima velocidad de convergencia y rechazo a per-
turbaciones. Estas caracter´ısticas han sido confirmadas mediante la utilizacio´n
de este observador con resultados experimentales de bioprocesos.
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Cap´ıtulo 1
Introduccio´n
1.1. Justificacio´n
En el desarrollo del control en la industria biotecnolo´gica siempre se han encontrado
dos grandes obsta´culos.
El primero, es que los bioprocesos envuelven organismos vivos, con lo cual son claramen-
te no lineales, existen grandes incertidumbres en los modelos y tienen un comportamiento
complejo ya que los para´metros del modelo no se mantienen constantes durante un periodo
largo de tiempo. Por otra parte, el segundo gran problema, no existe o es muy cara la
instrumentacio´n para poder hacer una monitorizacio´n en tiempo real del proceso.
Por tanto, se han desarrollado te´cnicas para la observacio´n de estas variables atendiendo
a estos dos principales problemas, la complejidad de los modelos y la falta de informacio´n
en las medidas de las variables los mismos. Se debe destacar que es muy importante que
esta estimacio´n deba realizarse en linea, para poder aplicar este conocimiento sobre el
control del sistema biolo´gico.
Para este trabajo el entorno de reaccio´n usado sera´ un biorreactor para el cual se han
disen˜ado observadores, entre muchos otros por parte de Bastin & Dochain [4], robustos
usando la mı´nima informacio´n posible del modelo. En el Grupo de Control de Sistemas
Complejos (GCSC) del AI2, de la Universidad Polite´cnica de Vale´ncia, tambie´n se han
desarrollado algoritmos para la estimacio´n de estas variables. En concreto para este trabajo
se va a utilizar un observador de modo deslizante de segundo orden para la estimacio´n de
tasas de crecimiento.
El desarrollo del observador de segundo orden de modo deslizante forma parte de la
Tesis Doctoral de Alejandro Vignoni [20], en la cual se detalla todo el desarrollo de los
algoritmos. Estudiando este observador se ve que el desempen˜o del mismo depende de las
variables del mismo, y es necesario calibrar estos para´metros para que el desempen˜o del
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observador sea el deseasdo.
As´ı pues el trabajo de esta Tesina sera´ el desarrollo de un me´todo de calibrado para
este observador en concreto.
A lo largo del trabajo se encontrara´ todo lo relacionado con modelos de biorreactores,
en concreto en el segundo cap´ıtulo se encuentra todo el marco matema´tico necesario para
el ana´lisis de las dina´micas del biorreactor. En particular en la primera parte del cap´ıtulo,
seccio´n 2.2, se estudian los modelos generales de un biorreactor y en la segunda parte el
concepto y disen˜o de observadores on-line de las dina´micas del biorreactor, secciones 2.3 y
2.4.
En el cap´ıtulo 3, se enmarca todo el ana´lisis para el calibrado del observador de modo
deslizante atendiendo al desempen˜o deseado. Adema´s se vera´ la necesidad de este calibrado.
El resultado de las simulaciones y pruebas sobre experimentos reales se encuentran en los
cap´ıtulos 4 y 5.
Finalmente, en el cap´ıtulo 6, se detallan las conclusiones y trabajos futuros.
1.2. Estado del arte
Tomando como referencia los observadores de alta ganancia, ya que son los ma´s pareci-
dos al observador de modo deslizante, se puede realizar un estudio de como se han calibrado
estos observadores y que requerimientos han buscado en el desempen˜o de los mismos.
En [9], [15] y [18] utilizan el observador disen˜ado por Bastin y Dochain, el mismo que
se implementara´ en este trabajo, donde los autores calibran el observador a prueba y error
sobre un modelo fuera de l´ınea. El algoritmo desarrollado por Guatehier [10] es muy fa´cil
de calibrar ya que solo consta de un para´metro, ganancia del observador, y este se va
aumentando hasta que el funcionamiento es el deseado. En Perrier [16], se reescriben las
ecuaciones del observador fijando los polos del observador a fin de dar un comportamiento
al observador. Este ser´ıa un me´todo que se podr´ıa intentar implementar, pero no es posible
debido a que el observador de modo deslizante por su propio disen˜o tiene discontinuidades
y no es posible aplicar esta metodolog´ıa de asignacio´n de polos.
Por tanto, para la calibracio´n del observador de modos deslizantes habr´ıa que hacer un
calibrado a prueba y error o realizar un disen˜o “ad-hoc”para este mismo observador.
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1.3. Objetivo
El objetivo de este trabajo es la calibracio´n de un observador de modo deslizante aten-
diendo al desempen˜o del mismo. Se pretende calibrar este observador de modo que sea
robusto, rechace perturbaciones y tenga la ma´xima velocidad de convergencia, claro esta
que rechazar perturbaciones y una velocidad de establecimiento alta son dos requerimientos
contrarios, de modo que habra´ que llegar a un compromiso entre estos dos.

Cap´ıtulo 2
Estimacio´n en bioprocesos
2.1. Introduccio´n
Un biorreactor (Figura 2.1) es un dispositivo biotecnolo´gico que debe proveer interna-
mente un ambiente controlado que garantice y maximice la produccio´n y el crecimiento
de un cultivo vivo. Externamente el biorreactor es la frontera que protege ese cultivo del
ambiente externo: contaminado y no controlado.
Figura 2.1: Biorreactor.
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En algunos casos, un biorreactor es un recipiente en el que se lleva a cabo un proceso
qu´ımico que involucra organismos o sustancias bioqu´ımicamente activas derivadas de dichos
organismos.
Un esquema ba´sico de un biorreactor ser´ıa el de la figura 2.2.
Figura 2.2: Esquema general biorreactor.
En te´rminos generales, un biorreactor busca mantener ciertas condiciones ambientales
propicias (pH, temperatura, concentracio´n de ox´ıgeno, etce´tera) al organismo o sustancia
qu´ımica que se cultiva. Algunos de los objetivos que debe cumplir son:
Mantener las ce´lulas uniformemente distribuidas en todo el volumen de cultivo.
Mantener constante y homoge´nea la temperatura.
Minimizar los gradientes de concentracio´n de nutrientes.
Prevenir la sedimentacio´n y la floculacio´n.
Permitir la difusio´n de gases nutrientes a la velocidad requerida por el cultivo.
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Mantener el cultivo puro.
Mantener un ambiente ase´ptico.
Maximizar el rendimiento y la produccio´n.
Minimizar el gasto y los costos de produccio´n.
Reducir al ma´ximo el tiempo.
El crecimiento de los microorganismos (bacterias, levaduras, etc) se produce por el
consumo de alimentos o sustratos adecuados (carbono, nitro´geno, oxigeno, etc), donde el
conjunto de masa donde viven los microorganismos se denomina biomasa. Asociado con
el crecimiento celular, algunos reactivos se transforman en productos a trave´s de la accio´n
catal´ıtica de las enzimas intracelulares o extracelulares.
Una vez se ha disen˜ado el biorreactor, uno de los principales retos del bioingeniero
es la aplicacio´n de estrategias eficaces de seguimiento en l´ınea y el control del proceso.
Debido a esto nace la necesidad de poder hacer una estimacio´n en linea de las variables del
proceso. En el esquema de la figura 2.2 se ve claramente como se intentan controlar todas
las variables mediante sensorizacio´n y el control de todo el medio del biorreactor.
2.2. Modelado de bioprocesos
2.2.1. Dina´mica ba´sica del modelo de un biorreactor
En reactores agitados, se supone que el contenido del tanque esta´ completamente mez-
clado, con lo cual la composicio´n del medio se puede suponer que es homoge´neo en todo el
reactor.
Figura 2.3: Esquema de un biorreactor.
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El comportamiento dina´mico del crecimiento en un u´nico sustrato (Figura 2.3) tiene
como expresio´n matema´tica las ecuaciones (2.1, 2.2 y 2.3), que se obtienen a partir de los
balances de masa dentro del biorreactor. Todos estos modelos estan detallados en los libros
de Bailey [2] y Moser [14].
Los tres balances de masa que caracterizan un biorreactor son: la acumulacio´n de bio-
masa, acumulacio´n de sustrato y la variacio´n del volumen. Para la obtencio´n de estas
ecuaciones se ha supuesto que el te´rmino crecimiento de la biomasa (µX) y el te´rmino
consumo de sustrato (k1µX) son proporcionales a la concentracio´n de biomasa (X).
d(VX)
dt
= µV X − FoutX (2.1)
d(VS)
dt
= −k1µV X + FinSin − FoutS (2.2)
dV
dt
= Fin − Fout (2.3)
donde X es la concentracio´n de biomasa, S es la concentracio´n de sustrato, Fin es el
flujo de entrada, Fout es el flujo de salida, µ es la tasa de crecimiento espec´ıfica, k1 es
el coeficiente de rendimiento del consumo de sustrato por unidad de biomasa y V es el
volumen del medio de cultivo.
Si se define la ecuacio´n de la dilucio´n (2.4) y se integra en las ecuaciones 2.1, 2.2 y 2.3,
se obtiene una formulacio´n ma´s u´til y estandarizada dentro del modelado de biorreactores,
la cual se va a utilizar en el cap´ıtulo 4 como modelo del biorreactor para las simulaciones.
D =
Fin
V
(2.4)
dX
dt
= (µ−D)X (2.5)
dS
dt
= −k1µX +D(Sin − S) (2.6)
dV
dt
= DV − Fout (2.7)
A continuacio´n se describe los tres modos de operacio´n ma´s comunes en la industria.
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a) Reactor batch
En este modo de operacio´n, en el reactor no hay flujo de entrada ni flujo de salida
(Figura 2.4).
Fin = Fout = 0 (2.8)
Figura 2.4: Reactor batch.
Inicialmente el tanque esta´ cargado con una gran cantidad de sustrato y una pequen˜a
cantidad de biomasa.
b) Reactor fed-batch
En este caso, el reactor mantiene un flujo de entrada pero sigue sin tener un flujo de
salida (Figura 2.5).
Fout = 0 (2.9)
Figura 2.5: Reactor fed-batch.
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El tanque contiene inicialmente una pequen˜a cantidad tanto de sustrato como de bio-
masa, y se llena progresivamente con el sustrato de entrada.
c) Reactor continuo
En el caso continuo, el reactor se alimenta continuamente con el flujo de entrada, el
flujo de salida es igual al flujo de entrada y el volumen se mantiene constante (Figura 2.6).
Fin = Fout = F (2.10)
dV
dt
= 0 (2.11)
Figura 2.6: Reactor cont´ınuo.
La ecuacio´n de la dilucio´n (2.4) se reformula como:
D =
F
V
(2.12)
Inicialmente el reactor esta´ cargado con una pequen˜a cantidad de biomasa y sustrato,
de forma que el cultivo crece progresivamente.
Cap´ıtulo 2. Estimacio´n en bioprocesos 23
2.2.2. Modelo en espacio de estados
La dina´mica de los procesos biotecnolo´gicos puede ser representada por el modelo de
espacios de estado no lineal, escrito en forma matricial.
dξ
dt
= Kϕ(ξ, t)−Dξ −Q(ξ) + F (2.13)
donde el primer te´rmino Kϕ(ξ, t) describe la cine´tica de las reacciones bioqu´ımicas y
microbiolo´gicas que esta´n implicadas en el proceso. Y los te´rminos restantes−Dξ−Q(ξ)+F
describen la dina´mica de transporte de los componentes a trave´s del biorreactor.
En esta expresio´n se introducen las notaciones ϕ(ξ, t) y Q(ξ) para relacionar ϕ y Q con
ξ ya que pueden ser variables con el tiempo y pueden depender del estado del proceso (ξ).
Adema´s ξ, ϕ, Q y F se definen como vectores columna y K como una matriz de N x M.
El modelo de espacio de estado (2.13) se usara´ como modelo del biorreactor para la
obtencio´n de los algoritmos de estimacio´n propuestos en la siguiente seccio´n.
2.2.3. Modelos de la tasa de crecimiento espec´ıfica
Si se analizan las ecuaciones 2.5 y 2.6, se puede observar claramente el para´metro
µ, el cual es la tasa de crecimiento con relacio´n al taman˜o de la poblacio´n por unidad
de biomasa, es clave para la descripcio´n del crecimiento de la biomasa y el consumo de
sustrato. El para´metro µ var´ıa con el tiempo y se ve influenciado por varios factores como
ambientales, biolo´gicos y fisicoqu´ımicos. Los ma´s representativos son: la concentracio´n de
sustrato, la concentracio´n de biomasa, la concentracio´n del producto, pH, temperatura,
concentracio´n de ox´ıgeno disuelto, intensidad de luz y diversos inhibidores del crecimiento
microbiano. Por tanto tasa de crecimiento espec´ıfico se expresa comu´nmente como:
µ(t) = µ(S)µ(P )µ(pH)µ(T )µ(C)µ(L)... (2.14)
donde X es la biomasa, S es el sustrato, P es el producto, C es la concentracio´n de
oxigeno disuelto, T es la temperatura y L es la intensidad de luz. Pudiendo ampliar esta
ecuacio´n ya que los para´metros que afectan a µ son muy diversos.
Principalmente, los modelos cine´ticos para la tasa de crecimiento espec´ıfica (2.14) ma´s
usados son los de la influencia del sustrato (S) y la biomasa (X).
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Influencia de la concentracio´n del Sustrato (S)
El modelo ma´s extendido de tasa de crecimiento espec´ıfico es sin duda la “ley de
Michaelis-Menten”, tambie´n a menudo se llama la “ley de Monod”[12], que expresa la
dependencia que tiene µ de la concentracio´n de sustrato S (Figura 2.7).
µ(S) =
µ∗S
KM + S
(2.15)
donde µ∗ es la tasa de crecimiento ma´xima y KM es la constante de “Michaelis-Menten”.
S0
n
Figura 2.7: Ley de Monod.
Posteriormente Monod adopta la expresio´n (2.16) por que tiene un mejor ajuste a los
datos experimentales.
µ(S) = µ∗
[
1− exp
(
− S
KM
)]
(2.16)
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Sin embargo, Andrews [1] sugiere que la inhibicio´n de sustrato se puede tratar mediante
la “ley de Haldane”, que se derivo´ inicialmente por Haldane para describir la inhibicio´n en
las reacciones enzima-sustrato (Figura 2.8).
µ(S) =
µ0 S
KM + S + S2/KI
(2.17)
donde KI es el “para´metro de inhibicio´n”.
µ0 = µ
∗
(
1 +
√
KM
KI
)
(2.18)
Si se elimina el para´metro de inhibicio´n, la “ley de Haldane”se convierte en la “ley de
Monod”.
Figura 2.8: Ley de Haldane.
En el cap´ıtulo 4 se va a utilizar esta ley, para calcular el valor de la tasa de crecimiento
espec´ıfica (µ) en las simulaciones.
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Influencia de la concentracio´n de la Biomasa (X)
El crecimiento de la biomasa a menudo se observa que se ralentiza con alta concentracio´n
de biomasa (y esto se ha observado experimentalmente en casos particulares). Propuesto
por Verhulst [19].
µ(X) = µ∗(1− aX) (2.19)
donde µ∗ es la tasa de crecimiento ma´xima y a la constante de la inhibicio´n.
Otro modelo propuesto por Contois [5] en funcio´n tanto de S y X.
µ(S,X) =
µ∗S
KCX + S
(2.20)
2.3. Observador de estados en biorreactores
Un observador de estados es un algoritmo disen˜ado para reconstruir las variables de
estado no medidas a partir de las que se pueden medir. Se supone que se tiene un conoci-
miento pleno del modelo del biorreactor y que se conocen en l´ınea la tasa de dilucio´n (D)
y flujos de entrada y salida (Fin, Fout).
De forma general los de observadores de estado para sistemas no lineales (2.13) se
describen como:
dξˆ
dt
= Kϕ(ξˆ)−Dξˆ −Q+ F + Ω(ξˆ)
[
ξ1 − ξˆ1
]
(2.21)
donde ξˆ es la estimacio´n de ξ, Ω(ξˆ) es una matriz de ganancia que depende de ξˆ. Y el
vector de las mediciones se denota como ξ1 = Lξ, que a la vez ξˆ1 = Lξˆ.
La ecuacio´n observador (2.21) se puede interpretar como una copia del modelo (2.13),
con un te´rmino de conduccio´n adicional que es proporcional al error de observacio´n de la
parte medida del estado (ξ1 − ξ), y que desaparece en el caso de la estimacio´n perfecta.
En la pra´ctica, la observacio´n de los estados que faltan se obtiene simplemente mediante
la integracio´n de la ecuacio´n (2.21).
El problema de disen˜o de un observador de estado, se reduce a una eleccio´n razonable
de la matriz de ganancia Ω(ξˆ).
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Para simplificar el problema se introduce el error de observacio´n.
e = ξ − ξˆ (2.22)
La dina´mica del error de observacio´n se puede definir fa´cilmente con la siguiente ecua-
cio´n diferencial, obtenida de restar la ecuacio´n general del observador (2.21) a la ecuacio´n
de espacio de estados del biorreactor (2.13).
de
dt
= K
[
ϕ(ξˆ + e)− ϕ(ξˆ)
]
−De− Ω(ξˆ)Le (2.23)
Un error cero (e = 0) es un punto de equilibrio del modelo de error (2.23). Por lo tanto,
tiene sentido considerar la aproximacio´n linealizada alrededor de e = 0.
de
dt
=
[
A(ξˆ)− Ω(ξˆ)L
]
e (2.24)
con:
A(ξˆ) , K
[
∂ϕ(ξ)
∂ξ
]
ξ=ξˆ
−DIN (2.25)
Por lo tanto, el problema de disen˜o se puede establecer como el problema de elegir Ω(ξˆ)
de tal manera que el modelo variable en el tiempo (2.24) se comporte de forma deseable.
2.3.1. Observador de alta ganancia
Por parte de Bastin y Dochain, como ya hemos visto anteriormente, han desarrollado
observadores para la estimacio´n de las tasas de crecimiento espec´ıfico.
En [3] se disen˜a un observador Luenberger para la medida de biomasa (X) con un
estado integral que se adapta la estimacio´n del para´metro desconocido µ. Es decir, se
utiliza el error en la estimacio´n de una variable medida a su vez para estimar el para´metro
desconocido. El observador se comporta como un filtro de segundo orden de paso bajo de
la tasa de crecimiento desconocida (µ). En cualquier caso, el seguimiento perfecto de la
variable desconocida en el tiempo µ(t) no se puede conseguir y so´lo se pueden eliminar los
errores de estado estacionario en µˆ.
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El modelo del biorreactor usado para el disen˜o del observador es el siguiente, son las
ecuaciones (2.5 y 2.6).
dX(t)
dt
= [µ(t)−D(t)]X(t)
dS(t)
dt
= −k1µ(t)X(t) +D(t) [Sin(t)− S(t)]
(2.26)
Por otra parte se an˜ade Q(t), que define el crecimiento asociado de tasa de produccio´n
por unidad de volumen [2].
Q(t) = k2µ(t)X(t) (2.27)
Se define como medida a la suma del dato real de la biomasa X(t), el cual se puede
medir, y un ruido de medida ε(t), que se supone acotado. Las propiedades de estabilidad
y convergencia esta´n descritas en [7].
Xm(t) = X(t) + ε(t) (2.28)
El observador desarrollado en el articulo queda con la forma:
e = Xm(t)− Xˆ(t) (2.29)

dXˆ(t)
dt
= [µˆ(t)−D(t) + c1 e]Xm(t)
dµˆ(t)
dt
= c2 eXm(t)
(2.30)
donde c1 y c2 son los para´metros de disen˜o.
c1 > 0, c2 > 0 (2.31)
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Posteriormente se definen estas dos variables de disen˜o, con el fin de asemejar este
observador al observador de segundo orden basado en modos deslizantes. Esta comparacio´n
se puede encontrar en [6].
c1 = 2ξω, c2 = ω
2 (2.32)
Con lo cual el observador queda descrito como:
dXˆ(t)
dt
= [µˆ(t)−D(x, t) + 2ξω e]Xm(t)
dµˆ(t)
dt
= ω2 eXm(t)
(2.33)
2.4. Observador de segundo orden de modo deslizante
En el Grupo de Control de Sistemas Complejos del Instituto AI2 de la Universidad
Polite´cnica de Valencia [20], se ha desarrollado el algoritmo basado en modos deslizantes
que se pretende calibrar.
Las ventajas de este observador son, a diferencia de otras propuestas que solo garantizan
errores acotados, que proporciona una estimacio´n suave que converge en un tiempo finito
para el para´metro variable en el tiempo, y debido a que se ha disen˜ado sin tener el modelo de
la dina´mica de la tasa de crecimiento espec´ıfico, an˜ade robustez tanto ante incertidumbre
de los modelos, como en la inyeccio´n de ruido en la sen˜al de biomasa medida (X). La
estabilidad se garantiza gracias a un ana´lisis de Lyapunov.
Como se vera´ durante la seccio´n, es necesario elegir el valor de tres variables que tiene
el observador para definir el desempen˜o del mismo. Debido a esto se justifica la necesidad
del me´todo de calibrado que se realiza en este trabajo.
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2.4.1. Formulacio´n del problema
En [6] se describe el problema ba´sico, el cual se formula de una forma muy af´ın al
sistema 2.30. 
x˙ = (µ−D(x, t))x
µ˙ = ρ(x, µ, t)x
(2.34)
donde las variables de estado son la biomasa (x) y la tasa de crecimiento espec´ıfico (µ).
La tasa de dilucio´n (D(x, t)) es una funcio´n del tiempo y de (x). La funcio´n de la tasa de
crecimiento espec´ıfico (µ), es no lineal y desconocida [8] [4].
2.4.2. Observador de segundo orden
Para el disen˜o del observador se parte de unas suposiciones:
La biomasa se puede medir.
La incertidumbre de la funcio´n ρ(·) del sistema (2.34) esta acotada por |ρ(·)| < ρ¯.
La dilucio´n es conocida y acotada.
D y ρ son son funciones Lebesgue-medibles.
La biomasa es estrictamente positiva y acotada.
Si se redefine el sistema (2.34) para que cumpla con estos supuestos:
x˙ = (µ−D(x, t))x
µ˙ ∈ Uρ¯x
(2.35)
donde U = [−1,+1] y representa las soluciones para cualquier tasa de crecimiento
espec´ıfico desconocida, que adema´s queda acotada.
Con lo cual el observador se define como:
˙ˆx =
(
µˆ−D(x, t) + 2β(ρ¯|(x− xˆ)|)1/2sign(x− xˆ))x
˙ˆµ = (α ρ¯ sign(x− xˆ))x
(2.36)
Cap´ıtulo 2. Estimacio´n en bioprocesos 31
2.4.3. Dina´mica del error
Si se tienen un cuenta el sistema del proceso (2.34) y el sistema del observador (2.36),
se puede obtener la dina´mica del error del observador.
˙˜x =
(
µ˜− β(ρ¯|x˜|)1/2sign(x˜))x(t)
˙˜µ = (U − α sign(x˜)) ρ¯ x(t)
(2.37)
donde x˜ , (x− xˆ) y µ˜ , (µ− µˆ).
A este sistema (2.37) se le puede aplicar el siguiente homeomorfismo global [13].
ξ =
[
(|ρ¯x˜|)1/2 sign(x˜)
µ˜
]
(2.38)
Desde donde se puede hacer un ana´lisis mediante una funcio´n de Lyapunov (V (ξ)),
demostrando la estabilidad del sistema sin perder generalidad puesto que el observador se
ha inicializado con x˜(0) = x(0).

Cap´ıtulo 3
Calibracio´n de observadores de modo
deslizante
3.1. Introduccio´n
En el cap´ıtulo anterior se ha visto el modelado de biorreactores, el disen˜o de observa-
dores de estado y en concreto en la seccio´n 2.4 se ha visto el observador de segundo orden
de modo deslizante.
Se puede distinguir claramente como este observador tiene tres variables de disen˜o que
se deben calibrar a fin de que el algoritmo tenga un desempen˜o deseado. A continuacio´n
se detallan las ecuaciones del sistema observador (2.36).
˙ˆx =
(
µˆ−D(x, t) + 2β(ρ¯|(x− xˆ)|)1/2sign(x− xˆ))x
˙ˆµ = (α ρ¯ sign(x− xˆ))x
(3.1)
Donde las variables de disen˜o son α, β y ρ¯.
A continuacio´n, se realiza una prueba del funcionamiento del observador sobre unos
datos tomados de un experimento, donde se fijan dos de los tres para´metros y se varia
uno. Se va a poder observar como el valor de estos para´metros afecta directamente en el
desempen˜o del observador.
En este primer experimento, se va a visualizar el valor medido de la biomasa (x) y la
estimacio´n de la biomosa (xˆ). Ya que al no existir una medida real de la tasa de crecimiento
espec´ıfica (µ), va a resultar mas fa´cil ver estas variaciones sobre un dato real.
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En el primer caso, se modifica el valor de α = [1 2 3 4] y se fijan las variables β = 8 y
ρ¯ = 0,1. En este caso xm sera´ el valor medido de la biomasa.
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Figura 3.1: Estimacio´n del observador variando α.
Analizando los resultados de esta primera prueba donde se va variando el valor de α y
se han dejado fijos β y ρ¯, parece que no tiene demasiado efecto por si sola en comparacio´n
como se vera´ a continuacio´n con β y ρ¯. No obstante a simple vista se puede ver que varia
la pendiente con la que var´ıa la sen˜al, viendo que cuanto mayor es el valor de α, mejor es
el seguimiento de la estimacio´n.
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Se puede repetir el mismo procedimiento para la variable β = [1 3 6 10], fijando los
valores de α = 1,2 y ρ¯ = 0,1.
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Figura 3.2: Estimacio´n del observador variando β.
Viendo los resultados de esta prueba, se puede concluir que el para´metro β afecta
directamente al tiempo de establecimiento del observador. No obstante esta velocidad de
establecimiento podr´ıa afectar al seguimiento del ruido si el observador es demasiado ra´pido
y es algo no deseable. Durante el cap´ıtulo se vera´ como este valor se asemeja a una ganancia
de filtrado, el cual influye directamente sobre la velocidad de convergencia del observador.
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Y para el u´ltimo caso, se repite el mismo procedimiento para la variable ρ¯ = [0,1 0,2 0,3],
fijando los valores de α = 2 y β = 3.
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Figura 3.3: Estimacio´n del observador variando ρ.
Viendo los resultados de cambiar el valor de ρ¯, se puede concluir que este para´metro
tiene una relacio´n directa con la velocidad de la segunda derivada de la variable observada
(x). Donde si el gradiente de esta pendiente es demasiado alto, puede dar como resultado
sobreoscilaciones no deseadas.
Visto esto, se demuestra la necesidad de conseguir un valor o´ptimo para las variables
α, β y ρ¯, de forma que se consiga un desempen˜o del observador adecuado para realizar una
buena estimacio´n de la tasa de crecimiento (µ).
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3.2. Ana´lisis de la dina´mica del error del observador
Se pretende transformar el sistema del observador, de forma que se consiga un siste-
ma lineal de tiempo finito al cual poder hacer un ana´lisis de la dina´mica del error del
observador.
Partiendo de la dina´mica del error del observador (2.37):
˙˜x =
(
µ˜− β(ρ¯|x˜|)1/2sign(x˜))x(t)
˙˜µ = (U − α sign(x˜)) ρ¯ x(t)
(3.2)
Se construye un sistema af´ın al anterior, al que poder hacerle las transformaciones
necesarias para transformar el observador en un sistema lineal finito sencillo.
x˙1 = x2 − k1|x1| 12 sign(x1) + ρ1(x, t)
x˙2 = −k3sign(x1) + ρ2(x, t)
(3.3)
Se realiza un cambio de coordenadas y de escala de tiempo, adema´s de considerar
ρ1 = 0.
(z1, z2)→ (|x1| 12 sign(x1), x2) (3.4)
t =
∫
|z1|dτ (3.5)
Gracias a este cambio de variable en z, y al reescalado del tiempo se consigue realizar
la transformacio´n del observador al siguiente sistema auto´nomo.
z´ =
 −k12 12
−(k3 − ρ¯2(τ)) 0
 z (3.6)
El cual es un sistema sencillo y fa´cil de trabajar con el para poder analizar la dina´mica
del error del observador.
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El reescalado del tiempo (ecuacio´n 3.5) consigue que el sistema real de tiempo infinito
pase a un sistema de tiempo finito. Como se ve en la figura 3.4, en el eje x se encuentra
el tiempo t y en el eje y se encuentra el tiempo escalado τ , donde el tiempo τ de forma
exponencial llega a converger a un valor, el cual no se puede saber por que depende de la
dina´mica de z1. Con lo cual pasa a ser de tiempo finito.
Escalado del tiempo
tiemp o (t )
ti
e
m
p
o
(τ
)
Figura 3.4: Escalado del tiempo.
3.3. Regio´n de estabilidad del observador
En [17] y [20] se demuestra el disen˜o del algoritmo y los l´ımites de estabilidad don-
de el algoritmo puede trabajar. Con el fin de poder dar unos valores adecuados para el
desempen˜o del observador, y no este´n fuera de su regio´n de estabilidad. Se estudia un caso
de estabilidad [11] para el observador, con la finalidad de introducirlo en el me´todo de
calibrado.
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Se define un sistema de tal forma que sea af´ın al sistema de la dina´mica del error que
se plantea en el cap´ıtulo anterior (2.37).
x˙1 = x2 + u1(x1) + ρ1(x, t)
x˙2 = u2(x1) + ρ2(x, t)
(3.7)
Por otra parte, se vuelve a realizar el cambio de coordenadas (3.4) y el reescalado de
tiempo (3.5), descritos en la seccio´n anterior.
(z1, z2)→ (|x1| 12 sign(x1), x2) (3.8)
t =
∫
|z1| dτ (3.9)
Por tanto, una vez se realizan estos dos cambios y se asume que ρ1(z, t) es una pertur-
bacio´n tal que,
ρ1(z, t) = ρ1(τ)|z1|r(z1) (3.10)
el sistema queda descrito como:
z´1 =
1
2
z2 +
1
2
u1(z1) +
1
2
ρ1(τ)|z1|r(z1)
z´2 = |z1|u2(z1) + |z1| ρ2(z, τ)
(3.11)
Usando el me´todo de redisen˜o de Lyapunov sobre el sistema (3.11).
u1(z1, τ) = − [η2 + k1(z1)] z1 − η1g(|z1|)z1
u2(z1, τ) = −12 [η3 + η2k1(z1)] z1|z1|
(3.12)
Se toma toma el caso particular ρ1(z, τ) = 0 y reescribiendo el sistema en funcio´n de
x, se obtiene una regio´n de estabilidad para las ganancias ν1 y ν2 con:
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
u1(x1, t) = −ν1|x1| 12 sign(x1)
u2(x1, t) = −ν2 sign(x1)
(3.13)

ν1 = η2 + k1
ν2 = 1 + η2k1
(3.14)
Si se reescribe la regio´n de estabilidad en el espacio (ν1, ν2) expresado en te´rminos de
la perturbacio´n ρ¯2 queda como: 
k1η2 > ρ¯
2
2
ν2 > 1 + ρ¯
2
2
(3.15)
Con lo que ya se tiene definida la regio´n de estabilidad de nuestro observador.
3.4. Calibrado
Una vez se tiene la regio´n de estabilidad (3.15), el sistema auto´nomo (3.6) y el sistema
del observador (2.36). Se pretende combinar estos tres sistemas a fin de poder definir las
variables α, β y ρ¯ en la regio´n de estabilidad y transformarlas en variables en el tiempo t.
Sustituyendo (3.7) en (3.13) acaba siendo un sistema similar al observador (2.36).
x˙1 = x2 +−ν1|x1| 12 sign(x1) + ρ1(x, t)
x˙2 = −ν2 sign(x1) + ρ2(x, t)
(3.16)
Donde si se observa este sistema, se puede encontrar una relacio´n directa con las varia-
bles ν1 y ν2 en las ecuaciones del observador (2.36).
ν2 = αρ¯2
ν1 = 2β
√
ρ¯2
(3.17)
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Y se puede redefinir la regio´n de estabilidad como:
αρ¯2 > 1 + ρ¯
2
2
β
√
ρ¯2 > ρ¯2
(3.18)
De forma que llegado a este punto, se pueden definir las variables α y β a partir
de la variable ρ¯2. Construyendo un sistema de dos ecuaciones y dos inco´gnitas donde se
introduzca el valor de ρ¯2 el cual se supone conocido y se calculen los valores de α y β en
el l´ımite de estabilidad. 
αρ¯2 − 1 = ρ¯22
β
√
ρ¯2 = ρ¯2
(3.19)
Por otra parte a fin establecer una relacio´n con el sistema auto´nomo (3.6) descrito
anteriormente, se calculan las variables k1 y k3 de este sistema.
k1 = 2β
√
ρ¯2
k3 = αρ¯2
(3.20)
Quedando el sistema auto´nomo (3.6) como:
z´ =
 −2β√ρ¯22 12
−(αρ¯2 − ρ˜2(τ)) 0
 z (3.21)
En la transformacio´n a este sistema auto´nomo no se pierde generalidad, con lo que
comportamiento de estas dos variables (z) tiene que tener un comportamiento similar en
el sistema real. Por tanto, si las variables z1 y z2 en el sistema auto´nomo tienen un tiempo
de establecimiento muy bajo, en el sistema real se comportara´n de forma similar. Cosa que
se ha comprobado que sucede as´ı.
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Finalmente, despue´s de estudiar el comportamiento del sistema auto´nomo con respecto
al sistema real, se ve que el valor de α se debera´ dejar en el l´ımite, a fin de que el observador
tenga la mı´nima velocidad en la dina´mica de µ y no siga a las perturbaciones, de forma
que sea la variable β la que fuerce a converger el sistema. Se usara´ el valor de β como
una ganancia del filtro observador, donde que si se utiliza un valor suficientemente alto se
asegura un correcto desempen˜o del observador.
En la Figura 3.5 se puede ver el efecto de una β baja, lo que hace que las dos dina´micas
del error tengan una velocidad parecida y converjan en tiempos similares.
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Figura 3.5: Sistema auto´nomo beta baja.
Este es un comportamiento no deseado, ya que al tener las dos dina´micas un tiempo de
establecimiento muy alto hara´ que el algoritmo no filtre el ruido de medida en la biomasa.
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En la figura 3.6 se puede ver un calibrado donde z1 es mucho ma´s ra´pido que z2. Es
decir, un valor de β alto.
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Figura 3.6: Sistema auto´nomo beta alta.
Esto hace que la dina´mica de z1 sea mucho ma´s ra´pida que z2 y hace que el algoritmo
no persiga el ruido en la sen˜al de medida de la biomasa (x).
En contrapartida al filtrado de ruido, al ser la variable z2 ma´s lenta que z1 hace que la
convergencia del observador sea a la vez mucho ma´s lenta.
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De forma experimental, en la simulacio´n del sistema auto´nomo, se da un valor fuera de
la regio´n de estabilidad definida.
0 5 10 15 20 25 30 35 40 45 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Sistema autónomo del observador
tiemp o (τ )
e
rr
o
r
 
 
z1
z2
Figura 3.7: Sistema auto´nomo inestable.
Resulta que el valor del error en z2 es creciente (Figura 3.7), cosa que quiere decir que
no llegara´ a converger nunca el algoritmo y por lo tanto el observador no podra´ estimar el
valor de µ. Esto da un indicio claro sin la necesidad de probar el algoritmo de que no va a
converger.
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Se puede comprobar sobre un experimento, que si el sistema auto´nomo alguna de las
dina´micas del error tiene pendiente positiva, el observador no consigue obtener una esti-
macio´n de la tasa de crecimiento espec´ıfica (µ) (Figura 3.8).
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Figura 3.8: Observador calibrado inestable.
Por tanto el me´todo de calibrado para este observador sera´ el siguiente.
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3.5. Me´todo de calibrado
1. Elegir un valor de ρ¯. Valores t´ıpicos son en torno a 0,6 - 0,8.
2. Montar el sistema de ecuaciones 3.19, y obtener un valor en el l´ımite de estabilidad
de α y β.

αρ¯2 − 1 = ρ¯22
β
√
ρ¯2 = ρ¯2
3. Dejar el valor de α en el l´ımite. Por seguridad, se puede sumar un incremento muy
pequen˜o.
α = α + 0,0001
4. Sumar a β un incremento a fin de darle ganancia al filtro del observador. De este
modo el incremento de β definira´ el nivel de filtrado de ruido y, a la vez, la velocidad
de convergencia del observador.
β = β + ∆β.
5. A fin de asegurar la estabilidad de los para´metros, comprobar que estos valores en el
sistema auto´nomo dan como resultado pendientes negativas.
Cap´ıtulo 4
Simulaciones
4.1. Introduccio´n
En el cap´ıtulo 2, en concreto en la seccio´n 2.2, se pueden encontrar las ecuaciones que
modelan el biorreactor (2.5 y 2.6). Por otra parte, para calcular la tasa de crecimiento
espec´ıfica se va a utilizar la “ley de Haldane”(2.17), que se encuentra en la seccio´n 2.2.3.
Con lo cual, con estas tres ecuaciones, queda definido el modelo de biorreactor que se va a
emplear. 
dX
dt
= (µ−D)X
dS
dt
= −k1µX +D(Sin − S)
µ(S) =
µ0 S
KM + S + S2/KI
(4.1)
Por otra parte se ha calculado la ∆µ con la siguiente expresio´n (4.2), la cual se puede
calcular a posteriori debido a que se realiza sobre una sen˜al con ruido y resulta un valor
aproximado. No obstante, se utilizara´ para obtener una aproximacio´n del ca´lculo de µ,
para tener una idea de por donde deber´ıa estar trabajando el observador.
∆µ =
x(t+ 1)− x(t)
∆t x(t+ 1)
+D(t+ 1) (4.2)
Por u´ltimo, la calibracio´n en todas las simulaciones se ha realizado exactamente igual.
Donde se ha introducido un valor de ρ¯ = 0,8, ∆α = 0,0001 y ∆β = 30.
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4.2. Resultado de las simulaciones
Simulacio´n modelo 1
Para la primera simulacio´n se han utilizado unos para´metros inventados, pero que
esta´n en torno a valores normales de modelos usados, µm = 0,5, ks = 0,5, ki = 2, ys = 2 y
Sin = 15, sin ruido y con un flujo de entrada contante. De la calibracio´n, los valores de las
constantes del observador son: α = 2,501, β = 30,8944, ρ¯2 = 0,8.
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Figura 4.1: Simulacio´n 1.
Se puede ver que como el ca´lculo de ∆µ coincide perfectamente con la µ del modelo. Y
la estimacio´n del observador µˆ sigue perfectamente al valor de µ calculada por el modelo.
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Al mismo modelo, se le introduce un ruido en la medida de biomasa (x) y se cambia
el flujo de entrada por un flujo de crecimiento exponencial calculado para que la tasa de
crecimiento (µ) sea constante, en este caso µ = 0,2.
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Figura 4.2: Simulacio´n 2.
El ruido introducido en la medida de la biomasa (x) hace que el calculo de la ∆µ ya no
sea tan exacto, no obstante se mantiene en torno al valor de µ del modelo. Esto justifica
poder realizar el mismo ca´lculo en los datos experimentales para tener una aproximacio´n
del valor de µ. Se puede ver como el observador tiene una respuesta ide´ntica al ca´lculo de
∆µ, pero con una menor sobreoscilacio´n.
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Simulacio´n modelo 2
Para esta simulacio´n se han utilizado las constantes del art´ıculo [6], µm = 0,22, ks =
0,14, ki = 0,4, ys = 1, 43 y Sin = 20, con un flujo de entrada contante.
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Figura 4.3: Simulacio´n 3.
En esta simulacio´n el ruido de medida tiene un efecto mayor sobre estimacio´n de la
tasa de crecimiento, pero au´n as´ı el mo´dulo del ruido del observador (µˆ) es menor que el
valor calculado ∆µ.
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Simulacio´n modelo 3
Para esta simulacio´n se van a emplear la constantes del modelo que utilizan Bastin y
Dochain [3], µm = 0,4, ks = 0,4, ki = 25, ys = 2 y Sin = 4. Con un flujo de entrada
constante.
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Figura 4.4: Simulacio´n 5.
Una vez ma´s, el ruido de la sen˜al de medida tiene un gran efecto en el ca´lculo de la ∆µ,
pero el observador consigue filtrar parte de este ruido. Cabe destacar que si se aumenta
el valor de la ganancia del filtro del observador, estas oscilaciones ser´ıan menores. Esto se
comprobara´ en el siguiente cap´ıtulo.
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Simulacio´n modelo 4
Por u´ltimo, en esta simulacio´n se van a utilizar las constantes del modelo usado en [21],
µm = 0,47, ks = 0,5, ki = 2, ys = 2,1 y Sin = 15. Con un flujo de entrada exponencial.
Adema´s se va a simular una perturbacio´n a la medida de la biomasa (x), como un error de
entrada escalo´n durante un tiempo determinado.
0 5 10 15 20
4
5
6
7
8
9
Observador
x
m
,
xˆ
(g
/
l)
 
 
xm
xˆ
0 5 10 15 20
0
0.05
0.1
0.15
0.2
0.25
0.3
t(h )
µ
,
µˆ
(l
/
h
)
 
 
µ
µ d
µˆSM
Figura 4.5: Simulacio´n 7.
En la Figura 4.5, se ve como en el momento donde hay una variacio´n mas grande en
los valores de la biomasa (xm), justo donde se produce es escalo´n de subida y el escalo´n de
bajada, es donde se registran dos picos en la tasa de crecimiento (µˆ).
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No obstante, si se estudia el error de la estimacio´n de la biomasa (x˜), se pueden llegar
a detectar estos fallos en las medidas, ya que en estos puntos se encuentran unos picos
(Figura 4.6).
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Figura 4.6: Simulacio´n 8.
En la u´ltima gra´fica de la Figura 4.6, se ven esos dos picos, donde el valor de la biomasa
estimada difiere de la medida. De esta forma se puede determinar que hay un fallo de medida
del sensor utilizando error de la estimacio´n de la biomasa (x˜).

Cap´ıtulo 5
Resultados experimentales
5.1. Introduccio´n
Con la ayuda de una recoleccio´n de datos facilitada por Biopolis, SL se puede probar
este observador y su calibracio´n sobre datos reales. A la vez, se ha implementado el obser-
vador de Bastin y Dochain (2.33), de la secco´n 2.3.1, para comparar el funcionamiento del
observador de modo deslizante calibrado con el de este observador.
Por otra parte, se repite el ca´lculo de ∆µ de los valores de biomasa (x) de los experi-
mentos recopilados por Biopolis SL, que como se ha visto anteriormente sirve para tener
una idea aproximada del valor de la tasa de crecimiento (µ). Este valor en las gra´ficas
tendra´ el color azul.
∆µ =
x(t+ 1)− x(t)
∆t x(t+ 1)
(5.1)
En este caso como son experimentos tipo bach (2.8) no hace falta sumar el te´rmino de
la dilucio´n en el ca´lculo (5.1), debido a que el flujo de entrada y salida es cero y por tanto
la dilucio´n tambie´n es 0.
En la siguiente seccio´n, se van mostrar las mejoras en el desempen˜o del observador al
realizar el calibrado.
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5.2. Mejoras del calibrado
Se implementan en paralelo dos observadores iguales, uno con la calibracio´n de los
autores [6]: α = 1,1, β = 1,8 y ρ¯ = 0,1 (color verde) y el otro con la calibracio´n obtenida
por el me´todo descrito en este trabajo: α = 2,501, β = 100,8944 y ρ¯ = 0,8 (color rojo).
Se ven claramente las diferencias entre los dos calibrados del mismo algoritmo.
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Figura 5.1: Comparacio´n de Calibrado β alta.
En la figura (5.1), el filtrado del ruido que realiza el observador calibrado es mucho
mayor que el observador que no esta´ calibrado. Se ha introducido una ganancia del filtro
alta (∆β = 100) y se ve como el observador filtra mucho ruido, pero tiene un tiempo de
establecimiento ma´s alto.
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Por contra, si se introduce un valor de ganancia de filtrado ma´s bajo (∆β = 20),
pasara´ el efecto contrario se tiene un tiempo de establecimiento ma´s bajo, pero se filtra
menos ruido.
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Figura 5.2: Comparacio´n de Calibrado.
Si se aumentara el mucho el valor de la ganancia del filtro (∆β), el observador filtrar´ıa
todo y dejar´ıa de estimar el valor de la tasa de crecimiento. Y si la ganancia del filtro se
dejara a 0, tendr´ıa un comportamiento muy parecido al observador sin calibrar.
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Por ultimo se desea conseguir estos dos efectos descritos anteriormente, que el observa-
dor sea ma´s ra´pido al principio filtrando menos ruido y llegados a un punto se aumente el
valor de la ganancia del filtro (∆β) y el observador empiece a filtrar ma´s ruido.
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Figura 5.3: Comparacio´n de Calibrado.
Se ve que este cambio consigue una mejora sustancial del comportamiento del observa-
dor.
Como criterio adaptativo del valor de la ganancia del filtrado, se va a tomar con respecto
al valor de la biomasa x > 0,3. Se toma este umbral de biomasa por que valores ma´s
pequen˜os el valor del ruido de biomasa pueden ser ma´s grandes que la propia medida de
la biomasa, y llegados a este punto, como el observador ya ha convergido, ya se puede
empezar a filtrar el ruido de la medida.
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5.3. Resultados
Experimento 1
Los datos del primer experimento son de una fermentacio´n realizada en la fecha 16-10-
2006. Como se ha comentado anteriormente se ha implementado el observador de Bastin
y Dochain (color verde) y se compara con el observador de modo deslizante (color rojo).
Los datos calculados por el me´todo de calibrado son: α = 2,501, β = 100, 8944 y
ρ¯ = 0,8.
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Figura 5.4: Experimento dia 16-10-2006.
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Se puede ver como los dos observadores tienen un comportamiento muy bueno de la
estimacio´n de la tasa de crecimiento (µˆ), no obstante el observador basado en modos
deslizantes (SM) tiene un tiempo de establecimiento mucho menor que el de Bastin y
Dochain (BD), este retraso que tiene el observador de BD puede tener un efecto negativo
ante un control en un biorreactor.
En esta fermentacio´n, aproximadamente en la hora 23, se ve que hay un cambio en la
dina´mica del proceso. Si se aumenta esta seccio´n en concreto.
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Figura 5.5: Experimento dia 16-10-2006.
Se ve como hay un cambio dra´stico en el crecimiento de la biomasa, lo que genera
un ruido en la estimacio´n de la tasa de crecimiento, el cual lo consigue filtrar antes el
observador SM que el BD.
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Experimento 2
En este segundo experimento se tienen datos de una fermentacio´n realizada el d´ıa 19-
05-2006. El observador SM se calibra exactamente igual que antes α = 2,501, β = 100, 8944
y ρ¯ = 0,8. En la hora 14.3 aproximadamente hay un salto en la medida, lo cual se debe a
un fallo del sensor de biomasa.
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Figura 5.6: Experimento dia 19-05-2006.
Se ve a simple vista que el observador SM, tiene un tiempo de establecimiento mucho
menor que el de BD y en el momento del fallo de la medida, consigue rechazar antes
la perturbacio´n que vienen dada por este fallo de medida, obteniendo un sobreoscilacio´n
mucho menor.
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Si se amplia este salto se van a poder comprobar las diferencias que hay entre los dos
observadores.
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Figura 5.7: Experimento dia 19-05-2006.
Se ve como el observador BD tiene una gran sobreoscilacio´n y el observador SM es ma´s
ra´pido y no tiene esta sobreoscilacio´n alcanzando antes el valor de la estimacio´n correcta.
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Experimento 3
En este tercer experimento se tienen datos de una fermentacio´n realizada el d´ıa 18-10-
2006. Se vuelve a utilizar el mismo calibrado que en los casos anteriores α = 2,501, β =
100, 8944 y ρ¯ = 0,8. Se observa que las medidas en este experimento son bastante ruidosas,
no obstante los observadores consiguen una buena estimacio´n de la tasa de crecimiento.
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Figura 5.8: Experimento dia 18-10-2006.
Observando la figura 5.8, lo principal que se puede comentar es que al principio de la
estimacio´n, se ve un desfase entre la estimacio´n del observador BD con respecto al SM, lo
cual viene dado por que el SM es ma´s ra´pido que el BD.
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Experimento 4
En este experimento, se tienen datos de una fermentacio´n realizada el d´ıa 26-10-2006.
Una vez mas con el mismo calibrado. La medida de la sen˜al de biomasa es tremendamente
ruidosa.
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Figura 5.9: Experimento dia 26-10-2006.
Au´n con todo el ruido de la medida, los dos observadores consiguen realizar una esti-
macio´n de la tasa de crecimiento. Donde una vez ma´s el observador SM llega a predecir el
valor de la tasa de crecimiento antes que el BD.
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Experimento 5
Por u´ltimo, se tienen datos de una fermentacio´n realizada el d´ıa 16-03-2006. Es este
caso se tiene una medida muy buena de la biomasa y eso afecta directamente a la calidad
de la observacio´n.
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Figura 5.10: Experimento dia 16-03-2006.
En la figura 5.10, se ve como en todos los cambios de pendiente que tiene la estimacio´n
el observador BD tiene una sobreoscilaciones que el SM consigue rechazar. Por otra parte,
una vez ma´s, al principio el observador SM consigue converger a la estimacio´n correcta
antes que el BD.

Cap´ıtulo 6
Conclusiones y trabajos futuros
6.1. Conclusiones
En esta tesina se han demostrado las mejoras de realizar un calibrado al observador de
modo deslizante de segundo orden, ya que gracias a este calibrado se consigue un mejor
desempen˜o del observador. El cual una vez calibrado, comparado con otros observado-
res, tiene una gran ventaja en la velocidad de convergencia del observador, rechazo antes
perturbaciones y en el filtrado de ruido. Cabe destacar que no se ha utilizado ninguna
informacio´n del bioproceso a fin de calibrar este observador.
Por otra parte, ajustar el observador con este me´todo es muy sencillo, ya que una vez
se ha calibrado con el me´todo solo queda una variable, “ganancia del filtro”, la cual es
muy fa´cil de ajustar. Se ha visto que valores entre 20 y 100 son buenos para esta variable,
donde 20 filtrar´ıa poco ruido y el observador ser´ıa ma´s ra´pido, y si damos un valor de 100
el observador filtra ma´s ruido pero por contra se vuelve ma´s lento. De forma gene´rica si se
introduce un valor lo bastante alto, en torno a 100 se ha visto que funciona bien en todos
los casos, no obstante si se quisiera mejorar, se podr´ıa regular este valor a fin de que el
observador tenga un mejor comportamiento: filtrado de ruido - tiempo de establecimiento.
Adema´s, gracias al sistema auto´nomo que se disen˜a, se ha visto una forma de poder
saber la estabilidad del observador y el comportamiento del observador antes de aplicar el
observador en un bioproceso.
Otra mejora que se ha introducido es poder introducir un criterio adaptativo para el
valor de la “ganancia del observador”, ya que de esta forma se consiguen los dos requeri-
mientos, una ra´pida convergencia del observador y una vez ha convergido el observador,
una buena respuesta ante el ruido y las perturbaciones.
Por u´ltimo, se puede realizar una deteccio´n fallos, gracias al error de estimacio´n de la
biomasa (x˜).
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6.2. Trabajos futuros
Como trabajos futuros se plantean los siguientes:
Realizar la estimacio´n en linea, comprobando que el comportamiento del observador
no desestabiliza el lazo de control del biorreactor.
Aplicar la deteccio´n de fallos en los sensores.
Realizar una optimizacio´n multiobjetivo (ruido - tiempo de establecimiento), para
obtener un valor o´ptimo de la ganancia del filtro del observador.
Buscar otro criterio adaptativo donde cambiar el estado de funcionamiento del ob-
servador, donde pasa de ir ma´s ra´pido filtrando menos ruido a filtrar ma´s ruido
aumentando el tiempo de establecimiento.
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Ape´ndice A
Co´digo del calibrado
clear all;
close all;
% Parametros del observador
rho2=0.8;
inc alpha = 0.0001;
inc beta = 30;
% % Sistema de Ecuaciones
syms alpha beta
result=solve((alpha*rho2)-1==rho2^2,beta*(sqrt(rho2))==rho2);
alpha = double(result.alpha)+inc alpha;
beta = double(result.beta)+inc beta;
k1=2*beta*sqrt(rho2);
k3=rho2*alpha;
% Sistema Autonomo
A=[-k1/2 1/2
-(k3-rho2) 0];
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76 Co´digo del calibrado
y=[];
t=0:0.01:50;
for i=1:length(t)
y(i,:)=expm(A.*t(i))*[0.9; 0.5];
end
Ape´ndice B
Co´digo del observador
function [sys,x0,str,ts] = obs2smx(t,x,u,flag,Cini)
% Condicions inicials:
xest0=Cini(1);
muest0=Cini(2);
% Entradas u:
% 1 x medida
% 2 dilucion
% Salidas:
% y(1): mu estimada
% y(2): x estimada
switch flag
case 0 % Initialization
sys = [4, % number of continuous states
0, % number of discrete states
4, % number of outputs
5, % number of inputs
0, % reserved must be zero
1, % direct feedthrough flag
1]; % number of sample times
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78 Co´digo del observador
x0 = [xest0;muest0;5;0];
str = [];
ts = [0 0]; % sample time: [period, offset]
case 1 % Derivatives
A=u(3);
B=u(4);
rho=u(5);
ex=(u(1)-x(1))/u(1);
v1=250*ex;v1=min(1,v1);v1=max(-1,v1);
sys(1) = u(1)*(x(2)-u(2)+2*B*v1*sqrt(abs(ex)*u(1)*rho)); %dot{xest}
sys(2) = A*rho*v1*u(1); %\dot{muest usado en estimacion de x}
sys(3)=-(x(3)-1)*rho/2*(1-sign(abs(ex)-0.01)); % transitorio inicial
sys(4) = v1;
case 2 % Discrete state update
sys = []; % do nothing
case 3 % Outputs
sys(1) = x(2); %mu estimado;
sys(2) = x(1); % x estimado;
sys(3) = (u(1)-x(1)); %error relativox estimado;
sys(4) = x(4);
case 9 % Terminate
sys = []; % do nothing
otherwise
error([’unhandled flag = ’,num2str(flag)]);
end
