We introduce the quad-kd tree: a general purpose and hierarchical data structure for the storage of multidimensional points. Quad-kd trees include point quad trees and kd trees as particular cases and therefore they could constitute a general framework for the study of fundamental properties of trees similar to them. Besides, quad-kd trees can be tuned by means of insertion heuristics and bucketing techniques to obtain trade-offs between their costs in time and space. We propose three such heuristics and we show analytically and experimentally their competitive performance. Our analytical results back the experimental outcomes and suggest that the quad-kd tree is a flexible data structure that can be tailored to the resource requirements of a given application.
Introduction
Let us consider a collection F of n records, where each record is an ordered k-tuple x = (x 0 , . . . , x k−1 ) of values (the attributes or coordinates of the record) drawn from D = 0≤j<k D j , where each D j is a totally ordered domain. A query over F is a retrieval of all records whose attributes satisfy certain conditions. The query is considered associative when it deals with more than one of the attributes. Examples of associative queries are: (i) nearest-neighbor queries, to retrieve the record in F closest to a given record under a given distance metric, (ii) partial match queries, to retrieve all records in F that match the attributes of the query that are specified, or (iii) orthogonal range queries, to retrieve all records in F that fall inside a given hyper-rectangle whose sides are parallel to the coordinate axes.
Associative retrieval is an important computing task [21, 34] . When several types of associative queries are required, general purpose multidimensional data structures, such as kd trees and quad trees 2 , are typically used [21, 34] . Here, we are interested in the amount of memory required by the data structure (its cost in space), and in the execution time of each operation (its cost in time). Both measures strongly depend on the computer model under consideration and on the way of storing the data structures. We will follow Samet's [34] customary representation of multidimensional trees in main memory. Other approaches such as succinct representation of trees or the consideration of memory hierarchies are beyond the scope of this paper. Nevertheless, the techniques used in those research areas are applicable to quad-kd trees-the data structure introduced in this paper-in the same way that apply to kd trees and quad trees (see Chapters 27, 34 and 37 of [27] and [2, 9, 11, 31] ).
As shown in Table 1 , both kd trees and quad trees require a basic amount of Θ(kn) memory to store n k-dimensional records. In addition, kd trees are binary trees, while quad trees are 2 k -ary trees, so the space overhead due to pointers is Θ(n) and Θ(2 k n), respectively. Note that, for large k, the former is diminishable, while the latter is prohibitive, mainly because most pointers just point to empty subtrees [25] .
Regarding the execution time, there are several results in the literature analyzing the cost of performing insertions, deletions, exact match, partial match, orthogonal or nearest neighbor queries in both kd trees (and a wide range of their variants) and quad trees [7, 8, 10, 12, 13, 14, 16, 19, 26] . A measure closely related to the time performance in almost any operation is the average height of the tree, or equivalently, its Internal Path Length (IPL from now on) [23] . It turns out that the IPL of perfectly balanced or random quad trees is asymptotically optimal, while that of perfectly balanced or random kd trees is considerably larger [24] (see Table 1 ). It is worth-while to mention that the leading terms of n ln n shown in Table 1 only matter when n is very large, because otherwise the implied constants in the O-term might play a more significant role (for example, they may be larger than ln n).
From the above discussion, and very roughly speaking, one could argue that kd trees are space-optimal while quad trees are IPL-optimal. It is a natural question, therefore, whether it is possible to characterize the trade-off between the IPL and the number of empty subtrees of these multidimensional trees.
Regarding other previous work, there are some ad-hoc multidimensional data structures for specific associative queries [4, 21, 22, 32, 37] . However, some of these techniques substantially increment the cost in space, and it is often the case that ad-hoc data structures do not perform well in a general setting.
There are also several proposals to keep general multidimensional trees balanced in order to optimize either the execution time of some queries or the required space [10, 12, 17, 18, 21, 28, 29, 38, 36] . Unfortunately, in such settings the cost of update operations increases significantly.
Other works adapt the behavior of general purpose multidimensional data structures either to the distribution of the input data or to the most frequent kind of multidimensional queries that they have to support [15, 21, 30] , at the cost of increments in space and in the execution time of the update operations.
To the best of our knowledge, there is no work combining simultaneously tunable space/time compromise as well as adaptability to the distribution of the input data. Quad-kd trees are general purpose, flexible multidimensional trees that allow us to balance the space and time costs. Using insertion heuristics (we propose three of them) it is possible to produce the whole range of trade-offs that lie between kd trees and quad trees. Finally, by means of the bucketing technique, it is possible to obtain considerable savings in space.
The rest of the paper is organized as follows. We start with some preliminaries in Section 2. Then, in Section 3, we formally introduce quad-kd trees together with their implementation. Afterwards, in Section 4, we present the Random-Split, the Distance-Dependent and the Probability-Dependent insertion heuristics as well as their experimental performance. In Section 5 we provide the theoretical value of the IPL of random quad-kd trees built using the proposed heuristics, while in Section 6 we study the number of empty subtrees and propose a simple bucketing heuristic to considerably reduce the amount of wasted space. Section 7 shows the experimental performance of quad-kd trees built with real data. Our final remarks and proposals of further work can be found in Section 8. A preliminary version of this work was published in [6] .
Quad trees and kd trees
We devote this section to summarize some definitions and properties that will be useful for the forthcoming sections. Assume, w.l.o.g., that no two keys have the same coordinates in any of the dimensions. For convenience, sometimes we will also assume that the search domain is D = [0, 1] k .
Definition 1 (Bentley [3] ). A k-dimensional tree (or kd tree) T of size n ≥ 0 is a binary tree such that
• it is either empty when n = 0, or
• its root stores a record with key x and has a discriminant j, 0 ≤ j < k, and the remaining n − 1 records are stored in the left and right subtrees of T , say L and R, in such a way that: both L and R are kd trees, for any key u ∈ L, it holds that u j < x j and, for any key v ∈ R, it holds that
Let x, j denote a node that contains a key x with discriminant j. A kd tree of size n induces a partition of the domain D into n + 1 regions, each corresponding to a leaf (or equivalently empty subtree throughout this work) in the kd tree. The bounding box (or bounds array) of x, j is the region of the space delimited by the leaf in which x falls when it is inserted into the tree. Thus, if the root is y, i , its bounding box is [0, 1] k , the bounding box of its left 1] , and so on.
Different variants of kd trees have been proposed so far; many differ in the way in which discriminants are assigned to nodes. In the original or standard kd trees by Bentley [3] , the root of the tree gets discriminant 0, those in the first level get 1, . . . , those in the (k − 1)-th level get k − 1, those in the k-th level get 0, and so on, in this cyclic way. Note that, because of this fixed rule, there is no need to explicitly store the discriminants. Duch et al. [13] proposed relaxed kd trees, where each node is assigned a random discriminant, uniform and independently drawn from {0, . . . , k − 1}. The squarish kd trees of Devroye et al. [12] try to get a more balanced partition of the space by discriminating along the coordinate for which the bounding box of the node is more elongated.
Definition 2 (Bentley and Finkel [5] ). A quad tree T of size n ≥ 0 is a 2 k -ary tree such that
• its root stores a record with key x and has 2 k subtrees, each one associated to a k-bitstring w = w 0 w 1 . . . w k−1 ∈ {0, 1} k , and the remaining n − 1 records are stored in one of these subtrees, let's say T w , in such a way that ∀w ∈ {0, 1} k : T w is a quad tree, and for any key y ∈ T w , it holds that y j < x j if w j = 0 and y j > x j otherwise, for all 0 ≤ j < k.
A quad tree of size n induces a partition of D into (2 k − 1)n + 1 regions, each corresponding to a leaf in the quad tree. The bounding box of a node in a quad tree is defined in a similar way as for kd trees.
Because of their definition, the insertion and search algorithms for kd trees and quad trees are straightforward. For insertions, the only difference between each variant of kd trees is the way in which discriminants are assigned to newly inserted nodes.
Regarding the probabilistic model generally used to analyze the expected performance of kd trees and quad trees, we have the following definition.
Definition 3.
A kd tree or a quad tree with n keys is random if it is built with identical probability from any of the n! k possible input sequences.
As a consequence, the insertion of n points, in which every coordinate is independently drawn from a continuous distribution in [0, 1] k , into an initially empty tree produces random kd trees or random quad trees.
Quad-kd trees
Observe that the nodes of kd trees discriminate by exactly one coordinate, while the nodes of quad trees discriminate by all their k coordinates. Thus, it is natural to envisage a generalization, where the number of discriminating coordinates for each node can be any value between 1 and k.
Definition 4.
A Quad-kd tree T of size n ≥ 0 is such that
• its root stores both a record with key x and a coordinate split boolean vector s = (s 0 , . . . , s k−1 ) that contains i ones, where 1 ≤ i ≤ k is the order of s, and the node has 2 i subtrees that store the n − 1 remaining records as follows: each subtree T w is associated to a string w = w 0 . . . w k−1 with w ∈ {0, 1, #} k such that T w is a quad-kd tree and, for any key y ∈ T w and 0 ≤ j < k, it holds that
-if s j = 1 and w j = 0, then y j < x j -if s j = 1 and w j = 1, then y j > x j . Figure 1 includes an example of a 3-dimensional quad-kd tree. Each node has its key between brackets and its split boolean vector in parenthesis, and every edge shows the string w of the subtree it points to.
The algorithms for exact search and insertion are similar to those of kd trees and quad trees. To search for a record in a quad-kd tree, we start at the root, and examine the values in the split vector: for every 1 we compare the corresponding coordinate of the root with the one of the record we are looking for. Afterwards, we recursively search in the subtree whose associated string matches the result of all the comparisons, until we find the requested record (successful search) or an empty subtree (unsuccessful search).
To insert a new record, we search for it as described above, until we reach an empty subtree, which we replace by a new node with the key to be inserted and empty children. At this point, a predefined algorithm to generate the new split vector is required. In the next section we propose three such algorithms. [30, 50, 17] (010) 
Insertion heuristics
Here we introduce the Random-Split (RS ), Distance-Dependent (DD ) and Probability-Dependent (PD ) insertion heuristics. As we will show, any of these heuristics provides a "smooth" transition between the space and the IPL of kd trees and of quad trees, so quad-kd trees can be tuned for specific application requirements.
Random-Split. RS generates the bits of each split vector randomly and independently, using the same Bernoulli distribution for each coordinate, where the probability of occurrence of the value 0 is a given constant referred to as Probof-0 or simply p. Note that it can happen that some split vector is generated with all zeros. In that case, a randomly chosen position is set to one. A simple implementation of this heuristic is included in Program 1.
In Figure 2 we show the performance of quad-kd trees built using RS and DD . Specifically, we show experimental results obtained by comparing the IPL (as a measure of data access time) and the number of empty subtrees (as a measure of storage space usage) of random kd trees and quad trees versus quad-kd trees built using our proposed heuristics. All measures in this section, unless otherwise stated, were obtained by averaging the values of 100 3-dimensional trees with n = 10 5 . Experiments for 2, 4 and 5-dimensional trees, although not included, produced equivalent results.
We start by comparing quad-kd trees built with independent uniformly distributed keys from a continuous domain, with kd trees and quad trees built with the same set of keys inserted in the same order. As expected, we can see that as p increases the IPL of the quad-kd tree grows and the space it needs diminishes. Indeed, the more ones we have in the split vector, the more quad-kd trees resemble quad trees (case in which p = 0), and the less ones we have, the more quad-kd trees resemble kd trees (case in which p = 1).
Distance-Dependent. For a given node with key
, DD decides whether to discriminate or not by each coordinate 0 ≤ j < k depending on the distance of x j from both ℓ j and u j . More precisely, given a fixed value 0 ≤ t ≤ 0.5 (the Split-Threshold), we discriminate by j if and only if every coordinate in the split vector happens to be zero, a randomly chosen one is set to one.
Note that as the value of t grows the probability of splitting decreases. The idea behind this heuristic is to split only when the coordinate is useful enough to discriminate. For uniformly distributed keys, we prefer coordinates close to the center of the bounding box of its dimension, because the nodes inserted beneath will probably be evenly distributed in the forthcoming subtrees.
In the case of uniformly distributed keys, DD performs well. In Figure 2 we see that quad-kd trees are between quad trees and kd trees considering both the IPL and the number of the empty subtrees. When the value of t grows, the IPL increases and the space requirements diminish. It is worth mentioning that half of p and t are on the x axis of Figure 2 to allow comparison.
Comparing RS against DD for randomly built trees we can observe that the IPL of the latter is better. On the other hand, the number of empty subtrees is practically identical (the curves are overlapping and can't be distinguished in black and white print). These together mean that the more sophisticated DD outperforms RS in a random uniform setting. However, in applications for where the extra IPL is not a problem, it might be worth using RS because of its simplicity.
Probability-Dependent. PD is an extension of DD for keys drawn from distributions that do not produce random trees in the sense that the points (and their coordinates) are not independently generated (see Definition 3). When the assumption of independence holds PD and DD are equivalent. In this heuristic, given a node with key x, its j-th coordinate is used to discriminate only if both quotients
F (uj )−F (ℓj) are greater than a given Split-Threshold constant, where F is the cumulative distribution function and u j and ℓ j are the coordinate bounds. Informally, the j-th coordinate of a given key is used to discriminate if it is somehow "centered" within the probability distribution of the keys.
We carried out experiments comparing kd trees and quad trees with quad-kd trees built using RS , DD and PD . We used keys generated from exponential and normal distributions. The latter is commonly used for modeling non-uniformly distributed data in multidimensional settings [1] .
For the exponential distribution, in Figure 3 (top) we can observe the effect on the performance of the expected value of the distribution µ. The results show that for smaller values of µ -corresponding to higher non-uniformity-DD produces a larger IPL but less empty subtrees (approaching the behavior of kd trees), while these two values remain constant for RS and PD . It seems, therefore, that using DD is not suitable in highly non-uniform settings. By contrast, RS and PD seem to be very competitive since both of their performances appear to be independent of µ. Regarding the IPL, as expected, PD has a better performance than RS , but their performance is similar regarding the number of empty subtrees. Nevertheless, because of its simplicity, RS might be preferable in settings where its IPL overhead is acceptable. Fixing µ (or σ and µ, for trees built from a Gaussian distribution) and changing the value of the Split-Threshold, the experimental results (see Figure 3 , middle and bottom) show that, as expected, PD outperforms DD with respect to the IPL. On the other hand, the diagrams indicate that DD is better with respect to the number of empty subtrees.
IPL
Here we study the asymptotic average IPL of random quad-kd trees built under RS and DD , using the same probabilistic model generally used to analyze the expected performance of kd trees and quad trees (see Definition 3). Since the quad-kd trees produced using PD are not random (in the sense required by Definition 3), PD is not analyzable formally using classical and well established techniques, which all rely under this assumption. Moreover, PD is so general that its mathematical analysis -if possible-would depend on the specific probability distribution of the input, i.e., it would be ad-hoc to each probability distribution and therefore out of the scope of this work.
It is well known that the IPL of both random kd trees and random quad trees of n nodes is of the form cn ln n + c ′ n + o(n), where c and c ′ are constants with values c = 2, c ′ = −2.8 for kd trees [35] , and c = 2/k for k-dimensional quad trees, with c ′ = −0.6 for k = 2 [20] . In this section we observe that the IPL of random quad-kd trees has a similar form. Indeed, we prove that it is of the form ∼ cn ln n, and we give a close formula for the value of c = c(p, k) for RS and c = c(t, 2) for DD .
We are going to proceed by giving the expected cost of a random exact search in random kd trees and random quad trees, and extending the results to quad-kd trees. This will allow us to derive the IPL, since it is well known that the IPL of a random tree with n keys is just n times the expected cost C n of a successful search. Our asymptotic analysis relies in Roura's Continuous Master Theorem [33] and similar techniques. More sophisticated methods for solving recurrences (as for instance analytic combinatorics) could provide more accurate results, but they seem difficult to apply to quad-kd trees.
Let us start with a recurrence for the expected cost C n of a random exact search in a random binary search tree (or in a random kd tree) of size n, where i designates the number of keys in the left subtree:
If we denote by ω i the weight of C i , i.e., ω i = 2i/n 2 , we observe that those weights asymptotically fit the shape of the function f 1 (z) = 2z between [0..1], (see top left of Figure 4 ), in the sense that
Informally speaking, f 1 (z) is like a continuous probability distribution, with indeed As shown in [33] , a recurrence like (1) has always a solution of the form C n ∼ c ln n for some constant c. Moreover, the results in [33] also imply that solving the approximate equation which implies c = 2. The expected cost is certainly ∼ 2 ln n = 2 ln 2 log 2 n ≃ 1.39 log 2 n. Therefore, the next theorem follows.
Theorem 1.
The expected IPL of a random kd tree of size n is ∼ 2n ln n.
Let f k (z) be the function that describes the asymptotic shape of the weights of the recurrence for the average cost to search in a quad tree with k dimensions. We already have f 1 (z) = 2z. To compute f 2 (z), note that using two dimensions to discriminate is like using each of the two dimensions one after another. The "density of probability" to reach some z from 1 in two steps is therefore f 2 (z) = dx. (For every x between z and 1, it is the "probability" to reach x in one step-f 1 (x)-times the "probability" to reach z/x in another step, which is f 1 (z/x) scaled by the factor 1/x so that the integral of the probability distribution f 1 between 0 and x adds up to 1.) Hence, f 2 (z) = 4z 1 z 1/xdx = −4z ln z. At the top right of Figure 4 we can see f 2 (z). Note how the weights are closer to the left than in f 1 (z), while the area 1 0 f 2 (z)dz is also 1. For comparison with the traditional (discrete) approach, the recurrence for the cost of a search in a two-dimensional quad-tree can be seen to be exactly (see [20] , page 102)
where H n ∼ ln n denotes as usual the n-th harmonic number n i=1 1/i. Note how the weights fit the function f 2 (z):
Proof. The proof is by induction. We already know that f 1 (z) = K 1 z(ln z) 0 . Assuming that the lemma is true up to a certain k − 1, and following a similar reasoning as for the computation of f 2 (z), we have
By the change of variable y = z/x, we get
In Figure 4 (bottom) we can see a plot of the functions f 3 (z) = 4z(ln z) 2 and f 4 (z) = − 8 3 z(ln z) 3 . As expected, the higher k, the closer is the probability distribution to the left.
Let f (z) be any continuous probability distribution for the asymptotic shape of the weights ω i of a recurrence like C n = 1 + n−1 i=0 ω i C i . As we have already seen, the solution is C n ∼ c ln n for some constant c, which can be computed by solving c ln n = 1 + 1 0 f (z)c ln(zn)dz. Once the terms c ln n cancel from both sides, what we have left is
The following technical lemma will be useful. 
Proof. By induction. For the base case, we have I 0 = 1/2. For k ≥ 1,
By combining this lemma with Equation 2, we can easily compute the constant of searching in a quad-tree with k dimensions:
as expected. Therefore, the next theorem follows.
Theorem 2.
The expected IPL of a random quad tree of size n is ∼ 2 k n ln n.
Now we are ready for the analysis of some of the new variants presented in this paper. For instance, consider a 3-dimensional quad-kd tree built using RS . Let p be the probability of zero, and q = 1 − p be the probability of one. Then, with probability q 3 the current node discriminates w.r.t. the three dimensions, with probability 3pq 2 w.r.t. two dimensions, and with probability 3p 2 q+p 3 w.r.t. one dimension. Therefore,
, and the constant of the search is thus
We can see c(p, 3) in Figure 5 . Generalizing the previous reasoning to the case of k dimensional quad-kd trees, it is easy to obtain that for a k-dimensional quad-kd tree built using RS ,
Therefore, the next theorem follows. Let us turn to the analysis of the IPL of DD under random keys. Note that replacing p by 2t (where t is the split threshold) is not enough 3 . For instance, assume t = 0.3. It is true that the probability of discriminating is 1 − 2t = 0.4. However, given that we discriminate by one dimension, the shape function for the weights is not f 1 (z) as in Figure 4 .
Let u = 1 − t and a = 2/(u 2 − t 2 ) = 2/(1 − 2t). The shape function is g 1 (z) = az for t ≤ z ≤ u, with g 1 (z) = 0 otherwise. (See Figure 6 , top left.) For example, if D = [0, 1] k and we discriminate by a coordinate 0.45, then ∼ 0.45n keys will be inserted in the left subtree, and ∼ 0.55n keys will be inserted in the right subtree. Moreover, a is such that 1 0 g 1 (z)dz = 1. Using a similar reasoning, the shape function for the weights when we do not discriminate by any dimension is g 0 = z/t for z ≤ t and for z ≥ u, and g 0 (z) = 0 otherwise. (See Figure 6 , top right.)
At this point we can already compute the constant of the IPL for DD when k = 1. We have g(z) = 2tg 0 (z) + (1 − 2t)g 1 (z) = 2z. Therefore, c = −1/ 1 0 2z ln zdz = 2 for every t, as expected. Calculating the constant for k = 2 is more intricate. We need to compute g 2 (z), the shape function when both coordinates are used to discriminate. Let
To begin with, we have g 2 (z) = 0 for z < t 2 and for z > u 2 . For t 2 ≤ z ≤ tu, we have
Finally, for tu ≤ z ≤ u 2 , we have
The function g 2 (z) for t = 0.3 can be seen at the bottom left of Figure 6 . Altogether, the shape function for k = 2 (see Figure 6 , bottom right) is To check the analytical results above, looked at our experiments using RS and DD to measure the IPL and the number of empty subtrees as a function of n. The experimental results could (wrongly) suggest that both metrics are linearly proportional to n. This is true for the latter (see next section), but false for the former. Table 2 : The coefficients c(p, k) and c ′ (p, k) of the IPL of a quad-kd tree built under RS
Note that the first term of the IPL is c(p, k)n ln n, while the second term could have a similar growth, even if it were of the O(n) kind. To check this by practical means, we assumed that the IPL is ∼ c(p, k)n ln n + c ′ (p, k)n, fixed two large values for n (call them N 1 and N 2 ), computed experimentally the IPL for both values of n (call them I 1 and I 2 ), and solved the system of two linear equations Table 2 includes the experimental approximations that we obtained using this method. Note that we do not have a formal proof that the second term of the IPL is c ′ (p, k)n. However, the perfect matching of our theoretical formula for c(p, k) with the experimental values seems a strong argument for the existence of c ′ (p, k), and for the correctness of the provided values (up to some precision).
On the other hand, the theoretical results above and our experiments also indicate that increasing the number of dimensions has considerable effect on the results. Indeed, for high dimensions, quad-kd trees can avoid the waste of space of quad trees while keeping a short IPL.
Number of empty subtrees
Let us start computing ℓ, the expected number of leaves (empty subtrees) of random quad-kd trees of size n built using RS and DD .
Theorem 5. The expected number of empty subtrees of random quad-kd trees of size n built using RS and DD is respectively
Proof. Since every node except the root and every empty subtree is pointed to by one pointer, the total number of pointers is n + ℓ − 1. Furthermore,
is the probability that a node contains 2 i pointers for every 1 < i ≤ k, and
is the probability that a node contains exactly 2 pointers. Altogether, the average number of pointers per node is
Therefore, we can immediately deduce
As for DD , exactly the same reasoning applies, replacing p by 2t. Hence,
From the results of this section and the previous one, it is easy to see that playing with the values of p for RS (and t for DD ) we can produce the whole range of values for the IPL and the number of empty subtrees, from those of kd trees with p = 1, to those of quad trees with p = 0.
Moreover, if one wants to go further onto the saving of space, the classic technique of bucketing is very useful for quad-kd trees. Indeed, fixing a constant value b as bucket size and storing in just one node all the records of a quad-kd subtree of size at most b, the savings on space are considerable.
It is out of the scope of this paper to enter into the details on how to implement bucketing. However, for a better understanding, we should say that buckets make sense to appear at the leaves level since it is there where the wastes in terms of null pointers are present. Of course it is possible to have buckets all over the tree but far from the leaves the savings using them are not significant.
In general, the number of leaves ℓ of a quad-kd tree with n nodes is O(n). Let us consider RS . We now assume that there is a constant ε(p, k, b) such that ℓ = ε(p, k, b) · n + o(n). Note that Equation 4 shows ε(p, k, 0).
Fix p and k, and imagine that the booleans of the split vector of the root are decided from right to left. Let ϕ(n, j) be the expected number of leaves of a quad-kd tree of size n when the random choices so far have set the variables s j = . . . = s k−1 = 0. We have the following recurrence. where ̺(n, j) is the expected number of leaves of a quad-kd tree of size n when the random choices so far have set s j + . . .+ s k−1 > 0. The recurrence for ̺(n, j) is
Solving all these recurrences is beyond the purpose of this paper. However, a dynamic-programming implementation allows us to compute the exact values of ϕ(n, k) and ̺(n, k) up to a certain value of n for several values of k. The results suggest that ε(p, k, b) ∼ ϕ(n, k)/n exists and converges quickly. In Table 3 we can see some ratios to emphasize the huge savings that can be achieved by this simple technique.
Let us compute the savings of bucketing with DD , following similar steps. (1) for combinations of a and b such that 0 ≤ a + b ≤ n. There does not seem to be a simple closed expression for those integrals. However, for the sake of computation, we can use the recurrence
(z). Assume that we discriminate by the current coordinate j. This happens with probability u − t. The value x j for this coordinate at the current root can be anyone between t and u, with a constant density of Table 4 : Proportion of the pointers used by a quad-kd tree built under DD with buckets of size 5 with respect to the pointers used without bucketing probability 1/(u − t). Therefore, the probability that exactly m keys will be inserted into the left child is
Assume now that we have not discriminated by any of the k coordinates, which happens when x j ∈ [t, u] for every j. When we choose a random j to discriminate, x j can be anyone between 0 and t or between u and 1, with a constant density of probability 1/(2t). Therefore, the probability that exactly m keys will be inserted into the left child is
.
Altogether, we have the following recurrence for DD .
By a similar reasoning, the recurrence for ̺(n, j) is
The results suggest that ε(t, k, b) ∼ ϕ(n, k)/n exists and converges to the values presented in Table 4 .
As shown in Tables 3 and 4 , and as expected, for both RS and DD , the savings using buckets grow with k, as well as with the order of the split vector, so the savings are more important when the quad-kd trees more closely resemble quad trees. It can also be observed that the savings are already important with a relatively small value of b. Note that in a practical setting, the optimal value for b should be limited by Θ(log n) but also by the size of a cache block.
One final comment is in order. The field elems for the nodes of the code in Program 1 was included to be able to use buckets. A shown in the program, updating it is trivial. It could be argued that this field is a waste of space on its own, but in a 64-bit machine the size of an integer is usually half the size of a pointer, so the extra memory is by far less than the memory used without bucketing. Moreover, this extra information can be used to perform (and/or improve the efficiency) of several operations on quad-kd trees, such as rank operations.
Experiments with real data
To study the performance of quad-kd trees with real input data, we used the 2-dimensional coordinates of the 87200 fuel stations of Europe -taken from OpenStreetMap (http://www.openstreetmap.org/) and projected to the [0, 1] 2 domain. The resulting plot can be appreciated in Figure 8 .
The corresponding experimental results were obtained building quad-kd trees using RS and DD and averaging over ten repetitions, with these input points in different random order. Figure 9 shows the competitive average performance of both heuristics.
The difference between these experimental results and the ones for uniformly and independently generated points is that the latitude and longitude coordinates of real data points are not independent of each other, while for our theoretical analysis the independence requirement is mandatory. However, it is worth noting that the IPL and the number of empty subtrees for real data is Figure 2 ), except that here DD clearly outperforms RS .
Conclusions
We have introduced a simple and flexible multidimensional data structure, the quad-kd tree, which includes kd trees and quad trees as particular cases. We have shown through formal analysis and experiments that, as expected, the performance of random quad-kd trees is between the one of random quad trees and the one of random kd trees considering IPL and number of empty subtrees.
We have also proposed three insertion heuristics that allow "a la carte" space and time trade-offs. Among these heuristics, Random-Split is the simplest, yet it is adjustable and has a stable performance in all the examined cases. On the other hand, the results for the Distance-Dependent heuristic are more favorable in the case of uniform data distributions. Finally, if the distribution of the input data is neither uniform nor independent, but still known, then the ProbabilityDependent heuristic is preferable. Using these heuristics, the resources used by the data structure can be tailored to the application requirements. We show, additionally, that using the bucketing technique it is possible to save a considerable amount of space.
As open work, a first line of research regarding the Distance-Dependent heuristic is whether it should be possible to compute c(t, k) for k ≥ 3 following steps similar to the ones presented for c(t, 2).
A second-and challenging-line of future work consists of a formal analysis approach that takes quad-kd trees as a framework to analyze fundamental properties (average cost of update and search operations, and so on) of the whole family of hierarchical multidimensional trees akin to kd trees and quad trees.
A third line of further interest addresses the possible practical applicability of quad-kd trees. It may include the design of competitive heuristics for special input data sets, the design of self-adjustable heuristics for long sequences of biased associative queries, the exploration of alternative representations of quad-kd trees (e.g. succinct) and, the study of the performance of quad-kd trees under other memory models (e.g. cache).
