The Atlantic meridional overturning circulation (AMOC), an important component of the climate system, has only been directly measured since the RAPID array's installation across the Atlantic at 26°N in 2004. This has shown that the AMOC strength is highly variable on monthly timescales; however, after an abrupt, short-lived, halving of the strength of the AMOC early in 2010, its mean has remained * 15% below its pre-2010 level. To attempt to understand the reasons for this variability, we use a control systems identification approach to model the AMOC, with the RAPID data of 2004-2017 providing a trial and test data set. After testing to find the environmental variables, and systems model, that allow us to best match the RAPID observations, we reconstruct AMOC variation back to 1980. Our reconstruction suggests that there is inter-decadal variability in the strength of the AMOC, with periods of both weaker flow than recently, and flow strengths similar to the late 2000s, since 1980. Recent signs of weakening may therefore not reflect the beginning of a sustained decline. It is also shown that there may be predictive power for AMOC variability of around 6 months, as ocean density contrasts between the source and sink regions for the North Atlantic Drift, with lags up to 6 months, are found to be important components of the systems model.
Introduction
The Atlantic Meridional Circulation (AMOC) is a key feature of the Atlantic Ocean's circulation, as it provides a measure of the mean poleward flux of surface water and returning deep flow of colder water for the North Atlantic. Variation in the AMOC is believed to be strongly linked to variation in atmospheric climate, both now (Buckley and Marshall 2016) and in the past (Bigg et al. 2011) . However, despite the fundamental nature of this circulation parameter, continuous measurement of the AMOC only began with the deployment of the RAPID array of moored instruments along 26°N in spring 2004 (Bryden et al. 2005) . This measurement program has continued ever since (Frajka-Williams et al. 2016) , with the most recent collection and deployment of instruments occurring in February 2017. The classical view of the AMOC was that, as it was a basin-wide measure, it could change only slowly over years. However, the first collection of the moored instruments of the RAPID array after just a year at sea showed that the AMOC was far more variable than had been suspected (Cunningham et al. 2007) , with the initial estimate of the AMOC having a large standard deviation: 18.7 ± 5.6 Sv. This strong, short-term variability has continued ever since, with even a halving of the AMOC strength being observed for a few months around early 2010 (Smeed et al. 2014) . Since that abrupt drop, the strength of the AMOC has not recovered to its pre-2010 levels (FrajkaWilliams et al. 2016) , with its recent mean being 2-3 Sv below the earlier level (Fig. 1) . Climate model simulations of the response of the AMOC to greenhouse warming suggest that it is very likely that the AMOC will decline in strength over the twenty-first century (Collins et al. 2013 ). While models do not agree on the speed or size of this weakening, nor when it might be observed in the observations, the combination of this recent prolonged AMOC weakening with sustained global warming (Kennedy et al. 2016) raises the question of whether recent change falls within the range of natural variability.
There has been considerable interest in investigating past natural variability in the AMOC as simulated in climate or ocean models (Danabasoglu et al. 2015) , and through ocean reanalysis reconstruction (Tett et al. 2014; Karspeck et al. 2015; Jackson et al. 2016) . While variability is a characteristic of the AMOC in all models, the climate models disagree on the change that has occurred at 26°N over the last few decades, although most suggest an increase over the period from the mid-1970s to the mid-1990s (Danabasoglu et al. 2015) . Ocean reanalyses might be expected to do better, as they assimilate a range of observations (although not the RAPID array) into reanalysis ocean model systems. They show AMOC strengths of the right order (Tett et al. 2014 ), but many bear little resemblance to the RAPID observations (Tett et al. 2014 ), or do not cover very much of the RAPID period (Karspeck et al. 2015) . However, the latter does show an increase in the 1990s and early 2000s compared to the 1960s-1980s. The one reanalysis product that does match the variation in the RAPID observations well is the GloSea5 analysis from the U. K. Met Office (Jackson et al. 2016 ). This only extends back to 1995, but suggests that the AMOC during the early 2000s was stronger than both earlier and latter in the time series, with late 1990s values being similar to those of recent years.
There are a small number of other observations of the AMOC near 26°N, derived from geostrophic transport calculations for individual cruises stretching back to 1957 (Bryden et al. 2005) . These have the disadvantage of being near-synoptic, and so may be unrepresentative of the mean flow at the time, as well as being from observations taken at different times of the year. The latter is particularly important as the annual cycle tends to have a late summerautumn peak and a spring minimum (Fig. 1) , which may have led to bias in the calculations from individual cruise data (Table 1) . Nevertheless, they provide another five observations to add to the RAPID set.
There is general agreement that density anomalies along the western boundary current (Buckley and Marshall 2016) , and particularly in the Labrador Sea (Jackson et al. 2016) , lead to variation in the AMOC, through southward propagation of boundary waves rather than water masses (Hodson and Sutton 2012; Jackson et al. 2016 ). This paper attempts to explore and quantify this suspected relationship between decadal-scale variability in the AMOC at 26°N and the density anomalies of the northern Atlantic, but also takes into account the density contrasts between the tropical source waters of the Gulf Stream and the northern convection zones as well, through use of a control systems identification approach to model the RAPID AMOC timeseries. Such control systems model formulations have been recently shown to be useful in understanding the causes underlying variability in a range of environmental processes, including iceberg discharge from the Greenland Ice Sheet (Bigg et al. 2014; Zhao et al. 2016 ) and fish population response to environmental and fishing pressures . Having found the most important environmental variables underlying determination of the strength of the AMOC, the resulting model is used in hindcast mode to reconstruct the AMOC back to 1980, through use of ocean parameters produced in the GODAS reanalysis system. As an output from the model analysis, the possibility of some predictability of the AMOC will be discussed. The main contribution of the paper includes the finding of a dominant timescale of * 6-7 months between changes in meridional density difference and AMOC strength, which means that the AMOC is predictable. Through a hindcasting study, it reveals that the recent slowing of the AMOC is not outside the range of model variability since 1980; this is important and helpful for understanding the recent behavior of the AMOC.
Data and methods
The conceptual approach of the control systems identification model to be described in ''Description of model construction'' section is to: (1) select key input variables that are a priori regarded as critical in determining the output variable, in this case the AMOC strength at 26°N; and (2) build a model containing terms involving linear or nonlinear lagged combinations of these inputs, to be selected sequentially according to the magnitude of their contribution to the output variable's variance. The resulting equation is thus analogous in some respects to a multiple regression model, but using more complex terms of an initially unknown number, constructed in a statistically rigorous fashion. This approach has proven very successful in a range of engineering environments since its first development by , and has recently begun to show its versatility within environmental contexts, as noted above.
The current analysis uses a three-stage process, partly owing to its origin in the RAPID Challenge of late 2015 (www.rapid.ac.uk/challenge/; Smeed 2017), to predict the AMOC over April 2014-September 2015 prior to the retrieval of the mooring data from the RAPID array (Cunningham et al. 2007 ) from its (then) latest deployment. 
Data used in the control systems model
The monthly mean AMOC values from the RAPID array over April 2004 -February 2017 as the output in the trial and test phase of the control systems modeling, were supplied by Smeed et al. (2017) . For a full description of how the AMOC values are calculated see Bryden et al. (2005) and Cunningham et al. (2007) . The input variables used for the control systems model are composed of two major types, an atmospheric one and three ocean density variables. The AMOC strength has an upper ocean component directly related to the wind strength, through Ekman transport. To represent this at basin scale, the North Atlantic Oscillation (N) index is chosen, because of its strong links to the relative strength and locations of the central North Atlantic atmospheric pressure systems, as seen through the Rotated Principal Component Analysis of Barnston and Livezey (1987) . Monthly, standardized and normalized values of the NAO index were taken from http://www.cpc.ncp.noaa. gov/products/precip/CWlink/pna/nao_index.html. These are shown in Fig. 2 . Several density variables are considered for model development tests described in ''Results'' section. These are all surface densities averaged over regions, but involved a mix of northern regions, where winter convection, and so deep water formation, occurs and a southern region in the Gulf of Mexico, from which the upper ocean waters feeding the main northward flow of the Gulf Stream derive. This allows experimentation with the relative importance for producing a model with a good fit to the observed AMOC of purely northern source waters compared to a measure of the density difference between the sub-tropical and sub-polar Atlantic. The GODAS ocean reanalysis has ocean reanalysis data at 0.33°9 1°res-olution from January 1980 up to approximately 1 month before present, providing the necessary near real-time ocean data this research required. A description of its production is available at http://www.cpc.ncep.noaa.gov/products/GODAS/pl/intro duction_godas_web.pdf. Computation of the three basic density variables used each involved downloading surface potential temperature and salinity data over the respective areas, and then their input into the density formula given by Gill (1982) at zero pressure. The three input surface density variables (all with units of kg m -3 ) are GM, averaged over the region in the Gulf of Mexico 23-30°N, 82-90°W, LS, averaged over the Labrador Sea region 51-65°N, 42-65°W, and NS, averaged over the southern Norwegian Sea area 60-65°N, 5°E-12°W (Fig. 3) . Note that the NS variable only represents a small part of the southern Norwegian Sea, as the GODAS reanalysis product does not extend polewards of 65°N. However, previous research suggests that it is the Labrador Sea that is most important for AMOC variability (Jackson et al. 2016) , so it is expected that this limitation to the study will not be a major one. Figure 2 shows the time series for these surface density variables, as well as the NAO.
Description of model construction
System identification aims to identify a model that captures the relationship between a system input and output from recorded data (Billings 2013) . Several approaches have been proposed for this purpose, and among them, the Nonlinear Autoregressive with eXogenous inputs (NARX) methodology has proved to be well-suited for nonlinear system identification problems (Billings 2013; Wei et al. 2004a, b) . NARX model has several attractive properties, one of which is the easy interpretability, for example, it can easily be identified which predictors and cross-product terms are important and make significant contribution to explaining the system output (Billings 2013) . In general, a NARX model can be written as
where f Á ð Þ is a function to be estimated from available data, u k ð Þ and y k ð Þ are the system input and output signals, respectively, e k ð Þ is noise (with k ¼ 1; . . .; N where N is the total number of data points used for model estimation), and n u and n y are the maximum lags for the input and output signals (Wei and Billings 2008) . One of the most popular choices for f Á ð Þ is a polynomial representation. Therefore, Eq. (1) can be written as 
The h's are the model parameters, and ' is the nonlinear degree of the polynomial model. A NARX model of degree ' implies that the degree of each term in Eq. (2) is not higher than '. For example, x 1 x 2 is a term of nonlinear degree 2, while x 2 1 x 2 is a nonlinear term of degree 3.
The most popular algorithm for building NARX models is the Orthogonal Forward Regression (OFR) algorithm (Billings 2013; Guo et al. 2015) . This is a stepwise algorithm that identifies the most significant predictors and regressors that explain the output variable's variance using an Error Reduction Ratio (ERR) index . A comprehensive explanation of the meaning of ERR may be found in , Wei et al. (2004a, b) or Billings (2013) . In recent years, several improvements to the original OFR algorithm have been developed. One such improvement is the use of new metrics, such as mutual information (MI) (Billings and Wei 2007) and distance correlation (Ayala Solares and Wei 2015) , given that the ERR index, defined as a squared correlation function (Wei and Billings 2008) , is only able to capture linear dependencies.
Conventionally, classical correlation or squared correlation (also called energy correlation) is used to measure the correlation relationship between two signals, but recently it has been shown that distance correlation works better (Ayala Solares and Wei 2015; Ayala Solares 2017) for characterizing both linear and nonlinear dependency. The distance correlation is thus used in lagged variable dual cross-product term selection in the NARX modeling procedure. Another concern is related to the stop criterion when building a model. Originally, when the sum of the ERR values of the predictors selected is above a given threshold, the model training process is stopped. This of course requires a careful selection of the threshold. If it is too small, the identified model cannot capture the dynamics of the system completely. However, if the threshold is too large, it can lead to an overfitted model that does not generalize well to new observations. In this work, a different model selection approach is used to select the most appropriate number of model terms. This makes use of performance metrics where the data is separated into training and validation sets. As the names suggest, the former is used to train the model, and the latter is used to evaluate the performance of the model using an evaluation metric (EM) (James et al. 2013) . Furthermore, as it is desired that the modeling fitting performance over the training set and the prediction performance over the validation set are similar they are weighted equally. This allows the computation of a weighted evaluation metric (WEM), i.e.,
In (5), taking the commonly used root mean squared errors (RMSE) as an example and assuming the length of the training and validation datasets are m and n, respectively, then,
where e i;training and e j;validation are the errors on the ith and jth data point in the training and test data sets, respectively. The WEM approach helps to build a model that captures efficiently the system dynamics without under-or overfitting the data. Performance metrics have advantages and disadvantages. In general, performance metrics provide a better estimate of the test error, and make fewer assumptions about the true underlying model (James et al. 2013) . However, by splitting the data into training and testing sets, the sample size is reduced for both model training and testing. It is also computationally expensive since the process may need to be repeated several times to achieve good estimates of accuracy.
Model evaluation
The data set is divided in three parts. The first part contains data from April 2004 to March 2013, which is used for training several models using the ERR and MI indices, together with performance metrics. The second part uses data from April 2013 to March 2014 for model validation/comparison and model evaluation. The last part contains data from April 2014 to February 2017, which is used to test models' predictive performance on data that were not used in the model identification and selection phase.
If we define e i as the error between the ith predictionŷ i and the ith output value y i , i.e., e i ¼ŷ i À y i , then the three evaluation metrics considered are:
• Mean Error:
• Mean Absolute Error:
• Root Mean Squared Error:
The above metrics are widely used in traditional modeling practices. The ME is used to check if the mean of the model error is close to zero. The RMSE is usually used to measure the overall performance of the model, while the MAE can be used to measure the model predictive power to detect extreme or peak values of the system response.
Results

The models
Based on the data description given in ''Data used in the control systems model'' section, three sets of variables are used to build three different NARX models of the AMOC. As described in ''Model evaluation'' section, data from April 2004 to March 2014 are used for training and validation, while that from April 2014 to February 2017 are used for testing. The maximum order of the polynomials used in model construction (Eq. 2) was 2, in accord with the findings of ''Nonlinear versus linear models'' section. In all cases, the ERR and MI are used together with the performance metrics of (Eq. 6) to determine the most appropriate models.
The three cases involve selections of varying groups of input variables as summarized below, where the variables are defined in ''Data used in the control systems model'' section. All cases assume that both atmospheric and oceanic quantities contribute towards the observed AMOC variation, in line with the mix of Ekman transport and density-driven elements contributing to the flow. In all cases, the atmospheric component is represented by the large-scale atmospheric circulation measure of the NAO. However, we examine three different ways in which density may contribute to the AMOC: Case 1 uses the mean surface density over the origin and sinking regions for the North Atlantic Drift; Case 2 considers the density gradient between the sinking and origin regions; and Case 3 allows both of these density measures to play a role in the model.
Note that the main objectives of the study are twofold: (a) to investigate which input variables are most important, and how the change of AMOC depends on the interactions of these important input variables; and (b) to investigate the predictive power of these important variables for forecasting the AMOC. We therefore do not consider autoregressive model terms, that is, a lagged AMOC is not included in the models.
• Case 1-forced by the relative contributions of the atmosphere and ocean mean states:
• AMOC strength (output variable)
• NAO index-N (input variable)
• Mean of the density variables (input variable) defined as
• Case 2-forced by the relative contributions of the atmosphere and the meridional density difference between surface and deep water source waters:
Difference of the density variables (input variable) defined as
• Case 3-forced by the relative contributions of the atmosphere and the contrasting mean and meridional differences in ocean density:
• Mean of the density variables-U (input variable)
• Difference of the density variables-V (input variable)
The time series for the new variables U and V are shown in Fig. 4 .
It is noteworthy that the variables U and V, while retaining the annual cycle visible in Fig. 2 , have opposite extremes, namely, the highest value of the mean density, U, is during the winter, while the largest difference in density, V, occurs during the summer. It is also important to mention that for each of the three variables, AMOC, U, and V, the corresponding mean value is removed prior to the model building procedure. The mean values of the three variables, estimated based on the training data (i.e., data from April 2004 to March 2013) are 16.97 Sv for AMOC, 1026.98 kg m -3 for U, and 3.4 kg m -3 for V, respectively. This is done partly because the magnitudes of the density variables are much larger than the N index and the AMOC strength. Removing the mean value ensures that the density variables do not dominate the training and validation phases, and that the resulting models are more robust.
For all three cases, the model with the best performance is that selected by means of the ERR metric, as the models obtained with the MI metric had a poorer performance. The model terms selected are shown in Table 2 , where the terms show the lag element through k À m ð Þ, where m is the number of months by which the variable is lagged relative to the current month, k.
Note that the variables in the models reported in Table 2 are standardized, so the model for Case 3 should be read as below and models for Cases 1 and 2 should be used in the same manner:
Accordingly, the model predicted AMOC strength is:
Each trained model is evaluated using the training and validation data sets up to March 2014. The weighted performance metrics for the three models are shown in the bottom panel of Table 2 . From these, it is argued that the Case 2 model performs best overall as the lowest value for each of the metrics occurs for this Case. This suggests that the difference in density between the deep water formation areas and the upstream Gulf Stream source region 7 months ago provides the best indication of variation in the AMOC strength, this being the leading term for Case 2. Furthermore, an important observation is that all three cases agree that the current NAO index plays a discernible role in the AMOC strength, as all models have a second term linearly dependent on N(t), with a lagged element of N being involved in all higher order terms ( Table 2 ). The best model (i.e., the Case 2 model) is applied to the test data of April 2014-February 2017, and its performance is shown in Table 3 . Figure 5 shows a comparison between the model simulation output (also known as model predicted output) and the actual measurements. These show that the model captures the main dynamics of the AMOC process, although it is worth noting that the reduced annual cycle component of the AMOC in 2014/2015 worsened the metric scores for the test period (Table 3 ) compared to the training period. Many of the predictions in the RAPID Challenge also experienced difficulty in predicting this unusual feature (Smeed 2017) .
It is noteworthy that over the whole period of the RAPID dataset, the correlation between the model simulation output (from the Case 2 model) and the observations is 0.62, statistically significant well beyond the 1% level. It is also worth noting that Fig. 5 shows that the model successfully captures the transition from a semi-regular annual cycle prior to 2012 to the more chaotic variability since then. Nevertheless, as well as the poor performance of the model in 2014/2015, high peak levels tend to be underestimated throughout (Fig. 5) . It is not clear what has caused this, however, only large-scale measures of atmospheric and oceanic conditions have been used as inputs to the model so any more locally related variability will not be captured by the model.
Nonlinear versus linear models
It is interesting to notice that the two leading terms of all 3 Case models shown in Table 2 are linear. To test whether use of a nonlinear model was a statistically significant improvement over use of a purely linear model, a NARX model of maximum degree 1 of the AMOC was developed for the training period. This is given by:
with the AMOC strength prediction computed with (10).
The above linear model is applied to predict the AMOC strength. The weighted performance metrics of the linear model on the training and validation data sets are: ME ¼ 0:5393 Sv, MAE ¼ 1:9481 Sv, and RMSE ¼ 2:5678 Sv, all of which are significantly larger than the metrics for the Case 2 model in Table 2 and so clearly suggesting that the purely linear model is inferior to the Case 2 model. This is consistent with the poorer fit of the linear model shown in the bottom panel of Fig. 5 .
The above statement can be confirmed by means of the Ramsey Regression Equation Specification Error Test (RESET) (Ramsey 1969) . This test was designed to examine the null hypothesis that a linear model is enough to explain the output signal, whereas the alternative hypothesis suggests that a nonlinear model would perform better. The results from this test are shown in Table 4 . These suggest that there is enough evidence to use a nonlinear model whose nonlinearity degree is 2 (i.e., the polynomial power is 2), to represent the preprocessed data, while not enough evidence is available to choose a model of power 3 (i.e., nonlinearity degree of 3) at the 5% significance level. This result drove our choice of the maximum polynomial in the model constructions.
Hindcasting
The Case 2 model is used to hindcast the AMOC strength back to January 1980. The hindcast and predicted AMOC values are shown in Fig. 6 . It is clear that the mean of the recovered AMOC from the model has changed little since 1980. The mean before the establishment of the RAPID array is 16.8 ± 1.9 Sv, while since April 2004 the modeled AMOC has become 16.6 ± 2.2 Sv, showing no statistical difference in the mean or variance. The tendency for an irregular annual cycle, with a winter minimum, a spring maximum, and a typical annual range of 2-3 Sv, also extends throughout the dataset (Fig. 7) , although this has occasionally broken down in the past (e.g., around 1989) as during the RAPID program (e.g., around 2009). The p-value is the probability for using 2nd and 3rd-degree of nonlinear polynomial models when the associated null hypotheses are true, respectively Table 1 that fall within the interval studied are shown by triangles
Discussion
The NARX model of the AMOC strength at 26°N has been shown in Figs. 5, 7 and Table 2 to match reasonably well the RAPID training data, while producing the right magnitude of the recent, test, dataset and its irregular nature compared to a ''normal'' annual cycle. This gives confidence in the broad structure of the hindcast back to 1980. Note also that the more recent cruise calculations from Table 1 agree reasonably well with the model estimates of the AMOC (Fig. 6) . Nevertheless, details of the variation in the AMOC are not always well-captured. The extrema during the training and test period are often under-estimated, although there are periods when these are captured well. This under-estimation of the extrema seems particularly true of the maxima, while the occurrence of major negative excursions is found within the model. In this context it is notable that the extended reduction in observed AMOC strength around the beginning of 2010 is wellpredicted by the model (Fig. 5 ). This is linked to an extreme variation in the mean density difference, V, between a peak maximum in 2009 and a peak minimum in 2010, associated with the prolonged negative excursion in NAO around this period (Fig. 2) , which led to the coldest winter in the UK since 1978 /1979 (Prior and Kendon 2011 . On the other hand, all the high AMOC peaks in the mid-2000s are under-estimated by the model. In some measures an averaging of the three case models gives a good performance (see ''Appendix''), but this inability to reproduce high extremes remains (Fig. 9 ). The models found that a dominant lag time in many terms tends to be around 6-8 months, particularly in V, the density difference between the convection regions and the Gulf Stream source. This timescale agrees well with those found in previous studies that suggest AMOC variation is linked to the transit time for boundary waves generated by density fluctuations in the Labrador Sea and then traveling south along the American shelf (Hodson and Sutton 2012; Jackson et al. 2016 ). The AMOC's variation is thus driven by wave signals and not direct change in water mass properties, which would have a much longer timescale if important. However, some modulation of this signal is found in more short-term signals from the atmosphere, through the NAO, where Table 2 shows a strong, but secondary signal of instantaneous linear terms in N. These terms arise from direct responses of the upper ocean due to the wind-induced Ekman transport. Our analysis also showed that while the leading terms of each model are linear, the best model has distinct nonlinear components, involving a modulation of the wind and density difference variables. This nonlinearity was important in providing the best reproduction of the observed AMOC variation, and its inclusion was statistically robust. This necessity for including nonlinearity to provide the best model is consistent with the nonlinear nature of many density-driven wave processes (Gill 1982) .
Looking at the longer model reconstruction, back to 1980, an element of decadal-scale change is visible (Fig. 6) . While there is essentially no trend over the whole record (-0.02 Sv/year), the 1980s tended to have a higher modeled AMOC (17.2 ± 1.7 Sv) than the late 1990s (16.2 ± 2.1 Sv over [1995] [1996] [1997] [1998] [1999] . Furthermore, it is also notable that the hindcasted AMOC varies in a range approximately between 13 and 20 Sv. Rapid and significant change in the strength of the AMOC within this range is a characteristic of the longer term pattern, and recent changes since 2010 are not unprecedented. Case 2's nature (Table 2) suggests the possibility of some predictive ability for the AMOC, because the dominant term contains a time lag of 7 months, through the density difference driving the variability. For comparison purposes, a simpler model was examined using just the first model term from Case 2. This is shown in Fig. 8 . Much less of the variability of the AMOC signal is captured when just using this term, and in particular the nonlinear terms in the case 2 model are required to reproduce the extreme 
Conclusions
Using the control system identification model, NARX, it has been shown that the variation in the AMOC during the RAPID observational program is consistent with variability over the preceding 25 years. This includes the ability to experience periods of distinctly reduced flows, and decadal-scale variation in the long term flow strength. Thus, recent slower flows (AMOC observed mean over 2009-2013 is 15.6 Sv) are not dissimilar to model hindcasts for the late 1990s (AMOC modeled mean over 1995-1999 is 16.2 Sv), given that the model is not normally able to capture short-term negative excursions. In addition, the difference in transect measurements of the AMOC from before the RAPID era shown in Table 1 agree well with the model predictions since the mid-1990s. Those from 1981 and 1992 are * 2 Sv above the model estimates for cruise months (18.7 and 17.9 Sv, respectively), which was within the error estimate for these observations (Bryden et al. 2005) .
It has also been shown that the variation of the AMOC is linked strongly to the variation in the density difference between the northern sinking waters and the Gulf of Mexico source waters of the main overturning current, with a time lag of * 7 months, commensurate with the physical driving force being boundary density waves. This offers the future opportunity for some predictive power of the strength of the AMOC in the sub-tropical North Atlantic.
The three model performance metrics, ME, MAE, and RMSE produced by the model averaging prediction are listed in Table 5 .
The graphical illustration of the model averaging prediction performance is shown in Fig. 9 . Table 2 ), and the model averaging of the three models in Table 2 Model Case Performance metrics ME MAE MSE 
