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Abstract
We study a class of steering control problems for free-moving particles tracking a
curve in the plane and also in a three-dimensional environment, which are central
problems in robotics. In the two-dimensional case, we provide adaptive controllers
for curve tracking under unknown curvatures and control uncertainty. The system
dynamics include a nonlinear dependence on the curvature, and are coupled with
an estimator for the unknown curvature to form the augmented error dynamics.
This nonlinear dependence puts our curvature identification objective outside the
scope of existing adaptive tracking and parameter identification results that were
limited to cases where the unknown parameters enter the system in an affine way.
We prove input-to-state stability of the augmented error dynamics under polygonal
state constraints and under suitable known bounds on the curvature and on the
control uncertainty. When the uncertainty is zero, this ensures tracking of the curve
and convergence of the curvature estimate to the unknown curvature. In the three-
dimensional setting, we provide a new method to achieve curve tracking, identify
unknown control gains, and maintain robust forward invariance of compact regions
in the state space, under arbitrarily large perturbation bounds. Our new technique
entails scaling certain control components.
iv
Chapter 1
Preliminaries on Control Theory
This dissertation is devoted to a class of research problems in control theory. Con-
trol theory is a central research area at the interface of applied mathematics and
engineering that plays a prominent role in robotics and other engineering applica-
tions. Control theory is the study of a class of dynamical systems called control
systems, which differ from the standard dynamical systems that arise in the fields
of differential equations or dynamical systems theory because control systems con-
tain parameters that are called controls. When control systems are modeled as
systems of ordinary differential equations, the controls are state or time dependent
parameters in the right hand side that are often used to represent forces that can
be applied to the physical system that is being modeled. Then the goal is to find
formulas for the controls such that all solutions of the system for a prescribed set
of initial conditions have some desired prescribed property, such as asymptotically
converging to an equilibrium point or remaining in some desired region of the state
space for all times larger than the initial time. The process of finding formulas for
controls is called control design. This process must take into account the feasibility
of applying the control in the engineering systems that is being modeled.
One branch of control theory is called optimal control, in which the controls
are functions of only time, and where the goal is typically to choose controls that
minimize a cost criterion, which is usually represented as an integral involving
solutions of the systems that correspond to a particular choice of the control; see
[7, 46]. Another branch is called feedback control, where the controls generally also
depend on the state of the system (but see [36] for an application of control theory
in mathematical biology where the controls are constant and where there is no cost
criterion being minimized). See [2] for a laypersons’ presentation of the basic ideas
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feedback control. Feedback controls play an important role in many engineering
applications, especially in robotics, where the objective usually entails applying
feedback controls to enable the robot to achieve a desired prescribed behavior
autonomously or with reduced human intervention.
However, control systems generally involve uncertainty, which can arise from
uncertainty about the underlying engineering system that is being modeled by the
system of differential equations, or uncertainty about the effects of the control on
the engineering system. This gives rise to mathematical models of control systems
that contain unknown constant parameters that one may wish to identify (such
as unknown control gains, which are often modeled as constants that multiply the
control in the control system), or models with unknown time-varying functions
(called perturbations or uncertainties) that represent uncertain effects that can
change over time. One important framework for identifying unknown parameters
in control systems is called adaptive control, which typically entails constructing
an additional system of differential equations whose state provides an estimate of
the unknown model parameters that converges to the true values of the model
parameters over time; see the monographs [4] and [19], and the survey [20].
This dissertation will focus on a class of feedback control design problems for
curve tracking systems, and will use adaptive control to identify unknown control
gains and unknown curvatures. The systems that we focus on in this dissertation
arose in recent research on the use of marine robots to search for residual pollution
from the Deepwater Horizon oil spill disaster. While this work will be confined
to a mathematical analysis of control theory problems related to curve tracking,
the work [40] discusses more applied aspects related to implementing the types of
feedback controls that we provide in this dissertation in marine robotic surveys
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that searched for pollution from oil spills. This chapter provides preliminaries on
control theory that help make our work more self contained.
We will study systems of the form
ẋ(t) = f(t, x(t), P, u(t, x(t), P̂ (t)), δ(t)) (1.1)
having a subset X of Euclidean space of arbitrary dimension as its state space,
where P is a vector of unknown constant parameters, δ is an unknown measurable
locally essentially bounded function that can also represent the effects of uncer-
tainty, u represents the control, and P̂ is an estimate of the unknown parameter
vector P (but see Section 2.6 below for an analog where the unknown P can also
be time varying). Systems of the form (1.1) are called adaptive systems. To ensure
that solutions of (1.1) are defined for all initial conditions and all choices of δ,
one needs to impose regularity conditions on f and u that typically involve vari-
ants of the standard Lipschitzness condition and which will be readily checked for
the control systems in later chapters below. Since (1.1) has the state space X , all
solutions are valued in X at all times. The function f is assumed to be known.
An important feature of (1.1) is that although the right side of (1.1) depends on
the unknown parameter P , the control u is not allowed to depend on P , because
one cannot implement a control that depends on an unknown quantity in the
engineering system that is being modeled. The estimate P̂ is typically modeled as
a solution of a system of the form
˙̂
P (t) = g(t, x(t), P̂ (t), δ(t)) (1.2)
which is then called an estimator of P , in which case the control design problem
consists of finding formulas for both u and g so that P̂ (t) → P for all choices
of the initial conditions for (1.2) and so that the solutions x(t) of (1.1) satisfy
other prescribed properties (such as the input-to-state stability condition that we
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discuss below). Notice that as in the case of u, the estimator dynamics (1.2) has
no dependence on the unknown parameter vector P , which is needed to ensure
implementability. One generally also needs to require Lipschitzness or related reg-
ularity conditions on g to ensure that P̂ (t) is defined for all nonnegative times for
all solutions of the estimator dynamics (1.2), which will be satisfied in the systems
that we study in future chapters. One strategy that we will find useful later in this
dissertation is to use known bounds on the components of the unknown parameter
P to help find a formula for the required function g, which will be of the barrier
type that was also used in [31] in cases where the unknown parameters to be iden-
tified enter in an affine way. This approach is usually feasible in practice, because
even if P is not known, one usually knows intervals that contain its components.
The special case of (1.1) where the system does not depend on P and where the
control u has already been chosen produces systems of the form
Ẋ(t) = F (t,X(t), δ(t)) (1.3)
which are called closed loop systems, and which are of the type normally encoun-
tered in the theory of differential equations. Systems of the form (1.3) often arise
when we choose
X(t) = (q(t)− qr(t), P̂ (t)− P ), (1.4)
where q can represent the state of a physical system and qr is a prescribed function
for which one wishes to ensure that q(t)− qr(t)→ 0 as t→ +∞. In that case, we
refer to qr as a reference trajectory and we say that we wish q(t) to track qr, and the
corresponding closed loop system (1.3) obtained this way is called an augmented
tracking and parameter estimation dynamics, or the augmented error dynamics,
having the equilibrium point 0, and q(t)− qr(t) is called the tracking error.
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For systems of the form (1.3), one often wishes to prove input-to-state stability
(or ISS) with respect to δ, which is an analog of uniform global asymptotic stability
for systems of the form (1.3) that was introduced by Sontag in [42] in 1989, and
which is now discussed in standard nonlinear control texts, e.g., [17, Chapter 4]. For
instance, when the state X(t) of (1.3) has the form (1.4), achieving ISS of (1.3) will
mean that when δ is the zero function, we have limt→+∞(q(t)−qr(t), P̂ (t)−P ) = 0
from all initial conditions, i.e., the state q(t) of the physical system tracks qr(t)
and we have the parameter identification condition that P̂ (t) converges to P . We
next review the basic ideas of ISS; see [44] for more detailed discussions on ISS.
For what follows, we always assume that the initial times for solutions of (1.3)
are 0, so we use X(t,X0, δ) to denote the unique solution of (1.3) for the initial
condition X(0) = X0 for a given choice of X0 and a given choice of the function
δ, which we assume is uniquely defined for all t ≥ 0 (which will be the case under
Lipschitzness conditions that will be satisfied in later chapters).
We first need several preliminary definitions. Let | · | denote the standard Eu-
clidean norm and the induced matrix norm, and |φ|∞ (resp., |φ|I) denote the
essential supremum (resp., supremum over any interval I) for any bounded (resp.,
locally bounded) Rn valued measurable function φ, where we maintain our conven-
tion that the dimensions of our Euclidean spaces are arbitrary. We use C0 to mean
continuous. A C0 function γ : [0,+∞) → [0,+∞) is of class K and write γ ∈ K
provided it is strictly increasing and γ(0) = 0. It is of class K∞ if, in addition,
γ(r)→ +∞ as r → +∞. A C0 function β : [0,+∞)× [0,+∞)→ [0,+∞) belongs
to class KL provided for each fixed s ≥ 0, the function β(·, s) belongs to class K,
and for each fixed r ≥ 0, β(r, ·) is non-increasing and β(r, s)→ 0 as s→ +∞.
Next, consider any subset O of a Euclidean space and any point E ∈ O. A
continuous function V : O → [0,+∞) is called positive semi-definite with respect
5
to E provided V(E) = 0; if, in addition, V(q) > 0 for all q ∈ O \ {E}, then V is
called positive definite with respect to E (and simply positive definite in the special
case where E = 0). A function V is negative semi-definite (resp., negative definite)
with respect to E provided −V is positive semi-definite (resp., positive definite)
with respect to E . Let |p|E = |p−E| denote the distance between any point p ∈ O
and the point E . We say that V : O → [0,+∞) is a modulus with respect to (E ,O)
provided it is positive definite with respect to E and radially unbounded in this
sense: For each constant M > 0, there is a constant δM > 0 such that V(x) ≥ M
for all x ∈ O that satisfy either dist(x, boundary(O)) ≤ δM or |x|E ≥ 1/δM , where
dist is the usual Hausdorff distance.
Let U be any subset of a Euclidean space such that 0 ∈ U . Consider a system of
the form (1.3) with state space O and measurable essentially bounded disturbances
δ : [0,+∞) → U , where F : R ×O × U → O satisfies the standard existence and
uniqueness of solutions properties and F(t, E , 0) = 0 for all t ≥ 0. Let S ⊆ O be
a neighborhood of E . We say that the system (1.3) is input-to-state stable (ISS)
with respect to (U , E ,S) provided there are β ∈ KL and γ ∈ K∞ and a modulus
Λ with respect to (E ,S) such that for all t ≥ 0, we have
|X(t,X0, δ)|E ≤ β(Λ(X0), t) + γ(|δ|[0,t]) (1.5)
for all solutions X(t,X0, δ) of (1.3) with initial states X0 ∈ S, and all U -valued δ’s.
This agrees with the usual ISS condition from [44] when O = S = Rn, E = 0, and
Λ(x) = |x|. When F only depends on (t,X) and γ(|δ|[0,t]) in (1.5) is not present is
called (uniform) global asymptotic stability (GAS) with respect to (E ,S). We also
use ISS to mean input-to-state stability.
Proving GAS for nonlinear systems usually entails Lyapunov function methods,
since the existence of a suitable Lyapunov function is a useful sufficient condition
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for GAS, and because one cannot in general find explicit expressions for the flow
map for nonlinear systems; see, e.g., [14, Chapter 9]. In an analogous way, it is often
useful to prove ISS properties indirectly, since the existence of an ISS Lyapunov
function is usually sufficient for ISS. For the definition of ISS Lyapunov functions
and relationships between ISS and the existence of ISS Lyapunov functions, see
[45].
The construction of the required control formula u in (1.1) is generally done by
first finding a function u such that
ẋ(t) = f(t, x(t), P, u(t, x(t), P ), δ(t)) (1.6)
satisfies control requirements like ISS, and then replacing P by its estimate P̂ in
the control. For cases where f is linear and time invariant, one can often find the re-
quired function u using linear algebra methods. For instance, if A ∈ Rn×n and B ∈
Rn×m are constant matrices such that the n× nm matrix [B AB A2B . . . An−1B]
has rank n, where the dimensions m and n are arbitrary, then we can use the Pole
Shifting Theorem from [43, Chapter 5] to find a constant matrix K ∈ Rm×n such
that the matrix H = A+BK admits a symmetric positive definite matrix P∗ such
that P∗H
> + HP∗ is negative definite. This readily implies that V (x) = x
>P∗x is
a strict Lyapunov function for the system ẋ = Hx, which we can use to show that
ẋ(t) = Ax(t) +Bu(x(t)) + δ(t) (1.7)
is ISS with respect to (Rn, 0,Rn) when we choose u(x) = Kx. However, when f
contains nonlinearities, or if A and B are time varying, then the Pole Shifting
Theorem would not apply. Instead, one can often use other techniques such as
those of [17] to find the desired function u.
If one has a formula for a control u0 such that ẋ(t) = f(t, x(t), P, u0(t, x(t), P ), 0)
is GAS with respect to (0,Rn), then it is often possible to transform u0 to obtain
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a new control such that (1.6) is ISS with respect to (Rm, 0,Rn). For an example of
how this can be done, consider the special case where there is no dependence on
P and where the system is time invariant and control affine, i.e., where f has the
form f(x, u) = f0(x) + g0(x)u for some functions f0 and g0, and where one knows
a function u0 such that
ẋ(t) = f0(x(t)) + g0(x(t))u0(x(t)) (1.8)
is GAS with respect to (0,Rn). Then converse Lyapunov function theory (e.g., from
[6]) provides a strict Lyapunov function V : Rn → [0,+∞) for (1.8) and a function
α0 ∈ K∞ such that the time derivative V̇ of V along all solutions of (1.8) satisfies
V̇ ≤ −α0(|x(t)|) for all t ≥ 0. Then the new control u(x) = u0(x)−∇V (x)g0(x) is
such that





is ISS with respect to (Rm, 0,Rn); see [44]. This follows because the time derivative
V̇ of V along all solutions of (1.9) satisfies
V̇ ≤ −α0(|x(t)|) +∇V (x(t))g0(x(t))
[
−∇V (x(t))g0(x(t)) + δ(t)
]













for all t ≥ 0.
The preceding calculation implies that V is an ISS Lyapunov function for (1.9),
the existence of which is sufficient for the desired ISS property for (1.9). This ISS
conclusion is useful, because the additive uncertainties on u(x(t)) in (1.9) can rep-
resent the effects of actuator errors which are commonly encountered in engineering
applications [27]. While the preceding control redesign process of transforming u0
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into u is easy to compute, a more difficult problem that we will study in this dis-
sertation will be that of ensuring ISS with respect to additive uncertainties on the
given controls (e.g., gyroscopic type controls that are commonly used in robotic
applications) without redesigning the control. This problem is of considerable in-
terest in control engineering cases where the preceding control redesign process
would not be allowed, and our solutions for this problem will require introducing
suitable bounds on the allowable additive uncertainties δ.
We close this chapter by discussing relevant notions of forward invariance. In
the basic theory of differential equations for systems of the form
Ẋ(t) = F(X(t)) (1.12)
having a state space O, forward invariance of a set S ⊆ O is the requirement that
for all initial states X0 ∈ S, the corresponding solution of X(t,X0) is valued in
S for all t ≥ 0. The following definition (e.g., from [25]) provides an analog of
the preceding forward invariance definition for perturbed systems of the form (1.3)
having a state space O. A setH ⊆ O is called robustly forwardly invariant for (1.3)
with disturbances valued in U provided all solutions of (1.3) with initial states in
S for all disturbances δ valued in U remain in S for all t ≥ 0, i.e., X(t,S, δ) ⊆ S
for all t ≥ 0 and all U -valued δ’s, which agrees with the strong forward invariance
definition from set-valued analysis [5]. The study of robustly forwardly invariant
sets is motivated by robotics applications, where the set S can represent safety and
tolerance bounds. For instance, S can represent a region in which the robot can
safely navigate without encountering any obstacles. This is important since robots
can be damaged in collisions, and they can be expensive to repair or replace.
In addition to using novel adaptive control methods to identify unknown model
parameters, two key ingredients in the results to follow are that we provide new
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ISS results while also ensuring robust forward invariance of sets of interest in
our state spaces. Our robust forward invariance approach is a novel treatment of
state constrained problems where, instead of the usual approach where the state
constraint is prescribed by the dynamical systems under study, our state constraint
sets are chosen specifically to facilitate finding largest possible disturbance sets U
that ensure the robust forward invariance of the state constraint sets. Then we
can decompose the original state space for the dynamics into a nested sequence
of robustly forwardly invariant sets, each with a corresponding largest allowable
disturbance set, i.e., robust forward invariant decompositions, which are useful for




Adaptive Planar Curve Tracking
This chapter presents our work [33] on 2D curve tracking, whose novelty involves
our ability to identify unknown curvatures while achieving tracking under control
uncertainty and ensuring robust forward invariance of suitable regions in a 2D
workspace. Since the curvature enters the dynamics in a nonlinear way, such prob-
lems present challenges which were beyond the scope of existing adaptive tracking
and parameter identification results that were limited to adaptive systems where
the unknown parameter enters the system in an affine way. A key ingredient is
our decomposition of the state space into a nested sequence of robustly forwardly
invariant hexagons that make it possible to compute bounds on the allowable per-
turbations that ensure desirable robust forward invariance properties.
2.1 Background
This chapter continues our research group’s quest (begun in [25], [28], and [31])
for curve tracking controls that ensure key stability properties under uncertainties
and state constraints. Curve tracking is important for navigating mobile robots; see
[23], [28], and [47]. The work [37] provides feedback controls for wheeled mobile
robots which track boundaries of obstacles, based on Frenet-Serret frames; and
[1], [9], and [12] provide generalized adaptive robot controllers for under-actuated
autonomous ships and other cases. See also [15], [38], and [50].
Using the curve tracking controls from [51] and polygonal state constraints, the
work [25] proved robustness of the curve tracking. While experimental evidence
of robustness of curve tracking controls had been observed in farming, obstacle
avoidance in corridors, ocean sampling, and ship control (in [22], [53], [50], and
[13], respectively), the work [25] provided a mathematical analysis based on a new
Lyapunov function design and therefore provided theoretical justification for the
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experimental observations. In addition to the Lyapunov analysis, a key contribu-
tion in [25] was a proof of robust forward invariance of a class of hexagonal regions
H ⊆ R2. For each such H, [25] computed the supremum of the set of all constants
δH > 0 such that all trajectories starting in H, for all additive (measurable essen-
tially bounded) control uncertainties that are bounded by δH , remain in H. By
viewing the planar workspace as a nested sequence {Hi} of polygonal regions, this
gave predictable tolerance and safety bounds by proving ISS of the curve tracking
dynamics on each set Hi, under additive uncertainty on the control and maximal
perturbation bounds.
The controls from [25] and [51] were implemented in our research group’s de-
ployment of marine robots at Grand Isle, Louisiana, which surveyed the long term
impacts of the 2010 Deepwater Horizon oil spill; see [40]. Robust forward invariance
can incorporate obstacles in marine surveys. The work at Grand Isle tested our
group’s controls under different control gains, and [28] extended [25] by proving
adaptive tracking with identification of control gains. While our group’s work does
not explicitly take side slip into account, our group’s experimental deployments
showed good performance of our robust control approach, even if there are no ac-
tuators that compensate for side slip. However, [25], [28], and [31] assume that one
knows the curvatures along the curves being tracked, which can make the work
difficult to apply. For instance, in marine robotic surveys, the boundary curves of
our regions of interest (e.g., areas of pollution shortly after an oil spill) may be
uncertain. See [10], [11], and [18] for more motivation for adaptiveness.
Therefore, this chapter provides an adaptive controller for curve tracking. The
controller uses a strict Lyapunov function from [25]. However, the novel features
of this chapter include (a) our new dynamical extension that identifies unknown
curvatures, (b) our proof of global asymptotic stability of the augmented tracking
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and curvature identification error dynamics, which is based on a new strict Lya-
punov function construction for the augmented error dynamics that gives tracking
under constant curvatures, and (c) our robust forward invariance approach to en-
suring that the adaptively controlled dynamics respect certain state constraints.
The analysis from previous tracking and parameter identification works such as
[28] does not apply under unknown curvatures, because of the nonlinear depen-
dence of the dynamics on the curvature. This makes this chapter a significant
development that is beyond the scope of [25], [28], and [31]. While [1] and [12]
cover more complex dynamics (e.g., for ships, without identifying unknown model
parameters), we believe that by covering unknown curvatures and proving robust
forward invariance, this chapter is a valuable theoretical step with the potential for
more marine robotic applications, where the boundary curves of interest may be
uncertain. In Sections 2.2-2.4, we review the necessary background material from
[28] and [51], and then we present our new results in the rest of this chapter.
2.2 Deriving the Model
In this section, we derive the basic 2D curve tracking model from [51], which
will serve as the basis for the various systems we will study in this chapter. We
consider a vehicle moving at constant speed in the plane in the presence of an
obstacle. The problem we wish to consider is boundary following with collision
avoidance. We represent the obstacle as a simple closed curve in the plane and the
vehicle is represented as a point-particle whose motion traces out another curve
in the plane. From the viewpoint of mechanics, we are considering particle motion
subject to gyroscopic forces, that is, forces which change the direction of motion
without changing the kinetic energy and thus speed. The ultimate goal is to design
a steering control for our autonomous vehicle, so we derive the model with this in
mind.
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Consider a point moving at unit speed in the plane in the presence of a single
obstacle, i.e. a region of the plane bounded by a simple closed curve. We will
assume that this boundary curve is C2 and that at any given time, the point on
the obstacle boundary which is closest to the vehicle is unique. We will refer to
this “closest point” on the curve as the shadow point. For the sake of deriving the
model, we assume that the curvature κ1 is constant and that κ1 ≥ 0, that is, our
curves represent the boundary of a circle or is a line (but see Section 2.8 for an
extension to nonconstant curvatures). Let r1 denote the position of the shadow
point, let x1 denote the unit tangent vector at the shadow point, and let y1 denote
the unit normal. We will always choose y1 such that it forms a right-handed frame








where v1 = ds/dt. The left and right sets of equations in (2.1) represent differen-
tiation with respect to arc-length and the time variable t respectively.
Similarly, we can derive a set of equations for the motion of our vehicle, where








where there is no v2 term because of our unit speed assumption on the vehicle.
Recall that steering a vehicle entails changing the curvature of a vehicle’s path at its
current position. Hence, the curvature κ2 is denoted by u2, which is a placeholder

















Figure 2.1. Positions and frames for the vehicle (r2,x2,y2) and shadow point (r1,x1,y1)
of our vehicle/shadow point pair. Let r = r2 − r1 be the vector pointing from the
shadow point on the curve to the current position of the vehicle. We assume that
r · y2 6= 0,
holds initially, i.e. our vehicle does not start on the boundary of the obstacle and
that the vehicle is not moving directly towards or away from the curve. We will
show later that our choice of steering controller ensures that this holds for all future
time. We orient the boundary curve such that
x1 · x2 > 0
meaning both the tangent at the shadow point and the heading direction of the
vehicle are in the same direction. Our curve forms a region in the plane, so we will
assume that our vehicle lies in the exterior region, since in practice our “obstacle”
frequently represents a region to be avoided. See Figure 2.1.
Let ρ = |r| represent the relative separation between these two particles. From






































By definition, the shadow point is the closest point on the curve to the current
position of the vehicle. As such, it is an extrema of the function relating the Eu-
clidean distance of the vehicle with any other point on the curve. As a necessary
condition for r2 to be a shadow point, it must satisfy the following identity:




The first equation implies the tangent to the curve is perpendicular to the vector
pointing from the shadow point to the vehicle, and since {x1,y1} form a basis of
R2, the second equation follows from the first and vice versa.
Since our vehicle lies in the exterior of the obstacle, the positive sign corre-
sponds to the case of clockwise motion around the obstacle and the negative sign
corresponds to counter-clockwise motion around the obstacle. From the above, we
have
ρ̇ = ±y1 · x2 = ∓x1 · y2, (2.4)
for clockwise and counterclockwise motion respectively. Next, we derive an equation
for v1, the speed of the shadow point moving along the boundary curve, using
d
dt
(r · x1) = ṙ · x1 + r · ẋ1






= x1 · x2 − v1 ± |r|v1κ1,
(2.5)
where the last equality used (2.3). Since r · x1 = 0, it follows that










κ1 < 0, (2.7)
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we say that the boundary curves away from the moving vehicle, and this corre-





κ1 > 0 (2.8)
corresponds to the boundary curving towards the moving vehicle and a negative
sign. We note that there is a singularity in the case of |r| = −1/κ1, which corre-
sponds to the case of lying in the center of the circle (or osculating circle in the
case of non-constant curvatures).
2.3 Transforming to Shape Variables
Recall that the goal is to construct a steering controller that ensures curve tracking,
namely that our vehicle can move parallel to the boundary curve at some given
safe distance. To this end, we use the shape variables {ρ, φ} which represent the
relative positions and orientations of the vehicle and the shadow point respectively.
Recall from earlier that we defined ρ = |r| to be the relative distance between
the vehicle and the shadow point on the curve. In our analysis, we will choose a
constant ρ0 to be the desired relative distance. Later our control will ensure that
limt→+∞ ρ(t) = ρ0 for all initial conditions ρ(0). We let φ denote the angle between
the heading direction of the vehicle and the tangent vector to the boundary curve
at the shadow point such that
x1 · x2 = cosφ. (2.9)
Recall that our vehicle is not initially moving directly towards or away from the








We next derive the dynamics of the system in terms of our shape variables.
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From (2.4), we choose
ρ̇ = −x1 · y2 = − sinφ.
Computing the time derivative of x1 · y2 and substituting (2.6) and (2.9) gives us
d
dt
(x1 · y2) = ẋ1 · y2 + x1 · ẏ2
= (v1κ1(y1 · y2)− u2(x1 · x2)





















(x1 · y2) =
d
dt
(sinφ) = (cosφ)φ̇. (2.11)





Recall that we will assume that our vehicle is exterior to the region bounded
by the obstacle. In the case of constant curvatures, this means that our boundary
curve will always “curve away” from the vehicle. Hence, we can write the basic
curve tracking dynamics with a time-varying uncertainty ∆ as
ρ̇ = − sin(φ), φ̇ = κ cos(φ)
1 + κρ
− u2 + ∆ (2.13)
where ρ is the distance between the robot and the closest point on the curve
being tracked (which we assume is unique), φ is the bearing, κ is the curvature
at the closest point on the curve, and u2 is the steering control. Here, ∆ is a
real-valued essentially bounded function that represents (control, measurement, or
model) uncertainty. The state space is X = (0,+∞)× (−π/2, π/2), i.e., the shape
variables (ρ, φ) take their values in X .
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2.4 Review of Nonadaptive Cases
In the preceding subsection, we showed how the curve tracking dynamics can be
simplified to the model (2.13) from [51], having the state space is X = (0,+∞)×
(−π/2, π/2), i.e., (ρ, φ) takes its values in X . For the rest of this chapter, we assume
that ∆ is piecewise continuous. For cases where ∆ = 0, the work [51] also designed
a feedback to achieve asymptotic stabilization of an equilibrium corresponding to
a constant distance (ρ = ρ0 > 0) and zero bearing (φ = 0), which occurs when





− h′(ρ) cos(φ) + µ sin(φ) (2.14)
where µ > 0 is a steering constant, under this assumption, where K∞ is the class
of functions that we defined in the previous chapter:
Assumption 1. The function h : (0,+∞)→ [0,+∞) is C2, there are only finitely
many’ values ρ where h′(ρ) = 0, limρ→0+ h(ρ) = limρ→+∞ h(ρ) = +∞, and there
is a constant ρ0 > 0 such that h(ρ0) = 0. Also, there exist an increasing C
1
function γ : [0,+∞)→ [µ,+∞) and a function Γ ∈ K∞ ∩ C1 such that γ(h(ρ)) ≥
1 + 0.5µ2 + h′′(ρ) and Γ(h(ρ)) ≥ (h′(ρ))2 hold for all ρ > 0. Finally, h′(ρ)(ρ− ρ0)
is positive for all ρ > 0 except for ρ = ρ0, and h
′′(ρ0) > 0. 
Then, for any constant L > 0, [25] shows that the unperturbed closed loop
dynamics
ρ̇ = − sin(φ), φ̇ = h′(ρ) cos(φ)− µ sin(φ), (2.15)
admits the strict Lyapunov function











with respect to ((ρ0, 0),X ), where





The function (2.17) was used in [51] to prove global asymptotic stability of (2.15)
to (ρ0, 0), using LaSalle invariance and the fact that
d
dt
V (ρ(t), φ(t)) = −µ sin2(φ)/ cos(φ) (2.18)
holds along all solutions of (2.15) in X .
A key advantage of [25] is that it proves that along all trajectories of (2.15) in
X , the function (2.16) satisfies U ≥ V and the strict Lyapunov decay condition
U̇ ≤ − 0.5[h′(ρ) cos(φ)]2 − G(V (ρ, φ)) sin2(φ) (2.19)
where G(r) = 1+µ(LΓ′(r)+1/(2L)). The strict Lyapunov function decay condition
(2.19) allowed us to prove ISS of
ρ̇ = − sin(φ), φ̇ = h′(ρ) cos(φ)− µ sin(φ) + ∆, (2.20)
under certain restrictions on the norm |∆|∞ of the perturbation ∆, when κ is a
known positive constant.
We also need the following robust forward invariant results from [25]. For any
constants ρ∗ ∈ (0, ρ0/2) and K > 1, let µ ∈ (0, π/(2ρ∗)) be a constant such that
µ tan(µρ∗) > max
{
|h′(ρ)| : ρ∗ ≤ ρ ≤ ρ∗ +Kρ0
}
(2.21)
and H(ρ∗, µ,K) be the closed region in the (ρ, φ)-plane that is bounded by the
hexagon that has the vertices A = (ρ∗, 0)
>, B = (2ρ∗, µρ∗)
>, C = (ρ∗+Kρ0, µρ∗)
>,
D = (ρ∗+Kρ0, 0)
>, E = (Kρ0,−µρ∗)>, and F = (ρ∗,−µρ∗)>. Notice that for any
compact region D ⊆ (0,+∞) × (−π/2, π/2), it is possible to choose the parame-
ters in the formulas for the vertices of the hexagon so that the resulting hexagon
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Figure 2.2. Hexagon H(ρ∗, µ,K)
contains D in its interior. Therefore, while solutions of the system (2.20) having
initial states in D may reach points outside D in finite time, our restrictions on
∆ will ensure that the solutions will remain in H(ρ∗, µ,K) at all positive times,
which is a way to ensure useful tolerance and safety bounds. We represent this
useful future using the region inside in the hexagon in Figure 2.2 with a curved
boundary.
Set ∆∗ = min{|h′(ρ) cos(φ)| : (ρ, φ)> ∈ AB∪ED} and ∆∗∗ = min{|h′(ρ) cos(φ)−
µ sin(φ)| : (ρ, φ)> ∈ BC∪EF}. Then min{∆∗,∆∗∗} > 0, by (2.21) and Assumption
1 (using the fact that the first components of B and E are below and above ρ0,
respectively), and [25] and [28] prove the following in terms of U from (2.16), where
∂ will be used to denote a boundary:
Lemma 2.4.1. Let Assumption 1 hold, ρ∗ ∈ (0, ρ0/2) and K > 1 and L > 0 be
any constants, and µ ∈ (0, π/(2ρ∗)) satisfy (2.21). Then: (a) For any constant
∆̄ ∈ (0,min{∆∗,∆∗∗}), (2.22)
the set H(ρ∗, µ,K) is robustly forwardly invariant for (2.20) with disturbances
valued in U = [−∆̄, ∆̄]. (b) For each constant ∆a > min{∆∗,∆∗∗}, we can find a
boundary point p̃ ∈ ∂(H(ρ∗, µ,K)) such that the solution of (2.20) starting at p̃
for one of the constant perturbations ∆ = ±∆a exits H(ρ∗, µ,K). (c) There is a
constant v0 > 0 such that U(ρ, φ) ≥ v0|(ρ− ρ0, φ)|2 for all (ρ, φ) ∈ H(ρ∗, µ,K). 
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Part (b) of Lemma 2.4.1 implies that if we use the control (2.14), then the
bound min{∆∗,∆∗∗} cannot be enlarged without violating the forward invariance
requirement, so the bound is optimal and not conservative (but see Section 2.7 for
larger perturbation bounds under other controls). Finally, we use the following,
whose proof consists of Step 3 of [28, Appendix B]: :
Lemma 2.4.2. Let X ] be a bounded robustly forwardly invariant set for (1.3) with
disturbances δ : [0,+∞) → [−δ∗, δ∗] that are bounded by some constant δ∗ > 0
with F not depending on t, where F(0, 0) = 0. Let V ] : O → [0,+∞) be C1 on
some open set O containing X ] and admit a constant v > 0, a continuous positive
definite function α0 : [0,+∞) → [0,+∞), a function γ̄ ∈ K∞, and a modulus Λ
with respect to (0,X ]) such that
d
dt
V ] ≤ −α0(V ]) + γ̄(|δ|) (2.23)
and
v|x|2 ≤ V ](x) ≤ Λ(x) (2.24)
hold along all trajectories of (1.3) starting in X ] for all δ : [0,+∞) → [−δ∗, δ∗].
Then, we can construct functions β] ∈ KL and γ] ∈ K∞ such that
|x(t)| ≤ β](Λ(x(0)), t) + γ](|δ|[0,t]) (2.25)
holds along all trajectories of (1.3) starting in X ] for all choices of δ, so (1.3) is
ISS with respect to ([−δ∗, δ∗], 0,X ]). 
Condition (2.23) differs from the usual ISS Lyapunov decay condition because
α0 is not required to be of class K∞. However, one can prove Lemma 2.4.2 by using
the boundedness and robust forward invariance properties of X ] to convert (2.23)
into an ISS Lyapunov function decay condition, by replacing α0 by a K∞ function.
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2.5 Main Adaptive Control and Tracking Result
In the next three subsections, we state our main adaptive tracking and parameter
identification theorem of this chapter, we provide a key lemma needed for its proof,
and then we prove the theorem.
2.5.1 Statement of Result
We leverage the results from the preceding section, to study the two dimensional
curve tracking dynamics
ρ̇ = − sinφ, φ̇ = κ cosφ
1 + κρ
− u2 + δ (2.26)
with unknown constant curvatures κ and piecewise continuous unknown distur-
bances δ : [0,+∞) → [−δ̄, δ̄] with a known bound δ̄ ≥ 0 (but see Section 2.6 for
nonconstant curvatures). The control u2 in (2.26) will differ from (2.14), since we












1 + κ0(ρ− ρ0)
(2.27)





we will rescale κ to replace κ/(1 + κρ) by κ0/(1 + κ0(ρ− ρ0)) in (2.26) and so also
in what follows; see Section 2.6 for motivation for the transformation (2.27). Later
we specify our robustly forwardly invariant sets to ensure that 1 +κ0(ρ− ρ0) stays
positive in our domain of interest.
While κ0 is unknown, we assume that we know constants c and c̄ such that
κ0 ∈ (c, c̄) . We also assume that Assumption 1 holds. In terms of U from (2.16),
we use the estimator
˙̂κ0 = (κ̂0 − c)(c̄− κ̂0)
cos(φ)





for the unknown scaled curvature κ0. This is valid, because our U in (2.16) does
not depend on κ, and because later, we specify our robustly forwardly invariant
sets in such a way that 1 + (ρ− ρ0)κ̂0 also stays positive. We use
u2 =
κ̂0 cos(φ)
1 + κ̂0(ρ− ρ0)
− h′(ρ) cos(φ) + µ sin(φ) (2.30)
where h satisfies Assumption 1. This is valid, because in practice, the current
bearing φ(t) can be detected by sensors, but the curvature κ (which is dφ/ds in
terms of the curve length parameter s) is difficult to measure accurately.
Applying (2.27) to (2.26) and taking a common denominator, we conclude that
the closed loop dynamics for the augmented error (q̃, κ̃0) = (q̃1, q̃2, κ̃0) = (ρ −
ρ0, φ, κ̂0 − κ0) are
˙̃q1 = − sin(q̃2)
˙̃q2 = h
′(q̃1 + ρ0) cos(q̃2)− µ sin(q̃2)
− κ̃0 cos(φ)
(1 + κ0(ρ− ρ0))(1 + (κ0 + κ̃0)(ρ− ρ0))
+ δ
˙̃κ0 =
(κ0 + κ̃0 − c)(c̄− κ0 − κ̃0)






Fix any one of the robustly forwardly invariant hexagons S = H(ρ∗, µ,K) from Sec-
tion 2.4, and any constant such that ∆̄ ∈ (0,min{∆∗,∆∗∗}), where min{∆∗,∆∗∗}
is from Lemma 2.4.1. Choosing any functions γ and Γ that satisfy Assumption 1
and any constant L > 0, and defining V by (2.17), we fix any positive constants

















hold for all (ρ, φ) ∈ S such that ρ 6= ρ0. The constants M̄1 and M̄2 exist by the
continuity of V on the compact set S, continuity of γ and Γ′, and the facts that
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µρ∗ < π/2 (which implies that cos
2(φ) ≥ cos2(µρ∗) > 0 for all φ for which there is
a pair (ρ, φ) ∈ S) and h′′(ρ0) > 0, using L’Hopital’s Rule to bound (ρ− ρ0)/h′(ρ).
Our first adaptive control theorem is as follows (where ISS must be understood as
a robustness property of (2.31) whose input is the disturbance δ):
Theorem 2.5.1. Let S, ∆̄, δ̄ ∈ [0, ∆̄), ρ0, h, U , M̄1 > 0, and M̄2 > 0 satisfy the
above requirements, let λ ∈ (0, 1) be any constant, and let the constant bounds for
c and c̄ > c for κ0 satisfy















, and c >
λ− 1
ρ∗ + (K − 1)ρ0
. (2.34)
Then, (2.31) is ISS with respect to ([−δ̄, δ̄], 0,S]) where S] = {(q̃, κ̃0) : q̃+(ρ0, 0) ∈
S, κ̃0 + κ0 ∈ (c, c̄)}. 
The condition κ̂0 = κ̃0 + κ0 ∈ (c, c̄) in the definition of S] is the requirement
that the estimate κ̂0 of κ0 stays in the interval (c, c̄) that is known to contain κ0,
which will be guaranteed by the barrier terms (κ0 + κ̃0 − c)(c̄− κ0 − κ̃0) in (2.31).
See also Section 2.7 for a method for eliminating the requirement (2.33), based on
scaling h and µ in the control.
2.5.2 Key Robust Forward Invariance Lemma
To prove Theorem 2.5.1, we first prove:
Lemma 2.5.1. Let the assumptions of Theorem 2.5.1 hold. Then for each initial
state (q̃(0)κ̃0(0)) ∈ S] for (2.31) and each choice of the uncertainty δ : [0,+∞)→
[−δ̄, δ̄], the solution (q̃(t), κ̃0(t)) = (ρ(t)− ρ0, φ(t), κ̂0(t)− κ0) for (2.31) satisfies
min {1 + κ0q̃1(t), 1 + (κ0 + κ̃0(t))q̃1(t)} ≥ λ (2.35)
for all t ≥ 0 and (q̃(t), κ̃(t)) ∈ S] for all t ≥ 0, so (ρ(t), φ(t)) stays in S. 
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Proof: Fix any rectangle [ρmin, ρmax]× [φmin, φmax] ⊆ (0,+∞)× (−π/2, π/2) such








hold. This can be done by choosing ρmin < ρ∗ close enough to ρ∗, choosing ρmax
close enough to ρ∗+Kρ0, and using the strictness of the inequalities in (2.34). We
first prove that for all ρ ∈ [ρmin, ρmax] and all r ∈ [c, c̄], we have
1 + r(ρ− ρ0) ≥ λ. (2.37)
This will give the required lower bounds (2.35), once we show that (q̃(t), κ̃(t)) ∈ S]
for all t ≥ 0 when (q̃(0), κ̃(0)) ∈ S].
Consider three cases. Case 1: If r and ρ − ρ0 are both nonpositive or both
nonnegative, then 1 + r(ρ − ρ0) ≥ 1 > λ. Case 2: If r < 0 ≤ ρ − ρ0, then
c < 0, so (2.36) gives r(ρ − ρ0) ≥ c(ρ − ρ0) ≥ c(ρmax − ρ0) > λ − 1. Case 3: If
r > 0 ≥ ρ− ρ0, then (2.36) gives r(ρ− ρ0) ≥ r(ρmin − ρ0) ≥ c̄(ρmin − ρ0) > λ− 1,
since ρmin < ρ0. Next, fix any initial state (q̃(0), κ̃0(0)) ∈ S] and a δ. Then the
existence of the unique maximal solution on some interval [0, tmax) follows from the
local Lipschitzness of the right side of (2.31), and the fact that the denominators
in (2.31) are positive at the initial time (by our analysis of the preceding three
cases, and the fact that S ⊆ (ρmin, ρmax)× (φmin, φmax).
Next, note that (2.33) gives |κ̃0(t)| ≤ c̄− c < λ2(∆̄− δ̄), so (2.37) (applied with
r = κ0 and then r = κ̂0) gives∣∣∣∣ κ̃0(t) cos(φ(t))(1 + κ0(ρ(t)− ρ0))(1 + (κ0 + κ̃0(t))(ρ(t)− ρ0)) + δ(t)
∣∣∣∣ < ∆̄ (2.38)
for all t such that (ρ(t), φ(t)) ∈ [ρmin, ρmax]×[φmin, φmax] and κ̂0(t) ∈ (c, c̄). Suppose
that (q̃(t), κ̃0(t)) did not remain in S], for the sake of obtaining a contradiction.
We could then find a maximal time t∗ such that (q̃(r), κ̃0(r)) ∈ S] for all r ∈ [0, t∗].
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In fact, (ρ(t∗), φ(t∗)) lies in the boundary ∂S of S, since the structure of the κ̃0
subdynamics in (2.31) and a uniqueness of solutions argument (which is analogous
to [28, Footnote 2]) ensure that κ̃0(t) cannot reach −κ0+c or −κ0+ c̄, so κ̂0 stays in
(c, c̄). Since S ⊆ (ρmin, ρmax)×(φmin, φmax) is compact, we can find a constant ε > 0
such that the function ψ : [0, ε] → R3 defined by ψ(t) = (ψ1(t), ψ2(t), ψ3(t)) =
(q̃(t∗ + t), κ̃0(t∗ + t)) is such that (ψ1(t) + ρ0, ψ2(t)) starts in ∂S, is valued in
[ρmin, ρmax]× [φmin, φmax], and solves (2.20) on [0, ε] with
∆(t) = − κ̃0(t∗ + t) cos(ψ2(t))
(1 + κ0ψ1(t)) (1 + (κ0 + κ̃0(t∗ + t))ψ1(t))
+ δ(t∗ + t)
which satisfies maxt∈[0,ε] |∆(t)| < ∆̄, by (2.38). Such an ε exists, by continuity of
(q̃, κ̃0). Our choice of ∆̄ as a perturbation bound for maintaining forward invariance
of S and the fact that ψ(t) starts in S] now imply that ψ stays in S] on [0, ε], so
(q̃, κ̃0) stays in S] on [0, t∗ + ε], contradicting the maximality of t∗. This proves
Lemma 2.5.1. 
2.5.3 Stability Analysis and Curvature Identification
We complete the proof of Theorem 2.5.1. Using the decay estimate (2.19) over S
and the fact that κ̂0 = κ̃0 + κ0 stays in (c, c̄), it follows that along all trajectories
of (2.31) in its forwardly invariant set S], the function




(`+ κ0 − c)(c̄− `− κ0)
d` (2.39)
satisfies







































where the denominator terms in (2.39) were used to cancel the barrier terms in
(2.31) and are nonzero because of the argument cited previously from [28, Footnote
2]. By (2.32) and the facts that (ρ(t), φ(t)) stays in S (by Lemma 2.5.1) and
(∂V/∂φ)(ρ, φ) = tan(φ) on S, our choice (2.16) of U gives∣∣∣∂U∂φ (ρ, φ)∣∣∣ ≤ ∣∣∣−h′(ρ) cos(φ) + ( 1µγ(V (ρ, φ))
+LΓ′(V (ρ, φ))+1/(2L)) tan(φ)|
≤
∣∣h′(ρ) cos(φ)∣∣+ M̄1∣∣ tan(φ)∣∣
(2.41)
on our robustly forwardly invariant set S.
Hence, we can use (2.35) and the triangle inequality to upperbound the quantity




























































and the function G(r) = 1 + µ(LΓ′(r) + 1/(2L)) from Section 2.4 is bounded from
below by 1.
Hence, (2.40) and (2.42) give a constant β0 > 0 such that
U̇ ] ≤ −1
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We next convert U ] into a strict Lyapunov function for (2.31) with respect to the
zero equilibrium on the set S], having the form
V ](q̃, κ̃0) = M̄3U ](ρ, φ, κ̃0) + q̃2κ̃0 (2.45)
for a suitable constant M̄3 > 0. To this end, we first pick a constant Ḡ1 > c̄ − c
such that∣∣∣∣∂U∂φ (ρ, φ)
∣∣∣∣ ≤ Ḡ1, ∣∣ ˙̃κ0∣∣ ≤ Ḡ1 |q̃| , and U ](ρ, φ, κ̃0) ≥ |(q̃, κ̃0)|2Ḡ1 (2.46)
for all (q̃, κ̃0) ∈ S] for all t ≥ 0. Such a Ḡ1 exists by (2.35), (2.41), part (c) of Lemma
2.4.1, and nonnegativity of the integral in (2.39). Then we can use (2.35), (2.46),
the fact that h′(ρ0) = 0, the bounds |κ̃0(t)| ≤ c̄ − c and cos(φ) ≥ cos(µρ∗) > 0,
and the triangle inequality to find constants Ḡ2 > 0 and Ḡ3 > 0 such that along all





h′(q̃1 + ρ0) cos(q̃2)− µ sin(q̃2)
− κ̃0 cos(φ)
(1 + κ0(ρ− ρ0))(1 + κ̂0(ρ− ρ0))
)
κ̃0
+ Ḡ1 (|q̃|2 + |δ|)





























so U̇ ] ≤ −c0|q̃|2 + Ḡ1|δ| on S], using (2.44) and L’Hopital’s rule, since h′′(ρ0) > 0
and cos(φ) ≥ cos(µρ∗) > 0 on S and h′(ρ)(ρ− ρ0) > 0 for all ρ 6= ρ0.
Hence, the choice (2.45) of V ], with the constant










implies that on S], we can find a constant Ḡ4 > 0 such that



















V ](q̃, κ̃0) ≥
M̄3|(q̃, κ̃0)|2
Ḡ1
− 0.5|q̃|2 − 0.5κ̃20 ≥ v|(q̃, κ̃0)|2, (2.50)
where v = min{c0, Ḡ3/2, 1/2}, by (2.45)-(2.47).
Also, the following variant of an argument from Appendix B in [28] provides a





≤ v|(q̃, κ̃0)|2 for all (q̃, κ̃0) ∈ S]. (2.51)
We choose any constant
ε ∈ (0, 0.5 min{c̄− κ0, κ0 − c}). (2.52)
Then (i) there is a function α1 ∈ K∞ such that V ](q̃, κ̃0) ≤ α1(|(q̃, κ̃0)|) for all
(q̃, κ̃0) ∈ S] such that κ̃0 ∈ [c−κ0 + ε, c̄−κ0− ε] and (ii) there is a constant c1 > 0
such that c1 ≤ v|(q̃, κ̃0)|2 for all other points (q̃, κ̃0) ∈ S]. Hence, by separately
considering the cases (i) and (ii), we conclude that (2.51) holds with
α0(r) = min{c1, v[α−11 (r)]2}. (2.53)
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This gives





along all trajectories of the (2.31) in S]. Hence, Theorem 2.5.1 follows from (2.50),
(2.54), and Lemma 2.4.2.
2.6 Discussion on Assumptions and Extensions
Theorem 2.5.1 applies when κ0 in (2.31) lies in (c, c̄), for any constants c ≥ 0 and
c̄ > c satisfying (2.33)-(2.34). However, our derivation of (2.31) was based on the
rescaling (2.27) of the curvature to replace the denominator 1 + κρ in (2.26) by
1 + κ0(ρ − ρ0). The rescaling was used to introduce the ρ − ρ0 terms in (2.42),
and was also key to ensuring parameter identification, which would not be possible
using standard adaptive techniques (which generally provide tracking of the states
but not convergence of the parameter estimate to the true parameter value under
state constraints). In terms of the curvature parameter κ from the original model
(2.26), our bound requirements are then c < κ/(1+κρ0) < c̄, by our relation (2.28)
between κ0 and κ.
In robotics, curve tracking is usually done for straight lines or circles, or curves
whose curvatures change slowly relative to the convergence speed of the robot and
so can be regarded as constant. This is analogous to drivers of cars, who prefer
roads that do not have large curvatures, and this motivated our assumption of
constant curvatures. However, we can generalize our results to allow nonconstant
curvatures that can take negative values. For instance, assume that the unknown
curvature is some function κ](s) = κ+η(s) of the curve length s for some constant
κ > 0, and that we know a constant δ̄ ∈ (0, κ) such that sups |η(s)| ≤ δ̄. Then
replacing κ by κ](s) in (2.26) produces
ρ̇ = − sinφ, φ̇ = κ cosφ
1 + κρ
− u2 + δ (2.55)
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with the unknown constant nominal curvature κ ≥ 0, where
δ =
cos(φ)η(s)
(1 + (κ+ η(s))ρ)(1 + κρ)
(2.56)
is bounded by δ̄. Then Theorem 2.5.1 ensures ISS with respect to δ (but see
below for another approach under nonconstant κ’s, where we can often ensure that
limt→+∞(ρ(t), φ(t)) = (ρ0, 0), instead of the weaker ISS property). Also, we can
satisfy our requirements using h(ρ) = α(ρ − ρ0)2 for any constant α > 0, by only
requiring the conditions from Assumption 1 to hold for all ρ ∈ [ρ∗, ρ∗+Kρ0], since
this implies that (2.19) holds on S, so the requirement limρ→0+ h(ρ) = +∞ is not
needed in S.
Here is one way to allow larger scaled curvature bounds c̄. The second inequality
in (2.43) was used to ensure that the term −G(V (ρ, φ)) sin2(φ) in (2.40) had a
larger magnitude than (1/λ3)κ̃20(M̄1/2) sin2(φ) in (2.42), where G is defined in
Section 2.4. If we make the choices of γ and Γ from [25], then since G is bounded
below by 1 +µ(L(18α/ρ0) + 1/(2L)), it follows that Theorem 2.5.1 remains true if














Hence, Theorem 2.5.1 remains true if we replace
√
2λ3/M̄1 on the right side of













We next give another approach to enlarging the curvature bound. For an applica-
tion of Theorem 2.5.1, see Section 2.9.
2.7 Effects of Scaling Control Terms
It is natural to surmise that scaling µ > 0 and h in the formula (2.30) for the
control by large enough constants (without scaling the curvature term in (2.30))
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should make it possible to extend our analysis to allow any curvature values for
which the denominator in our adaptive control formula (2.30) is never zero, because
it makes the curvature term small relative to the other terms in the control. In this
section, we study the effects of such scalings, which allow us to drop the condition
(2.33) on c̄ and make it possible to obtain ISS under larger perturbation bounds,
and which therefore allow larger sup norms on the nonconstant parts η(s) of the
curvatures from the previous section; see (2.56).
To this end, we replace the control u0 from (2.14), the nonstrict Lyapunov func-





−M∗h′(ρ) cos(φ) + M∗µ sin(φ),
Vs(ρ, φ) = −
1
M∗
ln(cos(φ)) + h(ρ), and

















respectively, where the constant M∗ ≥ 1 will be chosen, and L > 0 is a tuning
constant as before. We assume that Assumption 1 holds, and that h′′ is nonnegative
valued. Before explaining how the scaling constant effects the proof of Theorem
2.5.1, we first explain how the preliminary results from Section 2.4 must be changed
to account for M∗.
First notice that with the new control us,0, the closed loop nonadaptive unper-
turbed dynamics (2.15) must become ρ̇ = − sin(φ)φ̇ = M∗h′(ρ) cos(φ)−M∗µ sin(φ). (2.60)
Also, along all solutions of (2.60) in (0,+∞) × (−π/2, π/2), we still have the
nonstrict Lyapunov function decay condition V̇ = −µ sin2(φ)/ cos(φ), since we
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can use the M∗ in the formula for Vs to cancel the M∗’s in (2.20). If we choose








−h′(ρ) cos(φ) (M∗h′(ρ) cos(φ)−M∗µ sin(φ))]






holds along all trajectories of (2.60), by the triangle inequality h′(ρ) cos(φ)µ sin(φ) ≤
1
2
(h′(ρ) cos(φ))2 + 1
2
µ2 sin2(φ). Hence, the same argument (from the proof of [25,
Theorem 1]) that led to (2.19) gives
U̇s ≤ −0.5[h′(ρ) cos(φ)]2 − Gs(Vs(ρ, φ)) sin2(φ)
and Us(ρ, φ) ≥ Vs(ρ, φ)
(2.61)
along all trajectories of (2.60) in (0,+∞) × (−π/2, π/2), where Gs is defined by
Gs(r) = 1 + µ(LΓ′(r)/M∗ + 1/(2L)).
We also change the top left and bottom right vertices B and E of our hexagons
from Section 2.4 to
B = (ρ∗ (1 + (1/M∗)) , µρ∗) and
E = (Kρ0 + (1− (1/M∗)) ρ∗,−µρ∗)
(2.62)
respectively, and keep all other vertices unchanged. Then the new slope for the legs
AB and DE isM∗µ. This changes the supremum ∆̄ for the allowable perturbation
bound from ∆̄ toM∗∆̄, by a similar proof to that of [25, Theorem 2], except with
the intercept function
I(ρ, φ) = φ− µρ (2.63)
in the earlier proof replaced by Is(ρ, φ) = φ−M∗µρ.
With these changes, we now define S, ∆̄, δ̄ ∈ (0, ∆̄), ρ0, h, M̄1, and M̄2 as
before, and the new update law
˙̂κ0 = (κ̂0 − c)(c̄− κ̂0)
cos(φ)





We use the preceding estimator κ̂0 for the scaled curvature κ0 in the new control
u2 =
κ̂0 cos(φ)
1 + κ̂0(ρ− ρ0)
−M∗h′(ρ) cos(φ) + M∗µ sin(φ), (2.65)
which produces the augmented error dynamics
˙̃q1 = − sin(q̃2)
˙̃q2 = M∗h′(q̃1 + ρ0) cos(q̃2)−M∗µ sin(q̃2)
− κ̃0 cos(φ)
(1 + κ0(ρ− ρ0))(1 + (κ0 + κ̃0)(ρ− ρ0))
+ δ
˙̃κ0 =
(κ0 + κ̃0 − c)(c̄− κ0 − κ̃0)






for the error variable (q̃, κ̃0) = (q̃1, q̃2, κ̃0) = (ρ− ρ0, φ, κ̂0 − κ0) as before. Then we
can prove the following result, which allows us to drop the requirement (2.33) on
c and c̄:
Theorem 2.7.1. Let S, ∆̄, ρ0, h, M̄1, and M̄2 satisfy the above requirements,
let λ ∈ (0, 1) be any constant, and let the constants M∗ ≥ 1, δ̄ ∈ [0,M∗∆̄), c, and
c̄ > c satisfy
M∗ > max {MA,MB} , c̄ <
1− λ
ρ0 − ρ∗
, and c >
λ− 1




































Then, (2.66) is ISS with respect to ([−δ̄, δ̄], 0,S]) where S] = {(q̃, κ̃0) : q̃+(ρ0, 0) ∈
S, κ̃0 + κ0 ∈ (c, c̄)}. 
Proof: We indicate the changes in the proof of Theorem 2.5.1 that are needed
to prove Theorem 2.7.1. We replace V and U in the proof of Theorem 2.5.1 by
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and since the −h′(ρ) sin(φ) in the formula for U was scaled by 1/M∗ in the formula
for Us, we can replace (2.41) by∣∣∣∣∂U∂φ (ρ, φ)
∣∣∣∣ ≤ 1M∗ (∣∣h′(ρ) cos(φ)∣∣+ M̄1∣∣ tan(φ)∣∣) . (2.71)
This lets us scale the left sides of (2.43) by 1/M∗, so since our maximal allow-
able perturbation bound is now M∗∆̄, the proof of Theorem 2.5.1 shows that its
conclusions stay true if





















ρ∗ + (K − 1)ρ0
(2.73)
are all satisfied. The theorem now follows because our lower bounds for M∗ in
















so we can omit the bound (2.72), since it follows from (2.73). 
Remark 1. Our proof of Theorem 2.7.1 shows that we can omit 1/(ρ∗+(K−1)ρ0)
from (2.68)-(2.69) when κ0 is known to be positive, because in that case, we can
choose c = 0. When we can scale the steering constant µ and h in the control, we
can sometimes use Theorem 2.7.1 to get larger bounds on c̄ than what we would
get from Theorem 2.5.1; see Section 2.9. 
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In the next section, we provide another variant of Theorem 2.5.1, which uses an
artificial neural network approach to prove curve tracking under uncertain non-
constant curvatures.
2.8 Unknown Nonconstant Curvatures
Theorems 2.5.1 and 2.7.1 provide curve tracking and parameter identification un-
der state constraints and control uncertainty. However, Theorems 2.5.1 and 2.7.1
require that the scaled curvatures κ0 (and so also the curvatures κ in the orig-
inal dynamics) be constant, and our ISS extension from Section 2.6 provides
ISS with respect to nonconstant parts η(s) of nonconstant curvatures κ](s) =
κ+ η(s) with constant parts κ, without ensuring the curve tracking condition that
limt→+∞(ρ(t), φ(t)) = (ρ0, 0). In this section, we give a partial extension of Theo-
rem 2.5.1 to cases where the scaled curvature κ0 is again a function of arc length





where the Φi’s are known continuous basis functions, the unknown weights wi are
independent of s and lie in known intervals of the form (wi, w̄i) for i = 1, 2, . . . ,m
with constant endpoints, and m ≥ 1; see [49] for background on artificial neural
networks. We again assume that we know constant upper and lower bounds for the
curvature, i.e., constants c̄ and c < c̄ such that κ0(s) ∈ (c, c̄) for all s ≥ 0. The result
of this section ensures the convergence condition limt→+∞(ρ(t), φ(t)) = (ρ0, 0), even
if the curvature is nonconstant, which is a stronger conclusion about (ρ, φ) than
the ISS condition from Section 2.6.
To prove the result, we define U , S, and ∆̄ as in Theorem 2.5.1, we use the m
dynamic extensions
˙̂wi = (ŵi − wi)(w̄i − ŵi)
cos(φ)Φi(s)










and we define the adaptive controller u2 from (2.30) except with κ̂0 now depending
on time t and the arc length s. However, we continue our convention of omitting
arguments of functions, when this would not lead to confusion.
Finally, we assume that the known upper and lower bounds w̄i and wi for the
weights wi in the curvature are such that (2.77) stays in the interval (c, c̄). Since the
unknown parameters are the weights wi instead of the curvatures κ(s) themselves,
we use the new augmented errors
(q̃, w̃) = (q̃1, q̃2, w̃) = (ρ− ρ0, φ, ŵ1 − w1, . . . , ŵm − wm), (2.78)
which has the same augmented error dynamics we gave in (2.31), except we must
now replace the κ̃0 error dynamics by
˙̃wi =
(wi + w̃i − wi)(w̄i − wi − w̃i)Φi(s) cos(q̃2)









We also use following well known result, called Barbalat’s Lemma [17]:






exists and is finite, then limt→+∞ φ(t) = 0.
With the preceding changes and S] from Theorem 2.5.1 as before, we can then
prove the following (but see Remark 2 for cases where we can also identify the
curvatures and prove ISS):
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Theorem 2.8.1. Let the assumptions of Theorem 2.5.1 hold with δ̄ = 0. Then
for all solutions (q̃(t), w̃(t)) = (ρ(t) − ρ0, φ(t), ŵ1(t) − w1, . . . , ŵm(t) − wm) of the
augmented error dynamics that start in S]w = {(q̃, w̃) : q̃ + (ρ0, 0) ∈ S, w̃i ∈
(wi − wi, w̄i − wi) for all i}, the corresponding solutions (q̃(t), κ̃0(t)) = (ρ(t) −
ρ0, φ(t), κ̃0(t)) remain in S] for all t ≥ 0 and are such that limt→+∞(ρ(t), φ(t)) =
(ρ0, 0).
Proof: We indicate the changes needed in the proof of Theorem 2.5.1. Lemma
2.5.1 and its proof remain the same, except with κ̃ and κ̂ also depending on s.
Then we change the augmented Lyapunov function to the function
U ] : S ×
m∏
i=1
(wi − wi, w̄i − wi)→ [0,+∞) (2.82)
that is defined by







(wi + `− wi)(w̄i − wi − `)
d`
(2.83)
where U is from (2.16). The proof is then the same as the proof of Theorem 2.5.1
(with δ = 0) up through and including (2.44), with the same constant β0 > 0. By













along all trajectories of the closed loop augmented error dynamics contained in
S]. By the forward invariance of S] from Lemma 2.5.1, it follows that the function
L(`) = (h′(ρ(`)) cos(φ(`)))2 + sin2(φ(`)) is uniformly continuous on S. Hence, the
result follows from Barbalat’s Lemma and our Assumption 1 on h. 
Remark 2. We can use the scaling method from Section 2.7 to enlarge the bounds
on the curvatures κ0(s). Also, when the assumptions of Theorem 2.8.1 hold with
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m = 1, we can use a variant of the last part of the proof of Theorem 2.5.1 to prove
that limt→+∞ κ̂0(s, t) = κ0(s) for all s, i.e., we get identification of the nonconstant
curvatures. This is done by replacing V ] from (2.45) by
V ](q̃, w̃1) = M̄4U ](ρ, φ, w̃1) + q̃2w̃1 (2.85)
for a suitable constant M̄4 > 0 and assuming that Φ1(s) is bounded and admits a
uniform positive lower bound Φ > 0, i.e., Φ1(s) ≥ Φ for all s ≥ 0. Here U ] is the
function that we defined in (2.83). To see how this can be done when δ = 0, first
notice that Lemma 2.5.1 ensures that we have a constant Ḡ∗1 > 0 such that
∣∣ ˙̃w1∣∣ ≤ Ḡ∗1 |q̃| and U ](ρ, φ, w̃1) ≥ |(q̃, w̃1)|2Ḡ∗1 (2.86)





h′(q̃1 + ρ0) cos(q̃2)− µ sin(q̃2)
− w̃1 cos(φ)Φ1(s)
(1 + κ0(ρ− ρ0))(1 + κ̂0(ρ− ρ0))
)
w̃1 + Ḡ∗1 |q̃|2
≤ Ḡ∗2 (|w̃1||q̃|+ |q̃|2)− Ḡ∗3w̃21
holds on S]. Then we can argue as in the last part of the proof of Theorem 2.5.1
(with the Ḡi’s replaced by the corresponding Ḡ∗i ’s, and κ̃0 replaced by w̃1) to prove
that the dynamics for (q̃, w̃1) = (ρ−ρ0, φ, ŵ1−w1) are GAS with respect to (0,S]).
Moreover, since the preceding analysis is based on a Lyapunov functional design
(instead of the Barbalat’s lemma approach from the proof of Theorem 2.8.1), we
can extend it to cases with additive uncertainties δ. 
2.9 Examples and Simulations
To illustrate the value of our tracking, parameter identification, and robust forward
invariance approach, first consider the special case of Theorem 2.7.1 where h(ρ) =
(ρ − ρ0)2, ρ0 = 1, ρ∗ = 0.25, K = 5/4, L = 0.4, and µ ∈ (0, π) is close enough to
40
π. Here we use the fact that the right limit requirement limρ→0+ h(ρ) = +∞ from
Assumption 1 can be omitted; see Section 2.6. Then our condition (2.21) holds,
because we have
µ tan(µρ∗) ≥ (0.9π)(0.9) > 2.5 > max
{
|h′(ρ)| : ρ∗ ≤ ρ ≤ ρ∗ +Kρ0
}
= 2 max{|ρ− 1| : 0.25 ≤ ρ ≤ 1.5} = 1.5.
(2.87)
Also, the ρ values occurring for points in S are in [0.25, 1.5], the φ values occurring
in S are in [−π/4, π/4], and we can choose the constant function γ(`) = 7.9, the
function Γ(`) = 4`, and the constants M̄1 = 5.4 and M̄2 = 0.5.
To compute the allowable constants ∆̄ for our perturbation bounds, notice that
in terms of our earlier notation, we have ∆∗ = min{|h′(ρ) cos(φ)| : (ρ, φ)> ∈
AB ∪ ED} ≥ 2 min{|ρ − 1|/
√
2 : ρ ∈ [0.25, 0.5] ∪ [1.25, 1.5]} ≈ 0.4 and ∆∗∗ =
min{|h′(ρ) cos(φ)−µ sin(φ)| : (ρ, φ)> ∈ BC∪EF} ≈ (1/
√
2) min{|2(ρ−1)−0.9π| :
ρ ∈ [0.25, 1.5]} ≈
√
2 min{|ρ − 2.4| : ρ ∈ [0.25, 1.5]} ≈ 1.3. Hence, we choose
∆̄ = 0.4. We also choose λ = 1/2 and the disturbance bound δ̄ = 2.5. Since c = 0,
we can omit 1/(ρ∗ + (K − 1)ρ0) from (2.68)-(2.69); see Remark 1 from Section
2.6.Then our lower bound on M∗ from (2.67) is approximately 13.3.
Hence, since the desired distance to the curve is ρ0 = 1, the upper bound on κ0








which corresponds to allowing all constant curvatures κ ∈ (0, 2). If we had instead
used Theorem 2.5.1, e.g., with λ = 7/8, then (2.33)-(2.34) with c = 0 would have
produced the curvature bound c̄ = 0.2. Therefore, we tripled the bound while
also allowing control uncertainties δ : [0,+∞) → [−2.5, 2.5]. Also, if we allow
nonconstant curvatures, such as curvatures of the form κ](s) = κ + η(s) from
Section 2.6, then Section 2.6 ensures ISS with respect to the perturbation δ(t)
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from (2.56), provided κ ∈ (0, 2) and provided that |δ(t)| < M∗∆̄ ≈ 5.32, which
holds if sups |η(s)| < 5.32; see (2.56).
We simulated (2.66), using Mathematica and the preceding choices of the pa-
rameters and functions, so δ̄ = 2.5, the scaling constant is M∗ = 13.3, and the
curvature bound for c̄ is 2/3. We provide simulations for the cases δ(t) = 0 and
then δ(t) = 2.5 sin(t) (where δ can represent control uncertainty, or the effects
(2.56) of the nonconstant part η(t) of the curvature as in the previous paragraph).
In our first two simulations, we took κ0 = 0.5 (corresponding to the unscaled cur-
vature κ = κ0/(1− ρ0κ0) = 1, using (2.28)), the scaling constant M∗ = 13.3, and
the initial value (q̃(0), κ̃0(0)) = (−0.7, π/4, 0.15) for the augmented error variable,











≈ (0.3, 0.8) (2.89)
of the corresponding robustly forwardly invariant hexagon and the initial value for
the estimated scaled curvature to be κ̂0(0) = κ̃0(0) + κ0 = 0.15 + 0.5 = 0.65, i.e.,
30% above the true scaled curvature value κ0 = 0.5. Using the relationship (2.28)






i.e., approximately twice the actual unscaled curvature value κ = 1. Figures 2.3
and 2.4 show the corresponding plots for q̃1(t) = ρ(t) − ρ0, q̃2(t) = φ(t), and the
estimate κ̂(t).
In our third simulation, we took the same parameters and disturbance function
δ(t) = 2.5 sin(t) as in our second simulation, except we changed the initial value





























Figure 2.3. Plots from Augmented Error Dynamics (2.66) with Initial Value
(q̃(0), κ̃0(0)) = (−0.7, π/4, 0.15) and δ = 0. (Top Left) q̃1(t) = ρ(t) − ρ0, (Top Right)
q̃2(t) = φ(t), and (Bottom) κ̂(t).
of the corresponding robustly forwardly invariant hexagon. We report results for
our third simulation in Figure 2.5, which shows convergence of the state errors to-
wards 0, and the parameter identifiers converging to 1, while staying in the robustly
forwardly invariant set S], with overshoots from our perturbation in Figures 2.3-
2.4. Figure 2.6 shows (ρ(t), φ(t)) = (q̃1(t) + ρ0, q̃2(t)) staying in the corresponding
set S for all three simulations. This agrees with our theory.
2.10 Conclusions
Adaptive planar curve tracking under unknown curvatures is important for the
control of robots in uncertain environments. While the works [28] and [31] solve
adaptive tracking and parameter identification problems under unknown control
gains but known curvatures, here we solved a complementary problem, where the
control gains are known but where our adaptive controller can cope with unknown
curvatures. Our strict Lyapunov function approach allows us to prove input-to-
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Figure 2.4. Plots from Augmented Error Dynamics (2.66) with Initial Value
(q̃(0), κ̃0(0)) = (−0.7, π/4, 0.15) and δ(t) = 2.5 sin(t). (Top Left) q̃1(t) = ρ(t) − ρ0,
(Top Right) q̃2(t) = φ(t), and (Bottom) κ̂(t).




















Figure 2.5. Plots from Augmented Error Dynamics (2.66) with Initial Value
(q̃(0), κ̃0(0)) = (0.5,−π/4, 0.15) and δ(t) = 2.5 sin(t). (Top Left) q̃1(t) = ρ(t) − ρ0,











Figure 2.6. States (ρ(t), φ(t)) = (q̃1(t)+ρ0, q̃2(t)) Staying in Robustly Forwardly Invariant
Set on Time Interval [0, 20] Without Disturbances (Upper Left) and δ(t) = 2.5 sin(t)
(Upper Right and Bottom).
state stability and to cover nonconstant curvatures, and our robust forward in-
variance approach makes it possible to satisfy a valuable class of polygonal state
constraints. One can study even more general three-dimensional cases with input
delays, and identify uncertain control gains and uncertain curvatures, using esti-
mators for the unknown curvatures and the unknown control gains. We leave our
generalizations for a future work.
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Chapter 3
3D Adaptive Curve Tracking
3.1 Background
This chapter provides work from [32] on analogs of the 2D curve tracking results
from the previous chapter, except instead of identifying unknown curvatures, here
we use our adaptive tracking and parameter identification approach to identify
unknown control gains. It is important to identify unknown control gains, because
the gains provide a useful measure of the control effectiveness. The 3D case was
explored in the work [31], where instead of having hexagons in the plane, the track-
ing, input-to-state stability with respect to additive uncertainties on the control,
and the robust forward invariance was achieved using paired hexagons.
A key observation from [31, Remark 2] is that for fixed penalty functions in the
control and a fixed desired bounding set D for the allowable values of the perturba-
tions, one can build the hexagon pairs (depending on D and the control) to ensure
robust forward invariance of the hexagon pairs under all D valued perturbations.
However, a potential drawback was that larger D’s led to robustly forwardly in-
variant hexagon pairs that include points that are very close to the boundary of
the workspace, as well as points that correspond to the robot being very far from
the curve being tracked, and an analogous statement holds for 2D curve track-
ing. Since this can allow robots to move close to undesirable regions, it can be a
disadvantage.
To help overcome the preceding challenge in the 2D case, the previous chapter
and [33] used a scaling algorithm that can be summarized as follows. The scaling
made it possible to compensate for the effects of arbitrarily large perturbation
bounds. First, we fixed any suitable 2D hexagon shaped compact region H in the
workspace and a value δ̄ > 0 for the perturbation bound. Then, we scaled the
steering constant and the penalty functions in the control by a constant M∗ ≥ 1
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(depending on H and δ̄) and proved robust forward invariance of H for the closed
loop system under all scalar perturbations that are bounded by δ̄. This eliminated
the need to move the hexagon legs too close or far from the boundary of the
workspace, and can help ensure robust, safe operation under perturbations.
In this chapter, we extend the 2D scaling approach from our work [33] to the 3D
curve tracking dynamics from [31], to ensure tracking under control uncertainty
and state constraints and identification of unknown control gains under arbitrarily
large perturbation bounds using adaptive control. As in [33], a benefit of the new
method in this chapter is that it eliminates the need to include points in the
hexagons that may be too close to the boundary of the state space. However, while
[33] used only one scaling constant, our 3D dynamics will lead us to use three
different scaling constants. We can extend this approach to cover input delays, by
converting our strict Lyapunov functions into Lyapunov-Krasovskii functionals,
using ideas from [31, Section 7.4]. The effects of input delays can be captured by
the perturbation terms using a variant of [31, Section 6.3] that we leave to the
reader.
3.1.1 Model and Controls
To make our work more self contained, we review the 3D curve tracking model and
robust forward invariant sets from [31]. Then we present our new work, starting
in Section 3.2. The model describes the motion of a free particle, and a second
particle (called the closest or projection point) that is confined to a specified 3D
curve and that locally has the shortest distance to the free particle. Let r1 be the
position of the second particle, x1 be the unit tangent vector to the curve at r1,
y1 be a unit normal vector, and z1 be a binormal. The velocity of the point is in
the direction of x1.
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Let r2 be the position of the free particle moving at unit speed, x2 be the unit
tangent vector to the trajectory of its moving center, y2 be a corresponding unit
normal vector, and z2 = x2×y2. With the speed
ds
dt
= α, the dynamics of the free
point and the closest point on the curve from [31] and [52] are
ṙ1 = αx1








where the normal curvature κn and the geodesic curvature κg are associated with
the curve at the closest point, and the steering controls u and v we will chosen
later. See Figure 3.1 below.
Figure 3.1. Position and frames for the free particle (r2,x2,y2, z2) and shadow point
(r1,x1,y1, z1) [52].
Following [31], we write the controls as
u = a1(x1 · y2) + a2(y1 · y2) + a3(z1 · y2) and
v = a1(x1 · z2) + a2(y1 · z2) + a3(z1 · z2),
(3.2)
where the coefficients ai will be specified. We also set ρ1 = (r2 − r1) · y1 and
ρ2 = (r2 − r1) · z1, and we use the shape variables ϕ = x1 · x2, β = y1 · x2, and
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γ = z1 · x2, and the spherical coordinate transformation
(ϕ, β, γ) =
(




a1 = µ, a2 = −h′1(ρ1) +
ακn
ϕ




where µ > 0 is any fixed constant (and called the steering constant) and the C1










, ρi ∈ (0, ρci)
h̄i
ρci
(ρi − ρci)2, ρi ≥ ρci
(3.5)
for i = 1, 2 for fixed constants h̄i > 0 and (ρc1, ρc2) ∈ (0,+∞)2, and we assume
that κn and κg are C
1, bounded, and nonpositive valued. Then
α =
ϕ
1− κnρ1 − κgρ2
, (3.6)
as noted in [31]. This is a slight generalization of the controls from [31], which
required that h̄1 = h̄2. Our basic tracking goal is to ensure that
lim
t→+∞
(ρ1, ζ, ρ2, θ)(t) = (ρc1, 0, ρc2, 0) (3.7)
for all initial conditions, to ensure parallel motion relative to the curve that is
being tracked while maintaining sufficient separation between the robot and the
curve [31]. Our state constraints will ensure that the ρi’s and ϕ stays positive.
Using [31, Section 5.2] (except with different h̄i used in the penalty functions
hi) with the control components (3.4) scaled by G/Ĝ, we obtain the augmented
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adaptive 3D curve tracking dynamics with parameter estimate Ĝ given by
ρ̇1 = − sin(ζ) cos(θ)
ζ̇ = − cos(ζ)κn





















θ̇ = −κg cos
2(ζ) cos(θ)























µ cos(ζ) sin(θ) + δ2
˙̂
G =











on the augmented state space
Xa = (0,+∞)× (−π/2, π/2)× (0,+∞)× (−π/2, π/2)× (gmin, gmax), (3.9)
where the unknown measurable essentially bounded functions δi represent uncer-
tainty, G is an unknown control gain (i.e., an unknown positive constant that
multiplies the control components in the system) that is known to lie on some
interval (gmin, gmax) with known positive endpoints gmin and gmax, the functions










+µ sin(ζ)] , and

















where Y is valued in X = (0,+∞)× (−π/2, π/2)× (0,+∞)× (−π/2, π/2), and
U(ρ1, ζ, ρ2, θ) =




















λ(q) + Γ′(q) + 1
]
, (3.13)
and λ(q) = λ0(q, ρc1) + λ0(q, ρc2) + 2c̄/min{ρc1, ρc2} and Γ(q) = Γ0(q, ρc1) +





3 + 1 + 0.5(µ)2 + µ












When the parameter estimate Ĝ for the unknown parameter G is equal to G,
our system (3.8) can be written as [31]
ρ̇1 = − sin(ζ) cos(θ)





2(θ) + ακg sin(θ) sin(ζ) cos(θ)














on the state space X = (0,+∞) × (−π/2, π/2) × (0,+∞) × (−π/2, π/2), which
we call the nonadaptive dynamics, and in the special case where the perturba-
tions δi are identically zero in (3.15), we call (3.15) the unperturbed nonadap-
tive dynamics. The motivation for (3.11) is that U is a strict Lyapunov function
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for the unperturbed nonadaptive dynamics on X with respect to its equilibrium
E = (ρc1, 0, ρc2, 0); see [31, Theorem 2]. The barrier term (gmax − Ĝ)(Ĝ − gmin) in
(3.8) ensures that the parameter estimate Ĝ stays in the interval (gmin, gmax) that
contains G. We can use a variant of the proof of [31, Theorem 5] (with a scaling
of the hi’s by different constants h̄i, and with the δi’s set equal to 0) to show this
curve tracking and parameter identification result:
Theorem 3.1.1. When the δi’s are zero, the dynamics (3.8) are uniformly globally
asymptotically stable to the equilibrium (ρc1, 0, ρc2, 0, G) on its state space Xa =
(0,+∞)× (−π/2, π/2)× (0,+∞)× (−π/2, π/2)× (gmin, gmax). 
3.1.2 Robust Forward Invariance
The preceding subsection leaves open the problem of finding largest possible per-
turbation sets D ⊆ R2 such that all solutions of the Y subsystem in (3.8), for all
measurable essentially bounded choices of δ = (δ1, δ2) : [0,+∞)→ D, that start in
suitable subsets H of X remain in H at all future times. In [31], we solved the pre-
ceding robust forward invariant problem by choosing the sets H ⊆ X to be paired
hexagons and the allowable perturbation sets to be compact subsets of maximal
boxes D. The D’s were maximal in the sense that for each constant perturbation d̄
that takes a value outside D, there existed a point p∗ on the boundary of H such
that the corresponding solution of the nonadaptive dynamics (3.15) starting at p∗
for the perturbation d̄ exits H in finite time. The analysis in [31] assumes that
h̄1 = h̄2, but it carries over to the case where these constants can differ.
Given any quadruple (ρ∗1, ρ∗2, K1, K2) ∈ (0, ρc1)×(0, ρc2)×[ρc1,+∞)×[ρc2,+∞)
and any constants ζ̄ ∈ (0, π/2) and θ̄ ∈ (0, π/2), the robustly forwardly invariant
sets in [31] took the formH = H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2), where H1(ρ∗1, ζ̄, K1)
is the closed set in the (ρ1, ζ) plane whose boundary is the hexagon that has the
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vertices A = (ρ∗1, 0), B = (ρ∗1 + ζ̄/µ
], ζ̄), C = (ρ∗1 + 2ζ̄/µ
] + K1, ζ̄), D = (ρ∗1 +
2ζ̄/µ] + K1, 0), E = (ρ∗1 + ζ̄/µ
] + K1,−ζ̄), and F = (ρ∗1,−ζ̄), and H2(ρ∗2, θ̄, K2)
is the closed set in the (ρ2, θ) plane whose boundary is the hexagon with the
vertices A′ = (ρ∗2, 0), B
′ = (ρ∗2, θ̄), C
′ = (ρ∗2 + θ̄/(µ
] cos(ζ̄)) +K2, θ̄),D
′ = (ρ∗2 +
2θ̄/(µ] cos(ζ̄)) + K2, 0), E
′ = (ρ∗2 + 2θ̄/(µ
] cos(ζ̄)) + K2,−θ̄), and F ′ = (ρ∗2 +
θ̄/(µ] cos(ζ̄)),−θ̄), where µ] = µgmin/gmax, and the corresponding perturbation sets
had the form D = [−δ∗1, δ∗1] × [−δ∗2, δ∗2] for suitable maximum constant bounds
δ∗i for i = 1 and 2. See Figure 3.2.
Figure 3.2. Hexagon Shaped Boundaries of Two-Dimensional Sets H1(ρ∗1, ζ̄,K1)
(Left) and H2(ρ∗2, θ̄,K2) (Right) for Robustly Forwardly Invariant Set
H1(ρ∗1, ζ̄,K1)×H2(ρ∗2, θ̄,K2)
Also, [31, Remark 2] showed that for each pair (δ∗1, δ∗2) ∈ (0,+∞), we can
chose the Ki’s and ρ∗i’s and µ such that H is robustly forwardly invariant for the
dynamics (3.15) with the perturbation set D. However, as the δ∗i’s become large,
the required ρ∗i’s converge to 0, and the required Ki’s converge to +∞, which may
be a disadvantage, since small ρ∗i’s correspond to allowing the robot to get very
close to the curve, and large Ki’s allow the robot to get very far from the curve.
Our new results that we present next help overcome this disadvantage.
3.2 Robust Forward Invariance under Scaling
The remainder of this work is new theory that has not appeared previously and
substantially differs from [31]. Since the barrier term (gmax− Ĝ)(Ĝ− gmin) in (3.8)
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keeps the parameter estimate Ĝ in the interval (gmin, gmax) [31], and since there
are no perturbations in the parameter update law
˙̂












from (3.8), it suffices to prove robust forward invariance for the Y = (ρ1, ζ, ρ2, θ)
subsystem of (3.8) on subsets of
X = (0,+∞)× (−π/2, π/2)× (0,+∞)× (−π/2, π/2) (3.17)
for each choice of Ĝ(t). To this end, we first rewrite this Y subsystem as
ρ̇1 = − sin(ζ) cos(θ)
ζ̇ = Q1(Y, Ĝ, µ, h̄) + δ1
ρ̇2 = sin(θ)
θ̇ = Q2(Y, Ĝ, µ, h̄) + δ2,
(3.18)
where
Q1(Y, Ĝ, µ, h̄) = −
cos(ζ)κn





















Q2(Y, Ĝ, µ, h̄) = −
κg cos
2(ζ) cos(θ)
















1− κnρ1 − κgρ2
)




where we leave out the dependencies of the Qi’s on t (through the time-varying
curvatures κn and κg) to simplify the notation. The preceding functions agree
with the QAi ’s in [31], but we write them as Qi(Y, Ĝ, µ, h̄)’s to emphasize their
dependence on the constant choices of µ and h̄ = (h̄1, h̄2).
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However, unlike in [31] where we computed the maximum allowable bounds for
the perturbations to maintain forward invariance of
H = H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2), (3.21)
here we do the following. First, we fix a disturbance set
D̄ = [−∆̄1, ∆̄1]× [−∆̄2, ∆̄2] (3.22)
that is known to contain all δ(t) values, where the ∆̄i’s are any known nonnegative
constants. Then, we choose µ and the h̄i’s to ensure that (3.21) is robustly forwardly
invariant for (3.18) with perturbations δ : [0,+∞) → D̄, where the constants
ρ∗i ∈ (0, ρci) and Ki ∈ [ρci,+∞) for i = 1, 2, ζ̄ ∈ (0, π/2), and θ̄ ∈ (0, π/2) are
fixed; see Section 3.3 below for a detailed comparison between the method in [31]
and the one we provide here, including algorithms for applying both methods.
Enlarging µ increases the slopes of the tilted legs AB and DE in Figure 3.2 and
decreases the slopes of the legs A′F′ and C′D′, so our new hexagons have the same
general shape as in Figure 3.2 but become more like boxes. Also, for each constant
µ̄ ≥ 1, we have








× [−ζ̄ , ζ̄] and















so the hexagons maintain a positive distance of min{ρ∗1, ρ∗2, π/2− ζ̄ , π/2− θ̄} from
the boundary of X for all choices of µ] ≥ µ̄. On the other hand, it is impossible to
prove robust forward invariance of boxes instead of hexagons; see [31, Remark 4].
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Our new robust forward invariance result will follow from this analogue of [31,
Lemma 4], which will lead to our new robust forward invariance algorithm in
Section 3.3:
Theorem 3.2.1. Let (ρ∗1, ρ∗2, K1, K2, ζ̄, θ̄, ∆̄1, ∆̄2) ∈ (0, ρc1)×(0, ρc2)×[ρc1,+∞)×
[ρc2,+∞) × (0, π/2)2 × [0,+∞)2 be any constant vector. Then we can choose the
constants h̄i > 0 in the penalty functions hi in (3.5), and the constant µ ≥ 1 in
(3.4), such that the following four conditions E1-E4 are satisfied:
E1 Q1(Y, Ĝ, µ, h̄) + µ] sin(ζ) cos(θ) > ∆̄1 for all (ρ1, ζ) ∈ ED and all (ρ2, θ) ∈
H2(ρ∗2, θ̄, K2). Also, Q1(Y, Ĝ, µ, h̄) + µ] sin(ζ) cos(θ) < −∆̄1 for all (ρ1, ζ) ∈
AB and all (ρ2, θ) ∈ H2(ρ∗2, θ̄, K2).
E2 Q1(Y, Ĝ, µ, h̄) > ∆̄1 for all (ρ1, ζ) ∈ FE and all (ρ2, θ) ∈ H2(ρ∗2, θ̄, K2). Also,
Q1(Y, Ĝ, µ, h̄) < −∆̄1 for all (ρ1, ζ) ∈ BC and all (ρ2, θ) ∈ H2(ρ∗2, θ̄, K2).
E3 Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ) > ∆̄2 for all (ρ2, θ) ∈ A′F ′ and all (ρ1, ζ) ∈
H1(ρ∗1, ζ̄, K1). Also, Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ) < −∆̄2 for all (ρ2, θ) ∈
C ′D′ and all (ρ1, ζ) ∈ H1(ρ∗1, ζ̄, K1).
E4 Q2(Y, Ĝ, µ, h̄) > ∆̄2 for all (ρ2, θ) ∈ F ′E ′ and all (ρ1, ζ) ∈ H1(ρ∗1, ζ̄, K1).
Also, Q2(Y, Ĝ, µ, h̄)<−∆̄2 for all (ρ2, θ)∈B′C ′ and all (ρ1, ζ)∈H1(ρ∗1, ζ̄, K1).
hold for all values Ĝ ∈ (gmin, gmax) of the parameter estimate for the unknown
control gain G. 
Proof. The proof has the same structure as the proof of [31, Lemma 4], except
instead of reducing the ρ∗i’s and increasing the Ki’s to make E1-E4 hold as was
done in [31], we choose µ and the h̄i’s big enough. However, the changes needed


















Later we put more restrictions on µ.We first place conditions on h̄1 ≥ 1 such that
E1 holds for all µ’s that satisfy (3.25).
Since (3.25) gives µ] = µgmin/gmax > ζ̄/(ρc1−ρ∗1), we have ρ1 ≤ ρ∗1+ ζ̄/µ] < ρc1
on the leg AB. Also, ζ ≥ 0 on AB, the h′i’s are nondecreasing, and h′′1(ρc1) > 0.
Therefore, at all points Y = (ρ1, ζ, ρ2, θ) ∈ H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2) such that
(ρ1, ζ) ∈ AB and for all values Ĝ ∈ [gmin, gmax], we have h′1(ρ1) ≤ h′1(ρ∗1 + ζ̄/µ]) <
0, and so
Q1(Y, Ĝ, µ, h̄) + µ] sin(ζ) cos(θ)
= − cos(ζ)κn










































when h̄1 ≥ 1 is large enough, using the nonnegativity of the term in curly braces
in (3.26) along AB, the nonpositivity of the curvatures which implies that
|α| = |ϕ|
1− κnρ1 − κgρ2
≤ 1 (3.27)
and the fact that 0 < cos(ζ̄) ≤ cos(ζ) ≤ 1 on H1(ρ∗1, ζ̄, K1) × H2(ρ∗2, θ̄, K2), to
use h′1(ρ∗1 + ζ̄/µ
]) < 0 to cancel the effects of the other terms in (3.26). The proof
that
Q1(Y, Ĝ, µ, h̄) + µ] sin(ζ) cos(θ) > ∆̄1 (3.28)
at all points (ρ1, ζ) ∈ DE for large enough h̄1 ≥ 1 is analogous, because for all
such points, we can use our assumption that K1 ≥ ρc1 to get h′1(ρ1) ≥ h′1(ρ∗1 +
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ζ̄/µ] + K1) > 0, and the fact that ζ ≤ 0 on the leg DE and nonpositivity of the
term in curly braces in (3.26). This provides our conditions on h̄1 to satisfy E1,
which hold for all µ’s that satisfy (3.25).
Next, we specify h̄2’s such that E3 holds for all µ ≥ 1 that satisfy (3.25). Along
A′F ′, condition (3.25) and our choice of the vertex F′ give





h′2(ρ2) ≤ h′2(ρ∗2 + θ̄/[µ] cos(ζ̄)]) < 0 (3.30)
(because our formulas (3.5) for the hi’s imply that h
′
2 is nondecreasing, h
′
2(ρc2) = 0,
and h′′2(ρc2) > 0). Also, −π/2 < θ ≤ 0 and so sin(θ) ≤ 0 for all pairs (ρ2, θ) on
A′F ′. Hence,
Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ)
= −κg cos
2(ζ) cos(θ)










































at all points Y ∈ H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2) such that (ρ2, θ) is on the leg A′F ′,
when h̄2 ≥ 1 is large enough (where the lower bound on allowable h̄2’s depends on
the choice of h̄1, but not on the choice of µ that satisfies (3.25)), since the term in
curly braces in (3.31) is nonnegative at such points. To get the inequality in (3.31),
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we also used the fact that µ] > ζ̄, which follows from (3.25) and implies that
ρ∗1 ≤ ρ1 ≤ ρ∗1 +K1 + 2 (3.32)
for all (ρ1, ζ) ∈ H1(ρ∗1, ζ̄, K1). Analogous reasoning gives the other assertion in E3,
because the term in curly braces in (3.31) is nonpositive on C ′D′. Finally, enlarging
µ ≥ 1 gives conditions E2 and E4.
The proof that Theorem 3.2.1 leads to our desired robust forward invariance
result for the paired hexagons can now be done using the following analog of the
proof of [31, Theorem 3] that we gave in [31]. We introduce the constants
∆∗a = minĜ{|Q1(Y, Ĝ, µ, h̄) + µ] sin(ζ) cos(θ)| :
(ρ1, ζ) ∈ AB ∪ ED, (ρ2, θ) ∈ H2(ρ∗2, θ̄, K2)},
∆∗b = minĜ{|Q1(Y, Ĝ, µ, h̄)| : (ρ1, ζ) ∈ FE ∪BC, (ρ2, θ) ∈ H2(ρ∗2, θ̄, K2)},
∆∗c = minĜ{|Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ)| :
(ρ2, θ) ∈ C ′D′ ∪ A′F ′, (ρ1, ζ) ∈ H1(ρ∗1, ζ̄, K1)}, and
∆∗d = minĜ{|Q2(Y, Ĝ, µ, h̄)| : (ρ2, θ) ∈ B′C ′ ∪ F ′E ′, (ρ1, ζ) ∈ H1(ρ∗1, ζ̄, K1)},
where the subscript Ĝ means that the minimization is also over all constants Ĝ ∈
[gmin, gmax].Then
min{∆∗a,∆∗b} ≥ ∆̄1 and min{∆∗c ,∆∗d} ≥ ∆̄2, (3.33)
where ∆̄i is the known bound on |δi(t)| for i = 1, 2 as before, and our results apply
for any choices ∆̄i ≥ 0. Set
∆̄ζ = min{∆∗a,∆∗b} and ∆̄θ = min{∆∗c ,∆∗d}. (3.34)
The following implies that our adaptive tracking and parameter identification dy-
namics (3.8) has the robustly forwardly invariant setH1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2)×
(gmin, gmax) for suitable perturbation sets D:
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Corollary 3.2.1. Let (ζ̄ , θ̄) ∈ (0, π/2)2, (∆̄1, ∆̄2) ∈ [0,+∞)2, and (ρ∗1, ρ∗2, K1, K2) ∈
(0, ρc1)× (0, ρc2)× [ρc1,+∞)× [ρc2,+∞) be given constants, and choose any con-
stant vector (µ, h̄1, h̄2) such that conditions E1-E4 from Lemma 3.2.1 hold. Then:
(a) For each C1 solution Ĝ : [0,+∞) → (gmin, gmax) of the update law (3.16) and
all constants δ∗1 ∈ (0, ∆̄ζ) and δ∗2 ∈ (0, ∆̄θ), the set
H = H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2) (3.35)
is robustly forwardly invariant for (3.18) with the disturbance set D = [−δ∗1, δ∗1]×
[−δ∗2, δ∗2]. (b) For each constant δ+ > ∆̄ζ (resp., > ∆̄θ), there exist a boundary
point Y ∈ ∂(H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2)) and a solution of (3.16) such that the
trajectory for (3.18) starting at Y for one of the constant perturbations ±(δ+, 0)
(resp., ±(0, δ+)) exits H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2) in finite time. 
Proof. The proof of Corollary 3.2.1 has the same structure as the proof of [31,
Theorem 3], with the important difference that instead of using conditions (C1)-
(C4) from [31, Lemma 4], we use the corresponding conditions E1 and E3 (resp.,
E2 and E4) to prevent trajectories from exiting through the tilted (resp., top and
bottom) legs of the paired hexagons.
By combining Theorem 3.1.1 and Corollary 3.2.1, we can prove that for all
constants ∆̄i ≥ 0 for i = 1, 2 and each choice of D that satisfies the requirements
from Corollary 3.2.1, the system (3.8) is input-to-state stable with respect to its
equilibrium (ρc1, 0, ρc2, 0, G) on each set
H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2)× (gmin, gmax) (3.36)
with perturbations δ = (δ1, δ2) that are valued in D. This follows from the bound-
edness of the gradient of U on any of the compact paired hexagons, and [31,
Lemma 2]. This implies curve tracking and identification of the control gain G, in
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the special case where the perturbations δi are 0. We next compare the preceding
algorithm with the algorithm from [31] in detail.
3.3 Comparing Algorithms
Section 3.2 provides a very different way to find tolerance and safety bounds from
the method in [31, Remark 2]. To see why, we first express the method from [31,
Remark 2] as follows, where the legs refer to those of H1(ρ∗1, ζ̄, K1)×H2(ρ∗2, θ̄, K2)
from Figure 3.2 above, as before:
Algorithm 1. Given any positive constants ∆̄i such that the unknown perturba-
tion δi in (3.8) is known to take all of its values in [−∆̄i, ∆̄i] for i = 1 and 2, any
pairs (ρc1, ρc2) ∈ (0,+∞)2 and (ζ̄ , θ̄) ∈ (0, π/2)2, and any common value
c = h̄1 = h̄2 > 0 (3.37)
for the constants in the formula (3.5) for the penalty functions hi, choose the
constants µ > 0 and ρ∗i ∈ (0, ρci) and Ki > 0 for i = 1 and 2 using these steps:
S1 Choose µ > 0 and constants ρ̄∗i ∈ (0, ρci) for i = 1, 2 such that (3.25) holds
for all ρ∗i ∈ (0, ρ̄∗i) for i = 1, 2.
S2 Choose ρ∗1 ∈ (0, ρ̄∗1) small enough and K1 ≥ ρc1 large enough such that for
all µ satisfying S1, we have:
G1 Q1(Y, Ĝ, µ, h̄) +µ] sin(ζ) cos(θ) < −∆̄1 (resp., > ∆̄1) at all points on the
leg AB (resp., DE).
S3 Choose ρ∗2 ∈ (0, ρ̄∗2) small enough and K2 ≥ ρc2 large enough such that for
all µ satisfying S1, we have:
G2 Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ) > ∆̄2 (resp., < −∆̄2) at all points on
the leg A′F′ (resp., C′D′).
S4 Enlarge µ > 0 as needed to satisfy E2 and E4.
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Then H1(ρ∗1, ζ̄, K1) × H2(ρ∗2, θ̄, K2) × (gmin, gmax) is robustly forwardly invariant
for the augmented system (3.8) for all disturbances δ valued in D = [−∆̄1, ∆̄1] ×
[−∆̄2, ∆̄2]. 
While not explicitly stated in [31], Algorithm 1 follows from the proof of [31,





hi(ρi) = +∞ (3.38)
for i = 1, 2 to pick the ρ∗i’s small enough and the Ki’s big enough. The choices
of ρ∗2 and K2 in Step S3 depend on the choices of ρ∗1 and K1 from Step S2. If
we use Algorithm 1, then larger perturbation bounds ∆̄i require choosing smaller
positive constants ρ∗i and larger Ki’s, so the hexagons get close to the vertical axes
in Figure 3.2, and also become wider (which corresponds to allowing the robot to
move far from the curve being tracked).
By contrast, our new algorithm from Section 3.2 is as follows, where conditions
G1-G2 are from Algorithm 1:
Algorithm 2. Given any positive constants ∆̄i such that the unknown perturba-
tion δi in (3.8) is known to take all of its values in [−∆̄i, ∆̄i] for i = 1 and 2, any
pairs (ρc1, ρc2) ∈ (0,+∞)2 and (ζ̄ , θ̄) ∈ (0, π/2)2, and any constants ρ∗i ∈ (0, ρci)
and Ki ≥ ρci for i = 1 and 2, choose the constant µ > 0 and the scaling constants
h̄i’s in (3.5) as follows:
M1 Choose any constant µ > 0 such that (3.25) holds.
M2 Choose h̄1 such that G1 holds for all µ satisfying (3.25).
M3 Choose h̄2 such that G2 holds for all µ satisfying (3.25).
M4 Enlarge µ > 0 as needed to satisfy E2 and E4.
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Then H1(ρ∗1, ζ̄, K1) × H2(ρ∗2, θ̄, K2) × (gmin, gmax) is robustly forwardly invariant
for the augmented system (3.8) for all disturbances δ valued in D = [−∆̄1, ∆̄1] ×
[−∆̄2, ∆̄2]. 
Since Q2(Y, Ĝ, µ, h̄) + µ] cos(ζ̄) sin(θ) depends on h1, the h̄2 in Step M3 will
depend on h̄1. Algorithm 2 scales the hi’s by increasing the h̄i’s, instead of using the
approach from Algorithm 1 of manipulating the arguments of the hi’s. Algorithm
2 eliminates the need to allow the paired hexagons to get too wide or close to the
vertical axes in Figure 3.2, which is helpful in applications that require separation
between the robot and the curve being tracked; see (3.23). By proving ISS under
arbitrarily large ∆̄i’s, under scalings of µ and of the h̄i’s, while maintaining positive
distances between the paired hexagons and the edges of the state space, our work
also improves on the ISS results from [31], which did not use our scaling approach
and did not compensate for arbitrarily large disturbances unless the distances from
the paired hexagons to the edges of the state space decreased towards zero.
3.4 Conclusions
We advanced the theory of state constrained 3D curve tracking by exploiting con-
nections between tuning constants and allowable perturbation bounds that ensure
robust forward invariance. Our new results include perturbations, polygonal state
constraints, and identification of unknown control gains using adaptive control.
Our scaling approach tunes scaling constants in the controls to compensate for ar-
bitrarily large disturbance bounds while maintaining desirable separation between
the polygons and the edges of the state space, and so builds on [31, Remark 2]




Summary of Results and Future Work
This dissertation advanced the theory of 2D and 3D curve tracking, using novel
synergies of Lyapunov functions, robust forward invariance, and adaptive tracking
and parameter identification, including cases where the unknown parameters to be
identified enter the dynamics in a nonlinear way. While robustness properties had
been previously observed in field work involving the types of gyroscopic controls
that we used in this work, our robust forward invariance method provided a new
way to quantify the effects of uncertainties in terms of input-to-state stability and
to compute nonconservative bounds on the allowable additive uncertainties on the
controls that ensure robust forward invariance of the corresponding hexagons in
the robust forward decomposition of the state spaces. This is valuable because
collision avoidance problems in robotics call for computing tolerance and safety
bounds to ensure safe operation of robots when obstacles are present.
In our future work, we hope to find analogs of our 2D curve tracking results for
other engineering models in which the unknown parameters enter in a nonlinear
way, and to allow 2D curve tracking cases where there are both unknown curvatures
and unknown control gains. We are not aware of any general method to achieve
adaptive tracking and parameter identification for systems where the parameters
to be identified enter the system in a nonlinear way. See [26] for model reference
adaptive control systems where the unknown parameters are products of unknown
weight and control effectiveness matrices which enter in a quadratic way and where
the estimators converge to the true parameter values.Our Mathematica simulations
in the 2D case exhibited convergence of the parameter estimates to the unknown
parameter that was much slower than the convergence of the tracking error to zero.
Therefore, we are also motivated to search for ways to accelerate the rate of the
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parameter identification, without sacrificing the fast convergence of the tracking
error to zero.
The 3D curve tracking case leads to paired hexagons and two curvatures, namely,
the geodesic curvature and the normal curvature. It would be of interest to develop
analogs of our 2D curve tracking curvature identification results that make it possi-
ble to identify both of the curvatures in the 3D case. Our research group’s original
results [31] on the 3D curve case also covered input delays, i.e., cases where the cur-
rent state of the system is not available for measurement, which would necessitate
using time lagged values of the states instead of current values in the feedback con-
trols. It is valuable to include the effects of input delays, because in field work with
marine robots, it may be the case that the control is being computed remotely
(e.g., using an on-shore computer, instead of on the marine robot itself) which
produces communication delays between the sensors on the robot and the device
being used to compute the control values; see, e.g., our research group’s marine
robotic field work as described in [40]. The strategy in [31] for compensating for the
delays was to incorporate the effects of the delays into the additive uncertainties
on the control. However, there is a large literature on delay compensation that is
based on other techniques, such as the reduction model method, and sequential
predictors; see [3, 8, 35] and the survey article [16]. In future work, we hope to
compare the performance of different possible delay compensation methods in our
curve tracking controls, by comparing rates of convergence of the tracking and pa-
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