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Abstract Conduction electrons in metallic nano-objects (1 nm = 10−9 m) be-
have as mobile negative charges confined by a fixed positively-charged back-
ground, the atomic ions. In many respects, this electron gas displays typical
plasma properties such as screening and Langmuir waves, with more or less
pronounced quantum features depending on the size of the object. To study
these dynamical effects, the mathematical artillery of condensed-matter the-
orists mainly relies on wave function ψ(r, t) based methods, such as the cele-
brated Hartree-Fock equations. The theoretical plasma physicist, in contrast,
lives and breaths in the six-dimensional phase space, where the electron gas
is fully described by a probability distribution function f(r,p, t) that evolves
according to an appropriate kinetic equation. Here, we illustrate the power
and flexibility of the phase-space approach to describe the electron dynam-
ics in small nano-objects. Starting from classical and semiclassical scenarios,
we progressively add further features that are relevant to solid-state plasmas:
quantum, spin, and relativistic effects, as well as collisions and dissipation.
As examples of applications, we study the spin-induced modifications to the
linear response of a homogeneous electron gas and the nonlinear dynamics of
the electrons confined in a thin metal films of nanometric dimensions.
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1 Introduction – Plasmas and nanophysics
The physics of metallic nano-objects has stimulated a vast amount of scientific
interest in the last two decades, both for fundamental research and for potential
technological applications to nanophotonics [86, 107], physical chemistry [22],
and even biology and medicine [43,115]. Metallic nano-objects are mesoscopic
systems composed of a relatively small number of atoms, typically between a
few tens and several millions. The typical size of these systems ranges from
a few to several hundred nanometres (1 nm = 10−9 m), with properties that
are intermediate between those of molecules and bulk solids. They can be
synthesized in different geometries, ranging from spherical nanoparticles, to
thin films, nanorods, cubes or pyramids (see Fig. 1).
Metallic nano-objects also present a fundamental interest as large objects
that still display some quantum features [68,91,95,113]. Quantum effects arise
because at metallic densities (n ≈ 1028 m−3) the electrons are so closely packed
together that their wave functions overlap even at room temperature, but also
because of finite-size effects and the related presence of surfaces where the
density varies significantly across very short distances (less than 1 nm).
Many of the optical properties of metallic nano-objects are mediated by
their conduction electrons. The conduction electrons in a metal are delocalized
over comparatively large distances, so that they can be treated, at least to first
approximation, as an electron plasma confined by a fixed positively-charged
background, the atomic ions. Such plasma is known to display collective effects,
giving rise to typical plasma properties such as pronounced resonances near the
plasma frequency ωp =
√
ne2/m0. Due to the very large electron density, the
plasma period τp = 2pi/ωp lies in the femtosecond range (1 fs = 10
−15 s). Thus,
it is not surprising that the study of collective electron resonances in nano-
objects became possible following the development of ultrafast spectroscopy
techniques (“pump-probe experiments”) in the femtosecond regime [11, 124].
Today, plasmonic resonances are actively investigated for applications to such
diverse areas as biomedicine [67,94] and high-harmonic generation [15,102].
Spectroscopy experiments. Pump-probe experiments involve a sequence of two
ultrafast laser pulses. The first pulse (the pump) is more intense and excites
the electron dynamics, while the second (the probe) is weaker and serves as
a measure the time-dependent response. A typical experimental scenario is
depicted schematically in Fig. 2 for the case of a ferromagnetic nano-object,
where the charge and the spin dynamics are closely intertwined. In the first
few tens of femtoseconds, the electric field of the laser couples coherently to
the electron charges (direct coupling between the laser magnetic field and the
electron spins occurs only at very high intensities [12]). Some of the laser en-
ergy is absorbed by the electrons, which are then driven out of equilibrium.
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Fig. 1 Some examples of silver nano-objects with different shapes and sizes. From [17].
After the laser pulse is switched off, the electrons evolve coherently under the
action the self-consistent mean field. A typical response mode is the so-called
surface plasmon, which is a rigid-body oscillation of the entire electron cloud
around the fixed ion lattice. For an ideal spherical nanoparticle, the oscilla-
tion frequency of the surface plasmon mode is equal too ωp/
√
3. The surface
plasmon eventually damps away by coupling to the single-particle modes, an
effect that is akin to the standard Landau damping of ordinary plasmas. Such
Landau damping, which occurs on a very short time scale (10−50 fs), was ob-
served experimentally in gold nanoparticles [63] and was studied theoretically
in several works [61,82,99].
However, electrons possess not only a charge, but also a spin – i.e., a mag-
netic moment – which is a crucial property for ferromagnetic nano-objects. A
remarkable result, first observed by Beaurepaire and Bigot in nickel films [8,12],
is the ultrafast loss of magnetization occurring during the first 100 fs that fol-
lows the laser pulse. Over twenty years after its discovery, there is no gen-
eral agreement about the underlying causes of this ultrafast demagnetization,
which was attributed to various mechanisms such as the spin-orbit interac-
tion [62, 106] (a semi-relativistic effect, as we shall see) or the superdiffusive
electron transport induced by the laser field [7].
During these initial ultrafast processes, the ionic background remains frozen
and the electron energy distribution is nonthermal due to the laser excitation.
For longer times (t > 50 fs, see Fig. 2), the laser energy is redistributed
amongst the electrons through electron-electron collisions and spin-flip pro-
cesses, leading to the internal thermalization of the electron gas. During this
stage the electron population can still be much hotter (up to several thou-
sand degrees) than the ion lattice, which remains close to room temperature.
Finally, on the picosecond timescale, electron-phonon scattering leads to the
exchange of energy between the electrons and the ion lattice and the subse-
quent thermalization of the full system.
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Theory and modelling. From a theoretical point of view, the description of the
electronic dynamics in metallic nano-structures is a very complex challenge.
Exact approaches based on the N -body Schro¨dinger equation are necessar-
ily limited to a very small number of particles. Although such few- or even
single-electron systems can nowadays be realized in the laboratory, in most
practical situations a great many electrons are involved [87, 88]. In that case,
self-consistent effects arising from the Coulomb interactions (between all the
electrons) play a crucial role on the dynamics. Several theoretical and compu-
tational studies, which treat the many-body dynamics in an approximate way,
focused on the linear and nonlinear electron response. Earlier works were based
on macroscopic phenomenological models [1,39,92] that employed Boltzmann-
type equations within the framework of the Fermi-liquid theory [89]. Studies
based on microscopic models are more recent and limited to relatively small
systems, due to their considerable computational complexity. In the quantum
regime, the ultrafast electron dynamics in metallic clusters was studied by
Calvayrac et al. [16] and more recently by Teperik et al. [116] using time-
dependent density functional theory. The many-particle quantum dynamics of
the electron gas in a thin metal film was studied by Schwengelbeck et al. [96]
within the framework of the time-dependent Hartree-Fock approximation. All
the above-mentioned methods, being essentially quantum, are based on the
evolution of a set of wave functions ψj(r, t), each obeying a Schro¨dinger-like
equation.
In this work, we will review a possible alternative that relies on the use of
phase-space models inspired from classical plasma physics, for which the sys-
tem is governed by a probability distribution function f(r,p, t) that evolves
according to a kinetic equation. Indeed, the semiclassical limit of the above-
mentioned quantum models is the self-consistent Vlasov-Poisson system, largely
employed in plasma physics.
The Vlasov-Poisson model itself was used by several authors to model semi-
classically the electron dynamics in metal clusters [16,21,35] and in thin metal
films [75,130]. These works were later extended to the quantum regime using
the Wigner phase-space description [52]. The Wigner representation is a way
to express standard quantum mechanics in a classical phase-space language
and is suitable to treat both single-particle and many-particle systems. It is
often more intuitive than the standard Schro¨dinger approach, especially for
problems where semiclassical considerations are important. For these reasons,
it is used in many areas of quantum physics, including quantum optics [104],
semiclassical analysis [25, 45], electronic transport [9], nonlinear electron dy-
namics [52], and quantum plasma theory [41]. It is also the starting point for
the construction of quantum hydrodynamic equations, which are approximate
models obtained by taking velocity moments of the Wigner function. Such
models were used in the past to study the electron dynamics in molecular
systems [13], metal clusters and nanoparticles [5,27,77], thin metal films [19],
quantum plasmas [100,101], and semiconductors [42].
The above studies included the electron charge, but not its spin. However,
it is well known that spin effects (particularly the Zeeman interaction and the
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Fig. 2 Schematic diagram of the different physical processes and the associated timescales
following the excitation of a ferromagnetic nano-object by a femtosecond laser pulse. From
[12].
spin-orbit coupling) can play a decisive role in nanometric systems such as
semiconductor quantum dots [90, 98] or diluted magnetic semiconductors [83,
84]. The coupling between the spin degrees of freedom and the electron’s orbital
motion is of the utmost importance in many experimental studies involving
magnetized nano-objects, such as the above-mentioned laser-induced ultrafast
demagnetization [12].
Phase-space models based on the Boltzmann equation [118], and the corre-
sponding fluid models [105], were derived in the past to describe the dynamics
of a gas where the constituents possess internal degrees of freedom (internal
angular momentum). However, in these models the spin is not treated ab-
initio as a fundamental quantity, but is rather incorporated into the transport
equations to ensure the correct conservation properties. More recently, a few
theoretical models that include the spin in the Wigner formalism were also
developed. One approach [128] consists in defining a scalar probability distri-
bution that evolves in an extended phase space, where the spin is treated as
a classical two-component variable (related to the two angles on a unit-radius
sphere) on the same footing as the position or the momentum. This approach
was used to derive a Wigner equation that incorporates spin effects through
the Zeeman interaction [128]. Semiclassical [129] and hydrodynamic [4] spin
equations were also derived from those models, as well as other relativistic
effects.
An alternative approach is to use a matrix form for the phase-space distri-
bution function [3], which originates from the 2 × 2 density matrix for spin-
1/2 particles. Using this approach, the corresponding Wigner equations were
derived from the full Dirac theory [10]. In their semiclassical limit, these equa-
tions give rise to a matrix spin-Vlasov equation, which treats the electron
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motion in a classical fashion while preserving the intrinsically quantum char-
acter of the spin degrees of freedoms [48,50]. This approach was recently used
to study the generation of spin currents in ferromagnetic thin films [49].
Both approaches (extended phase space and matrix Wigner function) are
equivalent from the mathematical point of view. However, the extended phase-
space approach leads to cumbersome hydrodynamic equations that are in prac-
tice very hard to solve, either analytically or numerically, even in the non-
relativistic limit. The matrix technique separates clearly the orbital motion
from the spin dynamics and leads to simpler and more transparent hydrody-
namic models. From a computational point of view, the extended phase space
method is more apt to be simulated using particle-in-cell codes, because the
corresponding distribution function is transported along classical trajectories
in the extended phase space (which is eight-dimensional: three positions, three
velocities, and two spin angular coordinates). In contrast, the matrix Wigner
function methods is more naturally amenable to grid-based Vlasov codes, be-
cause the corresponding distribution function only depends on the six variables
of the ordinary phase space.
Summary. In this review, we will first recall the basic concepts, parameters
and physical mechanisms characterizing the electron plasma in a solid nano-
object (Sec. 2). This will be followed by a very short review of wave-function-
based methods (Hartree-Fock and density functional theory), which are the
golden standard of computer simulations in condensed matter physics (Sec.
3). Then, we will introduce the Wigner phase-space representation of quantum
mechanics (Sec. 4) and its extension to spin-1/2 fermions (Sec. 5). One of
the attractive features of phase-space methods is that they can incorporate
dissipative effects more naturally than wave-function-based methods – this is
described in Sec. 6. All the above concepts are illustrated by two examples.
First (Sec. 7), we study the linear response of a homogeneous electron gas
including spin effects and derive the corresponding spin-dependent dispersion
relation, for both Maxwell-Boltzmann and Fermi-Dirac equilibria. Second (Sec.
8), we summarize a series of computational studies on the nonlinear electron
dynamics in thin metal films carried out in our research group over the last 15
years, culminating in the recent observation of spin currents in a ferromagnetic
nickel film [49].
2 Basic concepts, parameters, mechanisms
In this paper, we focus our attention on the theoretical description of the elec-
tron dynamics in metallic nano-objects. Metals are condensed-matter systems
with the specificity of having a half-filled conduction band. The electrons that
belong to the conduction band are not attached to a particle nucleus, but are
rather delocalized in the material and behave, to first approximation, as a
non-interacting electron gas. This property was exploited by Drude [29] at the
beginning of the twentieth century to derive approximate estimations of the
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Fig. 3 Phase diagram of the various physical regimes as a function of the density and
temperature of the electron plasma.
electric and thermal conductivities of a metal. A more accurate understanding
may be achieved by treating electrons as a one component plasma, i.e., by con-
sidering the interactions between the electrons. Because of the large density of
solid-state objects, such system display prominent quantum properties, thus
deserving the name of “quantum plasmas”.
In a fermion gas, quantum effects become important when the temperature
of the gas is comparable to, or smaller than, the Fermi temperature, defined
as:
TF =
~
2mkB
(
3pi2n
)2/3
. (1)
For metals, TF ≈ 104 K, and therefore conduction electrons are in the quantum
regime even at room temperature. Indeed the Fermi-Dirac distribution devi-
ates drastically from the classical Maxwell-Boltzmann distribution for temper-
atures much lower than the Fermi temperature. Quite often it is a sufficiently
good approximation to assume that the electron temperature is equal to zero.
In that case, all energy levels up to the Fermi energy EF = kBTF are occupied,
whereas all levels with E > EF are empty, and the electron gas is said to be
fully degenerate.
One also defines the Fermi velocity:
vF =
√
2EF
m
=
~
m
(
3pi2n
)1/3
, (2)
and with it, the Thomas-Fermi screening length: λTF = vF /ωp. This is the
quantum analog of the classical Debye length λD =
√
kBTe/(ne2), and rep-
resents the typical distance over which the Coulomb force is screened.
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In the fully degenerate regime, the coupling parameter can be written as:
gq =
Eint
EF
∼ e
2m
~2ε n1/3
∼
(
1
nλ3TF
)2/3
∼
(
~ωp
EF
)2
∼ rs
a0
, (3)
where Eint is the typical Coulomb interaction energy between two electrons
situated at a distance d = n−1/3, rs is the Wigner-Seitz radius rs = (3/4pin)1/3
(i.e., the typical volume occupied on average by one electron), and a0 =
~2ε0/(pime2) is the Bohr radius. The coupling parameter discriminates be-
tween the collisionless or weakly correlated regime (gq  1), where two-body
collisions are unimportant and the system can be described in the mean-field
approximation, and the collisional or strongly correlated regime (gq ≈ 1),
where two-body correlations cannot be neglected. From Eq. (3), the collision-
less regime can be interpreted in various ways as the regime where: (i) the
number of electrons in a Thomas-Fermi volume is large, (ii) the plasmon en-
ergy ~ωp is small compared to the Fermi energy, or (iii) the Wigner-Seitz
radius is small compared to the Bohr radius. The latter ratio is the one that
is usually employed in solid-state and nano-physics and is often tabulated in
standard textbooks. The quantum coupling parameter gq should be compared
to its classical counterpart:
gc =
e2n1/3
ε0kBTe
. (4)
Note that a quantum plasma becomes less strongly correlated at high densities,
whereas the opposite is true for a classical plasma [71] (this is because of the
density-dependence of the Fermi energy).
Finally, relativistic effects, in the quantum regime, may be quantified by
the ratio vF /c. This parameter is small (≈ 10−3) for electrons in metals,
but becomes of order unity for n ≈ 1035 m−3, which is compatible with the
density of compact astrophysical objects like white dwarfs and neutron stars.
Nevertheless, some low-order relativistic effects – in particular, the spin-orbit
coupling – may still be important for magnetic nano-objects, where the spin
dynamics plays a crucial role. This will be discussed in Sec. 5.
An overview of the typical parameters for gold nano-objects is provided in
Table 1.
The three dimensionless parameters gc, gq and Te/TF depend on the density
and the temperature of the electron gas, and determine four different regions
in the (n, T ) plane, represented in Fig. 3. We notice that electrons in metals
are situated in the quantum and strongly coupled regime and indeed a quick
estimation shows that for solid-state densities the coupling parameter is of
order unity (see Table 1). Nevertheless, the mean-field approximation is still
used in condensed-matter physics, in the form of the Hartree and Hartree-Fock
equations, which will be reviewed briefly in Sec. 3.
This is in part due to the fact that electron-electron (e-e) collisions are
mitigated in degenerate (quantum) plasmas by the so-called “Pauli blocking”
effect, which is a consequence of the exclusion principle [71]. Without going
into the details, this effect stipulates that, in strongly degenerate plasmas, the
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Table 1 Typical parameters for electrons in gold at room temperature. The values show
that the relevant time, space, and energy scales are respectively, the femtosecond, the
nanometer, and the electron-volt.
Parameter Value Units
rs 0.16 nm
n 59 nm−3
T 300 K
2pi/ωp 0.46 fs
TF 64 000 K
EF 5.6 eV
~ωp 9.1 eV
vF 1.4 fm/ns
λTF 0.1 nm
τee ≈ 50 fs
τe−ph ≈ 5 ps
gq 5.5 –
rs/a0 3 –
vF /c 0.0047 –
electrons below the Fermi energy cannot undergo any collisions, since most
quantum states are already occupied. The collision rate can be heuristically
estimated as the inverse of the electron lifetime at finite temperature kBTe/~,
multiplied by the number of electrons above the Fermi energy ∼ Te/TF , which
yields: νee ∼ kBT 2e /(~TF ), or in dimensionless units:
νee
ωp
∼ g−1/2q
(
Te
TF
)2
. (5)
Hence, the collision rate can be small even when the coupling parameter is
of order unity, provided the temperature is low enough. This contrasts with
the classical case, where the collision rate scales as νee/ωp ∼ g3/2c . This rough
estimation yields an e-e collision time τee = ν
−1
ee of the order of the picosecond,
thus much larger than the typical period of plasma oscillations. However, in
current pump-probe experiments, the electrons absorb the laser energy very
quickly, so that the “temperature” Te appearing in Eq. (5) should actually
refer to the average kinetic energy of the resulting out-of-equilibrium electron
gas, which can easily attain a few thousand degrees. This brings the theoretical
e-e collision time down to 100 fs or less, depending on the intensity of the laser,
which is consistent with the experiments [36]. At the end of this phase, the
electrons have thermalized to a temperature much higher than the lattice,
which has not yet had the time to interact with the electron gas.
On even longer timescales, the electrons couple to the phonons, i.e., vibra-
tions of the ion lattice. A detailed microscopic description of this phenomenon
is very complex, so it it useful to resort to empirical macroscopic models. The
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Fig. 4 Pictorial view of the different timescales involved in the electron dynamics following
the initial laser excitation.
two-temperature model (TTM) is a simple description of electron-phonon (e-
ph) interactions that considers two thermal baths for the electrons and the
lattice, with temperatures Te and Tl, which interact through a coupling con-
stant G, and obey the evolution equations:
Ce(Te)
∂Te
∂t
= κ∇2Te −G(Te − Tl) + P (t), (6)
Cl
∂Tl
∂t
= G(Te − Tl). (7)
where κ is the heat conductivity, Ce and Cl are respectively the electron and
lattice heat capacities, G is the e-ph coupling constant, and P (t) is the power
absorbed by the electron gas following the laser excitation. For gold, typi-
cal measured values of these parameters are [31]: G = 2 × 1016 Wm−3K−1,
Cl = 2.1 × 106 Jm−3K−1, and Ce = 70Te Jm−3K−1. We note that Ce is
rather close to the heat capacity of an ideal Fermi gas: CFermi =
pi2
2 nkB
Te
TF
(= 62.8Te Jm
−3K−1 for the density of gold). Since Cl  Ce, the electrons
respond much more quickly than the ions to the e-ph coupling. Neglecting the
heat conductivity, the typical timescale is given by τe−ph ∼ Ce/G ≈ 1 ps. At
the end of this phase, the electron and lattice temperature are equilibrated.
Finally, on even longer timescales (≈ 1 ns) any excess temperature is evacuated
into the external environment.
The various timescales, from the ultrashort laser pulse to the lattice relax-
ation are represented pictorially in Fig. 4.
In summary, there exists an early stage of the laser-induced electron dy-
namics, lasting around 50 fs, which is essentially collisionless. This early stage
can be described in the phase space by a Vlasov equation, or its quantum
counterpart, the Wigner equation, as we will show in the remainder of this
article. For longer times, collisions (either e-e or e-ph) should be taken into
account. This is an issue where phase-space-based models have an advantage
with respect to wave-function-based ones. Indeed, there is a large literature on
dissipative kinetic equations for classical plasmas (Boltzmann, Fokker-Planck,
Lennard-Balescu,. . . ), which can inspire useful extensions to the quantum
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regime. In contrast, wave-function-based methods, being essentially Hamil-
tonian, face more difficulty in incorporating dissipative effects.
3 Wave-function-based methods: Hartree, Hartree-Fock, DFT
The dynamics of N interacting bodies is a fascinating and challenging problem
in physics. Classically, solving the exact N -body problem involves integrating
the equations of motion of the N particles using some time-stepping technique.
The computational cost of such an operation grows like N2. Sometimes, using
special tricks as in hierarchical tree codes, this can be brought down toN logN .
For systems where the number of particles is very large, like plasmas, this is
still a formidable problem, but it can be attacked using modern molecular
dynamics techniques.
The quantum N -body problem is even worse, because the complexity of
the Hilbert space of a system made of N particles grows exponentially with
N . Indeed, a quantum system is described by the N body wave function
ΨN = Ψ (r1, r2, · · · , rn, t) , (8)
where ri is the position of the i-th particle. This evolves according to the
Schro¨dinger equation
i~
∂ΨN
∂t
= − ~
2
2m
N∑
i=1
∇2iΨN + N∑
k=1,k 6=i
1
2
V (|ri − rk|)ΨN
 , (9)
where V(r) = e24pi0 1|r| is the Coulomb potential. The wave function lives in the
3N -dimensional configuration space. If we use 10 points for each direction,
then we need 103N points to code the whole wave function, which is a huge
number even for small systems made of a few dozen particles.
It is clear, therefore, that some kind of approximation is mandatory if
we want to model the dynamics of nano-objects that contain hundreds or
thousands of electrons. In this section, we will briefly review the standard
methods that are used in condensed-matter theory to describe the electron
dynamics. These fall in two broad categories: (i) Hartree and Hartree-Fock
methods and (ii) time-dependent density functional theory (TD-DFT). Both
are based on the propagation of some reduced one-body wave functions.
3.1 The mean-field approach: Hartree equations
The approximation leading to the Hartree equations is the same that is used
classically to obtain the Vlasov equation from the N -body Liouville equation,
namely, neglecting two-body (and higher-order) correlations. Mathematically,
this consists in factoring the N body wave function into N single-particle wave
functions
ΨN = Ψ1 (r1, t)Ψ2 (r2, t) · · ·ΨN (rN , t) . (10)
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This approximation was first considered by Hartree in 1927 [44], in the context
of atomic physics, to describe the self-consistent effect of the atomic electrons
on the Coulomb potential of the nucleus. As we saw in the preceding section,
this mean-field approximation is valid only when the corresponding coupling
parameter gq is small.
Using Eqs. (9) and (10), one obtains that the single-particle wave functions
obey the following Hartree equations:
i~
∂Ψα(r, t)
∂t
= − ~
2
2m
∇2Ψα(r, t) + e
2
4pi0
[
N∑
α′=1
∫ |Ψα′(r′, t)|2
|r − r′| dr
′
]
︸ ︷︷ ︸
VH
Ψα(r, t)
− e
2
4pi0
∫ |Ψα(r′, t)|2
|r − r′| dr
′︸ ︷︷ ︸
Vsic
Ψα(r, t). (11)
where the quantum states of each particle are labelled by the wave functions
{Ψα (r, t) , α = 1, · · · , N}. The Hartree potential VH is the self-consistent po-
tential created by the ensemble of all electrons. The term Vsic is known as
the self-interaction correction (SIC) and takes into account the fact that an
electron should not interact with itself. The SIC is often neglected for classical
plasmas, because its contribution goes like 1/N , but in small nano-objects it
has sometimes to be taken into account. For instance, the SIC correction may
be important to enforce the correct asymptotic behavior of the Coulomb poten-
tial (∼ 1/r) at long distances [120]. Here, we shall neglect the SIC correction,
so that Eq. (11) can be rewritten as a set of Schro¨dinger-Poisson equations:
i~
∂Ψα(r, t)
∂t
= − ~
2
2m
∇2Ψα(r, t)− eVH(r, t)Ψα(r, t),
∇2VH(r, t) = e
0
N∑
α=1
|Ψα(r, t)|2 .
(12)
The simplification achieved through the Hartree equations is enormous,
because now we only need to solve N equations for a wave function evolving
in three-dimensional (3D) space. Using 10 points per dimension, we only need
103N points to encode the wave functions, instead of 103N for the full N -body
problem.
3.2 The exchange interaction: Hartree-Fock equations
However, the Hartree equations suffer from two problems. Firstly, they vio-
late the Pauli exclusion principle, which stipulates that two fermions cannot
be in the same quantum state. Consequently, the total wave function should
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be antisymmetric with respect to the exchange of two particles, for instance
exchanging particles 1 and 2:
Ψ (r2, r1, · · · , rN , t) = −Ψ (r1, r2, · · · , rN , t) . (13)
This property creates some special (purely quantum) correlation between the
fermions, which is known as the exchange interaction. In 1930, Slater and Fock
[33] proposed an exact method to describe the exchange interactions. They
introduced the Slater determinant [103] to write the N -body wave function as
follows:
ΨN =
1√
N !
∣∣∣∣∣∣∣∣∣
Ψ1 (r1, t) Ψ2 (r1, t) · · · ΨN (r1, t)
Ψ1 (r2, t) Ψ2 (r2, t) · · · ΨN (r2, t)
...
...
Ψ1 (rN , t) Ψ2 (rN , t) · · · ΨN (rN , t)
∣∣∣∣∣∣∣∣∣ . (14)
In this case, the total wave function is no longer a product of one-body
wave functions, but it satisfies the antisymmetry property required by the
Pauli principle. Using Eq. (14) into Eq. (8), one obtains the Hartree-Fock
(HF) equations:
i~
∂Ψα(r, t)
∂t
= − ~
2
2m
∇2Ψα(r, t) + e
2
4pi0
[
N∑
α′=1
∫ |Ψα′(r′, t)|2
|r − r′| dr
′
]
Ψα(r, t)
− e
2
4pi0
N∑
α′=1
Ψα′(r, t)
∫
Ψ∗α′(r
′, t)Ψα(r′, t)
|r − r′| dr
′. (15)
The above HF equations differ from the Hartree equations by the last term in
Eq. (15), which encodes the effect of the exchange interactions. Note that the
exchange term cannot be represented as a Poisson equation like the Hartree
term. It is inherently nonlocal, in the sense that it couples all wave functions
together, whereas in the Hartree case the wave functions are only coupled
through the partial densities |Ψα|2 appearing in Poisson’s equation (12). This
fact renders the HF equations considerably more difficult to solve numerically.
The second limitation, inherent to both the Hartree and the HF methods,
is that two-body correlations are not taken into account. This drawback has
been overcome since the advent of density-functional theory (DFT), first for
the ground state in the 1960s, and then for time-dependent problems in the
1980s.
3.3 Time-dependent density-functional theory (TD-DFT)
A big step forward in the treatment of many-body problems was achieved
thanks to the results of Hohenberg and Kohn [47] and Kohn and Sham [58],
which can be summarize in two theorems. The first Hohenberg-Kohn theorem
states that the ground-state properties of a many-electron system are exactly
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and uniquely determined by the electron density. This is a huge progress, as the
extremely complex N -body problem (wave function depending on 3N spatial
coordinates) has been reduced to finding the correct electron ground-state
density (3 spatial coordinates). The second Hohenberg-Kohn theorem states
that the ground-state density can be found by minimizing a certain energy
functional:
E[n] = T [n]+Eext[n]+Eint[n] = T [n]+Eext[n]+EH [n]+EX [n]+EC [n], (16)
where T [n] is the kinetic energy functional, Eext[n] is the external energy,
and Eint[n] is the Coulomb interaction energy. The interaction energy can be
decomposed into the Hartree energy EH [n], the exchange energy EX [n], and
the correlation energy EC [n] – the latter containing all higher-order correla-
tions beyond the mean field (Hartree) and the Pauli principle (exchange). The
above expression (16) is in principle exact, in the sense that we know that such
functionals exist. However, some of the terms are not known and thus need to
be approximated.
As an example, the old Thomas-Fermi theory [117] of the atomic electron
gas can be viewed as an early precursor of modern DFT. In the Thomas-Fermi
theory, exchange and correlations are neglected and the external potential is
that of the atomic nucleus, Vext(r) = −Ze2/4pi0|r|. Then, we have for the
external energy functional: Eext[n] =
∫
n(r)Vext(r)dr, and for the Hartree
energy:
EH [n] =
∫
VH [n]ndr =
e2
4pi0
∫ ∫
n(r)n(r′)
|r − r′| dr dr
′. (17)
Finally, Thomas and Fermi chose a semiclassical functional for the kinetic
energy of an ideal fermion gas at zero temperature:
T [n] =
3
10
(3pi2)2/3
~2
m
∫
n5/3dr. (18)
Minimizing the total energy functional E[n] with the constraint
∫
ndr = N ,
yields the usual Thomas-Fermi equation for the ground-state density.
Apart from neglecting exchange and correlation effects, the main drawback
of the Thomas-Fermi approach is its poor approximation of the kinetic energy
functional. To improve on this approximation, Kohn and Sham [58] suggested
that one uses the kinetic energy Ts[n] of a fictitious non-interacting electron
gas, with the same density n as the original interacting one, which evolves in an
effective potential Veff [n] = −eVH [n]+Vext+VX [n]+VC [n]. Each term of the
effective potential is obtained as a functional derivative of the corresponding
energy functional: Vk[n] = δEk[n]/δn. The Kohn-Sham (KS) equations are
then:
− ~
2
2m
∇2φj(r) + Veff [n(r)]φj(r) = jφj(r), (19)
where the φj are the single-particle wave functions of the fictitious non-interacting
system. The electron density is then obtained as: n(r) =
∑
j pj |φj(r)|2, where
the pj are occupation probabilities. The KS equations are potentially exact,
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provided one knows all the terms of the effective potential Veff [n]. Unfortu-
nately, this is not true for the exchange and correlation potentials, for which
we need to find approximate expressions.
This caveat notwithstanding, the KS accomplish the truly impressive task
of representing in an exact way the full N -body problem through a set of one-
body wave functions. In addition, unlike the HF equations, the KS equations
are local and only coupled to each other via the electron density n. Their com-
putational complexity is thus similar to that of the Hartree equations. Thus,
the KS equations can be seen as a way to make the Hartree approach exact
by including the appropriate exchange and correlation functionals. As the lat-
ter functionals are not known exactly, all the art of DFT is to find the best
way to approximate them. The simplest choice is the so-called local density ap-
proximation (LDA) [58], whereby the exchange and the correlation functionals
depend locally on the electron density. For instance, the LDA approximation
for the exchange potential is:
VX = − e
2
4pi0
(
3
pi
)1/3
n1/3. (20)
Many other sophisticated approximations have been developed over the years
(such as the generalized gradient approximation, GGA), making DFT methods
a cornerstone of computational materials science and theoretical chemistry
[54].
A time-dependent version of DFT (TD-DFT) was developed by Runge
and Gross [93] in the 1980s. The Runge-Gross theorem stipulates that, for the
same initial N -particle state, two external potentials differing only by a time-
dependent function c(t) cannot give rise to the same density n(r, t). Using this
theorem, one can construct the time-dependent KS equations:
− ~
2
2m
∇2φj(r, t) + Veff [n(r)]φj(r, t) = i~∂φj(r, t)
∂t
. (21)
Compared to their static counterpart, the time-dependent KS have the addi-
tional difficulty of requiring a time-dependent approximation for the function-
als. The simplest choice is to use the same functional as in the ground state,
but allowing a time dependence in the density. This is known as the adiabatic
local-density approximation (ALDA). Note also that, by setting VX = VC = 0
in the KS equations, one recovers exactly the time-dependent Hartree equa-
tions (11).
Finally, we stress that, since the time-dependent KS equations (21) have the
same mathematical form as a set of nonlinear Schro¨dinger equations, they can
be used to construct a phase-space formalism by taking the Wigner transform
of the KS wave function.
4 Quantum mechanics in the phase space
In this section, we summarize the main properties of Wigner’s phase-space for-
mulation of quantum mechanics, which was first introduced by Eugene Wigner
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in 1932 to study quantum corrections to classical statistical mechanics [126].
The goal was to link the wave function that appears in the Schro¨dinger equa-
tion to a pseudo-probability distribution defined in the classical phase space.
This pseudo-probability distribution changes in time according to an evolution
equation (Wigner equation) that is somewhat similar to the classical Liouville
equation.
A mathematically rigorous treatment of the Wigner formulation is based
on the Weyl transformation [18,125], which is a general method to transform
operators defined in the Hilbert space into phase-space functions. We have
developed these arguments at some length in a previous publication [48], to
which we address the reader for further details. Here, we will summarize the
main properties of the Wigner approach for particles in electric and magnetic
fields, with and without spin.
4.1 The Wigner equation for a scalar electric potential
The density matrix of a quantum mixture of N particles is given by:
ρ =
N∑
α=1
pα |Ψα〉〈Ψα| , (22)
where pα is the probability for one particle to be in the state Ψα. The wave
functions are supposed to obey a set of Schro¨dinger-like equations such as the
time-dependent Hartree equations (12) or Kohn-Sham equations (21) discussed
in Sec. 3.
The Wigner function of the system is defined as
f (r,p, t) =
1
(2pi~)3
∫
dλ exp
(
i
~
λ · p
)〈
r − 1
2
λ ρ r +
1
2
λ
〉
=
1
(2pi~)3
N∑
α=1
pα
∫
dλ e
ip·λ
~ Ψ∗α
(
r +
λ
2
, t
)
Ψα
(
r − λ
2
, t
)
. (23)
The Wigner function evolves in time according to the following Wigner equa-
tion
∂f
∂t
+
1
m
p ·∇f = ie
~
1
(2pi~)3
∫
dλ dp′e
i(p−p′)·λ
~ [V (r+)− V (r−)] f(r,p′, t),
(24)
where the subscripts ± denote the shifted positions r+ = r±λ/2 and V (r, t)
indicates a generic scalar potential, which can be the Hartree potential or the
effective potential of TD-DFT.
The Wigner equation (24) is completely equivalent to the Schro¨dinger-like
equations from which it is derived. Therefore, it provides a useful way to cast
TD-DFT in a phase-space formalism without any loss of generality. In addition,
the Wigner function can be used to compute all macroscopic quantities in the
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same way as a classical probability distribution. For instance, the particle and
current densities:
n(r, t) =
∫
f(r,p, t) dp, (25)
J(r, t) =
∫
f(r,p, t)
p
m
dp. (26)
Finally, the Wigner approach is particularly useful to obtain the semiclas-
sical limit. By developing the integral term in (24) up to order O(~2) we obtain
∂f
∂t
+
p
m
·∇f + e∇V ·∇pf = O(~2). (27)
The Vlasov equation is thus recovered in the formal semiclassical limit ~→ 0.
4.2 The Wigner equation in a magnetic field
So far, we did not include any magnetic effects. This approximation may be
justified in some cases, for instance if we are only interested in plasmonic
excitations. However, magnetic interactions cannot be escaped if we want to
include the spin degrees of freedom in our treatment. The introduction of
a magnetic field in the Wigner formalism is not trivial. In the presence of
magnetic fields, one should use the kinetic momentum operator p̂i = p̂− qÂ,
instead of p̂ (with q = −e for an electron), where Â is the vector potential
operator. However, it can be proven that simply substituting p with pi ≡ mv
in the definition (23) will not work, as the resulting Wigner function is not
gauge invariant.
A gauge-independent definition of the Wigner function was first introduced
by Stratonovich [109]:
f (r,v, t) =
( m
2pi~
)3 ∫
dλ exp
[
iλ
~
·
(
mv − e
∫ 1/2
−1/2
dτA (r + τλ)
)]〈
r − λ
2
ρ r +
λ
2
〉
,
(28)
where the momentum p was replaced by mv − e ∫ 1/2−1/2 dτA (r + τλ).
After some rather convoluted algebra, one finally obtains the gauge-invariant
Wigner equation for a spinless particle interacting with an electromagnetic
field:
∂f
∂t
+
1
m
(pi +∆p˜i) ·∇f − e
m
[
mE˜ + (pi +∆p˜i)× B˜
]
i
∂piif = 0, (29)
where ∆p˜i depends on the magnetic field and corresponds to a quantum shift
of the velocity
∆p˜i = −i~e∂pi ×
[∫ 1/2
−1/2
dτ τB (r + i~τ∂pi)
]
(30)
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and E˜, B˜ are written in terms of the electric and magnetic fields
E˜ =
∫ 1/2
−1/2
dτE (r + i~τ∂pi) , B˜ =
∫ 1/2
−1/2
dτB (r + i~τ∂pi) . (31)
This form of the Wigner equation was first proposed by Serimaa et al. [97],
where the authors also discuss the case where the electromagnetic fields are
quantized. In the classical limit, it is straightforward to see that: E˜ = E,
B˜ = B, and ∆p˜i = 0, so that the Wigner equations becomes
∂f
∂t
+ v ·∇f − e
m
(E + v ×B) ·∇vf = 0 , (32)
thus recovering the classical Vlasov equation with the Lorentz force.
5 Spin and relativistic effects
5.1 Semi-relativistic Pauli equation
In the previous chapter, we omitted all mentions to the spin of the electrons.
The spin is an intrinsic property of any elementary particle as much as the
mass or the charge. It was first discovered in 1922 thanks to the experiments of
Stern and Gerlach [38] and was interpreted as an internal angular momentum
of the electron. From a theoretical point of view, the spin appears naturally
in the Dirac equation, which is the relativistic extension of the Schro¨dinger
equation for spin 1/2 particles. For an electron interacting with an external
electromagnetic field, the Dirac equation reads as:
i~
∂ΨD (r, t)
∂t
=
[
cα · (p+ eA (r, t)) + βmc2 − eV (r, t)]ΨD (r, t) , (33)
where V (r, t) and A (r, t) are, respectively, the scalar and vector potentials.
The operators α and β are 4× 4 matrices
α =
(
0 σ
σ 0
)
, β =
(
σ0 0
0 −σ0
)
, (34)
where σ = (σx, σy, σz) is the vector of the 2× 2 Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, (35)
and σ0 is the 2×2 identity matrix. Therefore the wave functions ΨD (r, t) that
obey to the Dirac equation (33) are four-component objects called bispinors.
The Dirac equation contains much more information than just the spin, as
it deals at the same time with the dynamics of particles (electrons) and antipar-
ticles (positrons), described respectively by the two upper (lower) components
of the Dirac wave function. In our case, since we are only interested in the
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low-energy phenomena occurring in condensed-matter physics, we would like
to discard all effects related to electron-positron pair formation.
For this purpose, it is helpful to use the unitary Foldy-Wouthuysen trans-
formation [34], which enables one to separate the electron and the positron
dynamics in the Dirac equation. This transformation is exact in the field-free
case, and leads to a semi-relativistic expansion in 1/c (where c is the speed of
light) for a particle interacting with an electromagnetic field [108].
At second order in 1/c, the Dirac Hamiltonian transforms into the following
semi-relativistic Pauli Hamiltonian [26]:
Hˆ = mc2 − eV + (pˆ+ eA)
2
2m
+
e~
2m
σ ·B + (pˆ+ eA)
4
8m3c2
(36)
+
e~2
8m2c2
∇ ·E + e~
8m2c2
σ · [E × (pˆ+ eA)− (pˆ+ eA)×E]
where the electromagnetic fields are defined as usual as: E = −∇V − ∂tA
and B = ∇ × A, and pˆ = −i~∇. The first term on the right-hand side is
the rest-mass energy of the electron; the next two terms are the standard
nonrelativistic Hamiltonian in the presence of an electromagnetic field; the
fourth term is the Pauli spin term (Zeeman effect); the (pˆ+ eA)4 term is the
first relativistic correction to the electron mass (expansion of the Lorentz factor
γ to second order); the ∇·E term is the Darwin term; and the last two terms
represent the spin-orbit coupling (SOC). The wave function Ψ = t(Ψ↑, Ψ↓) is
a spinor, the upper and lower components describing respectively the spin-up
and the spin-down electrons, and it obeys the spinorial Schro¨dinger equation:
i~∂tΨ = Hˆ Ψ . Higher order extensions of the Foldy-Wouthuysen expansion can
be found in [46].
The Zeeman and spin-orbit effects are of paramount importance to describe
the magnetic properties of ferromagnetic nano-objects. For instance, there are
strong indications that the SOC plays a crucial role in many experiments where
the magnetisation is excited with optical pulses [62]. Thus, in the following, we
will retain the Zeeman and SOC effects, but neglect the relativistic correction
to the electron mass (which would generate awkward fourth-order gradients in
the Schro¨dinger equation) and the Darwin term. The latter is a manifestation
of the so-called Zitterbewegung, i.e., a quivering motion of the electron around
its mean path [26], which is due to the interference between the positive and
negative energy states in the Dirac equation. This term could be reintroduced
in our treatment without much difficulty.
5.2 The Wigner equation with spin
For spinless particles, the Wigner function is a scalar function related to the
density matrix by Eq. (28). In the case of spin-1/2 particles, both the Wigner
function F and the density matrix ρ are 2× 2 matrices:
F =
(
f↑↑ f↑↓
f↓↑ f↓↓
)
and ρ =
(
ρ↑↑ ρ↑↓
ρ↓↑ ρ↓↓
)
, (37)
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where ↑, ↓ denote respectively the spin-up and spin-down components.
It is convenient to project the matrix F onto the Pauli basis set [6, 85]
F = 1
2
σ0f0 +
1
2
f · σ, (38)
where
f0 = Tr {F} = f↑↑ + f↓↓, f = Tr (Fσ) . (39)
Here σ = (σx, σy, σz) are the Pauli matrices and f = (fx, fy, fz).
With this definition, the particle density n and the spin polarization S of
the electron gas are easily expressed as moments of the pseudo-distribution
functions f0 and f :
n(r, t) =
∑
µ
∣∣Ψ †µ(r, t)∣∣2 = ∫ f0(r,v, t)dv, (40)
S(r, t) =
~
2
∑
α
Ψ †α(r, t)σ Ψα(r, t) =
~
2
∫
f(r,v, t)dv. (41)
In this representation, the Wigner functions have a clear physical interpre-
tation: f0 is related to the electron density (in the phase space), whereas fi
(i = x, y, z) is related to the spin polarization density in the direction i. In
other words, f0 represents the probability to find an electron at one point of
the phase space at a given time, while fi represents the probability that the
spin polarization of such electron is directed along in the i-th direction. One
can prove the following interesting bound:
|S(r, t)| ≤ n(r, t)~
2
. (42)
Equation (42) is a direct consequence of the property of the density matrix:
Tr
(
ρ2
) ≤ 1. The equality sign holds true for a pure state or for a system
where all the spins are aligned along the same direction (fully spin-polarized
electron gas).
The full (quantum) evolution equation for the matrix Wigner function F
was derived in [50] and is mathematically very complicated. A better physical
insight can be gained from its semiclassical limit, i.e., keeping only terms of
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order O(~). One obtains:
∂f0
∂t
+ v ·∇f0 − e
m
(E + v ×B) ·∇vf0 + µB
2mc2
(E ×∇)i fi
− µB
m
∇
[
Bi − 1
2c2
(v ×E)i
]
·∇vfi − µBe
2m2c2
[E × (B ×∇v)]i fi = 0. (43)
∂fi
∂t
+ v ·∇fi − e
m
(E + v ×B) ·∇vfi + µB
2mc2
(E ×∇)i f0
− µB
m
∇
[
Bi − 1
2c2
(v ×E)i
]
·∇vf0 − µBe
2m2c2
[E × (B ×∇v)]i f0
− 2µB
~
{[
B − 1
2c2
(v ×E)
]
× f
}
i
= 0. (44)
where the factor ~ is hidden in the definition of the Bohr magneton µB =
e~/(2m), which precedes all quantum corrections in Eqs. (43)-(44). Such quan-
tum corrections couple the orbital motion with the spin terms, through the
Zeeman effect or the spin-orbit interactions. There are no quantum corrections
to the orbital electron dynamics, because they would only appear at second
order in ~. Therefore, the orbital motion of the electrons is purely classical
and determined by the Lorentz force. In contrast, the spin degree of freedom
is treated as a quantum variable.
In summary, the Eqs. (43) and (44) represent the semi-relativistic (order
c−2) and semi-classical (order ~) form of the kinetic equations for particles with
spin 1/2, which we shall term the “spin-Vlasov equations” in the following.
5.3 Self-consistency
Equations (43)-(44) can be used, in a mean-field approach, to described the
self-consistent spin dynamics of an ensemble of interacting charged particles.
In this case, the electric and the magnetic field are solutions of the Maxwell
equations:
∇ ·E = ρ
0
− ∇ · P
0
,
∇ ·B = 0,
∇×E = −∂B
∂t
,
∇×B = µ0j + µ00 ∂E
∂t
+ µ0
∂P
∂t
+ µ0∇×M .
(45)
where P and M are, respectively, a polarization and a magnetization vector.
These terms arise because, in the Foldy-Wouthuysen procedure, both the Dirac
Hamiltonian and the wave functions are expanded in powers of 1/c. The ex-
pansion of the wave function to order c−2, entails that the charge and current
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densities are modified, as was shown using a variational method in [26, 72].
The resulting source terms are the following:
ρ = −e
∫
f0dv, (46)
j = −e
[∫
vf0dv +
E ×M
2mc2
]
, (47)
M = −µB
∫
fdv, (48)
P = −µB
2c2
∫
v × fdv. (49)
The spin-Vlasov equations (43)-(44), coupled to the Maxwell equations
(45), constitute a self-consistent set of equations to describe the spin dynamics
of an interacting electron gas in the mean-field approximation. Such mean-
field approach can also be extended, in the spirit of TD-DFT (see Sec. 3.3),
to include exchange and correlation effects by adding suitable potentials and
fields that are functionals of the electron density [78].
5.4 Scalar representation in an extended phase space
There exists another way to include the spin in a phase-space Wigner formal-
ism, which is mathematically different but physically identical to the approach
described in Sec. 5.2. The basic idea [80, 128] is to define an extended phase-
space distribution g that depends not only on the position r and the velocity
v, but also on a unitary vector s (defined by two angles on the unit-radius
sphere) which represents the spin direction:
g(r,v, s, t) =
1
4pi
2∑
α,β=1
(δα,β + s · σα,β)Fβα(r,v, t), (50)
where Fβα is the matrix Wigner function as in Eq. (37), δα,β is the Kronecker
delta function, and σα,β represents the (α, β) element of one of the Pauli
matrices σ = (σx, σy, σz) defined in Eq. (35).
The distribution g(r,v, s, t) is a scalar function that evolves in the extended
phase space, which is therefore eight-dimensional (8D): three positions, three
velocities, and two angles for the spin. This is in contrast with the approach of
Sec. 5.2, where the phase space is the usual 6D one (r,v), but the distribution
function is a 2×2 matrix. The correspondence relations between our distribu-
tion functions f0(r,v, t) and fi(r,v, t) and the scalar distribution g(r,v, s, t)
used by Zamanian et al. [128] can be written as:
f0 =
∫
g ds, f = 3
∫
s g ds. (51)
Phase-space modelling of solid-state plasmas 23
The semi-relativistic theory in the extended phase space, equivalent to the
matrix approach of Eqs. (43) and (44), was derived in [4] and a fully relativistic
extension of this scalar theory was established later in [32].
The semi-relativistic scalar kinetic equations reads as follows:
∂g
∂t
+ w · ∇g − e
m
(E +w ×B) · ∇vg + 2µB~ s×B · ∇s g (52)
+
µB
m
(s+∇s) ·
(
∂iB ∂ivg
)
+
e~2
8m3c2
∂i(∇ ·E) ∂ivg, (53)
where the summation over repeated superscripts i = x, y, z is understood and
we have defined the quantities
w = v − µB
2mc2
E × (s+∇s), B = B − v ×E
2c2
.
The deformed magnetic fieldB is the same expression that appears in the Eqs.
(43)-(44) and corresponds to the first relativistic correction to the Thomas
precession [28,117].
The deformed velocity w is related to the spin-orbit correction of the ve-
locity operator. Indeed, in the Heisenberg picture, the velocity operator Vˆ is
determined by the evolution equation of the position operator rˆ
Vˆ =
1
i~
[
rˆ, Hˆ
]
=
pˆi
m
− µB
2mc2
E × σ, (54)
where we used the Pauli Hamiltonian (36). The related phase-space function
is
V = v − µB
2mc2
E × σ, (55)
which is also the velocity appearing in the Eqs. (43)-(44).
From a computational point of view, it is interesting to note that the matrix
and the scalar formalism of the spin-Vlasov equations lend themselves better
to two different families of numerical methods. The scalar formalism is better
adapted to particle-in-cell (PIC) methods, because the two degrees of freedom
related to the spin only act as two additional labels attached to each particles.
The computational cost is therefore only marginally greater than that required
for spinless particle. In contrast, the scalar approach is hardly applicable to
grid-based Vlasov codes, as it would require to mesh the extended 8D phase
space. Grid-based codes are better suited for the matrix formalism, because
the phase space is at most 6D and the only drawback compared to spinless
particles is that one has to advance in time four, instead of one, distribution
functions.
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6 Beyond the mean field: collisions and relaxation to equilibrium
The mean-field approach described so far is accurate to treat the electron
dynamics on very short timescales (< 100 fs), see Fig. 4. On longer timescales
(0.1–1ps), the laser energy is redistributed among the electrons via electron-
electron (e-e) collisions, and finally delivered to the ion lattice via electron-
phonon (e-ph) collisions.
One of the advantages of phase-space-based methods is that effects going
beyond the mean-field approximation (e.g., two-body collisions) can be incor-
porated with relative ease in the governing equations. This is not the case for
wave-function-based methods (Hartree-Fock, DFT), which have an essentially
Hamiltonian nature reflected in the unitary propagation of the wave function.
Collisions are dynamical correlations that cannot be included in adiabatic
correlation functionals in TD-DFT. There have been some attempts to in-
clude potentially dissipative effects in TD-DFT. The most accomplished of
such attempts is the so-called time-dependent current-density-functional the-
ory (TD-CDFT) [121], which uses the electron current density j(r, t) as the
basic building block, instead of the density n(r, t). However, the equations of
TD-CDFT are mathematically very complicated and not of easy implementa-
tion in practical situations.
For phase-space methods, the construction of dissipative terms can rely on
the experience acquired in plasma physics. Generally speaking, the relevant
kinetic equation (Vlasov, Wigner) may be augmented by a collision term of
the form: (
∂f
∂t
)
coll
.
We also note that it is conceptually harder to include collisions in fully
quantum models. A significant constraint is that non-unitary corrections to the
Wigner equation should be written in Lindblad form [65], which guarantees
that the evolved Wigner function always corresponds to a positive-definite
density matrix. This constraint is not always satisfied for the models described
below.
In the following, we will discuss three different collision integrals for e-e
and e-ph collisions, based on a relaxation term, a Boltzmann-like approach,
and a Fokker-Planck approach.
Relaxation methods. To model e-e collisions, a relaxation term can be added
to the right-hand side of the Vlasov or Wigner equation [75]:(
∂f
∂t
)
rel
≡ −νee(Te)(f − feq), (56)
where νee is the average e-e collision rate and feq(r,v) is a Fermi-Dirac dis-
tribution. The idea behind this model is that the electron distribution will
eventually relax, on a time scale of the order ν−1ee , towards a Fermi-Dirac
equilibrium feq with total energy equal to that of the electron distribution
Phase-space modelling of solid-state plasmas 25
f(r,v, t = 0+) after the initial excitation. For electrons near the Fermi sur-
face, the e-e collision rate can be written as [89]:
νee(Te) = const.× (kBTe)2, (57)
where Te is the instantaneous electron temperature. The proportionality con-
stant can be estimated from experimental considerations or extracted from
first-principles simulations [27].
Equation (57) conserves the total number of particles, but not the total
momentum or energy. It can only ensure that the distribution function relaxes
to the correct equilibrium distribution, but its relevance for the nonequilib-
rium transient is questionable. In order to conserve energy and momentum, the
function feq[n,u, T ] should be a local equilibrium with density n(r, t), mean
velocity u(r, t), and temperature T (r, t) computed instantaneously from the
electron distribution f(r,v, t). Note that the task of computing the local tem-
perature is not trivial for a Fermi-Dirac distribution.
Boltzmann-like methods. A Boltzmann-like electron-electron collision integral
that respects Pauli’s exclusion principle was devised long ago by U¨hling and
Uhlenbeck [119]:(
∂f
∂t
)
UU
=
∫
d3p2dΩ
(2pi~)3
σ(Ω)|v12|(f1f2f3f4 − f3f4f1f2) , (58)
where v12 is the relative velocity of the colliding particles 1 and 2, σ(Ω) is
the differential cross section depending on the scattering angle Ω, and indices
3 and 4 label the outgoing momenta, fi = f(r,pi, t) and f i = 1 − fi/2.
This collision term is similar to the well-known classical Boltzmann collision
term but for Pauli blocking factors f if j . As seen in Sec. 2, Pauli blocking
plays a major role for electronic systems. At zero electron temperature, all
collisions are Pauli-blocked and the collisional mean free path of the electrons
becomes infinite. However, after a strong excitation, the distribution function
is no longer a Fermi-Dirac one and collisions become possible. The effect of the
above e-e collision term on the semiclassical Vlasov dynamics in metal clusters
was investigated numerically in [27].
Fokker-Planck methods. By coupling to the ionic lattice vibrations (phonons),
the electrons progressively relax to a thermal distribution with a temperature
equal to that of the lattice Tl. This behavior can be described phenomeno-
logically using the two-temperature model illustrated in Sec. 2. The typical
relaxation time for metal nano-objects is τe−ph ≈ 1 ps. In addition, the lat-
tice acts as an external environment for the electrons, leading to the loss of
quantum coherence over a timescale τdec (decoherence time). The relaxation
and decoherence times correspond, respectively, to the decay of diagonal and
nondiagonal terms in the density matrix describing the electron population.
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Such effects can be modeled, in the Wigner representation, by a classical
Fokker-Planck (FP) term [53]:(
∂f
∂t
)
e−ph
= Dr∇2rf +D∇2vf + γ∇v · (vG[f ]) , (59)
where Dr,v are diffusion coefficients in real space and velocity space respec-
tively, γ is the e-ph relaxation rate, and G[f ] is a functional that depends on
the statistics and on the dimensionality of the system.
For classical particles obeying an exclusion principle, the corresponding
FP equation was derived by Kaniadakis et al. [56]. For instance, G[f ] = f
for particles obeying Maxwell-Boltzmann statistics and G[f ] = f(1 − f) for
fermions in 3D. For fermions in 1D, which is the case of the electrons in thin
films that we shall consider later, we assume that the electron distribution
always remains a Fermi-Dirac one in the transverse directions (vy, vz). Then,
integrating the collision term (59) along these two directions, one obtains the
expression G[f ] = f0[1 − exp(−f/f0)], where f0 = 34 n0vF TlTF , Tl is the lattice
temperature, and f(x, vx, t) is now the 1D distribution function. The preceding
expression must be changed slightly to account for the fact that the Wigner
distribution can be negative: G[f ] = f0[1− exp(−|f |/f0)]sgn(f).
It can be proven that (∂f/∂t)e−ph = 0 when the electron distribution
is given by a spatially homogeneous 1D Fermi-Dirac distribution (µ is the
chemical potential):
feq(vx) =
3
4
n0
vF
Tl
TF
ln
[
1 + exp
(
−mv
2
x/2− µ
kB Tl
)]
, (60)
provided Dv and γ satisfy the relation: Dv = γkBTl/m. Thus, the FP term
ensures that the electron distribution relaxes to a classical Fermi-Dirac distri-
bution with a temperature equal to that of the lattice. The latter constitutes
a perfect reservoir with infinite heat capacity, so that Tl remains constant.
As seen in Sec. 2, the electron relaxation rate can be written as γ ≡
τ−1e−ph ∝ G/Ce, where G is the electron-phonon coupling constant appear-
ing in the two-temperature equations (6)-(7) and Ce is electron heat capacity.
For an ideal Fermi gas, the heat capacity depends on the temperature as
Ce(Te) = pi
2n0kB(Te/2TF ). In a dynamical simulation, the electron tempera-
ture is a time-dependent quantity that can be computed self-consistently from
the Wigner distribution function f .
We note that a Vlasov or Wigner equation endowed with the e-ph collision
term (59) can be viewed as the microscopic counterpart of the electron equa-
tion (6) in the phenomenological two-temperature model. This can be proven
easily in the case of a 1D Maxwell-Boltzmann distribution, using the diffusion
operator in the phase space:(
∂f
∂t
)
coll
= Dx
∂2f
∂x2
+Dv
∂2f
∂v2
+ γ
∂(vf)
∂v
. (61)
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The above collision term is in the Lindblad form wheneverDxDv ≥ γ2~2/16m2
[65,131]. Taking the first and second velocity moments of the Vlasov or Wigner
equation (there are no quantum corrections to these orders), neglecting all elec-
tromagnetic fields, and defining the kinetic electron temperature in the usual
way: kBTe = m〈(v−〈v〉)2〉, where 〈A〉 =
∫ ∫
fAdxdv denotes the phase-space
average, one obtains:
∂Te
∂t
=
2Dvm
kB
− 2γTe . (62)
Then, taking Dv = γkBTl/m and γ = τ
−1
e−ph = G/(2Ce), we get
Ce
∂Te
∂t
= G(Tl − Te) , (63)
which is the electron temperature equation (6) in the TTM with κ = P = 0.
Finally, we would like to mention the recent work of Daligault [20], who
derived a quantum form of the Landau/Fokker-Planck collision operator.
7 Application I: Spin corrections to longitudinal plasma waves
The linear response of a homogeneous spinless electron gas has been studied
theoretically for a long time, starting with the pioneering works of Vlasov
[123] and Landau [64]. The main linear mode is an oscillation at the plasma
frequency ωp =
√
e2n0/m0 (“plasmon”) , corresponding to the collective
motion of the electrons immersed in a neutralizing background of positive ions,
which are assumed to be fixed because of the large mass difference between
the two species.
In spherical nano-objects, a typical example of plasmonic oscillation is the
localized surface plasmon (LSP), which originates from a displacement of the
electron gas that creates a net charge imbalance (see Fig. 5). The resulting
Coulomb force pulls the electrons back inside the system but, due to their
inertia, they will travel further away, thus recreating a new Coulomb force in
the opposite direction. After a few cycles, the plasma oscillations are usually
damped away through Landau damping, which results from the mixing of
single-electron oscillations at slightly different frequencies. LSPs have been
observed in all sorts of nano-objects [68, 91, 95, 113, 114] and are one of the
basic features of the fast-developing field of plasmonics [73].
Here, our aim is to show a possible signature of the electron spin polariza-
tion on the plasmonic oscillations.
7.1 General linear response theory
In this section, we will derive the dielectric function of the spin-Vlasov equa-
tions coupled to the relevant Maxwell equations and then find the associated
dispersion relation. In general, this is a very complicated task. Here, we sim-
plify the problem by assuming that the equilibrium ground-state distribution
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Fig. 5 Schematic illustration of a surface plasmon resonance resulting from the collective
oscillations of delocalized electrons in response to an external electric field. From [112].
is homogeneous and isotropic and that the electron spins are polarized along
the z direction only (collinear approximation). Therefore, the diagonal com-
ponents of the Wigner matrix for the spin-up and spin-down equilibria can be
written as (only one arrow is used, to simplify the notation):
f↑(0)(|v|) = G (m|v|2/2 + µBB) , f↓(0)(|v|) = G (m|v|2/2− µBB) , (64)
where G can be a Maxwell-Boltzmann or a Fermi-Dirac distribution and B =
Bez is a uniform magnetic field parallel to the z axis. From Eq. (39), one has:
f
(0)
0 = f
↑(0) + f↓(0) and f (0)z = f↑(0) − f↓(0).
The uniform magnetic field in Eqs. (64) creates a difference between the
spin-up and spin-down distributions; hence, it creates a net spin polarization
at equilibrium. However, as it is homogeneous in space, it has no influence on
the ensuing dynamics. The equilibrium distribution functions also verify the
following properties:
∫
f
(0)
0 dv = n0 and
∫
f
(0)
z dv = m0, where n0 and m0 are,
respectively, the electron density and magnetization at equilibrium.
In order to obtain a tractable system of equations, we need to make several
assumptions. First, we neglect the effect of the magnetic field on the orbital
motion: thus, there is no Lorentz force v×B in the Vlasov equations. Second,
we consider purely longitudinal plasma waves, with wave vector k = kex.
Therefore, all physical quantities only depend on the spatial coordinate x,
and the corresponding phase space (x, v) is 2D, where v ≡ vx stands for
the x-component of the velocity. As was mentioned before, the electron gas
is polarized along the z direction. With these assumptions, the spin-Vlasov
equations (43)-(44), together with Maxwell’s equations (45), become:
∂f0
∂t
+ v ∂xf0 − 1
m
∂x (−eφ+ VXC) ∂vf0 − µB
m
∂x (BXC +Bz) ∂vfz = 0, (65)
∂fz
∂t
+ v ∂xfz − 1
m
∂x (−eφ+ VXC) ∂vfz − µB
m
∂x (BXC +Bz) ∂vf0 = 0, (66)
∂2φ
∂x2
=
e
0
(∫
f0dv − n0
)
,
∂Bz
∂x
= −µBµ0 ∂
∂x
(∫
fzdv
)
, (67)
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where VXC [n] and BXC [n] are the exchange and correlation functionals [81],
and Bz is the self-consistent magnetic field.
In order to perform the linear wave analysis, we expand all quantities
around the equilibrium configuration. For the distribution functions, we have
f0(x, v, t) = f
(0)
0 (v) + f
(1)
0 (x, v, t) and fz(x, v, t) = f
(0)
z (v) + f
(1)
z (x, v, t),
(68)
and for the exchange and correlation potentials
VXC = V
(0)
XC+[∂nVXC ]
(0)
∫
f
(1)
0 dv+[∂mVXC ]
(0)
∫
f (1)z dv ≡ V (0)XC+V (1)XC , (69)
and similarly for BXC . Inserting Eqs. (68)-(69) into Eqs. (65)-(67) and ne-
glecting second-order terms, we obtain the linearized spin-Vlasov equations.
We then follow the standard Landau procedure of Fourier transforming in
space and Laplace transforming in time. This leads to the dielectric function
of the system
 (ω, k) = 1 +
ω2p
kn0
I0 − kµ
2
Bµ0
m
I0
+
k
m
[(∂nVXC + µB∂mBXC) I0 + (∂mVXC + µB∂nBXC) Iz]
+
µBk
2
m2
[(∂nVXC) (∂mBXC)− (∂nBXC) (∂mVXC)]
[I20 − I2z ]
+
[
−ω
2
pµ
2
Bµ0
n0m
+
µBω
2
p
n0m
∂mBXC − k
2µ2Bµ0
m2
∂nVXC
] [I20 − I2z ] , (70)
where ω is the frequency of the perturbation and k the wave number, and the
integrals
I0,z (ω, k) =
∫
∂vf
(0)
0,z
ω − kv dv (71)
only depend on the ground-state properties. The zeros of the dielectric function
determine the dispersion relation of the system: ω = ω(k).
Finally, one should specify the form of the exchange and correlation func-
tionals. The minimal requirement is to neglect correlations and take an ex-
change functional that is spin dependent and local in space and time [40]:
VX [n,m] = − e
2
4pi0
(
3
4pi
)1/3 [(
n+m
2
)1/3
+
(
n−m
2
)1/3]
, (72)
µBBX [n,m] = − e
2
4pi0
(
3
4pi
)1/3 [(
n+m
2
)1/3
−
(
n−m
2
)1/3]
. (73)
The above functionals are the exact solutions of the Hartree-Fock equations in
the case of homogeneous electronic densities. In our case, we are close to this
situation, since we study perturbations around homogeneous ground states.
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7.2 Fermi-Dirac ground state
In the case of electrons in metals, the spin-up and spin-down ground states
obey a Fermi-Dirac distribution in one dimension, obtained after integrat-
ing the 3D Fermi-Dirac function over the transversal velocities: f1d(vx) =∫ ∫
f3d(v)dvydvz. Renaming v ≡ vx, we obtain the ground state distributions:
f↑
(0)
(v) =
2pikBT
m
( m
2pi~
)3
ln
[
1 + exp
(
− 1
kBT
(m
2
v2 + µBB − µ
))]
, (74)
f↓
(0)
(v) =
2pikBT
m
( m
2pi~
)3
ln
[
1 + exp
(
− 1
kBT
(m
2
v2 − µBB − µ
))]
, (75)
where a magnetic field B = Bez is present in order to yield a spin-polarized
system. The magnetic field can be either external or internal, i.e. originating
from the local magnetic exchange interaction between the localized ions and
the itinerant electrons. The chemical potential µ is set to fix the electron
density to n0, i.e.
∫ (
f↑
(0)
+ f↓
(0)
)
dv = n0. This integration can be performed
exactly only in the zero-temperature limit, leading to the following identity:
n0 =
4pi
3
( m
2pi~
)3 (
v
3/2
F+
+ v
3/2
F−
)
, (76)
where vF± = <
{√
2 [µT=0 ± µBB] /m
}
, µT=0 is the chemical potential at zero
temperature, and < denotes the real part. In the same way, we can express
the magnetization at equilibrium as follows:
m0 =
∫ (
f↑
(0) − f↓(0)
)
dv =
4pi
3
( m
2pi~
)3 (
v
3/2
F− − v
3/2
F+
)
. (77)
In Fig. 6 we plot the polarization at equilibrium:
η ≡ m0
n0
=
v
3/2
F− − v
3/2
F+
v
3/2
F− + v
3/2
F+
, (78)
as a function of the magnetic field. For a magnetic field larger than EF /µB ,
the electron gas is completely polarized. Note that, for metals, one typically
has EF /µB ≈ 105 T, which is a huge value for a magnetic field generated
by external coils. However, internal magnetic fields due to the interatomic
exchange interaction can reach such large values, an effect that is at the basis
of ferromagnetism.
In the case of a totally unpolarized (η = 0) or fully polarized (η = 1) elec-
tron gas, Eq. (76) can be inverted exactly, leading to the following expressions
for the chemical potential:
µT=0 = EF (for η = 0) , (79)
µT=0 = 2
2/3EF ± µBB (for |η| = 1) . (80)
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Fig. 6 Chemical potential (red line) and electron magnetization (blue line) as a function of
the external magnetic field in the case of a Fermi-Dirac ground state. The calculations were
performed for an electron gas with density n0 = 5.9 × 1028 m−3 (gold) and temperature
T = 300 K. The dashed lines represent analytical solutions valid for |µBB|  EF.
For intermediate cases (0 < |η| < 1), one has to find µT=0 numerically. In Fig.
6, we plot the chemical potential as a function of the applied magnetic field in
the case of a Fermi-Dirac distribution with a temperature equal to 300 K and
a density relevant to metals.
In general, the full determination of the dispersion relation has to be done
numerically. However in the limit of zero temperature and long wavelengths,
i.e. k  |ω|/vF , one can develop the integrals I0 and Iz, defined in Eq. (71),
in a power series of kvF±/ω, leading to:
I0 (ω, k) = −n0k
ω2
− 3
5
k3
ω4
n0v
2
F
(
µT=0
EF
− µBB
EF
η
)
+O
((
kvF∓
ω
)5)
, (81)
Iz (ω, k) = −m0k
ω2
− 3
5
k3
ω4
m0v
2
F
(
µT=0
EF
− µBB
ηEF
)
+O
((
kvF∓
ω
)5)
. (82)
Using these expressions together with the dielectric function defined in Eq.
(70), we get the following dispersion relation:
ω2 = ω2p +
3
5
k2v2F
(
µT=0
EF
− µBB
EF
η
)
− e
2
4pi0
k2
6m
(
3n0
pi
)1/3 [
(1 + η)
4/3
+ (1− η)4/3
]
− n0k
2
m
η2µ2Bµ0. (83)
Equation (83) constitutes an extension of the celebrated Bohm-Gross disper-
sion relation in the case of a fully degenerated (T = 0) spin-polarized electron
gas with exchange and magnetostatic interactions. All the dispersive terms
depend on the electron density n0 and the spin polarization η. The second
term on the right-hand side corresponds to the electron degeneracy pressure.
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The third and fourth terms represent, respectively, the exchange and the mag-
netostatic contributions.
In order to assess the relative importance of each term, it is useful to
express Eq. (83) in non-dimensional form:
ω2
ω2p
= 1 + k2λ2TF
{
3
5
µT=0
EF
− 3
5
µBB
EF
η − CX rs
a0
f(η)− η
2
4
λ¯2C
λ2TF
}
, (84)
where CX = 2/(12pi
2)5/3 ≈ 0.017, f(η) = (1+η)4/3+(1−η)4/3, λ¯C = ~/(mc) =
3.86× 10−4 nm is the reduced Compton wavelength, and λTF = vF /ωp is the
Thomas-Fermi screening length. The first term in the curly brackets is the
dominant one. The next term is small except for very large magnetic fields,
of the order of EF /µB ≈ 105 T for metallic densities. The third term is due
to the spin-dependent electron-electron exchange interaction. It is a beyond-
mean-field contribution, as is evidenced from the fact that it is proportional
to the quantum coupling parameter gq ∼ rs/a0 (see Sec. 2). The fourth term
originates from the self-consistent magnetostatic contribution, see Eq. (67),
and it is almost always negligible, since for metals λTF ≈ 0.1 nm (Table 1).
All these corrections have an opposite sign with respect to the leading term,
but they can never render the right-hand side of Eq. (84) negative. Indeed,
when rs/a0  1, correlation effects (here neglected) start playing a role, so
that the resulting frequency is always real.
Interestingly, even in the absence of magnetic interactions, the dispersion
relation still depends on the spin polarization. Indeed, in the limit of an un-
polarized (η = 0) or fully polarized (|η| = 1) electron gas and using Eqs.
(79)-(80), the dispersion relation becomes:
ω2 = ω2p +
3
5
k2v2F (η = 0) , (85)
ω2 = ω2p + 2
2/3 3
5
k2v2F (|η| = 1) . (86)
This behavior is specific to the Fermi-Dirac distribution function and is absent
in the case of a Maxwell-Boltzmann equilibrium, as we shall see in Sec. 7.3.
A spin-polarization dependence of the longitudinal Langmuir modes was pre-
dicted in Ref. [51], where it was shown, using a fluid model, that the pressure
tensor is spin-dependent.
To obtain an explicit form of the dispersion relation, we have used the
long wavelength approximation (k  |ω|/vF ), which allowed us to avoid the
singularity in the integrals of Eq. (71). As is well known, the correct treatment
of the singularity leads to a complex ω and the appearance of Landau damping.
However, this is a delicate mathematical issue when considering a Fermi-Dirac
distribution [122], due to the particular form of the Fermi-Dirac function,
which has several singularities in the complex plane. We could not obtain a
satisfactory solution to this problem and thus leave it open for the time being.
In the next section, we will study a Maxwell-Boltzmann distribution, for which
the calculations can be performed all along, at least numerically.
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7.3 Maxwell-Boltzmann ground state
The plasma dispersion relation for spinless systems, obtained from the Vlasov-
Poisson equations with a Maxwell-Boltzmann equilibrium, was intensively
studied in the plasma physics literature since the seminal work of Landau.
In that case, the dispersion relation can be fully evaluated even in the strong
damping regime.
For a system of electrons endowed with spin, the Maxwell-Boltzmann dis-
tributions read as:
f
(0)
0 (v) =
n0
vT
√
pi
exp
[
− m
2kBT
v2
]
, (87)
f (0)z (v) =
n0
vT
√
pi
tanh
(
µBB
kBT
)
exp
[
− m
2kBT
v2
]
≡ η f (0)0 (v) , (88)
where vT =
√
2kBT/m is the thermal speed and η = tanh [µBB/ (kBT )]
represents the spin polarization of the electrons gas. In this case, the integrals
I0 and Iz in Eq. (71) become:
I0 = − 2n0
v3T
√
pi
∫ v exp(− m2kBT v2)
ω − kv dv, Iz = ηI0. (89)
We use the Landau contour method [69] to compute the integral in Eq. (89).
For this purpose, we introduce the plasma dispersion function
Z (%) =
1√
pi
∫
Γ
exp
(−z2)
z − % dz, (90)
where Γ is a contour in the complex plane following the real axis at infinity
and passing under the singularity z = %. This function, originally introduced
by Fried and Conte [37], is well defined for = (ω) > 0 and can be analytically
continued in the lower part of the complex plane, i.e. for = (ω) < 0. Then,
the integrals I0 and Iz can be expressed in terms of the plasma dispersion
function:
I0 = 2n0
kv2T
[
1 +
ω
kvT
Z
(
ω
kvT
)]
= − n0
kv2T
Z ′
(
ω
kvT
)
, (91)
Iz = −η n0
kv2T
Z ′
(
ω
kvT
)
, (92)
where the following property was used: Z ′ (%) = −2%Z (%) − 2. Using the
above expressions for I0 and Iz and the local density approximation of VX
and BX [see Eqs. (72)-(73)], one obtains the following dielectric function for
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Fig. 7 Zeros of the dielectric function, Eq. (93), in the complex plane. The symbols cor-
respond to different types of modes: plasmon modes (blue circles), paramagnon mode (red
square), and strongly damped modes (black crosses). The following parameters are used:
n0 = 5.9× 1028 m−3, T = 64 000 K, and k = 0.4kD, where kD = 2pi/λD.
the Maxwell-Boltzmann equilibrium:
 (ω, k) = 1− 1
v2T
[
ω2p
k2
− µ
2
Bµ0n0
m
+ 2
n0
m
(∂nVX + η∂mVX)
]
Z ′
(
ω
kvT
)
+
(
n0
mv2T
)2 [
(∂nVX)
2 − (∂mVX)2
] (
1− η2)Z ′( ω
kvT
)2
(93)
+
(
n0
kv2T
)2 [ ω2p
n0m
∂nVX −
ω2pµ
2
Bµ0
n0m
− k
2µ2Bµ0
m2
∂nVX
] (
1− η2)Z ′( ω
kvT
)2
.
The zeros of the dielectric function provide the dispersion relation ω (k)
of the system. The latter can be obtained analytically in the long wavelength
limit, i.e., for k  |ω|/vT and ω ∈ <. In that case, the derivative of the plasma
dispersion function can be developed in a power series:
Z ′
(
ω
kvT
)
' k
2v2T
ω2
+
3
2
k4v4T
ω4
+O
(
k6v6T
ω6
)
, (94)
leading to the following dispersion relation:
ω2 = ω2p +
3kBT
m
k2 − e
2
4pi0
k2
6m
(
3n0
pi
) 1
3 [
(1 + η)
4
3 + (1− η) 43
]
− n0k
2
m
η2µ2Bµ0.
(95)
We recover almost the same expression as with the Fermi-Dirac ground state,
see Eq. (83).
To obtain the full dispersion relation, we use ZEAL [60], a mathematical
software package for computing the zeros of analytic functions. The dielectric
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Fig. 8 Complex-valued frequency ω(k) for two different physical systems. (a) Electron gas
with metallic density n0 = 5.9×1028 m−3 (gold) and high temperature T = TF = 64 000 K;
(b) Low-density electron gas with n0 = 1022 m−3 and T = 300 K. For both panels, the upper
lines represent the real part of ω, whereas the lower lines represent the imaginary part. The
black lines refer to the case without exchange interactions, the blue lines to a fully polarized
system (η = 1), and the red lines to an unpolarized system (η = 0).
function is parameterized by the electron density n0 and the temperature
T . We first consider an electron gas having a metallic density n0 = 5.9 ×
1028 m−3 (gold). Since the corresponding Fermi temperature is very high (TF =
64 000 K), we need to use a temperature of the same order of magnitude for the
Maxwell-Boltzmann approximation to be valid. Here, we take exactly T = TF .
The zeros of the dielectric function, Eq. (93), are shown in Fig. 7. They are
symmetrically located with respect to the vertical axis, which is due to the
symmetry properties of the plasma dispersion function. We also note that there
exist an infinite number of zeros (black crosses) for which the imaginary part
of the frequency is larger than the corresponding real part. These solutions are
irrelevant for the dynamics, as they are rapidly damped away. Finally, there
are three other zeros that have a different origin. Two of them, represented by
blue circles, correspond to the plasmon response at the plasma frequency. For
small value of k, they have a real part larger than the imaginary part, therefore
they are weakly damped and govern the dynamics of the system according to
the long-wavelength dispersion relation Eq. (95).
The last zero (red square) has a vanishing real part and disappears when
the magnetic exchange interactions are removed. This zero corresponds to a
paramagnon mode, i.e., an oscillation in antiphase of the two spin populations
(up and down), with no associated charge excitation. For infinite systems, it
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was shown that paramagnons have a vanishing real frequency [55], which is in
accordance with the result of Fig. 7. Their real frequency can become nonzero
for systems with finite size [127].
Further, exchange interactions do not only lead to paramagnons, but also
modify the plasmonic excitations. In Fig. 8, the plasma dispersion relation
is depicted for two different physical systems. The first (Fig. 8, top panel)
corresponds to the case of electrons in a metal, with the density of gold
n0 = 5.9×1028 m−3 and temperature T = 64 000 K. As already mentioned, the
temperature had to be set very high for the Maxwell-Boltzmann distribution
to be a valid approximation. The second system (bottom panel) corresponds
to an artificial case where the electron density is about n0 = 10
22 m−3. For
such a system, the Fermi temperature is close to 2 K so that, at room temper-
ature (here, we take T = 300 K), it is justified to use a Maxwell-Boltzmann
equilibrium.
In the metallic case (Fig. 8, top panel), the resonant frequency is dominated
by the electrostatic interactions, while the exchange interactions do not change
significantly the dispersion relation. They may decrease slightly the value of
the frequency for larger values of k, but in this case the plasma oscillations are
strongly damped. Moreover, there are no appreciable changes in the dispersion
relation depending on the spin polarization of the electron gas. In contrast, in
the idealized low-density system (Fig. 8, bottom panel) exchange interactions
play a significant role. For small wave numbers, the plasmon frequency de-
creases instead of increasing and we note a signature of the spin polarization,
in particular a shift in k for the minimum of the plasmon frequency.
8 Application II: Nonlinear electron dynamics in thin metal films
Thin metal films have long been the object of intense investigations in many
subfields of nanophysics. They constitute key components in many modern
technologies, ranging from integrated circuits to sensors. From a more fun-
damental point of view, due to the symmetry reduction and the associated
electron confinement, thin metal films exhibit properties (both static and dy-
namic) remarkably different form their bulk counterparts. They are usually
made of noble (Au, Ag, ...) or simple metals (Na, K, ...) and their sizes typ-
ically vary from a few nanometers to several hundred nanometers [79]. As a
notable example, the first experimental signature of ultrafast demagnetization
was observed in thin nickel films in 1996 [8].
In this section, we illustrate the usefulness of phase-space methods to study
the ultrafast electron dynamics in thin metal films. The particular geometry
of thin films, whereby their thickness is much smaller than the transversal
size, means that they can be described by a one-dimensional (1D) model, at
least as far as longitudinal modes are concerned. Here, we mainly report on
earlier work of ours on this topic, spanning the years from the early 2000s
until today. The simulations are of increasing complexity. In Sec. 8.1, the
electron motion is purely classical and follows the Vlasov equation, although
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Fig. 9 Schematic view of the ion density profile in a thin metal film.
the ground state is described by a Fermi-Dirac distribution. The main effect
observed in these simulations is the emergence of a nonlinear ballistic mode
due to bunches of electrons that travel across the film at the Fermi speed of
the metal. Section 8.2 revisits this effect using a fully quantum Wigner model
and it is a good example of interplay between wave-function methods (used
to compute the ground state) and phase-space methods (used to compute
the dynamics). The Wigner simulations allow us to identify the parameter
range where the ballistic oscillations may be observed. Finally, in Sec 8.3, the
description of the electron dynamics is augmented to include the spin degrees
of freedom, according to the theoretical considerations presented in Sec. 5.2.
The inclusion of these effects allowed us to study ballistic modes that include a
magnetic component, thus exploring the possibility to generate a spin current
in the film via an electromagnetic pulse.
8.1 Thin metal films: Vlasov
Several experiments have shown [14,110] that electron transport in thin metal
films occurs on a femtosecond timescale and involves ballistic electrons trav-
eling at the Fermi velocity of the metal vF . Later, a regime of low-frequency
nonlinear oscillations, corresponding to ballistic electrons bouncing back and
forth on the film surfaces, was measured in transient reflection experiments
on thin gold films [66]. These experimental findings were corroborated by the
Vlasov-Poisson simulations carried out in our research group [74–76], which
are summarized in this section.
In these simulations, the electrons are initially prepared in a 1D Fermi-
Dirac equilibrium at finite (typically, room) temperature:
fe(x, vx, t = 0) =
3
4
n0
vF
Te
TF
ln
(
1 + e(−µ)/Te
)
, (96)
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Fig. 10 Time evolution of the thermal, potential (electrostatic) and center-of-mass energies.
From [78].
where (x, vx) = mv
2
x/2 − eφ(x) and φ is the electrostatic self-consistent po-
tential, solution of the Poisson equation
∂2φ
∂x2
= − e
ε0
[
ni(x)−
∫ +∞
−∞
fedvx
]
. (97)
For the ion charge distribution, we use a jellium model with continuous density
ni(x) = n0/ (1 + exp [(|x| − L/2)σ]), where L is the thickness of the film, n0
is the ion density of the bulk metal and σ ≈ 0.1 nm represents the typical
distance over which the density falls to zero on the border of the film. The
density profile is sketched in Fig. 9. The ions are supposed to be fixed during
the electron motion because their typical timescale is significantly longer than
that of the electrons. The effect of ionic vibrations (phonons) will be addressed
in Sec. 8.2.
The electrons are subsequently excited by imposing a constant velocity shift
δv = 0.08vF to the initial equilibrium distribution, after which they evolve
according to the 1D Vlasov-Poisson equations. This scenario is appropriate
when no linear momentum is transferred parallel to the plane of the surface
(i.e., k‖ = 0), so that only longitudinal modes can be excited. As a reference
case, we studied a sodium film (rs = 4a0, where a0 is the Bohr radius) with
initial temperature Te = 0.008TF ≈ 300 K and thickness L = 10λTF ≈ 12 nm,
where λTF is the Thomas-Fermi screening length.
We consider the evolution of several energy quantities: (i) The self-consistent
potential energy Epot =
ε0
2
∫
(∂xφ)
2dx, (ii) the center-of-mass energy Ecm =
1
2
∫ j2e(x,t)
ne(x,t)
dx (where je =
∫
vxfedvx is the electron current), and (iii) the
thermal energy Eth. The latter is defined as: Eth = Ekin − Ecm − ETF ,
where the total kinetic energy is Ekin =
m
2
∫
v2xfedvx. The Thomas-Fermi
energy, defined as ETF =
EF
5
∫
ne(x)
5/3dx, represents the kinetic energy of a
state with same density but vanishing temperature and mean velocity, so that
Ekin(Te = 0) = ETF .
Phase-space modelling of solid-state plasmas 39
Fig. 11 Phase-space portraits of the electron distribution function at different times. Here,
and in the forthcoming figures, LF is the same as the Thomas-Fermi screening length λTF .
From [78].
During an initial rapidly oscillating phase, the center-of-mass energy is al-
most entirely converted into thermal energy, due to Landau damping, whereas
the thermal and potential energies reach a plateau. This plateau is character-
ized by low-frequency oscillations with a period close to 50ω−1p ≈ 5.3 fs. This
period is close to the time of flight of electrons traveling ballistically through
the film at the Fermi velocity of the metal. The existence of such nonlinear
ballistic mode is the main novel observation reported in Refs. [74,75]. Later, we
proposed to exploit this ballistic mode to enhance the absorption of infrared
light in the film [76].
The phase-space portraits of the electron distribution, shown in Fig. 11,
clearly reveal that the perturbation starts at the film surfaces and then pro-
ceeds inward at the Fermi velocity of the metal. The structure formation at the
Fermi surface, which has spread over the entire film for ωpt > 150, is responsi-
ble for the increase of the thermal energy (and thus the electron temperature)
observed in Fig. 10. As no collisional terms are present, the low-frequency
oscillations of Fig. 10 are never completely damped away.
In order to include the effect of e-e collisions in a simple manner [78], we
have augmented the Vlasov equation by a relaxation term, as described in Sec.
6. The constant in Eq. (57) is taken to be ≈ 0.4 fs−1eV−2, which was obtained
from first-principles numerical simulations of the electron dynamics in sodium
clusters [27]. The electron temperature is computed instantaneously during the
simulation, and plugged into the expression for the collision rate (5). When
this collision model is applied to our case, the slow ballistic oscillations of Fig.
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Fig. 12 Evolution of the thermal energy for a case with e-e collisions. From [78].
10 are still observed, but they are damped away on a timescale of the order of
500ω−1pe ' 50fs (see Fig. 12).
8.2 Thin metal films: Wigner
One of the most important properties of metal films, when their thickness is re-
duced to only a few nanometers, is the quantization of the energy levels along
the direction perpendicular to the film surface (quantum size effects). The
continuum that characterizes the bulk materials is replaced by a discrete spec-
trum of quantum states with their energies and wave functions depending on
the boundary conditions [30]. The consequent modifications of the electronic
structure with respect to a classical description lead to significant changes
in their physical properties and, as shown in the following, their dynamical
behaviour.
Our numerical study of the quantum electron dynamics in thin metal films
is performed in two steps: first, the ground state of the electron population
(possibly at finite temperature) is determined self-consistently; subsequently,
the equilibrium distribution is perturbed by injecting some energy into the sys-
tem. The quantum dynamics is then described by solving the time-dependent
Wigner equation (24) coupled to the Poisson equation. Although the Wigner
approach is a fully quantum-mechanical description, it is intrinsically ill-suited
to deal with stationary states (indeed, quantization rules are overlooked in the
Wigner formalism and must be imposed as additional constraints). Therefore
it is more convenient to determine the ground-state from a standard density
functional approach (Kohn-Sham equations) and then to construct the corre-
sponding Wigner function from the computed Kohn-Sham wave functions.
The electron gas is assumed to be at thermal equilibrium with temperature
Te and, as in the Vlasov approach described above in Sec. 8.1, while the ions are
described by a continuous, immobile density with soft edges, as in Fig. 9. The
electrons obey a Fermi-Dirac distribution at the corresponding temperature
(for more details about the model, see [52]). The Kohn-Sham equations (19)
are solved numerically using a finite-difference iterative method [30]. Some
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Fig. 13 Ground-state electron and ion densities for a sodium film with L = 50λTF and
Te = 300 K in the classical (VP) and quantum (WP) regimes. The inset shows a zoom near
the film surface.
typical density profiles are shown in Fig. 13. In this example N = 18 Kohn-
Sham orbitals are occupied. The classical Vlasov-Poisson result (VP) yields
a smooth density profile, without spatial oscillations. In the quantum regime
(labeled WP), the standard Friedel oscillations are observed, particularly near
the film surface (see the inset). Note that the profiles are weakly dependent
on the electron temperature, because all considered cases are in the strongly
degenerate regime Te  TF .
After computing the N Kohn-Sham wave functions φk(x) and their respec-
tive occupation numbers pk [52], we can proceed to construct the ground-state
Wigner function f(x, v). We first compute the partial Wigner functions corre-
sponding to each Kohn-Sham wave function φk of the ground-state
fk(x, v) =
m
2pi~
∫ +∞
−∞
dλφ∗k
(
x+
λ
2
)
φk
(
x− λ
2
)
eimv . (98)
The total Wigner function (Fig. 14) is given by the sum of the partial Wigner
functions, weighed by the occupation numbers pk, f(x, v) =
∑N
k=1 pkfk(x, v).
To study the electron dynamics, we make use of the evolution equation
for the Wigner function (24). In the classical limit (i.e., taking ~ → 0) this
equation reduces to the Vlasov equation that was used in our previous works,
summarized in Sec. 8.1. The Wigner results were obtained with a numerical
code based on a uniform grid covering the relevant phase space [111]. The
method combines a splitting technique with fast Fourier transforms in the
velocity coordinate.
Similarly to the Vlasov simulations described in Sec. 8.1, the electron dy-
namics is excited by perturbing the ground-state equilibrium. Again, this is
done by imparting a uniform velocity shift δv to the initial distribution. The
ensuing electron dynamics also reveals some low-frequency oscillations for the
thermal and potential energies, as in the Vlasov case. By plotting the observed
period T of the low-frequency oscillations against the value of the perturbation
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Fig. 14 Ground-state Wigner function f(x, v) for a sodium film with L = 50λTF at Te =
300 K.
Fig. 15 Period of the low-frequency ballistic oscillations as a function of the perturbation
δv, for Wigner-Poisson simulations of a thin film of thickness L = 50λTF and different
temperatures in the range Te = 0− 2000 K.
(see Fig. 15), we observe an interesting feature. While, for a large excitation
δv, the period is close to the ballistic value T = L/vF (as in the Vlasov sim-
ulations, see Sec. 8.1), it diverges from this classical value below a certain
excitation threshold δvth
This departure from the ballistic oscillation period constitutes a clear tran-
sition between the classical and the quantum regime. The estimation of the
threshold value requires the investigation of the microscopic electron dynamics
in the phase space. In the classical case, we saw that the ballistic oscillations
are due to bunches of nonequlibrium electrons traveling at the Fermi speed
between the two surfaces of the film (Fig. 11). These bunches (i.e., vortices
in the phase space) have a spatial extension roughly equal to 2piλTF and a
width of the order of δv in velocity space. The surface of the these vortices in
the phase space (which has the dimension of an action) is thus approximately
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Fig. 16 Plots of the electron distribution function in the phase space at different times,
ωpt = 35 and ωpt = 50, for a large excitation δv = 0.15vF (left panel) and a small excitation
δv = 0.06vF (right panel). Top panels: classical results; bottom panels: quantum results.
A ≈ 2piλTFmδv. Quantum effects are expected to become significant when
this action is of the same order as Planck’s constant, i.e. A ≈ ~. For sodium,
this leads to the following estimate for the threshold: δvth ≈ 0.15vF , which
is fairly close to the observed value (see Fig. 15). This is confirmed by the
inspection of the classical and quantum phase-space portraits, as seen in Fig.
16. For the large excitation δv = 0.15vF the phase-space vortices are clearly
visible in the quantum Wigner simulations and they resemble the analog vor-
tices of the Vlasov case. In contrast, the vortices have completely disappeared
in the low-excitation case (δv = 0.06vF ), whereas they are still present in the
corresponding Vlasov portraits.
So far, we focussed exclusively on the ultrafast (up to ≈ 100 fs) electron
dynamics, while the ionic background was assumed to be frozen. In order to
describe the long-time dynamics (> 1 ps) it is mandatory to include electron-
phonon interactions in the model (see Fig. 4 for a visual representation of
the various timescales). In Ref. [53], we developed a microscopic phase-space
model, based on the quantum Wigner distribution, which encompasses all rel-
evant timescales from the femtosecond plasmon oscillations up to the phonon-
mediated coupling to the ionic lattice, which occurs on a picosecond time scale.
The main ingredients of the model are summarized in Sec. 6 in the paragraph
devoted to Fokker-Planck methods.
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For a system of quantum particles interacting with an environment, two dis-
tinct timescales are particularly important. The relaxation time measures the
speed at which the energy is exchanged between the electrons and the lattice,
while the decoherence time represents the typical time over which quantum
correlations are lost to the external environment (here, represented by the ion
lattice). In a density matrix language, the relaxation time corresponds to the
decay of the diagonal terms, whereas the decoherence time is related to the
nondiagonal terms of the density matrix.
Our simulations (see Ref. [53] for details) showed that the relaxation time
is of the order of τR ≈ 2−3 ps, for the sodium films considered here. It also in-
creases with the amplitude of the excitation, in agreement with measurements
performed on sodium clusters [70].
In our phase-space representation, the decoherence time τD is defined in
a different way compared to the density matrix approach. We recall that the
Wigner distribution function f(x, v, t) can take negative values. The degree of
“classicality” of a Wigner distribution can thus be estimated from the weight
of its negative parts [23, 57]. The negative part of the Wigner function in the
phase space is shown in Fig. 17 at different times, for a typical case. As time
goes on, the quantum distribution progressively loses its negative values and
becomes more and more classical.
In order to quantify more precisely this loss of classicality, we define the
“negativity” of the distribution function as S(t) =
∫ ∫
f<(x, v, t)dxdv, where
f< = −f if f < 0 and f< = 0 elsewhere (S is then a positive quantity).
The typical behavior of S(t) is displayed in Fig. 18. The initial equilibrium
distribution possesses only small negative parts, so the initial value of S(0)
is rather small. Soon after the excitation, when the system is driven out of
equilibrium, S grows very rapidly, then it decays more slowly to zero for longer
times.
The decoherence time τD can be estimated by fitting S(t) (after the ini-
tial sudden growth) with a simple decaying exponential function Sfit(t) =
S0 exp(−t/τD). We observed that the the decoherence time τD increases with
the excitation energy and decreases with the lattice temperature (Fig. 19),
also in agreement with measurements on thin metal films [59]. At room tem-
perature (T = 300 K) the decoherence time is roughly τD ≈ 0.4 ps, shorter
than the relaxation time τR ≈ 3 ps.
8.3 Thin metal films: Spin
In this section, we extend the above investigation of the electron dynamics in
thin metal films by including the spin degrees of freedom. To this end, we turn
to ferromagnetic materials and study the coupled charge and spin dynamics in
nickel films. We will use the self-consistent spin-Vlasov model defined in Eqs.
(43)-(44). To keep the model as simple as possible, we restrict our problem to
a reduced phase space (x, v), where the electrons are only allowed to move in
the direction normal to the surfaces of the film (x). We only take into account
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Fig. 17 Negative values of the Wigner distribution function in the phase space, at four
different times ωpt = 1 000, 5 000, 10 000, and 20 000.
Fig. 18 Evolution of the total negative part of the Wigner function S(t), for different
excitations δv (in units of vF ), with the corresponding exponential fits (red curves).
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Fig. 19 Left panel: Decoherence time as a function of the excitation amplitude for two
values of the lattice temperature. Right panel: Decoherence time as a function of the lattice
temperature for two values of the excitation amplitude.
electrostatic interactions through the Poisson equation and disregard effects
due to exchange and correlations. The spin-orbit interaction, a higher order
effect in c−2, is also neglected. With these assumptions, the set of spin-Vlasov-
Poisson equations that we solve is the following (see Sec. 5.2):
∂f0
∂t
+ v∂xf0 − e
m
Ex∂vf0 − µB
m
(∂xBi) (∂vfi) = 0,
∂fk
∂t
+ v∂xfk − e
m
Ex∂vfk − µB
m
(∂xBk) (∂vf0) − e
m
[B × f ]k = 0,
∂Ex
∂x
= − e
0
(∫
f0(x, v)dv − ni(x)
)
,
(99)
where k = (x, y, z) and Ex = −∂xφ.
The typical parameters of the nickel films under consideration, expressed
in both SI and atomic units (a.u.), are as follows: rs = 2.6 a.u. = 0.14 nm,
n0 = 0.0136 a.u. = 91.8 nm
−3, Tp = 2piω−1p = 15.32 a.u. = 0.37 fs, vF =
0.74 a.u. = 1.62 nm.fs−1, λTF = 1.80 a.u. = 0.095 nm and EF = 0.27 a.u. =
7.34 eV. We have studied films of thickness L = 5 nm.
In a realistic model of ferromagnetism, one should take into account the
electronic structure of nickel, which comprises ten valence electrons of which
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Fig. 20 Self-consistent ground state for a 5 nm nickel film. Left panel: Spin-resolved electron
and ion densities for an external magnetic field B = 0.25BF . Right panel: Spin polarization
of the electrons in a nickel film (red stars) as a function of the magnetic field; the black
dashed line represents the theoretical prediction for a free electron gas at zero temperature.
eight are in the 3d shell and the remaining two are in the 4s shell. The 3d
electrons are more localized around the ions than the 4s electrons. There-
fore, we model the 4s (“itinerant”) electrons with the spin-Vlasov equations
(99), whereas the localized 3d electrons and the corresponding ions form a
motionless positively-charged background. The localized ions interact among
themselves and with the itinerant electrons through magnetic exchange. The
internal magnetic fields involved in these interactions can be very strong, of
the order of 103 − 104 T, and are responsible for the ferromagnetic proper-
ties of nickel. A study of laser-matter interaction using such realistic model
of itinerant and localized magnetism was used recently to study spin-current
generation in a nickel film [49].
Here, to illustrate the main effects of the spin dynamics, we shall use a
simplified “toy” model, where the internal magnetic field (generated by the
magnetic ions) is replaced by a uniform external field of similar intensity di-
rected along the z axis: B = Bez. This field will be responsible for the spin
polarization of the electron gas. Hence, in this toy model the ions have no mag-
netic properties and are simply taken as a positively-charged density ni(x).
The ground state of the system is given by a 1D Fermi-Dirac equilibrium,
see Eqs. (74)-(75). In practice, the ground state is obtained self-consistently by
plugging Eqs. (74)-(75) into Poisson’s equation and solving for φ (for instance,
iteratively) and then injecting the obtained potential back into the Fermi-Dirac
distributions. This procedure can be performed numerically and the resulting
ground state is shown in Fig. 20 for different magnetic fields. As expected,
when B = 0 the electron gas is totally unpolarized, meaning that the spin-up
and spin-down densities are identical. Increasing the magnetic field induces a
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Fig. 21 Time evolution of the magnetic dipole for several values of the external magnetic
field B.
partial polarization of the electron gas, which becomes fully polarized when
B approaches BF = EF /µB . The relation between the magnetic field and the
degree of polarization is in agreement with the free electron gas model at zero
temperature.
To simulate a laser pulse excitation, we shift the ground state distributions
f↑ and f↓ in the velocity space by an amount δv = 0.05vF . This is equiva-
lent to applying an instantaneous electric field in the direction normal to the
film surfaces. We performed several simulations starting from different ground
states with increasing spin polarization. To characterize the spin dynamics, we
study the time evolution of the magnetic dipole
〈X〉m =
∫ ∫
xfz(x, v, t) dxdv, (100)
as well as the electric dipole
〈X〉e =
∫ ∫
xf0(x, v, t) dxdv. (101)
Both dipoles vanish in the ground state.
The dynamics of the magnetic dipole is shown in Fig. 21 for the differ-
ent spin-polarized ground states. For an unpolarized electron gas (B = 0),
the magnetic dipole remains equal to zero, as the spin-up and spin-down
distribution functions are identical for all times. For a partially polarized
ground state, the magnetic dipole mainly oscillates at the ballistic frequency
ωb = 2pivF /2L = 2pi/6.17 fs
−1. These oscillations are similar to the ballis-
tic oscillations observed in non-magnetic materials (see Secs. 8.1 and 8.2) and
correspond to electrons traveling back and forth in the film at the Fermi speed.
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The presence of a magnetic dipole implies that the spin-up and spin-down
electron populations oscillate out of phase, because:
〈X〉m =
∫ ∫
x [f↑(x, v, t)− f↓(x, v, t)] dxdv.
Since the spin-up and spin-down components were excited in phase in the ini-
tial excitation, we deduce that their dephasing occurs during the first instants
of the dynamics (roughly the first 5 fs in Fig. 21, before the magnetic dipole
is clearly formed). One can show that this dephasing is a subtle effect due
to the interplay of the self-consistent dynamics with the presence of strong
electric fields at the boundaries of the film [49]. When the electron gas is fully
polarized (B = BF ), no magnetic dipole is observed, simply because only one
component (spin-up or spin-down) is present. Some faster oscillations at the
plasma frequency ωp = 2pi/0.37 fs
−1 are also observed, but are rapidly re-
moved by Landau damping. It is interesting to stress that, while the plasmon
mode is quickly damped away, the magnetic mode at intermediate values of
B persists for much longer times.
Importantly, these ballistic oscillations of the magnetic dipole are still
observed if one uses a more realistic model for both the magnetic material
and the laser-film interaction [49]. We also stress that an oscillating magnetic
dipole is equivalent to an AC spin current, since: d〈X〉m/dt =
∫
vxfzdxdvx =∫
vx(f↑ − f↓)dxdvx = J↑ − J↓ ≡ JSxz, where JSxz is a spin current that prop-
agates in the direction x and is polarized along z (in the general case JS is
a tensor, see [50]). Thus the generation of a time-dependent magnetic dipole
amounts to the generation of a spin current, which is an important issue for
modern spintronic devices [2].
Finally, in Fig. 22 we show the time evolution of the electric dipole. Note
that this is the same for all values of the magnetic field, because there is
no backreaction of the spin dynamics on the charge dynamics in this toy
model – see Eqs. (99) with a constant magnetic field. The electric dipole shows
prominent plasmon oscillations that decay away through Landau damping. A
weak signature of the ballistic mode can be seen between 5–15 fs.
9 Conclusions
A number of advanced methods to model the many-electron dynamics in
nanometric condensed-matter systems have been developed over the years.
In particular, TD-DFT has been developed to such a high level of accuracy to
be capable of reproducing quantitatively many experimental results on large
molecules and small nano-objects. Recent developments have extended its
range of application to the spin dynamics [62], shedding new light on old,
but never properly understood, problems such as the ultrafast demagnetiza-
tion occurring in ferromagnetic nano-objects illuminated with a laser pulse [8].
All these methods are based on the propagation of a set of wave functions ac-
cording to some Schro¨dinger-like equations. Notwithstanding these successes,
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Fig. 22 Time evolution of the electric dipole.
TD-DFT and Hartree-Fock methods remain computationally very costly for
large nano-objects containing more than a few hundred electrons. They are
also not easily compatible with dissipative dynamics, because of their intrin-
sically Hamiltonian (hence, unitary) character, in spite of recent attempts to
include dissipation in a mean-field formalism [24].
Here, we have made a case for an alternative approach based on Wigner’s
representation of quantum mechanics in the classical phase space. Phase-space
models are certainly not a panacea and remain computationally costly for large
systems. But they do have some advantages, in particular: (i) they are better
adapted for the semiclassical limit and to compare to classical results, (ii)
they can profit from existing numerical methods, either grid-based or particle-
based, which have been developed over the years most notably in the plasma
physics community, (iii) they can be adapted to include non-unitary evolutions
in order to model dissipative effects, and, last but not least, (iv) the phase-
space representation can be a powerful visual aid to help intuition and to
display the numerical results.
The main scope of this review was to summarize the theoretical basis of
phase-space methods in condensed matter physics, particularly at the nanoscale
(Secs. 1-6) and to illustrate these concepts through two relevant examples,
namely the propagation of linear waves in an infinite medium (Sec. 7) and
the nonlinear electron dynamics in thin metal films (Se. 8). Beyond this, we
would like to increase the awareness of plasma physicists for the emerging
field of nanoplasmonics, i.e., the study of collective effect arising from the
interaction between electromagnetic radiation and free electrons in metallic
nano-objects [73, 107], which is evolving very rapidly since its beginnings in
the 1980s. The topics treated here show that the methods and tools of plas-
mas physics can be fruitfully extended and adapted to model typical plasma
phenomena occurring in solid-state nanometric devices. Given these common
goals and approaches, the present review hopes to encourage future exchanges
between the plasmonics and plasma physics communities.
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