Abstract. The Technicians and Interventions Scheduling Problem for Telecommunications embeds the scheduling of interventions, the assignment of teams to interventions and the assignment of technicians to teams. Every intervention is characterized, among others attributes, by a priority. The objective of this problem is to schedule interventions such that the interventions with the highest priority are scheduled at the earliest time possible while satisfying a set of constraints like the precedence between some interventions and the number of technicians with the required skill level by domain. To solve this problem, we propose a GRASP algorithm based on the dynamic update of the weights assigned to the interventions combined with a local search procedure. We also compute lower bounds and present experimental results that validate the effectiveness of this approach.
Introduction
In this paper we describe a heuristic approach for solving a Technicians and Interventions Scheduling Problem for Telecommunications which we abbreviate as TIST.
The subject [3] was proposed by France Telecom 1 for the 5 th challenge of the French Society of Operations Research and Decision Analysis 2 . At France Telecom, supervisors have to decide for each day which technicians will work together for the day and which interventions they will have to perform. With the growth of interventions due to the expansion of the new services associated with Internet such as VoIP or television broadcasts -and to maintain their competitiveness with restricting the numbers of technicians-the supervisors have to tackle more and more complicated schedules. The aim of the TIST is to provide efficient schedules that can help the supervisors in their job.
The interventions are characterized by criteria such as priority and length of time. Some interventions are linked to other interventions that must be completed first. That constitutes a set of preceding constraints to be satisfied by any scheduling. The interventions are also composed of different types of tasks which require a given number of technicians with a certain skill level in a given domain. The technicians are specialized in different domains with different skill levels and they have a list of non-working days. Therefore it is necessary to assign interventions to teams of technicians with the required skill levels and who are available the scheduled day. In addition, any intervention has a given cost if an external company is hired to do it. The total cost of the subcontracted interventions cannot exceed a given budget. Note that interventions can be subcontracted only if their successors, in the precedence constraint, are subcontracted too. The objective of the TIST is to schedule interventions such that the interventions with the highest priority are scheduled at the earliest time possible. This problem has two related combinatorial aspects: the scheduling of the interventions (depending on the precedence constraint) and the assignment of the technicians to the teams (depending on the scheduled day).
The core of our approach to solve the TIST is constituted by a GRASP-based algorithm. The selection criteria of intervention to be scheduled by the greedy algorithm are updated during the search: new solutions are generated using the information extracted from previous ones. Then we attempt to improve these solutions with local search. Globally, our approach is divided in three phases: first, a preprocessing phase which selects the interventions to be subcontracted and delete them from the problem; second, we identify initial coefficients for the greedy algorithm in the insertion order phase that keeps the two best orders to insert the interventions; third, the GRASP phase which is composed of the greedy phase that generates initial solutions followed by the local search phase that tries to improve them. The remainder of the paper is organized as follows: in section 2, we describe the problem and introduce the notations; section 3 is devoted to the presentation of the different components of our approach; then, in section 4, we expose a lower bound computation, implemented to evaluate the quality of the obtained results. The whole computational experiments are given in section 5, and finally we conclude and give some further prospects to enhance the present work in section 6.
Problem Description
In this section, we first describe the problem informally. Then we present the different notations used in the paper to refer the data of the problem, and we conclude with a mathematic formulation of the TIST.
Global description
The problem deals with interventions that have to be assigned to teams of technicians. Technicians are described by their available days and skills, and interventions are characterized by their priority, execution time, predecessors (interventions which have to be completed before) and required number of technicians of each skill level in each domain. The aim is to build teams of technicians for each day and assign interventions to those teams while verifying all the constraints of the schedule and minimizing the objective function
where t k is the ending time of the last intervention of priority k for k = 1, 2, 3 and t 4 is the ending time of the whole schedule.
A schedule has to satisfy a list of constraints for the assignment of technicians and for the assignment of interventions. We consider that each working day is in the interval [0, H max ] and that it is not possible to exceed this limit. Consequently, an intervention cannot be performed before time 0 or after time H max and cannot be done in several days. An intervention has to be done by only one team at one time, several teams cannot share the same intervention. There are days off for the technicians and obviously, no intervention can be assigned to a technician who is not working during the current day. A strong constraint is that the teams cannot change during one day, so a technician belongs to only one team each day. This constraint is due to the limited number of available cars and to the time it would take to get several teams back to a central point to mix the teams.
A team has to satisfy the requirements to perform an intervention. Thus, for each intervention we have to assign enough qualified technicians to satisfy all the requirements. For example, an intervention requiring one technician of level 2 in the domain d1 can be done by one technician of level 2, 3 or 4 in domain d1, but cannot be done by two technicians of level 1 in domain d1. The required number of technicians at a given level for an intervention is cumulative since a technician of a given level is also qualified for all the smaller levels of the same competence domain. For example, if a technician has a skill level of 3 in a given domain then he can work on interventions requiring only a skill level of two in this domain. 
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Finally, it is possible to subcontract interventions to an external company. Each intervention has a specific cost to hire an external company to do it and the total cost of the subcontracted interventions cannot exceed a total budget. Let us note that the mathematical model we expose in section 2.3 does not consider subcontracted interventions. Indeed, this part of the problem is tackled with a preprocessing heuristics which is described in section 3.1.
Notations
In this section we introduce a set of notations used throughout the paper. First we define the constants for the problem:
− H max is the length of time of each day (H max = 120 in the subject).
− T (I) is the execution time of intervention I.
− cost(I) is the cost of intervention I.
− A is the total budget allowed for the subcontracted interventions.
− P (t, j) is equal to 1 if technician t is working on day j, 0 otherwise.
is the required number of technicians of level n in domain i to complete the intervention I.
− P red(I) is the list of interventions which have to be completed before starting intervention I.
We also use some variables listed below:
− s(I) is the starting time of intervention I.
− e(t, j) is the team number of technician t for the day j. Team number 0 is a special team composed of the non-working technicians.
− d(I) is the day when intervention I is scheduled.
From the previous description and the previous notations, an intervention requiring for domain i at least one technician of level three and one technician of level two will have its requirements noted: R(I, i, 1) = 2, R(I, i, 2) = 2, R(I, i, 3) = 1, R(I, i, 4) = 0.
Here are the constants used for the mathematical model: − y(j, , t) = 1 if technician t is in team on day j and 0 otherwise. 
y(j, , t) = 1 ∀j, t (3)
j,h,
Constraint (1) ensures that each intervention is made by one team only on one day at one time. Constraint (2) says that if a technician t is not working on day j, he is in team 0. Constraint (3) specifies that a technician belongs to only one team each day. Constraint (4) guarantees that no interventions are made by the non-working team. Constraint (5) ensures that two interventions assigned on the same day to the same team are done at different times. Constraint (6) says that all the predecessors of a given intervention have to be completed before starting this intervention. Constraint (7) ensures that the working days are strictly limited to H max , maximum number of time slices per day. Constraint (8) specifies that a team working on intervention I has to meet the requirements concerning levels of competence for I. Finally, constraint (9) specifies that t k is the ending time of the last scheduled intervention of priority k, k = 1, 2, 3 and constraint (10) specifies that t 4 is the ending time of the whole schedule.
General Approach
The proposed algorithm is centered on a GRASP method. In this section, we explain the function and the principles of each part of the approach.
A first part consists in dealing with the problem of selecting which interventions will be subcontracted or not according to the available budget. As this problem is not so trivial, it is tackled with a preprocessing heuristics detailed in section 3.1. Once the interventions to be subcontracted are selected, they are deleted once for all from the problem, and the GRASP method described in section 3.2 is then applied on the problem (P ). One of the main part of the GRASP method is the greedy algorithm, which is used to generate feasible solutions of the problem. As described in section 3.2.1, it is also used to update dynamically the weights of the interventions during the search. The initialization of the memory is described in section 3.2.2. The GRASP method is also combined with a local search phase, which is described in detail in section 3.2.3. We conclude this section with an overview of our approach in section 3.3.
Choosing the interventions to be subcontracted
The subcontracted interventions problem is tackled by using a preprocessing heuristics which selects interventions to be excluded. These interventions are cleaned from the problem once for all: the heuristics used is based on the minimum number of technicians required for each intervention (mintec(I)) and the duration of the interventions (T (I)). The first phase consists in computing a weight ω I for each intervention I so that ω I = mintec(I) × T (I). Let Ω t be the set of indexes of technicians and x ∈ {0, 1} |Ωt| a vector of decision variables. The value mintec(I), which is a lower bound of the number of technicians for a given intervention I, is given by solving the following linear problem associated with I:
Let Ω I be the set of indexes of interventions and x ∈ {0, 1} |Ω I | be the decision variable vector such that x I = 1 if I is subcontracted and 0 otherwise. In the second phase, we have to find a subset of interventions Γ to be subcontracted so that x I ∈Γ w I x I is maximum and the total cost does not exceed the total budget A. The problem of finding this ftsched_07_10_26.tex; 8/07/2013; 13:20; p.7
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subset is a precedence constrained knapsack problem [7] . Let (PCKP) be this problem and S(x I , x I ) = 1 if intervention I must start after the completion of intervention I and 0 otherwise. The (PCKP) can be stated as follows:
This problem is solved with a greedy algorithm which consists in selecting the interventions of maximum ratio mintec(I) × T (I)/cost(I) with no successors not subcontracted, while the total cost does not exceed the maximal available budget A.
GRASP-based algorithm
When the subcontracted interventions have been deleted from the original problem, the subproblem composed by the remaining interventions is solved by a GRASP algorithm [4] .
The terminology GRASP refers to a multi-start metaheuristics for combinatorial optimization. To be more precise, it refers to a class of procedures in which randomized greedy heuristics and local search techniques are employed. GRASP has been applied to a wide range of combinatorial optimization problems such as scheduling [12] , routing [1] , graph theory [9] , assignment problems [6] , etc. The reader can refer for instance to [10] or [5] for complete annotated bibliographies.
A classical GRASP implementation generally repeats the following scheme in three steps until a stopping condition is satisfied:
− Generate a feasible solution with a greedy randomized algorithm.
− Apply a local search to the previous solution.
− Update the best solution of the search.
The stopping condition can be a maximum number of iterations or a limited CPU time for instance. GRASP has already been used for solving a problem in a similar context in [12] . In this paper, the authors developed a greedy algorithm, a local search method and a GRASP algorithm for solving a field technician scheduling problem. They showed that the GRASP method led to the best results despite an important increase of the execution time. However they implemented a parallel version of their algorithm to offset this drawback.
In the next section we first present the greedy algorithm used to generate a feasible solution. We also explain how the memory is updated dynamically during the search.
3.2.1. Using GRASP to find a feasible solution The greedy algorithm is an important part of the GRASP implementation since it provides the method with many feasible solutions. In this section we give a general description of the mechanism of our greedy approach. Let us recall that the greedy algorithm only considers the non-subcontracted interventions that are called the candidates.
Selecting a candidate Initially, the weight of a candidate is fixed to the coefficient of its priority in the objective function for interventions of priority 1, 2, 3 and we arbitrarily fix a coefficient of 1 for the interventions of priority 4. Thus, candidates of priority 1 (respectively 2, 3) have a weight of 28 (resp. 14, 4) and candidates of priority 4 have a weight of 1. The criterion of the greedy algorithm consists in selecting the candidate with the larger weight. The use of random allows the algorithm to decide which candidate to choose when two or more candidates have the same weight. Note that a given candidate cannot be scheduled if one of its predecessors at least is not scheduled.
Then, for a given candidate, the greedy algorithm attempts to assign it according to the following three criteria: (1) the earliest day possible; (2a) the team which requires the less additional technicians to perform the intervention; (2b) the minimum starting time possible. The process is repeated until all the candidates are scheduled. We next explain how the algorithm respects these three criteria.
Computing the earliest day possible When trying to insert the current candidate I in the solution, the condition (1) looks for adding it as soon as possible to limit the increase of the last day in the schedule. The first step consists in computing the minimum starting date (d(I), s(I)) of I. This is achieved by searching for the maximum day (d max ) among all its predecessors, then taking the maximum ending time s(I max )+T (I max ) such that I max ∈ P red(I) and I max is scheduled on day
Computing the minimum required number of technicians for inserting a candidate Criteria (2a) and (2b) have to take into account the available technicians on d(I) and the existing teams of technicians on d(I). To respect the criterion (2a), a first phase consists in computing the number of technicians needed to construct a new team for I.
The second phase of the method consists in considering all the existing teams, and in computing for each of them the minimum starting date for I. The algorithm checks if the skills required by the intervention I are satisfied by a given team . If it is the case, there is no need to add a technician to . On the contrary, the minimum number of technicians to add to can be determined by scanning the list of the available technicians for d(I) and by comparing their skills with the missing requirements. Let techs (I) be the required number of technicians needed for assigning I to team ( = 0 if a new team has to be created).
Computing the minimum starting time The next step of the algorithm consists in computing the value of s (I) if I is affected to a given team . This is possible by scanning the list of the current interventions of and checking when it is possible to insert I without enjambment with the interventions already scheduled.
Defining the priority between (2a) and (2b) The order of the criteria (2a) and (2b) depends of the value of d(I) obtained previously. It also depends on the ending time of the last scheduled intervention with the same priority as I for priorities 1, 2, 3 and to the ending time of the whole schedule for priority 4 (i.e. t i , where i designate the priority of the candidate I). If d(I)×H max +s(I)+T (I) < t i then the condition (2a) is considered before the condition (2b). Otherwise the condition (2b) has the priority. That can be justified by the fact that if the schedule of I leads to an increase of the ending time of the same priority as I or an increase of the whole schedule, then it is better to try to minimize the deterioration by looking for the minimum starting time possible.
Hence to favor condition (2a) the algorithm chooses the team with the minimum value of techs (I). If several teams have the same value, the chosen team is the one for which the value of s (I) is minimum. On the contrary, if it is the condition (2b) that is favored, then the algorithm chooses the team with the minimum value of s I , and the one with the minimum value of techs (I) if there are at least two teams with the same value s I .
Using a permutation of the weights in the greedy algorithm Some preliminary experiments underlined that the choice of the weight of an intervention is not so trivial. Let us note w(I) as the weight of intervention I. In the previous description, we suppose that w(I) is equal to the coefficient of the priority of I in the objective function. 
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That corresponds to apply the highest priority first order. The Figure 1 presents a solution generated by the greedy algorithm where the weights of the interventions are 28 for interventions of priority 1, 14 for priority 2, 4 for priority 3 and 1 for priority 4. This solution was obtained for one of the instances used in our computational experiments. In this figure, interventions of priority 1 are represented by red boxes, those of priority 2 are represented by green boxes, those of priority 3 are represented by yellow boxes and there is no intervention of priority 4. Each line represents a technician, with the first technician represented by the top line and the last technician represented by the bottom line. Each black box corresponds to an unavailable day for a technician and each vertical line corresponds to the end of a day. The objective value of this solution is 17820. However it is possible to affect the weights of the interventions in a different way. Suppose that interventions of priority 4 have a weight of 28, those of priority 3 have a weight of 14, those of priority 1 have a weight of 4 and those of priority 2 have a weight of 1. That corresponds to use the permutation (4,3,1,2) of the weights. The Figure 2 gives the solution generated by the greedy algorithm with these weights. The objective value of this solution is 17355. Note that the weights of the interventions are obviously not used to evaluate a solution but only to guide the greedy algorithm.
This example clearly shows that for this instance, it should be better to fix a greater weight to the interventions of priority 3 and thus to use the permutation or priority order (4,3,1,2). Updating the weights Let us note as w p (I) the weight associated with intervention I according to the priority order p. For example, let us suppose that p = (3, 2, 1, 4), then w p (I) = 28 if the priority of I is 3, w p (I) = 14 if the priority of I is 2, etc. At the end of the greedy algorithm, the weights of the interventions are updated from the pieces of knowledge [11] associated with the solution generated. This update consists in adding the value w p (I) to the last interventions of each priority and to all their predecessors. Consequently, the greedy algorithm will attempt to schedule those interventions earlier at the next iteration. The objective si to decrease the ending time of each priority. The algorithm 1 illustrates this update procedure.
Algorithm 1 update phase
Require: The list of interventions. A priority order p. 1: for each priority prio do
2:
I := last scheduled intervention of priority prio; 3: w(I) = w(I) + w p (I);
4:
for each intervention J ∈ P red(I) do
5:
w(J) = w(J) + w p (I); 6: end for 7: end for
Since it is difficult to determine a priori the best permutation of the weights, we define a first phase described in the next section that consists in initializing the memory by evaluating each of the 24 possible permutations. 
Initializing the memory
The aim of this phase is to identify the best priority order that leads to the best behavior of the greedy algorithm. This is achieved heuristically by applying the greedy algorithm described above several times for each possible permutation of the weights (28,14,4,1) as follows:
− apply several times the greedy algorithm for each of the 24 possible permutations of the weights associated with the priorities.
− repeat the same process only for the 12 permutations that lead to the best solutions.
− repeat the same process only for the 6 permutations that lead to the best solutions.
When this phase is completed, we keep the best 2 permutations that obtain the best solutions and the GRASP method uses these 2 permutations. Consequently, when applying the greedy algorithm in GRASP, the weights of the interventions depend on the permutation used and are dynamically adapted subsequently.
Improving Solutions by Local Search
In this section, we describe our local search for improving solutions. In this problem, after fixing the assignment of interventions to the teams and the process order of interventions of each team, we can determine the feasibility of the schedule. Moreover, the optimal start times of interventions can be determined easily since the graph which represents the process order of interventions and the precedence constraints is a weighted directed acyclic graph [2] . Hence we search the assignment of interventions to teams and the process order of interventions by local search and check the feasibility and determine the optimal start times.
We propose two local search algorithms, which we call critical path and packing phases. In both, we use the swap neighborhood and the insertion neighborhood. In both phases, we consider only feasible moves, that is, if a neighborhood solution violates a constraint, the solution does not accepted. With respect to the assignment of technicians to each team, we maintain the minimal technicians for the assigned interventions. Hence available technicians of a day belong to either an empty team where no intervention is assigned or the teams whose technicians are minimal for the assigned interventions.
A swap operation exchanges the assignment and the order of two interventions. In this operation, reassignment of technicians is not considered since it is not a trivial problem. On the other hand, if the neighborhood solution is accepted in the move, technicians may be rearranged to preserve the minimality of teams by moving technicians to empty teams.
An insert operation removes an intervention and inserts it into another position. In this operation, after removing the intervention, it may remove technicians from the team where the intervention was assigned to maintain the minimality, and the team where the intervention is being inserted is merged with the empty team in order to make it easier to satisfy the constraints.
Critical path phase
The aim of the critical path phase is to decrease the ending times of each priority and that of the whole schedule (i.e., t 1 , t 2 , t 3 and t 4 ) simultaneously.
We define a critical path for a priority as a maximal sequence (I 1 , I 2 , . . . , I l ) of interventions such that intervention I l gives the ending time of the priority and each consecutive interventions I k and I k+1 (k = 1, . . . , l − 1) satisfy
Intervention I k+1 cannot be scheduled unless intervention I k is scheduled at earlier period. From the definition of a critical path, intervention I 1 has to be scheduled at earlier period in order to decrease the ending time of the priority. The local search finds a critical path for each priority and tries to schedule intervention I 1 at earlier period by searching the neighborhood.
Packing phase
In the packing phase, the algorithm schedules interventions more efficiently without increasing the ending time of each priority.
We consider a measure of the efficiency for team of day j. Let J = {I 1 , I 2 , . . . , I l } be the interventions which are assigned to team . Let S( , i, n) be the available number of technicians for level n and domain i for team (i.e., S( , i, n) = t|e(t,j)=
C(t,i) n
). Let N (J, i, n) be the required number of technicians for level n and domain i for a team to execute the interventions J (i.e., N (J, i, n) = max I∈J R(I, i, n) ). Let and we estimate the wasted skill (resp., the wasted time) for team and interventions J by W skill ( , J) (resp., W time (J)). Then, we estimate the efficiency for assigning interventions J to team by the function
where α is set to a very large value (i.e., the efficiency is estimated by a lexicographic order of time and skill). In this phase, the local search estimates a solution by the summation of f ( , J) for all team of all day, and it accepts a neighborhood solution in the move of the local search if the solution is feasible and it does not increase the current ending time of priority.
Overview of the approach
We summarize our approach in the Algorithm 2. This algorithm describe the three phases we exposed in the previous sections. The preprocessing heuristics that selects the interventions to be subcontracted is represented by the function Greedy Hired on line 2. This function returns a sub-problem in which a part of the variables have been fixed (i.e. with several interventions deleted). Then, the second phase that consists in determining the 2 best permutations of the weights associated with the priorities is represented by the function Initialize Memory called on line 3. This procedure provides perm 1 and perm 2 , which correspond to the 2 permutations used in the GRASP, which is described between the lines 5 and 10. The GRASP method consists in repeating the application of the greedy algorithm with the 2 selected permutations, then updating the memory and finally applying the local search algorithm when the best solution is improved. The process stops when the allowed CPU time is passed.
Lower Bound
In this section, in order to evaluate the performance of the proposed algorithm, we consider a lower bound of the problem P where subcontracted interventions have already determined and have been excluded. To compute a lower bound for P , we consider 8 relaxed problems with restricted interventions and compute a lower bound on the ending time of the schedule (which is often called a makespan) for each problem. Finally, the lower bound for P is computed by using them.
We consider the following problems bound for P :
where t 1 , t 2 and t 3 are the ending time for priority 1,2 and 3, respectively, and t 4 is the ending time of whole schedule. It is easy to see that any feasible solution (i.e., t 1 , t 2 , t 3 and t 4 ) must satisfy each constraint. We propose three lower bounds for the makespan problem; The box lower bound is computed in a combinatorial way. The assignment lower bound is obtained by a linear programming problem which is a relaxation of P . The trivial lower bound is derived from trivial conditions. We take the best lower bound from them and strengthen it by a post processing.
The Box Lower Bound
The box lower bound, which is a lower bound on the days (not time), is computed for each domain i and level n, and the largest among them is adopted. The same method was proposed by Lodi, Martello and Vigo [8] for the two-dimensional level packing problem. For each domain i and level n, we consider a rectangle whose height is R(I, i, n) and width is T (I) for each intervention I. The area of a rectangle is the multiplication of the needed amount of skill and time for the intervention. In order to compute the box lower bound, the area of a rectangle may be partitioned. Let Ad(j, i, n) be the number of technicians who can work at day j and has a skill level n in domain i. We arrange all rectangles by the height and split them by every H max from the left and take the minimum rectangles which contain each H max blocks. Figure 3 (a) shows such a situation and the dotted part is the empty space of the minimum rectangles. Each minimum rectangle means the work for the interventions which may be contained partially is executed by a team whose number of technicians is the height of the minimum rectangle. Next we build the minimum rectangles up and compute µ * = min{µ ∈ Z | H ≤ µ j=1 Ad(j, i, n)} for the total height H. The µ * is a lower bound on the days which are needed for the schedule. Figure 3 (b) shows the situation where µ * = 2.
Since this is a lower bound of days and we do not know the time, the gap can be at most H max (1 day) in the sense of time. Hence we split a day into halves and apply the procedure assuming , . . . , 1, and take the best lower bound among them.
The Assignment Lower Bound
In order to compute the assignment lower bound, we repeat guessing the number of days µ where the assignment lower bound lies and solving a linear programming problem corresponding to µ until the guess is a hit. We can know whether the guess is a hit or not from the optimal solution of the linear programming. In the case that the guess is not a hit, we can also know whether the guess is large or small.
For the number of days µ which we guess (i.e., we guess the makespan M is in [µH max , (µ + 1)H max ]), the available working time U µ (t, M ) until time M for each technician t can be computed easily. Note that U µ (t, M ) is represented as M − lH max for some l ≤ µ or 0. We consider the following linear programming ALP(µ):
subject to t|C(t,i)≥n
where x I,t represents the assignment of I to t. The feasible region of ALP(µ) is included by that of ALP(µ + 1) and, hence, the optimal objective value becomes smaller for larger µ. If the problem is infeasible or the optimal value M * of ALP(µ) is larger than (µ + 1)H max , we can see the assignment lower bound is larger. If the optimal value M * of ALP(µ) is smaller than µH max , we can see the assignment lower bound is smaller. The process is repeated until the guess hits and the last M * turns out to be the assignment lower bound.
The Trivial Lower Bound
The trivial lower bound is derived from the following necessary conditions.
(1) The maximum execution time for all interventions is a lower bound. (2) The sum of execution time for a sequence of the interventions where each successive interventions has precedence relation is a lower bound. The maximum value of all such sequences can be computed in linear time.
Postprocess
A lower bound can be strengthened, because a makespan must be a values which consists of combination of T (I) and H max . We compute all possible makespan by the dynamic programming, and take the least value larger than or equal to the given lower bound as a strengthened lower bound.
Experimental Results
Our algorithm was tested on data sets provided by France Telecom for the 5 th challenge of the French Society of Operations Research and Decision Analysis. There are three data sets available, each data set contains 10 instances with a different number of interventions, technicians, domains and levels. The first data set called data-setA does not consider the problem of subcontracted interventions. It contains instances from 5 to 100 interventions, from 5 to 20 technicians, from 3 to 5 domains and from 2 to 4 levels. The instances of the datasetB are much harder to solve and they does consider the problem of subcontracted interventions. This data-set contains instances from 120 to 800 interventions, from 30 to 150 technicians, from 4 to 40 domains and from 3 to 5 levels. Finally, the data-setX is the data-set on which the evaluation for the challenge ranking was based. It contains instances from 100 to 800 interventions, from 20 to 100 technicians, from 6 to 20 domains and from 3 to 7 levels. We provide in the Table I There was a total of 17 teams participating to the final stage of the challenge and our algorithm was ranked to the fourth position. The evaluation was based only on the data-setX. The ranking was made on the average value of the gaps between our solution and the best solution among all the challengers for each instance. Table I shows that the gap between the upper bound provided by the GRASP and the lower bound is quite constant for all the instances except for some instances of the data-set X. The experimentations we have made later showed us that our algorithm never reached the improving phase embedding the local search for some of these instances. This might be a good reason why the gap in this case is bigger than the one for the others data sets.
A point that can be extracted from those experiments is that the choice of the subcontracted interventions is not optimum. Indeed, some values of our lower bounds of the remaining problem are under the best solutions among all the challengers (upper bounds of the whole problem). We made some new experiments which confirm this point of view: for the instance 9 of the data-set B, we selected a different set of subcontracted interventions and then we executed the same algorithm. It appeared that it founds a lower bound of 25695 instead of 26310 and an objective value of 27960 instead of 29550 whereas the best solution found among all the challengers is 28200.
Conclusion
In this paper, we presented a Technician and Intervention Scheduling Problem for Telecommunications and gave a mathematical formulation.
We proposed a heuristic algorithm based on three main stages: (1) the fixing of some variables which is done by the "knapsack ratio heuristic" for subcontracted interventions, (2) the initializing of the memory (weights allocated to the interventions) which is carried out by the search of the best orders to insert interventions and (3) the greedy randomized adaptive search procedure and the local search embedded which seek to improve the initial solutions by updating the initial weights of interventions.
We gave lower bounds which confirm the effectiveness of our approach. The experimentations have clearly showed that the choice of the "knapsack ratio heuristic" is the main weak spot of this approach. Nevertheless, as we pointed out with the instance 9 of the data-set B, a different fixing heuristics can provide better solutions.
Finally, the greedy adaptive memory algorithm shows to be a promising tool for solving this problem especially if we improve the first step of our global approach. That is the aim of further work we are planning to conduct.
