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ABSTRACT

Methods in Reverse Transliteration of English Loanwords in Japanese
by
Yuying Ren

Advisor: Kyle Gorman

We introduce the problem of gairaigo hanran ‘loanwords flood’ in Japanese and the difficulties of
understanding the loanwords by English speakers who also communicate in Japanese and the
necessity of converting the loanwords written in katakana back to English, the reverse transliteration.
We analyze the issues for this task and propose using computational methods to solve them. We
create our own katakana-English loanwords dictionary as the data and use three computational
models --- pair n-gram, LSTM and transformer models to work on this reverse transliteration task.
We also modify the three models with an English lexicon filter. The six models are applied with two
approaches: direct transliteration, where we directly transliterate from katakana or romaji to English;
and indirect transliteration, where we use the English word’s pronunciation as the medium for
transliterating Japanese characters to English. The models with a lexicon filter outperformed the
models without a lexicon filter, and we reach the lowest word error rate from the pair n-gram model
with lexicon filter in the direct transliteration from romaji to English.
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1.1

INTRODUCTION

Japanese writing

The Japanese writing system contains four sets of characters: kanji, hiragana, katakana and
romaji. While kanji are the characters borrowed from the traditional Chinese, hiragana and
katakana are much simpler syllabic alphabets that are derived from kanji (DeFrancis 1989, p. 131).
Hiragana and katakana were developed about the same time. While hiragana has a more rounded
kanji-like shape, katakana is simpler and squared. Until the Meiji period, kanji and hiragana were
used as the formal writings, and katakana was a special writing system for annotating the
pronunciations (op. cit., p. 271). During the allied occupation in the 1950s, katakana was first used
regularly to write the foreign words that were borrowed from western languages such as English.
Romaji is the romanization of kana characters. In the 1860s, the American missionary James Curtis
Hepburn created and used romaji in his Japanese-English dictionary to annotate Japanese sounds.
Although Hepburn romaji was not the government authorized version, during the period of
occupation, it gained more supporters and finally was accepted by the government and included in
compulsory education (Eelis 1952). Later for the purpose of typing with computers, Japanese
added kana characters to keys on the original English keyboard. Therefore, Japanese kana can be
typed either through Roman letters or directly through kana keys. After kana were input, their
possible corresponding kanji are generated for people to select. Since typing became more
common, romaji and kana became more popular and were more commonly used in Japanese.
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1.2

The deluge of loanwords in Japanese

As the connections with western countries like the U.S. and U.K. started to grow in the mid
20th century, loanwords from the English language have grown rapidly in Japanese since the 1990s.
As Stanlaw (2004, p. 26) cited NINJAL (National Institute for Japanese Language and
linguistics)’s survey of Japanese vocabulary, English loanwords occupies 8 percent of Japanese
vocabulary and 94 percent of the loanwords. Irwin (2011, p. 19) collected the reports of the
percentage of word types which are loanwords in newspapers, magazines and dictionaries data
from 1950s, 1970s, and 1990s (see Table 1). While we observe a clear increasing trend in the
loanwords, more interestingly, the average portion of loanwords in the three media increased 13.9%
from 1950s to 1990s.

Years
1950s
1960s
1990s

Newspapers
4.7
11.2
8.6

Magazines
2.4
2.9
34.8

Standard dictionaries
3.5
7.8
8.8

Table 1. Change of loanwords portion in newspapers, magazines and dictionaries from 1950s to
1990s.

Another study by Hirokawa (2013) examined the loanwords frequency in three different
registers: government-issued documents, best-seller books and text from the internet from 2001 to
2005. They found that the average token count of loanwords in the three registers is 24,800 per
million words. Meanwhile, Heuven et al. (2014)’s study of English word frequency shows that
words that have a frequency above 10,000 are mostly the function words, pronouns etc., which
indicates that loanwords in Japanese are just as common as words like and, you, that etc. in English.
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While the appearance of loanwords is frequent in Japanese texts, the loanwords that appear
are mostly infrequent words. NINJAL operated a survey of the distribution of Japanese vocabulary
by word frequency in 2006, in which they counted the number of words from different Japanese
vocabulary categories in every 0.7 million words. A summary by Irwin (2011, p. 17) indicates that
the Japanese native words dominate 100% of the highest frequency range (25,000+ per 0.7 million)
and the percentage reduces as the frequency decreases. The loanwords, however, are not signified
until the frequency range reduced to 500~999 count per 0.7 million. And the portion of loanwords
steadily grew up to 37% until the frequency reached the lowest (1-4 per 0.7 million), which is 12%
higher than the native words.
Gairaigo hanran, ‘loanwords deluge’ or ‘loanwords flood’, a word with is used to describe
the situation of rapid growth of incomprehensible loanwords. Irwin (2011, p. 195) has also
discussed several surveys about Japanese people’s recognition and attitude towards loanwords
from multiple organizations, and the most recent survey (in 2008) revealed that 81% respondents
expressed that they felt there were “often” or “somewhat too many” loanwords. Despite of the
question of whether loanwords flood is real, what is even more complex is the reasons for this
situation. BBK (Bunkacho Bunkabu Kokugoka, ‘Agency for Cultural Affairs, Culture Bureau,
National Language Division’) surveyed the reasons for why loanwords are desirable or undesirable
in the years of 2000, 2003, and 2008. Irwin (op. cit., p. 196) highlighted that over 60% of the
respondents have agreed loanwords are necessary because “some things can only be expressed
using a loanword”, meanwhile, over 60% respondents revealed that loanwords are hard to
understand. More interestingly, for another question about whether the loanwords should be
reduced or not, 66% of the respondents chose “letting nature take its course”.
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Loanwords are also problematic to people who learn Japanese as a second language. People
assume that loanwords can benefit those who learn Japanese and their native language is the
language Japanese borrowed words from, like the English-speaking learners. However, according
to Champ (2014), it is actually difficult for English speakers to predict the meaning of a loanword
since the transliterated loanword is too different from their English origin. Two main reasons for
this are: the distant phonological and orthographic features of the two languages; and the
ambiguous rules of transliterating between English and Japanese. More importantly, secondlanguage speakers do not receive sufficient education on how to decode katakana loanwords as
well. Igarashi (2007) investigated 11 Japanese textbooks that are popular for post-secondary
education in Canada. They found that loanwords took on average 16.8% of the type counts of total
number of words in the introductory-level textbooks, and the number reduces by 5% when the
learning level goes up. And there is no explanation of rules of either transliterating English to
katakana or decoding katakana loanwords to English.

1.3

Issues of reverse transliteration of English loanwords from linguistic perspective

In this session, we will further discuss the issues of the reverse transliteration task by
analyzing the differences between Japanese and English from the linguistic perspective, especially
the sound and writing system.

1.3.1

The sound system
There are 5 vowels, /a, i, ɯ, e, o/, and 18 distinct consonants in Japanese. While the 5

vowels and the nasal consonant /n/ can stand alone and compose a syllable by themselves, the
other syllables are open syllables that are composed by a single consonant and one of the vowels.
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Furthermore, 11 of the consonants can be combined with a semivowel /j/ and used as consonant
clusters. The 29 consonants and 5 vowels compose 100 common syllables (some of the consonants
only combine with some of the vowels, not all of them) in Japanese. In contrast, English has
roughly 44 distinct phonetic sounds and allows many more syllables than Japanese. Therefore, the
number of English syllables is larger than it is in Japanese. To demonstrate the differences clearly,
we reproduced the chart of mapping English sounds to Japanese sounds in Knight & Graehl (1998),
which is Table 2 below:

ARP
AA
AO
OW
AE
AH
AW
AY
EH
ER
EY
IH
IY
OY
UH
UW

vowels
IPA romaji
ɑ
o
ɔ
oʊ
æ
a
ʌ
aʊ
au
aɪ
ai
ɛ
e
ə
aa
eɪ
ei
ɪ
i
i
ii
ɔɪ
oi
ʊ
u
u
uu

IPA
o

ARP
B
V
JH

a
aɯ
ai
e
aa
ee
i
ii
oi
ɯ
ɯɯ

ZH
L
R
N
NG
S
TH
DH
Z
CH
D

consonants
IPA romaji
b
b
v
dʒ
j
ʒ
l
r
ɹ
n
n
ŋ
s
s
θ
ð
z
z
tʃ
ch
d
d

IPA
b
dʑ
ɾ
n
ŋ
s

ARP
F
G
HH
M
P
SH
K
T
W
Y

consonants
IPA romaji
f
f
ɡ
ɡ
h
ç
m
m
p
p
ʃ
sh
k
k
t
t
w
w
j
y

IPA
ɸ
g
h
m
p
ɕ
k
t
ɰ
j

dz
tɕ
d

Table 2. Mapping of English sounds to Japanese sounds.

Knight & Graehl (1998) mapped the ARPAbet symbols of English sounds (which is used
in CMUdict) to all possible Japanese romaji characters based on their similarity probabilities. To
keep things simple, we only use the romaji character that has the highest probability for each
English sound. To illustrate the similarity between the English sounds and the Japanese sounds,
we provided the IPA representations of the ARPAbet symbols and the romaji characters.
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Because the number of English phonemes is more than the Japanese phonemes, we observe
the mapping of English sounds to Japanese sounds is not injective, but surjective, where every
Japanese sound can map to at least one sound in English. Moreover, since diphthongs don’t exist
in Japanese, they are realized by hiatus in Japanese.

1.3.2

The writing system

The English writing system contains 26 Latin letters, each letter can relate to multiple
phonemes. Therefore, for a set of English sounds, like a syllable, there can be more than one way
to spell it. The situation is different for Japanese. Japanese kana are more syllabic and composed
of either one or two phonemes. Besides the 46 basic katakana, there are also modified katakana
which represent sounds that don’t exist in Japanese. The variants are composed with a regularsized katakana and a half-sized katakana, like the ビュ <byu> character in the word レビュー <rebyu-u>, ‘review’, which is created to represent the sound /vju/ that doesn’t exist in Japanese.
Furthermore, the rules of transliterating foreign words with katakana are not formalized. For
example, for English word camera, the Japanese transliteration can be either カメラ <ka-me-ra>
or キャメラ <kya-me-ra> depending on the different recognition of the /æ/ sound in English. Table
3 shows some examples of katakana characters and their romaji transcription.

vowels
katakana:
romaji:

ア
a

イ
i

ウ
u

basics
…
…

バ
ba

ビ
bi

ブ
bu

variants
…
…

ビュ
byu

シャ …
shya …

Table 3. Examples of katakana characters and their corresponding romaji.
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single
consonant

ン
n

There is a special character ッ which is called sokuon, means ‘sudden stop sound’ in
Japanese. However, the sokuon actually doesn’t represent a sound but more like a mark of
geminates. Sokuon is usually written with double-consonant in romaji, like in the word カスケッ
ト <ka-su-ke-tto>, ‘casket’.

From the analysis above, we can expect several possible issues that we will face when
doing the reverse transliteration from Japanese to English: First, as Knight & Graehl (1998) have
claimed, the transliteration from English to Japanese is more phonetic than orthographic. In
addition, since it is a non-injective relation between English sounds and Japanese sounds, therefore,
many English sounds are mapped to the same sound. This property of the transliteration makes the
reverse transliteration task more difficult. One example is the pair of bath and bus, are both written
as バス <ba-su> in Japanese because the distinctive sounds of /æ, ʌ/ and /θ, s/ are both mapped to
the same romaji of a and su. Without extra information like the contexts or the word frequency, it
would be difficult to determine whether the query is bath or bus.
Second, although phonetics seems important, the writings are not completely being ignored
during the transliteration. The Japanese Technical Communicator Association’s guidelines on
katakana1, published in 2015, claims that the spelling of an English word influences its Japanese
transliteration. For example, the English reversative morpheme de- or re- as in debug or report are
pronounced as /dɪ/ or /ɹɪ/. However, the Japanese didn’t match the English sounds and write the
words debug and report as ディバッグ <di-ba-ggu> or リポート <ri-po-o-to> but followed the
orthography and wrote them as デバッグ <de-ba-ggu> and レポート <re-po-o-to>.
Third, the unformalized rules of transliterating English words to Japanese lead to another

1

https://www.jtca.org/standardization/katakana_guide_3_20171222.pdf
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issue for the reverse transliteration task. That is, there are some cases where multiple katakana
words are equivalent to the same English word. Like the example of camera we have seen before,
one can easily find these cases from online texts. Another example from the data we collected for
this project is the four different transliterations of the word quality: クオリティー <ku-o-ri-tii>, ク
オリティ <ku-o-ri-ti>, クォリティー <kuo-ri-tii>, クォリティ <kuo-ri-ri>. The differences depend

on whether the /kwɑ/ syllable is treated as two or one syllable, or the /i/ sound is recognized as a
short vowel or a long vowel.
Finally, besides the issues caused by the distinct sound or writing system of the two
languages, there are other grammatical factors that influence the reverse transliteration task. One
factor is the lack of word delimiters in Japanese. Unlike English, Japanese doesn’t have any kind
of word delimiters between words. Therefore, Japanese usually remove the whitespaces between
English words when transliterating the multi-word English terms and use them as a single word.
One example from our dataset is the multi-word English term, network access point is
transliterated into ネットワークアクセスポイント. Multi-word English loanwords are common
in Japanese, and almost half of our data are this type of loanwords.

1.4

Purposes of this project

Loanwords appear frequently in Japanese daily communication, media, businesses, or the
government documents etc. and more than 90 percent of them are from English. However, they
are difficult to understand for both native speakers of Japanese and native speakers of English
because of the differences between the two languages. Furthermore, since most of the loanwords
are infrequent words and some of them soon become out-of-date, replacing them with pure
Japanese expressions is not the solution for Japanese since most of them believe “some things can
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only be expressed using a loanword”. Moreover, for English-speaking Japanese readers, it would
be much easier to transliterate the loanwords back to English.
As we have discussed in §1.3, transliterating the katakana words to English with
handwritten rules can be costly as well because it is complex to trace the corresponding features
in the sound and writing systems of the two languages. Therefore, our project proposes solving
this issue with computational methods.
The transliteration tasks are treated similarly to the grapheme to phoneme (G2P) or
phoneme to grapheme (P2G) tasks in computational linguistics or natural language processing
fields. In a G2P task, one converts the graphemes of words in one language to their phonemes. For
our reverse transliteration project, the Japanese katakana characters can be viewed as the source
and the corresponding English words would be the target.
This project is interested in two kinds of the computational models that have been applied
on the G2P tasks, one is the pair n-gram models and another is neural network models. While the
pair n-gram model is composed weighted finite state transducers (WFSTs), neural network models
are encoder-decoder architectures. In this project, we will prepare our own parallel dataset of
Japanese loanwords and their English source. Further, we attempt to implement three
computational models using our data: the pair n-gram model, and two neural network models of
LSTM (long short-term memory) and transformer. Additionally, we will also examine modified
versions of the three models by adding a lexicon filter on them. Furthermore, we will test the
models with two transliteration approaches. One is directly transliterating from Japanese
characters to English characters, and another involves indirectly transliterating with the phonemes
of English words as a medium. We expect to find the most compatible combinations of the
approaches and the models for the reverse transliteration of English loanwords.
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2

2.1

RELATED WORK

Previous works on transliteration tasks between Japanese to English

The three works we discuss in this session have performed both transliteration and reverse
transliteration tasks between Japanese loanwords and English. However, each of them employs
different methods, models and datasets.
Knight and Graehl (1998) is one of the earliest works that works on the transliteration
between Japanese and English. They discuss the fundamental issues of both the transliteration and
the reverse transliteration such as the loss of information. They build a modular system that
contains 5 sub-parts: a generator of English word sequences using weighted finite state acceptors
(WFSAs), and 4 weighted finite state transducers (WFSTs) models compute the probability
distributions of English words’ pronunciation, English sounds to Japanese sounds (romaji),
Japanese sounds to katakana and the katakana to the characters observed by optical character
recognition (OCR). They test their system on two datasets, one is a parallel data that contains 1,449
content Japanese loanwords and their English pair. Another is a small dataset of 100 U.S.
politicians’ names. The prediction accuracy outperforms the human subjects’ results.
Yamashita et al. (2018) conduct similar experiments including the indirect transliterations
and the direct transliteration from katakana to English words through a recurrent neural network
model. They test their model on three datasets: a word list contains 3,000 English words, their
pronunciations in ARPAbet and the katakana writing of the words; a list of 1,110 U.S. city names
that are extracted from Google Maps; and a list of 2,458 restaurant names scraped from Hot Pepper
Gourmet, 2 a Japanese online reservation service. They evaluate their model by calculating 5

2

https://www.hotpepper.jp
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different similarity measurement scores: overlap coefficient, cosine similarity, Jaccard similarity,
Jaro-Winkler similarity and Levenshtein distance. They compare the top-5 precision score of each
measure and Levenshtein distance has the highest top-5 precision score for all the datasets.
Merhav and Ash (2018)’s experiments apply both WFST model and the neural network
models on the transliteration task between English and other languages including the katakana
words in Japanese. They extract name pairs of people in these languages from Wikidata. There are
98,820 entries for their katakana-English data. Besides a LSTM model, Merhav and Ash (2018)
use another transformer model as well for both transliteration and reverse transliteration tasks. As
a result, they find that their transformer model reaches the lowest WER in their experiments of the
English-to-Japanese transliteration tasks and the WER increases in the experiments of the reverse
transliterations from Japanese to English.

2.2

Works related to this project

Knight and Graehl (1998) use probabilistic models to map from katakana to romaji, then
from romaji to English pronunciation and finally from English pronunciation to English words.
Yamashita et al. (2018) use a RNN model to investigate the mappings directly from katakana or
romaji to English and indirectly from katakana-to-phonemes and phonemes-to-English. Merhav
and Ash (2018) applies a WFST model and two neural network models in the direct transliteration
from katakana to English. Our project incorporates the direct and indirect transliteration
approaches from Knight and Graehl (1998), Yamashita et al. (2018) with the models that were
implemented by Merhav and Ash (2018). Nevertheless, the data we use is a parallel wordlist of
Japanese loanwords and their English source, which we have collected.
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We implement the model through SIGMORPHON2020 shared task 1 (Gorman et al. 2020),
which has three baseline models: a pair n-gram model and two neural network models. The pair
n-gram model has a similar architecture with Phonetisaurus (Novak et al. 2016), which is built
with WFSTs and originally designed for the G2P tasks. The model contains two parts: an aligner
that maps graphemes to phonemes or an empty string represented by 𝜖 symbol; a n-gram language
model that trained with the grapheme-phoneme pairs. Each state in the model accepts either the
graphemes or the 𝜖 symbol and emits phonemes or 𝜖. The decoding is just simply extracting the
shortest path through the phoneme lattice created via the composition with the input graphemes
(Novak et al. 2012). The two neural network models are the encoder-decoder architecture
(Sutskever et al. 2014) with a LSTM network and a transformer (Vaswani et al. 2017).
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3
3.1

DATA PREPARATION

Source of data
In the related previous works, only data of Merhav and Ash (2018) is open source, but their

data contains only names. For the purpose of our project, we created our own dataset containing
Japanese katakana, Japanese romaji, English words and English pronunciation using 4 free
dictionaries, two Japanese dictionaries and two English dictionaries.
The two Japanese dictionaries are JMdict and Edict that both downloaded from the Monash
Nihongo FTP Archive. 3 JMdict is a product of the Japanese-Multilingual electronic dictionary
project, which developed from the Edict project (Japanese-English electronic dictionary project)
but has many variants. We extracted a katakana word list from both dictionaries.
One of the English dictionaries is CMUdict (Weide, 2014), 4 which is an open-source
pronunciation dictionary for North American English. CMUdict is mostly used for the speech
recognition and synthesis tasks, which contains over 134,000 English words and their
pronunciations. The pronunciations are represented by the ARPAbet phonemes. Another English
dictionary is the first edition of Webster’s Dictionary (Webster 1913) collected by Project
Gutenberg.5 We merge the English words from the Webster’s Dictionary and CMUdict into a large
English word list (321,282 unique words in total) for our lexicon filter.

3

http://ftp.edrdg.org/pub/Nihongo/00INDEX.html
https://github.com/cmusphinx/CMUdict
5
https://www.gutenberg.org/ebooks/29765
4
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3.2

Data preprocessing and cleaning

We first subtract items that are not English-origin loanwords from the katakana word list,
including loanwords that borrowed from other languages, onomatopoeias, etc. Moreover, we
manually extend the abbreviated katakana words, like the word アメフト ‘Ame foot’, we extended
it back to アメリカンフットボール ‘American football’.
We then employed a Python library called romkan6 to convert the katakana words to their
Hepburn romaji representations. The lengthening of vowels are represented by a dash symbol in
romkan. We replaced the dash by doubling with the vowels that preceding it. Next, we map the
English words in our Japanese loanword list to their pronunciations in CMUdict and append them
to our list, and we obtain our final dataset that contains katakana words and their romaji, English
words and their pronunciations in ARPAbet. A sample of the final dataset is shown in Table 4.

katakana
スイーパー
テニスエルボー

…

romaji
suiipaa
tenisueruboo
…

English
sweeper
tennis elbow
…

ARPAbet
S W IY P ER
T EH N AH S EH L B OW

…

Table 4: Samples from the final dataset.

3.3

Dataset structure

We have 26,208 entries in our final dataset. While each katakana word in our data is unique,
they can possibly map to the same English word, in other words, the variant katakana writings of

6

https://pypi.org/project/romkan
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some English words are kept in the data. The portion of multi-English word entries is surprisingly
high (see Table 5). We randomly split our data so that 80% is training, 10% is development and
the remaining 10% is testing(see Table 6).7

number
Total entries 26,208
Multiple words entries 12,370
Single word entries 13,838

percentage
100%
47.20%
52.80%

Table 5: Composition of the data.

datasets
Train
Dev
Test

entries
20,966
2,621
2,621

portion
80%
10%
10%

Table 6: Data splitting.

7

While the pair n-gram model input the data in raw (the format in the dataset), for the neural networks, we add a
whitespace between characters for the requirement of character separator by the FairSeq library. For the multi-word
entries, we keep the whitespace as the word delimiter for the pair n-gram model and use underscore “_” for neural
network models.
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4

METHODS

The framework we proposed for our experiments is combining the two approaches with
six models: The approach of direct transliteration from the Japanese loanwords (either in katakana
or romaji) to English words; and the approach of indirect transliteration, which maps the Japanese
characters to English phonemes and then map these phonemes onto English orthography. The six
models include the three models from the SIGMORPHON2020 shared task (Gorman et al., 2020). 8
In addition, we also implement modified versions of the three models by add a lexicon filter on
them. We refer to the former kind as the plain models and the later kind as the lexicon-filter models.

4.1

Options for Japanese input

We use the ARPAbet pronunciations for the intermediate step of the indirect transliteration.
For the input, we have two options of character sets for Japanese, katakana and romaji. Katakana
words are generally shorter than English words in length, in fact, 95% of katakana words in our
data are shorter than their English source. Therefore, mapping from katakana to English with either
direct or indirect approach requires the model to capture the one-to-many relation (see Figure 1).

8

https://github.com/sigmorphon/2020
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katakana to English
indirect

romaji to English

direct

indirect

direct

Figure 1. demonstrations of transliterating from katakana to English (left) and romaji to English
(right) for both indirect and direct transliterations.

Alternatively, the romanization of katakana is determined and therefore, romaji are treated
as substitutive writings of kana in Japanese. In addition, compare to katakana, romaji are more
phonemic representations like English, therefore, the lengths of Romanized katakana words are
closer to the English words. Indeed, after romanization, the katakana words that are shorter than
their English source have reduced to 11% in our data. Interestingly, we also find that 66% of the
katakana words in our data became longer than their English source after romanization. The reason
for this change is demonstrated in the right panel of Figure 1, the English single consonants are
usually transliterated into a single katakana character which corresponds to two roman letters.
Therefore, unlike mapping from katakana, mapping from romaji is a many-to-one relation.
Knight and Graehl (1998)’s reverse transliteration task treats romaji as the sound
representation of katakana words and uses them in the intermediate step of mapping English
sounds to Japanese sounds. Merhav and Ash (2018) use katakana directly transliterated into
English. We use both katakana and romaji as the input for the Japanese side in our reverse
transliteration task and compare which of the input provides better performance.
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4.2

Explanation of models

4.2.1

Plain models

The aligner in the pair n-gram model is built with Pynini (Gorman, 2016) and the
OpenGrm-BaumWelch expectation maximization library; the n-gram model is composed with the
NGram library (Roark et al., 2012), we use an 8-gram model that is smoothed with the KneserNey method (Ney et al., 1994). We shrunk it into 1 million n-grams with relative entropy pruning
(Stolcke, 2000); the decoding is done by computing the shortest path(s) in a lattice of the output
via the module of rewrite in Pynini (Gorman, 2016) library.
The two neural network models, BiLSTM and transformer are implemented in the Fairseq
(Ott et al., 2019) library. For the LSTM model, we use a single-layer bidirectional LSTM for
encoder and a single-layer unidirectional LSTM for decoder. We use a small model size where the
embedding layer is 128 dimension and the hidden layer size of 512 units for both encoder and
decoder. Our transformer’s architecture has 4 encoder layers and 4 decoder layers. For both
encoder and decoder, we apply the pre-layer normalization (Wu et al., 2020) to tune for the
character-level task. The two neural networks have the same batch size of 512 and the same dropout rate of .2 and the learning rate of .001. For decoding, we use beam size of 5 for the plain models
and 10 for the lexicon-filter models.

4.2.2

Lexicon filter models

The lexicon-filter models combine the plain models with a large English lexicon to filter
out the non-real word outputs. The English lexicon we use is a combination of two English
dictionaries which we will introduce in the next session.
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For the neural network models, the lexicon filter is implemented by generating 5
predictions that have the highest probabilities first and then filtering out the non-real words from
the candidates using the English lexicon. After the lexicon filter applied, the model will select the
prediction with the highest probability from the rest candidates. There are two ways to apply the
lexicon filter for the pair n-gram model. One is the same way as for the neural network models.
Another is concatenating the model with a WFST that is composed by the English lexicon and
thus, constrain the model to only generate words that exist in the lexicon. For multi-word
expressions, the lexicon filter will examine every word in the top 5 hypotheses and filter out the
expressions that contain any non-real words.

4.3

Prediction process

We conduct 12 experiments that combine the two approaches and the six models.
Furthermore, we use both katakana and romaji as the input source for each experiment. Therefore,
we train and predict with our models using 5 pairs of data: the katakana-English, the romajiEnglish, the katakana-ARPAbet, the romaji-ARPAbet, and the ARPAbet-English.
The procedures of generating the predictions of indirect transliteration and the direct
transliteration are demonstrated in Figure 3 and Figure 4. For indirect transliteration, the Japanese
input of katakana or romaji are fed into neural network models or pair n-gram model that are
trained on the katakana/romaji-ARPAbet data, the resulting pronunciations in ARPAbet are then
fed into the models trained on the ARPAbet-English data and predict using models either with or
without the lexicon filter.
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Figure 3. Example of the indirect transliteration procedures of the prediction from スリムアッ
プ surimuappu to slim up.

For direct transliteration, the katakana or romaji are fed into the models trained on either
katakana-English or romaji-English pairs, and directly generate the models with or without the
lexicon filter. We used the predictions from BiLSTM model as the examples for neural networks.

Figure 4: Example of direct transliteration procedures of the prediction from スリムアップ
surimuappu to slim up.

The romaji-ARPAbet-English prediction in the example shows that the lexicon-filter
models failed to fix the error made by the plain models, it is because none of the top 5 predictions
that fed into the lexicon is an existing word in English.
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4.4

Evaluation methods

Word error rate (WER) is the main measurement of the performance of our models. We
report WERs for both the plain models and the lexicon-filter models. In addition, to obtain more
accurate results, we use a median-of five technique to random-seed our models. Finally, besides
WER, we also conduct McNemar’s tests to evaluate the similarity in performance of models in
different experiments and the effect of different inputs on the same model.
WER is a measure that straightforwardly divides the total number of items in the test data
by the number of wrong predictions that are not exactly the same as the gold data. The median-offive technique is inspired by Reimers and Gurevych (2017), which claims the choice of different
random seed values can lead to significantly different performance of models. We randomly
choose five different random seeds to train our models, then we predict and evaluate on the valid
dataset with the trained models. We finally choose the model that is trained with the random seed
that gives the median WER from the 5 WERs which are obtained from the tests on the valid dataset.
McNemar's test is a statistical method that determines the similarity of paired nominal data
(Fagerland et al., 2013). The null hypothesis of the test is that there is no statistically significant
difference between the two models’ performances and we reject the null hypothesis when the midp-value is smaller than the significant level 𝛼 = .05. We use Gorman and Bedrick’s (2019) 9
implementation of this test. We expect the McNemar’s tests to determine if there is difference in
whether using katakana or romaji as the input or if there is difference in performance of the models.

9

https://github.com/kylebgorman/SOTA-taggers
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5

5.1

RESULTS

Results of experiments

Results of indirect transliteration are shown in Table 7. We obtain the WERs of the first
step, the transliterations from katakana/romaji to the pronunciations in ARPAbet, and the WERs
for the second step, transliterations from the predicted ARPAbet to the English words. The WERs
for both plain models and lexicon-filter models are calculated. There are several noticeable
findings here. First, compared to the WER scores of plain models’ prediction, the WERs of the
lexicon-filter models’ prediction with each model are largely reduced despite whether the input is
katakana or romaji. Second, while the pair n-gram model receives the lowest WER in all
experiments, the transformer’s performance is surprisingly worse than the other two models. Third,
it seems that there is no significant difference in WERs among the models regarding whether to
use katakana or romaji as the input.

katakana-English
Model

romaji-English

ARP-English

katakanaARP

Plain

BiLSTM

34.41

Transformer
Pair n-gram

ARP-English

LexFilter

romajiARP

Plain

LexFilter

38.38

34.41

33.65

37.96

33.93

42.92

46.70

41.17

46.62

48.95

43.99

32.32

34.38

30.64

34.26

35.83

31.59

Table 7. WER of indirect transliterations with katakana or romaji as the input. The results of the
intermediate step of mapping from Japanese character to English phonemes is in the first column.
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Model

katakana-English

romaji-English

Plain

LexFilter

Plain

LexFilter

BiLSTM

33.12

26.33

33.42

25.91

Transformer

40.44

29.95

44.37

32.66

Pair n-gram

34.26

25.75

35.02

25.41

Table 8. WER of direct transliteration with katakana or romaji as the input.

We have some interesting observations from the results of direct transliteration
experiments (Table 8) as well. First, the WERs of direct transliteration are generally much lower
than the indirect transliteration; Second, the result of the lexicon-filtering prediction outperforms
the plain models’ prediction as well, the reduction rate is greater than it is in the indirect
transliteration (the WERs of indirect transliteration averagely have reduced 9 points, and 4 points
for the direct transliteration); Third, pair n-gram model and the BiLSTM model reach similar
scores again, and experiments with romaji as input have slightly won over the input of katakana;
Lastly, the lowest WERs for both katakana-English and romaji-English transliterations are
obtained from the pair n-gram model.

5.2

Results of McNemar’s tests
We first performed McNemar’s test on the results of direct transliteration with lexicon-

filter models. Our null hypothesis for this test is that there is no difference in performance between
model using katakana and model using romaji as the input in the direct transliteration task. The
results show that only the transformer with lexicon-filter model rejected the null hypothesis. The
finding is consistent with our observations on the WER results, where the difference in WERs of
using katakana or romaji as input in the direct transliteration is much smaller for BiLSTM and pair
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n-gram models than it is for transformer.
The second McNemar’s test is conducted to compare the performance of the models. Again,
we use the results of the direct transliteration tasks with the lexicon filter models. The three models
are tested in pairs and the null hypothesis is that the two models in comparison don’t show any
difference in performance. Regardless if it is transliterating from katakana or romaji, we failed to
reject the null hypothesis that there is no difference in performance between the BiLSTM model
and the pair n-gram model. However, we did reject the null hypothesis when we compare the
transformer model with either the BiLSTM or the pair n-gram models.

24

6

6.1

DISCUSSION

Error Analysis

For error analysis, we use prediction results from the direct transliteration task of romajito-English with the pair n-gram model and lexicon filtering. There are 670 out of 2,621 words
predicted incorrect with this setting, and we investigate the errors from two aspects: the spelling
errors and the word delimiter errors.

6.1.1

Spelling errors

Most of the spelling errors are caused by the missing orthographic information of the
English words with their Japanese transliteration, such as the pair ofaa, ‘offer’, which is predicted
as ‘ofer’, the romaji ofaa correctly represented the sound /ˈɔːfə/, however, the double spelling of
the letter f was missed. Some of the mispellings are caused by the ambiguous phonological
information in the romaji. For example, the prediction of the pair abataa, ‘avatar’ is ‘abutter’,
where the consonants /v/ and /b/ in English are both transliterated as /b/ sound in Japanese, and
therefore confused the models during the reverse transliteration.
Compared to the first type of error, the second type of error is also inherited from the
transliteration procedure from English words into Japanese. However, the difference is that this
type of errors doesn’t have rules or patterns. Moreover, there is no sufficient data for this type of
errors because they are exceptions. For example, the prediction for the pair of purachikku, ‘plastic’
is ‘platic’, where the omission of the /s/ sound in transliterated romaji is not a regular pattern that
can be detected. The spelling errors are inevitable and the possible solutions might be adopting a
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language model that investigates the surrounding information of the katakana words in the texts,
such as the contextual words.

6.1.2

Word delimiter errors

Besides spelling errors, there are some words that all of their characters are predicted right
except the word delimiters (see Table 9). Converting these loanwords back to English is
problematic even for the human subjects, but it seems easier with the automatic transliteration
methods. Knight and Graehl (1998) found that their method of automatic transliteration performed
better in predicting the word separators than the human judgment. Table 10 shows the F1 scores
and the accuracies of predicting the word delimiter with each of our model, which reinforced
Knight and Graehl (1998)’s conclusion.

gold
thinkpad
on board
gingerbread house

prediction
think pad
onboard
ginger bread house

Table 9: Examples of word delimiter
errors.

katakana-English romaji-English
F1 score acc. F1 score acc.
BiLSTM
93.52
79.36
94.09
78.46
Transformer 92.23
76.40
92.16
70.87
Pair n-gram 93.71
82.24
93.20
80.86
Model

Table 10: F1 scores and accuracies of predicting word
delimiters (5-best predictions).

To further eliminate the word delimiter errors, we attempted to regroup the predictions by
employing an English word segment tool, wordsegment,10 but it has slightly increased the
WERs by .8 points. However, although the word delimiter errors are wrong, they are acceptable

10

https://github.com/grantjenks/python-wordsegment
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phrases in English. Therefore, we further calculated the WERs (see Table 11) by ignoring these
errors and found that each lexicon filter model will reduce 2 to 3 points.

Model

LexFilter
Katakana-English

Romaji-English

BiLSTM

23.73

23.62

Pair n-gram

23.20

22.74

Transformer

26.94

29.95

Table 11: WER after removing the word delimiter errors.

6.2

Word frequency influences
Word frequency is another concern for the transliteration tasks like ours. Merhav and Ash

(2018), as well as Yamashita et al. (2018) have both discussed the influence of infrequent English
words in their transliteration tasks. Merhav and Ash (2018) have further attempted to reduce the
WER of their experiment from .5 to .36 by filtering out the infrequent words in their test data.
To evaluate the word frequency’s influence on the prediction quality, we obtain the Zipf
frequency (Heuven et al., 2014) of the English words in our test data through a Python library
wordfreq.11 The Zipf frequency ranges from slightly lower than 1 to slightly above 7, the higher
the word is more frequent. We use the predictions from romaji-English transliteration with the
lexicon filter and categorize them into 7 groups according to their frequency scores. We calculate
the WER for each group (the number of incorrect predictions in each group divides total number
of predictions in each group) and the distribution is shown in Figure 5 (left):

11

https://github.com/rspeer/wordfreq
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Figure 5: WER with different word frequencies (left) and the percentage of words for different
frequencies (right).

The portion of words for different frequencies in the total test data is shown in Figure 5 on
the right, where the portion of words having frequency above 6 and below 1 are close to 0 (0.3%
and 0.4%), and words with frequency between 1 to 6 is about 99% of the data. Furthermore, words
in this range of 1 to 6 frequency, also have a tendency that along with the decrease of word
frequency, the WER increases.
Heuven et al. (2014) suggest that a Zipf frequency score lower than 3 can be considered as
low frequency words. Therefore, as Merhav and Ash (2018) suggested, we filter out the words that
have a frequency lower than 3 from our test data and re-calculate the WER, which has reduced
4.27 points from the original. However, while Merhav and Ash (2018) didn’t clarify the portion
of infrequent words in their data, we have about 20% of our data are the low frequency words and
subtracting all of them from the test data seems like a considerable sacrifice.
Another method we attempt to eliminate the influence of infrequent words is to re-rank the
top 5 predictions of each entry by averaging their probability and frequency scores. Although the
WER slightly increased .72 points, since 20% of our data are infrequent words, this still could be
a direction worth trying if a sophisticated algorithm is used.
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7

CONCLUSION

This is an experimental project that concentrates on the topic of reverse transliteration of
English loan words in Japanese. We started with the discussions about the difficulties in
understanding these loanwords by Japanese speakers and English speakers. Then, we analyzed the
main reason that caused the difficulty, the differences in sound and writing systems of the two
languages. We also discussed the issues for the task of reverse transliteration from Japanese to
English and proposed to solve these issues with computational methods.
We applied two approaches to transliterate Japanese katakana words directly or indirectly
back to their English source. The direct approach transliterates the katakana characters or the
romaji directly back to the English words. The indirect approach uses the pronunciation of English
words as the medium of mapping Japanese characters to English. In other words, we map the
katakana or romaji to their corresponding English words’ pronunciation in ARPAbet first, and then
map the predicted pronunciations to the English words.
The goal of our project is to examine the combinations of the two approaches above with
six computational models and find out the most compatible combination. The six models we
implemented are a pair n-gram model, a BiLSTM model and a transformer, and each of them with
a lexicon filter. The lexicon filter models are the former three models constrained with a lexicon
filter, which uses a large English word list to filter out the no-real words from a set of 5 candidates
with the highest probabilities predicted by the models.
We calculated the WER and performed McNemar’s tests to evaluate the results of the
experiments. From the WER results, we observed that the direct transliteration experiments
generally received lower WERs than the indirect transliteration experiments. For either approach,
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the models with lexicon filter received much lower WERs than the models without lexicon filter.
About whether using katakana or romaji as the input, McNemar’s tests failed to find significant
differences between the BiLSTM and pair n-gram model, but the lowest WER is obtained from
the pair n-gram model using katakana as input. The most robust combination from our experiments
was the direct transliteration of katakana to English using the pair n-gram model with lexicon filter.
We finally analyzed the errors that are generated by the models and discussed the possible
ways to improve the prediction quality in the future. Incorporating other entity recognition or
detection models, we expect our finding could benefit automatic translation of Japanese online
texts, or Japanese speech recognition tasks for both Japanese and English readers.

30

REFERENCES

Champ, N. (2014). Gairaigo in Japanese foreign language learning: a tool for native English
speakers? New Voices, 6, 117-143.
Bahdanau, D., Cho, K., & Bengio, Y. (2015). Neural Machine Translation by Jointly Learning to
Align and Translate. CoRR, abs/1409.0473.
Defrancis, J. (1989). Visible Speech: The Diverse Oneness of Writing Systems.
Eelis. (1952). Language Reform in Japan. The Modern Language Journal (Boulder, Colo.), 36(5),
210–213. https://doi.org/10.1111/j.1540-4781.1952.tb06122.x
Fagerland, M.W., Lydersen, S., & Laake, P. (2013). The McNemar test for binary matched-pairs
data: mid-p and asymptotic are better than exact conditional. BMC Medical Research
Methodology, 13, 91 - 91.
Gorman, K. (2016). Pynini: A Python library for weighted finite-state grammar compilation.
Gorman, K., Ashby, L.F., Goyzueta, A., McCarthy, A.D., Wu, S., & You, D. (2020). The
SIGMORPHON 2020 Shared Task on Multilingual Grapheme-to-Phoneme
Conversion. SIGMORPHON.
Gorman, K., & Bedrick, S. (2019). We Need to Talk about Standard Splits. ACL.
Horikawa, N. (2013). English Loan Words in Japanese: Exploring Comprehension and Register.
Igarashi, Y. (2007). The Changing Role of Katakana in the Japanese Writing System: Processing
and Pedagogical Dimensions for Native Speakers and Foreign Learners.
Irwin. (2011). Loanwords In Japanese. John Benjamins.
Kingma, D.P., & Ba, J. (2015). Adam: A Method for Stochastic Optimization. CoRR,
abs/1412.6980.
Knight, K., & Graehl, J. (1997). Machine Transliteration. ArXiv, cmp-lg/9704003.
Reimers, N., & Gurevych, I. (2017). Reporting Score Distributions Makes a Difference:
Performance Study of LSTM-networks for Sequence Tagging. EMNLP.
Roark, B., Sproat, R., Allauzen, C., Riley, M., Sorensen, J.S., & Tai, T. (2012). The OpenGrm
open-source finite-state grammar software libraries. ACL.

31

Merhav, Y., & Ash, S.M. (2018). Design Challenges in Named Entity Transliteration. COLING.

Ney, H., Essen, U., and Kneser, R. (1994). On structuring probabilistic dependences in stochastic
language modelling. Computer Speech & Language, 8(1):1–38.
Novak, J.R., Minematsu, N., & Hirose, K. (2012). WFST-Based Grapheme-to-Phoneme
Conversion: Open Source tools for Alignment, Model-Building and Decoding. FSMNLP.
Novak, J.R., Minematsu, N., & Hirose, K. (2016). Phonetisaurus: Exploring grapheme-tophoneme conversion with joint n-gram models in the WFST framework. Natural Language
Engineering, 22, 907 - 938.
Omar, S. (2015). Being Japanese in English: The Social and Functional Role of English Loanwords
in Japanese.
Ott, M., Edunov, S., Baevski, A., Fan, A., Gross, S., Ng, N., Grangier, D., & Auli, M. (2019).
fairseq: A Fast, Extensible Toolkit for Sequence Modeling. NAACL.
Stanlaw, J. (2004). Japanese English: Language and Culture Contact.
Stolcke, A. (2000). Entropy-based Pruning of Backoff Language Models. ArXiv, cs.CL/0006025.
Sutskever, I., Vinyals, O., & Le, Q.V. (2014). Sequence to Sequence Learning with Neural
Networks. NIPS.
VAN HEUVEN, W.J., Mandera, P., Keuleers, E., & Brysbaert, M. (2014). Subtlex-UK: A New
and Improved Word Frequency Database for British English. Quarterly Journal of
Experimental Psychology, 67, 1176 - 1190.
Vaswani, A., Shazeer, N.M., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, L., &
Polosukhin, I. (2017). Attention is All you Need. ArXiv, abs/1706.03762.
Webster’s Revised Unabridged Dictionary. (1913).
Weide, R. (2014). The CMU pronunciation dictionary, release 0.7b.
Wu, S., Cotterell, R., & Hulden, M. (2021). Applying the Transformer to Character-level
Transduction. EACL.
Yamashita, M., Awashima, H., & Oiwa, H. (2018). A Comparison of Entity Matching Methods
between English and Japanese Katakana.

32

