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ABSTRACT 
FAN CHEN: Spatio-Temporal Variations of Reference  
Evapotranspiration in North Carolina 
 (Under the direction of Peter J. Robinson) 
 
 Evapotranspiration (ET) is an important hydrological process that determines North 
Carolina’s water availability but has been poorly characterized. Evaluation and calibration of 
the available estimating methods are necessary to achieve a better understanding of ET. 
Investigation of reference evapotranspiration (RET), the rate of ET occurred from a reference 
crop surface that is only influenced by atmospheric conditions, allowed the first 
characterization of the spatio-temporal variations of the evaporative demand for the state.  
 RET estimates by the ETgage atmometers at the Environment and Climate Observing 
Network (ECONet) stations were compared with the benchmark Penman-Monteith RET 
equation established by the American Society of Civil Engineers. The analysis suggested a 
good correlation; however the observations were only 80% of the Penman-Monteith values 
on average. The ETgages were insensitive to wind, causing even lower readings than the 
Penman-Monteith values in windy conditions. On rainy days water retention on the 
evaporating surface also led to greatly reduced readings. Linear regression functions were 
developed for adjusting daily ETgage observations to Penman-Monteith equivalent values 
based on different rainfall amount. 
 Investigating the performance of empirical RET equations against the Penman-
Monteith equation has allowed the development of operational RET equations. The 
Hargreaves-Samani and solar radiation-based regression equations were calibrated to obtain 
 iv 
Penman-Monteith equivalent RET estimation based on different data availability, land 
regions and time-steps. The operational equations could produce mean absolute error (MAE) 
of about 20% and 12% in daily and weekly time-steps and less than 10% in the monthly 
time-step. Monthly coefficients for transferring reference to potential evapotranspiration 
were developed for six major land cover types, which showed varying regional variations for 
different surfaces.  
 Analysis of statewide RET indicated no secular trend and only weak interannual 
fluctuations in the past half century. RET peaked in June and July and January and December 
were the least evaporative months. Highest RET occurred in the Sandhills region due to its 
high radiation, temperature and dry atmosphere. Lowest RET rates occurred in the 
Mountains. A statewide southward increasing pattern dominated the winters while an inland-
coast decreasing trend was most pronounced in the summers in the Coastal Plain.  
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1.0 INTRODUCTION   
 
1.1 Problem statement 
Evapotranspiration (ET) refers to the combined processes by which water vapor is 
removed from Earth’s surfaces, i.e. through evaporation from soil and water surfaces and 
transpiration from plants. By consuming energy to transfer water into the atmosphere, 
evapotranspiration acts as the key linkage between the energy and hydrological cycles and 
plays an essential role in the ecological and weather systems. The social and economic 
significance of ET is also manifested in its influence on agricultural and forest production 
and water supply. Therefore understanding the causes and characteristics of ET is important  
for applications such as irrigation scheduling, water resource planning, and better 
parameterization of land  surface processes in the numerical climate and ecological models of 
various scales.  
Evapotranspiration is controlled by various atmospheric as well as surface and 
biological variables. The wide spectrum of factors involved and the complex 
interaction/feedback among them make it difficult to directly monitor or model the rate of ET. 
The changing land use/land cover adds to another dimension of uncertainty in estimating 
evapotranspiration. For a particular area and period, knowledge of ET is limited by the extent 
and type of measurements made, available data and the method chosen to estimate ET. 
Although the parameters and processes that influence ET have been studied extensively and 
in depth during the past decades, the characteristics and importance of these factors in a 
 2 
given region may be distinct from other places because these factors are highly dependent on 
localized properties such as topography, soil, vegetation types and climate. 
Studies have been conducted throughout the world to establish regional climatology of 
evapotranspiration. However, there has been little investigation of the long-term variations 
and causes of ET in the Southeastern region of United States. In North Carolina a rough 
estimate of 70% of the annual precipitation is lost through evapotranspiration. Although the 
state has been benefit from generous precipitation, residents were beginning to see water 
supply shortages and competition among water users during dry spells and in areas where 
natural supply of water is limited. In the past decades, North Carolina has experienced rapid 
population growth as well as the transition from a predominantly agriculture-oriented 
economy to a more manufacturing- intensive state. As a result, the demand for water is 
growing and becoming increasingly concentrated around the urban areas. With the concern 
about global climate changes there is also an emerging interest in the possible effects of 
climate changes and elevated carbon dioxide concentrations on ET (Rind et al. 1990; Robock 
et al. 2000; Wullschleger et al. 2002). Although the projected increase in future global mean 
temperature due to changes in atmospheric composition has been established with a fair 
degree of confidence (Houghton et al., 1996), changes in other climatic parameters such as 
rainfall, cloudiness, humidity, wind and hence evapotranspiration, are much harder to specify 
especially on a regional scale (Chattopadhyay and Hulme, 1997).  
This situation calls for a better understanding of the variability and trends of 
evapotranspiration for 1) planning a sustainable water supply to meet the growing demands 
and 2) evaluating the effect of potential climate changes on evapotranspiration and the state’s 
water supply.  
 3 
Unfortunately, the spatial and temporal characteristics of evapotranspiration in North 
Carolina are largely unknown. Firstly, the instrumental records are of low quality and poor 
spatial- temporal coverage. Daily evaporation measured with U.S. Class A pans at several 
NWS cooperative stations had been the only available measurement before 1998, but the 
accuracy of pan evaporation had long been questioned. The sparse network (there were 10 
stations in the peak year; only three remain active at present) and the intermittent operating 
periods make it difficult to understand the statewide pattern. Secondly, the response of ET to 
the various controls in the North Carolina environment has not been fully explored. Such 
knowledge is fundamental to providing insight into its response to any future changes of land 
use/land cover and climate.  
A review of previous researches indicates that there is an increase in pan evaporation 
in the Southeast region of North America. In a study that assessed the trends of pan 
evaporation over United States and the former USSR (Golubev et al., 2001) between 1957 
and 1998, the observed 0.8 mm increase per decade in the southeast region is interpreted as a 
decrease of actual evaporation. Although the warming since 1990s is expected to increase 
evapotranspiration (Rind et al., 1990; Robock et al., 2000), decreased pan evaporation is 
observed at various locations the Northern Hemisphere, which can be attributed to the 
observed reduction of global solar radiation especially in the Northern Hemisphere (Stanhill 
and Cohen, 2001; Thomas, 2000; Roderick and Farquhar, 2004). However, studies have 
shown that the decreasing trend of pan evaporation did not occur in the southeast and 
specifically North Carolina (Lawrimore and Peterson, 2000; Robinson, 2001). North 
Carolina does not show any sign of significant warming nor cooling during the past century. 
The study by Robinson (2001) has discovered the discrepancy in the trends of statewide ET 
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over the past 50 years estimated by: 1) simple water budget model (i.e. ET = Precipitation – 
Runoff), (2) an empirical temperature-based formula (Thornthwaite, 1948) and 3) the pan 
evaporation observations. While the water budget model indicates a slight decline, pan 
evaporation has been increasing dramatically. The Thornthwaite method, however, doesn’t 
show any significant change. Although such comparison is preliminary, it implies that we are 
still uncertain about what the pan evaporation actually tells and what kind of method 
performs better in estimating evapotranspiration. The changes in land use/land cover during 
the past decades also add to the complexity of the uncertainty in estimating historical 
evapotranspiration. The uncertainties, in turn, will hamper the assessment of the state’s water 
availability to meet the sustainability requirements and under possible future climate changes. 
 
1.2 Objectives  
The general objective of this dissertation is to develop and make recommendations for 
operational methods to estimate potential evapotranspiration in North Carolina. The three 
specific research objectives are: 
w To assess the accuracy of the available RET estimating methods, 
including piche atmometers and empirical meteorological equations, against the 
ASCE standardized Penman-Monteith RET method in North Carolina;  
w To determine recommendations for operational functions for RET based 
on data availability and RET-to-PET transfer coefficients;  
w To specify the trends and patterns in spatio-temporal variability of 
reference evapotranspiration in North Carolina.  
 The following products are also expected upon the completion of this study: 
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1) Historical time-series of monthly RET estimates for between years 1951 and 
2000 at selected long-term climatic stations in North Carolina. 
2) State-wide maps of monthly-mean daily RET and annual total RET at 1-km 
spatial resolution for two 30-year climatic normal periods of 1951-1980 and 1971-2000. 
The structure of this dissertation is as follows. Chapter 1 explains the motivations and 
potential contributions of the current work and overviews the physical processes and driving 
forces of evapotranspiration. The factors controlling ET and previous studies in the study 
area are reviewed. Chapter 2 explains the research design and introduces the selected RET 
estimation methods to be evaluated and data and technique to be used. Chapter 3 examines 
the performance of the ETgages and compares the observations with the ASCE standardized 
Penman-Monteith RET equation. Methods for converting the ETg data to Penman-Monteith 
equation results will be developed. Chapter 4 presents the analyses of the performance of 
twelve RET equations in daily, weekly and monthly scales and makes recommendations as to 
their applicability in different regions and time scales. Chapter 5 addresses the development 
of operational RET methods and RET-to-PET transfer functions and calculation of PET. 
Chapter 6 presents the results of the calculated RET time-series for long-term climate 
stations and the statewide decadal monthly and annual total RET maps. Chapter 7 
summarizes of the findings and recommendations and makes suggestions for future work. 
 
1.3 Fundamental definitions  
It is necessary to define the terms of evapotranspiration used in this study. It should be 
noted that in this dissertation the words “evaporation” and “evapotranspiration” refer to not 
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only the physical processes but also the ir rate, expressed in equivalent water depth per unit 
time (e.g. mm d-1).  
Potential evapotranspiration (PET): the rate of evapotranspiration that will occur 
from a given surface that is saturated and extensive enough to obviate the effect of local 
advection (Lhomme, 1997). The purpose of potential evapotranspiration is to establish an 
upper limit to the evapotranspiration process from a given surface. In this dissertation, 
potential evapotranspiration is denoted by a subscript “p”, i.e. ETp.  
Reference evapotranspiration (RET): the rate of evapotranspiration that occurs from a 
reference crop surface that is never short of water. Historically short clipped grass (8-15 cm) 
and alfalfa (about 50 cm) were often used as reference surface. In the following text grass-
based reference evapotranspiration is denoted as ETo and alfalfa-based reference 
evapotranspiration is denoted as ETr. A widely-used definition for RET is ‘the rate of 
evapotranspiration that occurs from a hypothetical reference grass or crop surface that is 
active growing and completely shading the ground, with a uniform height of 0.12m and 
albedo of 0.23 and unlimited water supply’ (Allen et al., 1998). The reference surface is 
assumed to be extensive enough so that the effect of energy advection can be ignored.  
Pan evaporation (Ep):  the rate of evaporation observed by a U.S. Class A pan. 
Evaporation measured with piche atmometers (ETg): the rate of evaporation 
measured by an atmometer in that simulates evapotranspiration from tall crops such as alfalfa. 
Further details of U.S. Class A pans and piche atmometers will be given in section 
2.1.1 of Chapter 2. 
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1.4 Physics of ET  
Because of the complex interactions of various biological, meteorological and 
environmental factors that control the process of evapotranspiration, numerous estimation 
methods have been developed. This dissertation focuses on meteorological methods which 
will be described in detail in Chapter 2. The general physical background of the ET processes 
is reviewed here. 
 
1.4.1 Atmospheric controls 
Evaporation is a diffusive process in nature. Following Fick’s law of diffusion, a 
diffusing substance moves from where its concentration is higher to where its concentration 
is lower at a rate proportional to the spatial gradient of concentration. For evaporation the 
measure of this gradient of concentration is called atmospheric vapor pressure deficit (VPD). 
In the liquid state, water molecules are attracted to each other by hydrogen bonds, but some 
molecules near the surface would have sufficient energy to sever the bonds and become 
water vapor in the atmosphere. An equilibrium state is reached when the rates of escape and 
re-entry are equal, and the molecular layer immediately above the evaporating surface is 
saturated. The saturation vapor pressure is proportional to the surface temperature. The 
actual evaporation is completed by molecules leave the saturated surface layer in response to 
the vapor pressure difference between the surface layer and the air above. Therefore 
fundamentally evapotranspiration requires energy for changing the state from liquid to 
gaseous and a vapor pressure deficit that drives the diffusive process. 
The energy budget at Earth’s surface can be written as: 
               SLEHRn D++=  (1.1) 
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where Rn is the net radiation received at the surface, which is the sum of net shortwave and 
longwave radiation. H is sensible heat flux that is responsible to increase the temperature; LE 
is latent heat flux used by evapotranspiration and DS is the change of storage in the system 
(soil heat flux, heat storage within canopy, etc). The unit is Wm-2. For a period longer than a 
day, the term storage can be neglected, thus the net radiation at surface is primarily 
partitioned between sensible and latent heat. Where there is a vapor pressure difference and 
available water, evapotranspiration has higher priority than raising the temperature. In other 
words, available energy will first satisfy latent heat demand whenever ET is possible. 
Usually sensible heat is converted to latent heat and a cooling effect is created. Therefore 
evapotranspiration is a unique and key process that acts as a linkage between the hydrologic 
cycle and the atmosphere through the exchange of water and energy. The ratio between 
sensible heat and latent heat, the Bowen ratio, is a useful parameter is an indicator of the 
energy partition between the two fluxes and in computing evapotranspiration.  
Solar radiation is the major source of variabilities for Rn and hence LE. The shortwave 
radiation received at the surface is determined by the solar angle, albedo of the surface and 
the cloudiness at a given time. The seasonal variation and daily cycle of evapotranspiration 
are principally synchronized with the phases of net radiation. A pilot study has been done to 
calculate reference evapotranspiration which is defined as “the rate of evapotranspiration that 
occurs from a hypothetical reference grass or crop surface with an uniform height of 0.12m 
and albedo of 0.23 and unlimited water supply” (Allen et al., 1998), at three urban locations 
in North Carolina. It is shown that reference evapotranspiration follow the phase of both net 
radiation and temperature, although temperature tends to lag behind net radiation. Another 
important energy source for ET is the sensible heat advection when surface is 
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heterogeneously heated. When this happens sensible heat is drawn from the air from upwind 
direction and consumed by evapotranspiration. This will result in LE > (Rn - DS) (Rosenberg, 
et al. 1983) and the so called oasis effect in which ET is increased immediately downwind 
from the leading edge of the energy-bearing wind. Compared to solar radiation, advected 
energy is much harder to predict and is usually ignored, although it is a common rather than 
abnormal situation, since an infinite surface with identical characteristics everywhere rarely 
exists.  
Vapor pressure deficit (VPD) between the evaporative surface and the overlaying 
atmosphere determines the capacity allowed for evapotranspiration. Since the atmosphere is 
often unsaturated, there is always an evaporative demand from the air. A general rule is that 
the greater the difference and drier the air, the higher rate of evapotranspiration will be. This 
is true for evaporation from water, soil or leaf surfaces, but some studies found that stomata 
would close at low atmospheric humidity and thereby reduce transpiration (Lange et al., 
1971). Recent findings show that stomata appear to respond to the rate of transpiration rather 
to air humidity per se. (Monteith, 1995). In a typical diurnal cycle vapor pressure deficit is 
high during mid-day to afternoon hours because warm air can hold more water vapor and 
turbulence mixing is vigorous. In the cool night the there is very limited energy for 
evapotranspiration and the atmospheric capacity is small. Eventually the reverse of 
evaporation – dewfall occurs.   
  As evaporation proceeds, the surrounding air becomes gradually saturated and the 
process will slow down and eventually cease if the saturated air is not replaced by dry air. 
Thus wind is required to remove some water vapor away by turbulent eddies so that the 
humidity gradient is maintained. Strong winds enhance turbulence and mixing of moisture-
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laden air with the surround ing drier air to maintain the moisture gradient. Wind also 
transports sensible heat to augment evapotranspiration, which is known as advection.  
 
1.4.2 Surface controls 
Water availability is the major constrain for evapotranspiration. Evaporation from bare 
soil generally occurs in two distinct stages after a wet event. In the first stage soil water 
content is high and the evaporation rate is only controlled by available energy and 
atmospheric conditions (wind and humidity). Evaporation in this stage occurs at or near the 
rate of free water evaporation. When soil water content falls below a certain critical level the 
rate is increasingly determined by the potential gradients of soil water and will drop rapidly. 
On vegetated surfaces, the contribution of soil evaporation to total evapotranspiration 
decreases as plant cover increases, and the plants’ ability to extract soil moisture also 
becomes an important factor. Therefore, factors such as soil salinity, porosity and hydraulic 
conductance may limit evapotranspiration. 
Evaporation from the stomata of plant leaves, known as transpiration, is a by-product 
of the photosynthesis process. The stomatal cavities provide a place where CO2 dissolution 
occur and enter plant tissue and where evaporation takes place. In these pores air is saturated 
at the leaf temperature and water moves into the atmosphere due to a vapor pressure 
difference. Plants can exert some physiological control over the size of the stomatal openings 
by the action of guard cells, thus regulating the rate of transpiration. An electrical analogue is 
often used to present the series of resistance for the diffusion of water vapor between the 
intercellular spaces of leaves and the external air (Monteith and Unsworth, 1990). In practice, 
the reverse of resistance, i.e. conductance is often used. The atmospheric and plant constrains 
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are represented atmospheric conductance (ra) and stomatal conductance (rs), respectively. 
Conductance of the entire canopy needs to be obtained by scaling up from individual leaf 
stomatal conductance. These conductance or resistance terms are essential in determining the 
actual rate of evapotranspiration occurred at a given surface at any water status. Various 
methods and limits of scaling from leaf to canopy level are discussed in Black et al. (1989). 
The atmospheric conductance or resistance is affected by wind velocity and the roughness 
(height, density and irregularity) of the surface. Stomatal conductance is a complex function 
of light intensity, ambient CO2 concentration, leaf-air vapor pressure difference, leaf 
temperature and water content, and other biophysical constraints. The response of stomatal 
conductance is discussed in Monteith and Unworth (1990) and Dingman (2002). The 
conductance/resistance terms indicate that the nature of the surface is important variable in 
determining evapotranspiration. 
 In the nature evaporation and transpiration are concurring processes and are virtually 
impossible to separate. Therefore evapotranspiration is often under the control of various 
atmospheric, environmental and biological variables that are also involved in the complex 
interactions among themselves. The multitude of atmospheric and surface factors involved 
makes it difficult to measure ET with relatively simple instruments and to predict ET with 
high degree of accuracy. The greatly diversified topography (large elevational gradient in the 
mountains region, the gently rolling terrain of the Piedmont, considerable area of permanent 
swamps in the coastal plain and the unique sandhills region in the south) and land cover in 
North Carolina, with the changes due to urbanization processes and shift in agricultural 
economy, make it a complex study area for evapotranspiration. Due to the above factors the 
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nature of evapotranspiration in North Carolina have not been fully understood and discovered. 
It is such uncertainty in evapotranspiration that makes this study necessary. 
 
1.5 Study area 
The study area covers the entire land surface of the state of North Carolina except the 
outer banks, i.e. its chain islands in the Atlantic Ocean. North Carolina lies between 33.5 and 
37 north latitude and 75 and 84.5 west longitude. The east to west breadth is 503 miles and 
the extreme distance from north to south is 187 miles. This part of the southeastern U.S. 
generally has a humid subtropical climate characterized by short mild winters and humid 
summers. The climate of this region is primarily influenced by the position of the Jet Stream 
and the maritime air masses originated from the Atlantic Ocean. In the cool seasons, the Jet 
Stream directs cyclones from the Gulf of Mexico that bring widespread precipitation to the 
area. In the warm seasons the Jet Stream retreats to far north of the region, and tropical air 
masses from the Atlantic Ocean bring hot and humid weather characterized by thunderstorms, 
clear sky and strong insolation. There are no distinct wet and dry seasons in North Carolina. 
Summer is normally the wettest season and fall the driest season. 
Traditionally, the study area is divided into three physiographic land regions: the 
Coastal Plain, the Piedmont plateau and the Mountains. In this study the Coastal Plain was 
further divided into two parts: the Tidewater and the Inner Coastal Plain. The distinct sandy 
terrain – the Sandhills region – was also segregated from the Piedmont and the Coastal Plain. 
The Sandhills divides the Piedmont’s clay soil from the sandy loam of the Coastal Plain. The 
fast-draining soil creates warm springs and mild winters and more thunderstorms in the 
summer. The dry climate causes sparse vegetation which is predominantly loblolly pine or 
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longleaf pine. The West of the Blue Ridge and the Appalachian Ridge, Tennessee has a 
valley region, the Appalachian Plateau, the Highland Rim, the Nashville Basin and the Gulf 
Coastal Plain. The vegetation of mountains region is northeastern hardwoods forest 
comprised of birch, maple and hemlock. The piedmont plateau region of these states is 
dominated by southern hardwood forest comprised primarily of chestnut, oak and pine. The 
coastal region of the Carolinas is dominated by southeastern pine forest and has scattering 
river bottom forest of cypress-tupelo-red gum. The coastal plain is also the main agricultural 
region of North Carolina. Therefore the selected methods of estimating ET will be compared 
in each of these five relatively homogeneous sub-regions: Tidewater, Inner Coastal Plain, 
Piedmont, Sandhills and Mountains (Fig. 1.1). 
 
 
 FIGURE 1.1 Physiographic sub-regions of North Carolina.  
 
 
 
 
 
 
 
 
 
 
2.0 Methods and Data  
 
Because of the inadequate spatio-temporal coverage and quality of ET measurements in 
North Carolina, estimation of ET using empirical meteorological methods from climate 
observations is the most realistic way. As mentioned in Chapter 1, a multitude of such 
methods exist with various complexity, target surfaces and time scales and data requirements. 
The most rigorous methods, i.e. the combination methods are proved to yield the most 
accurate estimation under most circumstances. However, their data needs can hardly be 
fulfilled and thus could only be applied at a limited number of meteorological stations. On 
the other hand, the simpler methods give less accurate results but can be applied to many 
more locations. One of the objectives of this work is to determine the best method(s) with 
different data availabilities. This chapter introduces the methods selected for assessment and 
the sources and quality control of the data to be used. 
 
2.1 Existing measurements of ET in North Carolina 
2.1.1 Types of ET Measurements  
Mass-balance types 
The mass-balance ET instruments are based on the principle that the change in water 
storage is the difference between inflow and outflow of a container. In other words, ET rate 
is determined by the change in water content in the container for a specific time period . 
There are three basic types of mass-balance ET instruments, i.e. the evaporation pan, the 
atmometer and the weighing lysimeter. 
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A typical and widely-used evaporation pan is the so-called U.S. Class A pan used in 
the National Weather Service (NWS) weather stations. It is a cylindrical pan in stainless steel 
with a depth of 25.4 centimeters and a diameter of 1.2 meters. The pan is normally installed 
on a wooden base set on the ground in a grassy open area and is often enclosed by a fence to 
prevent animals drinking from it. Evaporation rates are measured daily by the change in the 
water level in the pan, adjusted for rainfall. Because water is unlimited (refilled regularly) 
pan evaporation is a measure of the potential evaporation, which is usually greater than the 
actual evapotranspiration. Although pan evaporation resembles the evaporation from a 
natural free water surface, its actual rate is affected by the material and geometry of the pan, 
the heat exchange between the pan and ambient atmosphere, and the dryness of the ground 
around it. Pan coefficients are used to adjust pan evaporation to lake evaporation and an 
average value of 0.7 was estimated for this area (Farnsworth, et al. 1982). On the other hand 
research has shown that pan evaporation could be less than evapotranspiration from a 
vegetated surface because of its smaller aerodynamic roughness (Rosenberg and Powers, 
1970). A limit of the evaporation pans is that they are usually only operated during the warm 
seasons to avoid freezing damages to the pan. Some disadvantages of evaporation pans 
include the build up of daytime heat in the water reservoir which leads to excessive nighttime 
evaporation, algae growth and loss of water due to wind drift and animal drinking. 
(Dorrenbos and Pruitt, 1975). 
For an atmometer the water container is usually a graduated glass tube and 
evaporation takes place through a porous surface or a wick. This type of atmometer is 
sometimes also called piche atmometer. A typical method of such atmometer manufactured 
by the ETgage Company in Loveland, Colorado, is used in the ECONet meteorological 
 16 
stations in North Carolina and many other places around the world. This atmometer is also 
known as modified Bellani plate atmometer and has been shown to have good correlation 
with various Penman methods (Blanco and Folegatti, 2004; Alam and Trooien, 2001). It 
consists of a wet, porous ceramic cup mounted on top of a cylindrical water reservoir with a 
suction tube that extends to the bottom of the reservoir. The convex ceramic cup is covered 
with a green canvas cover that simulates the solar energy absorption and vapor diffusion 
resistance of irrigated alfalfa reference field. Underneath the canvas cover, the ceramic cup is 
covered by a special membrane that keeps rain water from seeping into the ceramic cup. A 
rigid wire extending from the top keeps birds from perching on top of the ETgage. The 
evaporating surface is 1 meter above the ground. Accuracy of the ETgage is ± 1% of 
evaporated water and the resolution is 0.01 inch. 
A weighing lysimeter is an artificially enclosed volume of soil for which the inflows 
and outflows of water can be precisely monitored by a sensitive, usually electronic, weighing 
device. Lysimeters provide highly accurate measurements of the actual evapotranspiration 
but are expensive, non-mobile and require rigorous maintenance, and therefore are rarely 
used.  
Other types of measurements  
 Other types of ET measurements are usually indirect in which other parameters 
(usually energy and water vapor fluxes) need to be measured to determine the rate of ET.  
The eddy covariance method to estimate the vertical flux of water vapor was 
proposed by Swinbank (1951). The vertical water vapor flux exhibits short-period 
fluctuations about its characteristic mean value. Water vapor flux over a short period of time 
(usually 30 minutes) can be computed from the means and the covariances of departures of 
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between vertical eddy velocity (wind speed) and vapor pressure. These input data are 
measured by an eddy correlation flux measurement system typically equipped with a 3-
dimensional sonic anemometer, an infrared hygrometer, solid state sensors to measure air 
temperature and barometric pressure. Accurate measurements of actual evapotranspiration at 
a certain level can be made with high temporal resolution because the method has a sound 
physical basis and no assumptions about the parameter values. Like lysimeters, eddy 
correlation systems are also expensive and few in number.  
ET can also be estimated using the energy balance-Bowen ratio techniques (Bowen, 
1926; Brutsaert, 1982). The Bowen ratio systems typically require measurements of air 
temperature and water vapor pressure at two levels above ground as well as net radiation and 
soil heat flux density measurements. 
 
2.1.2 Pan evaporation measurements in North Carolina 
Daily pan evaporation measured had been the only available measurement before 
1998. Several NWS cooperative weather stations began to take pan evaporation 
measurements since 1948. At the peak there were 10 stations that measured pan evaporation 
throughout the state while only three stations (Chapel Hill 2 W, Hofmann Forest, and Aurora 
6 N) are in operation at present.  
 
2.1.3 Reference evaporation measured by atmometers in North Carolina 
The type of automated atmometer installed at the ECONet weather stations is called 
ETgage and is manufactured by the ETgage Company in Loveland, Colorado, USA. It is also 
called a modified Bellani plate atmometer, which has been studied over a wide range of 
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climates for correlation with various Penman methods (Dukes, M.D. et al. 2004). The 
atmometer consists of a wet, porous ceramic cup mounted on top of a cylindrical water 
reservoir with a suction tube that extends to the bottom of the reservoir. The ceramic cup is 
covered with a green canvas cover that simulates the solar energy absorption and vapor 
diffusion resistance of irrigated alfalfa reference field. Underneath the canvas cover, the 
ceramic cup is covered by a special membrane that keeps rain water from seeping into the 
ceramic cup. A rigid wire extending from the top keeps birds from perching on top of the 
ETgage. The evaporating surface is 1 meter above the ground. Accuracy of the ETgage is ± 
1% of evaporated water and the resolution is 0.01 inch. ETgages was first installed in 
ECONet stations in 2003. By 2006 the number of ECONet stations equipped with ETgages 
has increased to 20 (Fig. 2.1).  
 FIGURE 2.1 Location of the ECONet stations used in this study. Station names in italic fonts 
indicate ETgages on site. 
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2.1.4 Eddy covariance measurement in North Carolina 
Actual evapotranspiration from a loblolly pine forest was measured from an 
Ameriflux tower for 1997-2002 in the Atmosphere Carbon Transfer and Storage (FACTS) 
facility located in the Blackwood Division of the Duke Forest in Durham. The site is in a 
transitional zone between the coastal plain and the Piedmont. The dominant tree species is 
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loblolly pine (Pinus taeda) of 21-year old (planted in 1983 after clear-up and burning). The 
soil type is acidic clay-loam of moderately low fertility with rooting depth usually less than 
30cm (Oren et al., 1998). Further details of site characteristics can be found in Ellsworth et al. 
(1995) and Oren et al. (1998).  
 
2.2 Empirical ET-estimating methods  
2.2.1 Overview 
As stated in Chapter 1, in the energy conservation perspective, the partitioning of 
solar energy between sensible and latent heat flux is a function primarily of the available 
energy and water availability. From an atmospheric transport perspective, evaporation is also 
a function of the vapor deficit between the surface and the air above the vertical flux of 
momentum. Thus the most successful ET methods – the combination type methods (e.g. 
Penman and Penman-Monteith methods) deal with both energy supply and  turbulent 
transport of water vapor, as well as the water stress (i.e. surface resistance) of the 
evaporating surface. Despite their advantages, the use of combination methods were often 
limited due to their intensive data requirements. Therefore, numerous other methods (semi-
physical or purely empirical) had been developed that utilize less number of input variables. 
The simplest methods use temperature only (e.g. Thorthwaite, Hargreaves-Samani) but these 
methods tend to give ET estimates out of the phase seasonally because of the lag between 
radiation and temperature. The radiation-based methods generally had better performance 
than the temperature-based ones but their application is also limited because of the small 
number of weather stations that carry out radiation measurements. Although numerous 
methods were available the one(s) that are suitable for North Carolina have yet been fully 
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studied. In this study, twelve methods that have different data requirements and origins are 
selected for assessments. 
 
2.2.2 Selected formulae  
Due to the lack of accurate observations of ET, the result produced by the ASCE 
(American Society of Civil Engineers) Penman-Monteith equation is regarded as the “true 
set” to calibrate other methods. Ideally alfalfa-based RET is desirable because the height of it 
is closer to of most agricultural crops. But the number of existing RET methods for grass 
surface is more than for alfalfa surface and therefore grass RET is used in this study. Twelve 
reference ET methods other than the Penman-Monteith equation were selected for evaluation 
of their utility given the land covers and climates in North Carolina (Table 2.1). These PET 
methods range from partially physically-based (e.g. Penman and Priestley-Taylor) to purely 
empirical (all the rest). These methods had a range of data requirements from temperature 
only to temperature, humidity, wind and radiation. The purpose is to determine the suitable 
method with given data availabilities. The radiation-based regression methods and the 
modified Hargreaves-Samani methods are relatively recent and have not been tested widely. 
Estimated RET will be compared at daily, weekly and monthly time steps. Based on their 
original design and previous studies of recommended minimum time step for each method, 
seven methods will be applied to daily data; nine methods will be applied to weekly-mean 
daily data; ten methods will be applied to monthly-mean daily data. Two methods (i.e. Pn 
and RS) will only be applied with daily data and then averaged to obtain weekly and monthly 
mean. Some of the selected methods for evaluation have been designed to give short-grass-
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based reference ET. For those methods that do not specify the type of surface it is assumed 
that they give potential evapotranspiration rates from a reference grass surface. 
 TABLE 2.1 Meteorological inputs required for the selected RET methods and the number of 
stations applicable . (T: temperature; Rs: solar radiation; RH: relative humidity; u: wind speed; ppt: 
precipitation.) 
1. Apply to daily climatic data. 
2. Apply to weekly climatic data. 
3. Apply to monthly climatic data. 
 
ASCE Standardized Penman-Monteith Reference Evapotranspiration Equation (PM) 
Monteith (1963) introduced the resistance terms into the Penman (1948, 1963) 
potential ET equation and developed the Penman-Monteith equation that applies to surfaces 
with or without unlimited water supply. The Evapotranspiration in Irrigation and Hydrology 
Committee of the Environmental and Water Resources Institute (EWRI) of ASCE 
established a benchmark reference evapotranspiration based on the Penman-Monteith 
equation (EWRI, 2005). The ASCE standardized RET equation has simplifications regarding 
to latent heat of vaporization, air density, canopy and aerodynamic resistances and has the 
following form:   
Method (abbr.) Time step T Rs RH u ppt  Equation(s) # stations  
ASCE Penman-Monteith (PM) D1 x x x x  2.1 28 
FAO-24 Penman (Pn) D x x x x  2.2 28 
Solar radiation-based regression (RS) D x x    2.3 28 
Net radiation-based regression (RN) W2, M3 x  x   2.4-8 263 
Jensen-Haise with variable Kr (JHv) D, W, M x x    2.9-10 28 
Jensen-Haise with constant Kr (JHc) D, W, M x x    2.9-10 28 
Priestley-Taylor (PT) D, W, M x x x   2.11-12 94 
Linacre (Ln) D, W, M x  x   2.13 94 
Hargreaves -Samani (HS) D, W, M x     2.14 263 
Modified Hargreaves -Samani (MS) W, M x     2.15-18 263 
Modified Hargreaves (MH) M x    x 2.19 263 
Thornthwaite (Tw) M x     2.20-24 263 
FAO-24 Blaney-Criddle (BC) M x x x x  2.25-27 94 
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where 
ETsz is standardized reference crop evapotranspiration for short or tall surfaces (mm 
d-1), 
Rn is calculated net radiation at the crop surface (MJ m-2 d-1) 
G is soil heat flux density at the soil surface and G = 0 MJ m-2 d-1 for daily time steps, 
T is mean daily air temperature at 1.5-2.5-m height (oC), 
u2 is mean daily wind speed at 2-m height (m s-1), 
es is saturation vapor pressure at 1.5 to 2.5-m height (kPa), calculated as the average 
of saturation vapor pressure at maximum and minimum air temperatures, 
ea is mean actual vapor pressure at 1.5 to 2.5-m height (kPa), 
D is slope of the saturation vapor pressure-temperature curve (kPa oC -1), 
g is psychrometric constant (kPa oC -1). 
Computation procedures of es, ea, D and g described in EWRI (2005) were followed in 
this study. Cn (K mm s3 Mg-1 d-1) and Cd (s m-1) are constants that change with reference type: 
Cn = 900, Cd = 0.34 for short grass and Cn = 1600, Cd = 0.38 for tall crop such as alfalfa with 
an approximate height of 0.50 m. The ASCE-PM equation for grass surface is the same as the 
widely-used FAO56 Penman Monteith equation. The ASCE-PM equation will be applied to 
grass surface and compared against other methods. Only when it is compared with 
measurements by the atmometer will the alfalfa surface be used.  
By definition the reference surface should have “a uniform surface of dense, actively 
growing vegetation having specified height and surface resistance, not short of soil water, 
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and representing an expanse of at least 100 m of the same or similar vegetation” (EWRI, 
2005). The characteristics of the reference surface ensure that 1) RET is controlled only by 
the atmosphere; 2) RET is not affected by the properties of the soil and 3) there is no oasis 
effect or evapotranspiration due to heat advection. The ASCE regards the use of the term 
“standardized” as the computation procedures have been fixed. Hence the procedures for 
calculating the parameters in the above equation are strictly followed.  
FAO-24 Penman (Pn) 
The FAO-24 Penman equation (Doorenbos and Pruitt, 1977) was a modified Penman 
equation for estimating potential evapotranspiration from clipped grass surface of 8-15 cm: 
g
g
+D
+-+D
=
)864.01)((7.2408.0 ueeR
ET asno  (2.2) 
 
The input variables are the same as those defined for the ASCE-PM equation. 
Because of the similar origin and formulation, it is expected that Pn would yield estimates 
close to the PM method.  
Polynomial regression equation based on solar radiation (RS) 
Irmak et al. (2003) derived a solar radiation-based method calibrated to the FAO56 
Penman-Monteith using a multilinear regression technique using data from Florida. This 
method has the following form: 
TRET so 079.0149.0611.0 ++-=  (2.3) 
where ETo is grass reference ET (mm d-1); Rs is incoming solar radiation (MJ m-2 day-1) and T 
is mean daily air temperature computed as the average of daily maximum and minimum air 
temperatures (oC). Although this method is purely empirical and new, it is worth testing in 
North Carolina because it was developed in a similar climate. 
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Polynomial regression equation based on net radiation (Irmak et al. 2003) (RN) 
Irmak et al. (2003) also derived a net radiation-based method calibrated to the FAO56 
Penman-Monteith using a multilinear regression technique using data from Florida (Eq. 4). A 
pilot study showed that this method yielded results very close to Eq. 3. To test the 
applicability of using estimated radiation data, in this study, the net radiation used in this 
method will be predicted from temperature and humidity data using Equations 5-8. As 
suggested in Irmak et al. (2003), Rn is estimated using temperature, humidity and solar 
radiation (Eq. 5). Rs will be estimated using the Hargreaves-Samani method (Hargreaves-
Samani, 1982; Samani, 2000).  
     TRET pno 023.0289.0489.0 _ ++=  (2.4) 
97.3687.0101.0203.009.0 _minmax_ ++-+-= pspn RRHTTR  (2.5) 
)2.16(5.0_ <DD××= TTRKTR aps  (2.6) 
)2.16()10275.0( 5_ ³D×+=
- TRhR aps  (2.7) 
4023.00433.000185.0 2 +D-D= TTKT  (2.8) 
where DT is the difference between daily, weekly or monthly mean maximum and minimum 
temperature; h is the elevation of the weather station; Rn_p and are Rs_p predicted net and solar 
radiation, respectively and other variables were previously defined. 
Jensen-Haise methods (JHv, JHc) 
The original Jensen-Haise (1963) method was developed based on the data from 
irrigated crop fields in arid regions of the western United States: 
)08.0025.0( += TRET sr  (2.9) 
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where ETr is in mm d-1, T  is the mean daily air temperature in °C and Rs is the daily total 
solar radiation in units equivalent to mm of water (1 mm d-1 = 0.4167 MJ m-2 d-1). This 
method was developed with data for relatively tall crops such as alfalfa, oat and wheat. In 
order to adjust to grass RET, the Jensen-Haise ETr had often been converted to ETo using a 
multiplication factor Kr, i.e.  
rro KETET /=  (2.10) 
It was shown to overestimate the PET from clipped rye grass at Davis, California by 
an average of 11% (Jensen et al., 1990) This method also tends to underestimate ET under 
advective conditions but gave good results under non-advective conditions (Rosenberg et al., 
1983). It is expected that this method will give higher estimates than the ASCE-PM method 
for grass reference surface, especially in the peak months. Jensen et al. (1990) used a Kr of 
1.15 to convert the Jensen-Haise ETr to ETo and also found that Kr varies at different 
locations. Allen et al. (1994) compared Jensen-Haise RET with Penman-Monteith RET and 
also found considerable varied ratios across locations. The average Kr ranged between 1.12 
and 1.39 in humid locations. A study conducted in the humid area of north-central Florida 
suggested that the average monthly ratio also has considerable seasonal variations (Irmak et 
al., 2003). The JH/ASCE-PM ratio they obtained is below 1 between December and February 
and has the highest value of 1.37 in the peak months of July and August. 
 To convert the alfalfa-based Jensen-Haise equation to grass-based RET, two methods 
of adjustment were applied. The JHc method used a constant Kr value of 1.27 suggested by 
Irmak et al. (2003) in their study conducted in Florida. The JHv method used monthly 
variable Kr values obtained from the same study (Table 2.2). From the Kr values it is 
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expected that JHv would have better performance than JHc and the latter would significantly 
underestimate ETo in the cool season. 
 TABLE 2.2 Monthly Kr values used in model JHv. 
Month 1 2 3 4 5 6 7 8 9 10 11 12 
Kr 0.85 0.89 1.03 1.15 1.26 1.33 1.37 1.37 1.30 1.25 1.12 0.95 
 
Priestley-Taylor (PT) 
In the Priestley-Taylor (1972) method, potential evapotranspiration is directly related 
to the equilibrium evaporation by a factor a. When overpassing air has been in contact with a 
wet surface over a long fetch, it may tend to become vapor saturated (under non-advective 
conditions) and the drying power of the air should tend to vanish. In this limit, Penman 
equation yields a lower limit to the evaporation rate from moist surfaces, known as the 
equilibrium evaporation rate, and given by: 
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where Rn is net radiation, Lv is the latent heat of evaporation. Priestley and Taylor took the 
concept of equilibrium evaporation as the basis for an empirical equation giving evaporation 
from a wet surface under conditions of minimal advection. In their method ETo is directly 
related to the equilibrium evaporation by a factor a : 
eo EET ×= a  (2.12) 
where a is an empirically derived constant. Priestly and Taylor obtained values for a 
between 1.08 and 1.34 with an overall mean of 1.26 from diverse well-watered surfaces. In 
some area a was found to relate to soil moisture whereas in some others not, so the relation 
of a to soil moisture was said to be site specific. In this study a = 1.26 is used. The values for 
a were discussed in by Davies and Allen (1973), Barton (1979), Williams et al. (1978), 
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Castellvi et al. (2001) and Thompson (1975). Jury and Tanner (1975) showed that a 
increased with advection and suggested a procedure for adapting the Priestley-Taylor method 
to advective conditions.   
Linacre (Ln) 
Linacre (1977) simplified the Penman method and developed the following method 
for grass reference evapotranspiration:   
T
TTAhT
ET do -
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 (2.13) 
where Eo is reference evapotranspiration in mm d-1, T is the mean temperature in °C, h is 
elevation in meters, A is the latitude (degrees) and Td is the mean dew-point in °C. This 
formula applies over a wide range of climates and values given by this formula typically 
differ from measured values by about 0.5 mm d-1 for monthly means (Linacre, 1977). Linacre 
(1977) provided a direct link with his work on swamps which is an important surface type in 
eastern North Carolina. 
Original Hargreaves-Samani (HS) 
The Hargreaves-Samani method (1985) for grass-based reference evapotranspiration 
was based on the fomula Hargreaves and Samani developed for estimating solar radiation 
(1982) and reference-grass ET data measured by weighing lysimeters at Davis, California. 
The method takes the following form:   
minmax)8.17(0023.0 TTTRET ao -+=  (2.14) 
where ETo is in mm d-1 and Ra is extraterrestrial radiation in the same unit, T is mean daily 
temperature, Tmax and Tmin are daily maximum and minimum temperatures, respectively. 
Shuttleworth (1993) recommends that the Hargreaves method should not be used for shorter 
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periods than 1 month. The coefficient (0.0023) is believed to increase in coastal areas where 
temperature range is suppressed by the sea and decrease in mountain areas where 
temperature range is raised by the movement of air mass. In other words Eq 14 tends to 
overestimate ETo for coastal (low advection) conditions and underestimate ETo for highly 
advective conditions. However, Hargreaves and Samani (1985) argued that use of a constant 
value appeared to compensate for differences in advection. The value of 0.0023 was accepted 
for general use without calibration (Hargreaves 1994; Jensen et al.  1997; Allen et al. 1998). 
ASCE recommended Eq. 14 to be used to estimate grass reference ETo where climate data is 
scarce. In a study conducted by Choisnel et al. (1992) where nine equations were compared 
to the classical Penman equation, HS was determined as the one with results closest to 
Penman. In a study conducted in the Guadalquivir river basin, Spain, HS was shown to be 
well suited for estimating ETo but a local or regional calibration is required (Mantovani 
1993). 
Modified Hargreaves-Samani (MS) 
Samani (2000) modified the method to estimate solar radiation in the original HS 
method using average monthly temperature and radiation data for the entire year for a period 
of 25 years from 65 weather stations located between 7 and 50 degrees N latitude in the 
continental United States and obtained the following formula:  
)8.17(0135.0 5.0_ +×D××= TTRET pso  (2.15) 
5.0
_ TRKTR aps D××=  (2.16) 
4023.00433.000185.0 2 +D-= TTDKT  (2.17) 
)2.16()10275.0( 5_ ³D×+=
- TRhR aps  (2.18) 
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where ETo is weekly-  or monthly-mean daily grass RET (mm day-1); Ra is extraterrestrial 
radiation (MJ m-2 day-1); T is average weekly- or monthly-mean daily air temperature and DT 
is the difference between the maximum and minimum air temperatures (oC) of the same 
period. 
Modified Hargreaves (MH) 
Considering that monthly precipitation can represent relative levels of humidity to 
some degree, Droogers and Allen (2002) derived the following equation from the original HS 
method: 
76.0)0123.0()0.17(498.00013.0 PTDTRET ao -*+**=  (2.19) 
where ETo is monthly mean daily grass reference ET (mm d-1); Ra is extraterrestrial radiation 
(MJ m-2 d-1); T is average daily air temperature computed as the average of the mean daily 
maximum and mean daily minimum air temperatures (oC) and P is monthly total 
precipitation (mm). 
FAO-24 Blaney-Criddle (BC) 
The basic assumption of the original Blaney-Criddle method (Blaney and Criddle, 
1950) was that PET varies directly with the sum of the products of mean monthly air 
temperature and monthly percentage of annual daytime hours for an actively growing crop. 
The FAO-24 Blaney-Criddle method (Doorenbos and Pruitt, 1977) requires an intermediate 
step of estimating a grass-related reference crop evapotranspiration. The calculation steps of 
grass-based RET for the FAO-24 Blaney-Criddle method are presented below: 
bfaETo +=  (2.20) 
)13.846.0( += Tpf  (2.21) 
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41.1/0043.0 min --= NnRHa  (2.22) 
dd URHN
n
RHU
N
n
RHb minminmin 0006.0006.0066.007.10041.082.0 --++-=  (2.23) 
5.0/2 -= as RRN
n
 (2.24) 
where n/N is the ratio of possible to actual sunshine hours, p is mean daily percent of annual 
daytime hours, Ud is mean daytime (7am-7pm) wind speed at 2-m height  (m s-1), Rs is 
measured solar radiation (MJ m-2 d-1), Ra is extraterrestrial radiation (MJ m-2 d-1) and other 
variables were previously defined. Although hourly wind data were available, Ud is 
calculated as 4u/3 according to Allen et al. (1986) for simplicity. 
Thornhtwaite (Tw) 
The Thornthwaite (1948) equation for monthly total potential evapotranspiration is: 
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where ET is monthly total potential evapotranspiration in mm, l is actual day length (h), N is 
the number of days in a month, Tmon is the mean monthly air temperature (oC), and a is 
defined as 
49.01079.11071.71075.6 22537 +´+´-´= --- IIIa  (2.26) 
where I is a heat index derived from the sum of 12 monthly index values, i, obtained from 
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The success of the method on a long-term basis is explained as being due to the fact 
that both temperature and ET are similar functions of net radiation and are auto-correlated 
when the periods considered are long. Yet it tends to underestimate ET at the time of annual 
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maximum radiation reception during summer and is consequently out of phase in fall, for air 
temperature tends to lag behind radiation over the course of a year. This method is adopted 
for use in North America (temperate and continental) where temperature and radiation are 
highly correlated. In a pilot study in which reference evapotranspiration and Thornthwaite 
evaporation are calculated for three urban locations for the state. On the monthly scale, 
Thornthwaite method tends to give lower predictions in the cool season (November to April) 
and higher values in the warm season (June to September) than reference evapotranspiration 
and correlates more with temperature than net radiation. It could be predicted that area with 
milder temperature variations (such as coastal region) will also have smaller variations of ET 
estimated by the Thornthwaite method.  
 
2.2.3 Penman-Monteith equation for potential evapotranspiration (ETp) 
The original Penman-Monteith PET equation was:  
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where  
ETp is potential evapotranspiration for a specific land cover (mm d-1), 
T, es and ea are the same as defined for ETsz at canopy height but assumed to be the 
same as measured at 2-m height (oC), 
g is psychrometric constant (kPa oC -1), 
Ga is aerodynamic conductance (m s-1), 
Gs is ‘bulk’ surface (vegetation canopy and soil) conductance (m s-1). 
Following Allen et al. (1998), 
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where R is specific gas constant = 0.287 kJ kg-1 K-1. Thus Eq. 2.28 became 
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 The following formulae were used to estimate the aerodynamic conductance: 
2+= hzm  (2.31) 
hzd 7.0=  (2.32) 
hz 1.00 =  (2.33) 
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where  
h is height of canopy, 
zm is height of wind speed (m), 
zd is zero-plane displacement (m), 
z0 is roughness length (m). 
The power law wind profile (Eq. 2.34; Touma, J.S., 1977) was used to adjust wind 
speeds to a height that is 2 meters above the canopy. Although the log wind profile is 
generally considered to be more reliable than the wind profile power law, surface roughness 
or stability information is usually not available. Because wind measurements at more than 
one level were not available at most climate stations, a constant exponent of 0.143, which is 
considered appropriate for open land surface in neutral conditions. For simplicity wind speed 
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was not further adjusted to the roughness of the specific land cover because of lack of 
operational methods.  
Following Allen et al. (1998) and Dingman (2002), the ‘bulk’ surface conductances is 
calculated as: 
max_5.0 ls gLAIG ×=             
 (2.36) 
where LAI is leaf area index (m2/m2) and gl_max is maximum leaf conductance (m s-1). About 
surface conductance: Equation 2.36 was applied to estimate canopy conductance (Gc) of 
fully-vegetated ground (Dingman, 2002). In this study bulk surface conductance (Gs) is 
assumed to be equal to Gc. Error due to this assumption rises at low LAI values. Studies 
showed that as LAI à 8 surface conductance approaches canopy conductance and at smaller 
LAI, Gs exceeds Gc due to the contribution of soil evaporation (Monteith and Unsworth, 
1990; Kelliher et al. 1995). In their method that predicts that Gs from Gc and other canopy 
and meteorological conditions, Gs significantly exceeds Gc only when LAI is less than about 
3 at typical values of meteorological parameters (Kelliher et al. 1995). The LAI data suggests 
that for most vegetation LAI exceeds 3 between April and October (Fig 2.x). This may cause 
underestimation of surface conductance and hence potential evapotranspiration during the 
cool season between November and March.  
 
2.3 Research strategy 
 Due to the lack of accurate and adequate observations of ET, the ASCE Penman-
Monteith method is taken as the baseline method to evaluate the ET observations and 
selected methods. The methods will be compared at daily, weekly and monthly time steps. 
The aim is to determine the suitable method(s) with given data availabilities and time steps 
on interest.  
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2.3.1 Comparison with observations 
Studies have shown that ETgages are feasible and practical but need careful 
interpretation of measurements in rainy days in humid climates (Irmak et al. 2005) and local 
regression equations should be developed (Alam and Trooien, 2001; Magliulo et al., 2003; 
Irmak et al., 2005). In Chapter 3 the evaporation rates measured by the atmometers (ETg) will 
compared with the ASCE standardized Penman-Monteith equation (ETr for alfalfa) and 
transfer functions will be determined. Firstly the response of ETgages to atmospheric drivers 
of evapotranspiration will be examined. Then ETg will be compared with ETr and the 
influence of various climate conditions on the ETg— ETr relation as well as the spatial 
variation of it will be investigated.  
 
2.3.2 Comparison of RET methods  
The selected methods will be compared within each of the five physiographic sub-
regions of North Carolina: Tidewater, Inner Coastal Plain, Piedmont, Sandhills and 
Mountains (Fig. 1.1). The performance of daily methods in various climate conditions will 
also be examined. The goal is to examine the suitability of the methods in different regional 
or climate conditions and select the superior methods for recommendation and further 
calibration.  
Quantitative assessment of method performance will be based on selected indices 
including RMSE (root mean square error), MAE (mean absolute error), d1 (modified index of 
agreement), linear correlation coefficient (r, also called the Pearson product moment 
correlation coefficient), coefficient of determination (R2), etc. The commonly used 
coefficient of determinant R2 indicates the portion of the variance in the observed data 
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explained by the predicted data, but it is not adequate in assessing the goodness-of-fit 
between the two. Therefore the modified index of agreement (d1) proposed by Willmott et al. 
(1985) will be used as the major statistical measure of method agreement. The parameter d1 
has been used as a method-selection criterion in water resources investigations and is defined 
as 
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where O and P are the observed and predicted data, respectively, the overbar indicate mean 
value, and n is the number of observations (Legates and McCabe 1999). The value of d1 
varies from 0 to 1, with 1 indicating a perfect fit between the simulated and the observed data. 
Although d1 may be interpreted in a similar fashion as the R2, d1 is considered superior 
because it is less sensitive to outliers and proportional differences than R2. 
 Four parameters of error measures will be used to assess the selected methods: 
percent mean absolute error (MAE%), standard error of estimate (SEE), systematic RMSE 
(RMSEs) and unsystematic RMSE (RMSEu) (Eq. 2.29-32). The standard error of estimate is 
in fact the RMSE of predicted values after adjusting the original predictions using the derived 
simple linear regression (SLR). It tells the extent to which a method could be improved after 
adjusted by the derived SLR equation. To be a “good” method the systematic error (i.e. error 
that contained in the method itself) should approach zero while the unsystematic error should 
approach RMSE (Willmott, 1982). 
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To create statewide decadal monthly RET maps, interpolated temperature surfaces 
must firstly be generated. Polynomial regression was chosen to interpolate temperature from 
point measurements to statewide surfaces. Temperature will be fitted to first-, second-, and 
third-order polynomials of the X, Y coordinates and elevation and Mallow's Cp (Mallow, 
1973; Mallow, 1995) statistic was used to select the best fit with the simplest method.  
)2(/ 2 pnSRSSCp p --=  (2.33) 
where Cp is the total square errors which indicates the lack of fit RSSp is the residual sum of 
squares from a method containing p parameters (including the intercept) and S2 is the residual 
mean square from the complete method (the method that includes all possible predictor 
variables). As terms are added to a method, RSS will decrease but Cp will usually increase. 
The lower the Cp is, the better the method is. 
 
2.3.3 Development of climatology  
Firstly, selected PET methods will be evaluated by applying them to calculate 
reference evapotranspiration (RET) defined in Chapter 1 and comparing their results to the 
ASCE standardized Penman-Monteith method. Most existing methods are empirical and do 
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not include any canopy or aerodynamic resistance terms that are needed for accurate 
estimation of potential evapotranspiration. Their performance would be best for similar 
surface and climate conditions in which they were developed and are not directly comparable. 
The use of RET obviates the need for specifying the type of vegetation, growth stage and 
management practices since it is only determined by the evaporative demand of the 
atmosphere. The other advantages of using RET include 1) it has extensive application in 
agricultural irrigation scheduling and 2) it provides a reference to which PET from other 
surfaces can be related by the “crop coefficient” method. 
Because of the lack of direct observations for validation, it is expected that the final 
method(s) of recommendation would produce PET estimates closest to a benchmark method. 
The Penman-Monteith equation is widely accepted as an accurate and physically-sound 
method that is recommended by the Food and Agricultural Organization (FAO) for 
calculating reference crop evapotranspiration. Therefore it is adopted as a “standard” based 
on which other methods will be assessed. In particular the ASCE standardized form of the 
Penman-Monteith (hereafter referred to as ASCE-PM) Equation (ASCE, 2005) will be used. 
The ASCE-PM equation has simplifications regarding to latent heat of vaporization, air 
density, canopy and aerodynamic resistances. With two sets of constants the ASCE-PM 
method can be applied to two types of references representing clipped grass (as defined in 
Chapter 1) and alfalfa (a taller and rougher agricultural crop). The ASCE-PM equation for 
grass is identical to the widely-known FAO-56 Penman-Monteith equation (Allen et al. 
1998).  
The full Penman-Monteith equation requires input of solar radiation, temperature, 
humidity and wind speed, which can only be satisfied at the North Carolina Environment and 
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Climate Observing Network (NC ECONet) stations. Data from the 26 ECONet stations will 
be used in the method evaluation process. The method performance under different surface 
and weather conditions will be assessed and compared.  
Then operational RET methods will be developed. The evaluated RET methods with 
good performance and fewer inputs were modified or calibrated to the ASCE PM equation so 
that application in a wider network. Is possible. The RET to PET transfer coefficients will 
also be determined by computing the ratios between ETp and the ASCE PM RET (ETo).  
Finally historical monthly RET time-series will be calculated at the long-term climate 
stations for 1951-2000, using one the calibrated methods. Decadal monthly RET maps and 
monthly climatic normal (i.e. averaged over a 30-year period) RET maps will be generated.  
 
2.4 Data  
2.4.1 Climate data 
The major metrological observing networks operated in North Carolina and the 
parameters they measure are described below. 
The National Weather Service (NWS) Cooperative Observer network (COOP) 
observes daily maximum and minimum temperatures, snowfall and 24-hour precipitation 
totals by volunteers. The COOP network contains the largest number of stations among all 
the networks with 169 active stations and more than 400 historical stations within North 
Carolina by the time of February 2006. Being the Nation’s oldest weather observing network, 
the COOP network contains stations that have longer time series than any other networks: 
most records started since the 1950s and some stations began as early as in the 1890s. Some 
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COOP stations also take pan evaporation measurements since 1948. At its peak there were 10 
stations that measures pan evaporation but only three stations are in operation at present.  
The ASOS (Automated Surface Observing System supported by NWS) and AWOS 
(Automated Weather Observing System supported by NC DOT/FAA) stations measure 
hourly air temperature, humidity, winds, precipitation, visibility and pressure. AWOS station 
also records hourly weather conditions. The majority of the 66 active ASOS/AWOS stations 
in North Carolina is located in airports and became available after 1998.  
The NC ECONet (North Carolina Environment and Climate Observing Network) 
stations maintained by the State Climate Office measure hourly air temperature, humidity, 
winds, precipitation, pressure, solar radiation, soil temperature, and soil moisture. The 
earliest hourly data began in 1979 but the complete line of parameters became available 
largely after 1996.  
In most ECONet stations the instrument tower is sitting on a natural grass field that is 
cleared once or twice a year upon maintenance visits by State Climate Office staffs. The sites 
are generally located close to rural roads on flat or gently rolling terrain. Where it is within 
an agricultural research station, the tower is located near the crop fields with a distance of 
approximately 5 feet (personal communication with Ameenulla Syed, January 2006). 
Because of the experimental nature of the fields, the types of crop and the management vary 
from year to year. During growing seasons the fields growing crops are irrigated regularly. 
The ECONet stations that are not in the vicinity of a crop field are: WINE, WAYN, BEAR, 
SILR, FRYI, HIGH, WILL and CLA2. The information of the 26 ECONet stations used in 
this study were presented in Appendix A. Because of the variation of the nature of 
surrounding land cover the observed meteorological conditions may not reflect those of a 
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reference (well-watered short grass) surface. Therefore, the procedures described in Allen 
(1996) and Temesgen et al. (1999) were applied to adjust the observed climate data to well-
watered conditions. The procedure of temperature and humidity adjustment is given in 
Appendix B. Fig. 2.2 shows the distribution of the COOP, ASOS/AWOS and ECONet 
stations as well as three stations that currently measure pan evaporation.  
 FIGURE 2.2 Location of current meteorological stations in North Carolina maintained by State 
Climate Office and National Weather Service. 
 
 
 
2.4.2 Climate data quality and integrity assessments  
The climatic data includes the variables required as the input of selected PET 
methods. These variables were determined after reviewing the variety of existing PET 
methods. Table 2.3 below summarizes the sources and availability of the climatic data for 
North Carolina to be used to estimate potential evapotranspiration. Limited quality control on 
the meteorological data will be taken so that spurious and extreme values are examined and 
proper treated (removed or retained). Procedures described in Allen et al. (1998) and EWRI 
(2005) will be exercised to assess data quality and integrity. To avoid introducing additional 
uncertainties to the climate dataset, missing data are not filled. Because of the inconsistency 
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of solar radiation data before and after 2001 due to major changes in instrumentation and 
datalogging systems, only the data in and after 2001 are used at the ECONet stations. 
Daily pan evaporation data were averaged to obtain monthly-mean daily ETp rates 
and no more than 4 missing days were allowed in any month. Spurious data were removed by 
visual examinations. 
 
 TABLE 2.3 Types of available climate stations. 
* As of October, 2006.  
 
 
 
2.4.3 Data of surface characteristics 
Gridded data of surface parameters such as elevation (GTOPO30, 1996), leaf area 
index (MODIS, 2006) and land cover (MODIS, 2002) are needed for developing RET-to-
PET transfer functions and mapping of state-wide RET and PET. The data sets used for this 
study were summarized in Table 2.4. These data layers will be processed to obtain raster 
layers of a same map projection and spatial resolution (nominal 1 km, 926.6 m actually) and 
were aligned perfectly.  
  
Type of station Source Parameters measured 
Number of active sites 
in North Carolina* 
COOP NWS Daily maximum and 
minimum temperature and 
precipitation (a few also 
measure pan evaporation) 
169 
ASOS/AWOS  NWS/NC DOT/FAA Hourly temperature, 
humidity, wind speed and 
precipitation 66 
ECONet  
 
State Climate Office 
of North Carolina 
Hourly  temperature,  
pressure, solar radiation, 
humidity, wind speed and 
precipitation (some also 
measure evaporation) 
28 
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 TABLE 2.4 Description and source of available digital products of surface parameters. 
Parameter Data set name Spatial resolution Reference 
Elevation GTOPO30 30-arc seconds (~ 1 km) GTOPO30 (1996) 
Land cover 
MODIS/Terra Land Cover 
96 Day L3 Global 1 km 
ISIN Grid 
nominal 1 km (926.625 m) MODIS (2002) 
Leaf area index 
MODIS/Terra Leaf Area 
Index/FPAR 8-day L4 
Global 1km SIN Grid 
nominal 1 km (926.625 m) MODIS (2006) 
 
 
The land cover classification scheme (Table 2.5) adopted in this study is the MODIS 
LAI/fPAR Biome scheme (Myneni et al., 1997) used to generate the MODIS LAI product. 
The land cover map based on data of 2004 was used in this study. Calculation of PET will be 
carried out on the six major biome types, i.e. grasses/cereal crops, shrubs, broadleaf crops, 
savannas, broadleaf forest and needleleaf forest. Typical values maximum leaf conductance 
and canopy height for these surfaces were used to calculate aerodynamic and surface 
conductances for PET (Table 2.6; Federer et al. 1996).  
 
 TABLE 2.5 Land cover types of the MODIS LAI/fPAR Biome scheme. 
 
Digital number Land Cover Type Percent area in NC 
0 Water 1.48 
1 Grasses/cereal crops 15.05 
2 Shrubs 0.25 
3 Broadleaf crops 21.56 
4 Savannas 15.40 
5 Broadleaf forest 40.84 
6 Needleleaf forest 2.50 
7 Unvegetated 0.13 
8 Urban 2.79 
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 TABLE 2.6 Maximum stomatal conductance and average canopy height values used for 
various land cover types to calculate PET (Federer et al. 1996). 
Land cover type Max. leaf conductance (mm s -1) Canopy height (m) 
Grasses and Cereal Crops 8 0.5 
Shrubs 5.3 8 
Broadleaf Crops 11 0.3 
Savannas  5.3 8 
Broadleaf Forests 5.3 25 
Needleleaf Forests 5.3 25 
 
 
The LAI data used in this study was 8-day composites covering a five-year period 
from the 361st calendar day of year 2000 to the 1st calendar day of year 2006. The data came 
in two granules, which were then mosaicked to cover the study area. Monthly-mean LAI data 
were obtained by averaging the four 8-day data wrapping the month. Then the five-year 
monthly-mean gridded LAI data were obtained by averaging the monthly data of 2001-2005. 
At each ECONet station, the monthly LAI values of each land cover were computed as the 
average of the grid cells of that surface in the 50-km square window surrounding the cell of 
the station and the results were presented in Fig. 2.3.  
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 FIGURE 2.3 Monthly-mean leaf area indices averaged at ECONet stations. (A: grasses and 
cereal crops; B: shrubs; C: broadleaf crops; D: savannas; E: broadleaf forest; F: needleleaf 
forest.) 
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FIGURE 2.3 Continued. 
 
 
 
 
 
 
 
 
 
 
3.0 COMPARISON OF EVAPORATION FROM ATMOMETERS 
AND ASCE PENMAN-MONTEITH REFERENCE 
EVAPOTRANSPIRATION 
 
Automatic atmometers under the brand name ETgage was first installed in ECONet 
stations in 2003. By 2006 the number of ECONet stations equipped with ETgages has 
increased to 20. Atmometers are simple to operate and less costly than a fully instrumented 
weather station that measures the atmospheric parameters to calculate evapotranspiration 
with combination equations. Compared to the traditional Class A pan, an ET gage has the 
following advantages: 1) readings not affected wind action; 2) drinking of water by animal 
not a problem; 3) free of maintenance & less frequent refill; 4) avoid being heat sink/source 
and 5) economical. The disadvantages of the ET gagess include: 1) cannot be used during 
freezing periods and 2) considerable underestimation on rainy days due to rain water 
accumulation (Irmak et al., 2005). Studies have shown that ET gage is feasible and practical 
but need careful interpretation of measurements in rainy days in humid climates (Irmak et al. 
2005) and local regression equations should be developed (Alam and Trooien, 2001; 
Magliulo et al., 2003, Irmal et al., 2004). Penman-Monteith equation is often applied with 
established crop coefficients to estimate crop water use. It is necessary to find out how 
evaporation values measured by the atmometers (ETg) could be transferred to estimates by 
the ASCE standardized Penman-Monteith equation (ETr for alfalfa) and could be used by the 
farmers to estimate crop water use. The objectives of this chapter are to examine the response 
of ET gages to atmospheric drivers and compare it to the ASCE standardized Penman-
Monteith equation.  
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3.1 Atmometer data (ETg)  
There were 20 ECONet stations equipped with ET gages. Some of them began to 
operate since summer 2003. The ETg data collected ranged from year 2003 to 2005. The 
station of Siler City has only 7 daily measurements available and was excluded from analysis. 
There were 10724 daily values from all locations and the number of values retained for 
analysis is 5888. In the time series there were cases in which several days with zero values 
were followed by a day with exceptionally high value. However, such cases might not be 
identified as accumulative readings (personal communication with State Climate Office staff). 
Since no quality control/quality assurance procedures had been taken to the data set, it was 
also difficult to determine whether the atmometers were functional when the observed daily 
evaporation is zero. Therefore 4629 data points of which daily evaporation equaled to zero 
were excluded for analysis. There were also abnormal values that were too high to be 
accumulative values, e.g. on 7/15/2004 observed ET is 639.8 mm at Oxford, NC. Studies 
have shown that in humid regions net radiation generally sets the upper limit on latent heat 
consumption (Lemon et al. 1971). The predominant air mass masses influencing NC 
throughout the year is the warm and humid Maritime tropical air mass, whereas the cold-dry 
continental polar air mass is common in winter. In general the warm-dry air mass that 
promotes sensible heat advection and causes LE > Rn+G is rare in NC. Considering the 
possible effect of local-scale sensible heat advection that may elevates evaporation, 207 data 
points of which ETg is greater than 1.5 times the equivalent water depth determined by net 
radiation were also rejected. Although more erroneous daily ET gage readings could be 
identified by inspecting hourly ETg records, it was not done so due to the amount of data 
involved. Because of the lack of maintenance records and field information regarding to the 
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ET gages, it was assumed that the remaining 5888 daily observations were in good quality 
and the variation caused by different ETgages could be neglected.  
 
3.2 Response of ETg to atmospheric drivers  
 To examine whether the ET gages respond to the atmospheric drivers in the same way 
as real PET does, ETg observations were plotted against vapor pressure deficit, radiation and 
wind speed (Fig. 3.1). Except for some outliers, ETg has a strong positive correlation with 
both VPD and solar radiation, indicating that the evaporating surface of the ET gages has the 
expected response to the energy and drying drivers. However changes in ETg were 
insensitive to wind speed, which suggested that aerodynamic properties of the crop field were 
not well represented in the ET gage. The very low ETg values occurred at relatively high 
radiation and wind speeds were likely to be errors and would be examined in the next section.  
 The spatial variations of response of ETg to the atmospheric parameters were 
examined by the distribution of the of linear regression slope (Fig. 3.2). The correlations 
were significant at the 0.05 level at all locations for VPD and solar radiation.  In the coastal 
and mountain regions VPD had greater influence and wind speed had less influence on ETg 
than in the Piedmont and Inner Coastal Plain. Slope of VPD was also found high at Jackson 
Springs of the relatively dry Sandhills region. Where the relation between ETg and wind 
speed was significant, the slopes were all negative. This was contradictory to the theory that 
wind helps vapor removal and therefore encourages evaporation. However due to the low 
wind speeds in North Carolina this may not represent the actual relation between ETg and 
wind speed. In general, spatial variation of ETg response to humidity and radiation were 
small compared to wind speed.  
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 FIGURE 3.1 Relations between ETg and atmospheric parameters from all locations. 
 
 
 
 
 
 
 FIGURE 3.2 Slope of linear regression (ETg = aX + b) between daily ETg (mm d-1) and 
atmospheric parameters. Slopes that were significantly different than zero at 95% were in bold and 
italic fonts. 
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 FIGURE 3.2 Continued. 
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3.3 Comparison of ETg and ETr  
The previous analysis suggested that the ETgages responded to air humidity and 
radiation in the physically realistic way but were insensitive to wind speed. The purpose of 
this section is to compare the ETg observations with reference ET calculated with Penman-
Monteith Equation (ETr) and answer the following questions: 1) how well did the ETg 
approach computed ETr values? 2) Was the ETg-ETr relation stable under various climate 
conditions and in different locations? 3) Were there certain conditions that lead to erroneous 
ETg readings? It had been shown that ETg was sensitive to the atmospheric drivers of 
humidity and radiative energy. Since wind speeds in North carolina are generally low and 
radiation and VPD are the overall primary drivers of PET, it was expected that ETg was 
correlate well with ETr but would give lower values than ETr in windy conditions. 
(MJ m -2 d-1) 
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Because the #54 canvas cover used by the atmometers mimics that the energy-
absorption and resistance characteristics of an alfalfa field, corresponding parameters for tall 
crops provided for the ASCE standardized Penman-Monteith were used and ETr were 
computed. Comparison of daily ETg and ETr (Fig. 3.3) from all locations indicate similarity 
in the general distribution and strong linear relation. On 84.6% of the days ETg values were 
lower than ETr predicted by the ASCE Penman-Monteith method. Similar relations were also 
found at individual stations across the study area (not shown). At low values (less than 2 mm 
d-1) ETg rarely exceeds ETr. Data points enclosed in the rectangles were outliers that would be 
discussed in section 3.3.1. 
  
 FIGURE 3.3 Scatter plot of observed (ETg) and computed (ETr) reference evapotranspiration 
from all locations. Data points enclosed in the rectangles were outliers to be examined in section 3.3.1.  
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3.3.1 Examination of outliers 
The exceptionally low or high ETg values relative to ETr were selected and further 
examined. The low ETg events included 40 days on which ETg was lower than 1 mm d-1 and 
ETg was higher than 3 mm d-1, most of which came from the coastal plain stations. 
Examination of the weather conditions suggested the precipitation could be the major cause 
of these events: 29 of the 40 days there were rainfall on the same day or considerable rainfall 
on the preceding day. Some of the events associated with precipitation were illustrated in Fig. 
3.4. 
At Lewiston (Fig. 3.4-A), the only 0.25 mm rainfall at 7 a.m. of Sep. 1 did not affect 
ETg during the daytime. It didn’t rain until 21 p.m. on Sep.2 but only 0.8 mm of evaporation 
were recorded during 10-11 am on that day. On Sep. 3, 23 mm of rain fell between 19 and 20 
p.m. and the 0.25 mm of ETg occurred in 19 pm was the only amount evaporated by ET gage. 
Only 0.5 mm of ETg was recorded on Sep. 4, possibly due to the accumulation of rainwater 
from the pervious day. 5.4 mm of rain fell in the evening of Sep. 4 and Sep. 5 was rain-free, 
but no ETg was recorded on that day. (Sep. 5 had been initially excluded from the ETg dataset 
for analysis). On the other hand results from the Penman-Monteith equation suggested ETr 
were not zero on those days. Except for the nighttime rainfall the weather conditions of Sep. 
2 – 5 were similar to those of Sep. 1. It could be expected that were there not rainwater 
retention on the evaporating surface of the ETgage, ETg should occur at the rate similar to 
that of Sep. 1 throughout this period.  
At Jackson Springs (Fig. 3.4-B), on the rain-free days of Sep. 26 and 29, ETg readings 
started at 10 a.m. After the 6mm rain in the early morning of Sep. 27, no ETg occurred 
during the daytime while hourly ETr computed by Penman-Monteith equation indicated 
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evaporation between 7 a.m. and 15 p.m. 54 mm of rainfall occurred between 2 p.m. Sep 27 
and 11 a.m. Sep 28 and ETg readings did not start until 16 p.m. (4 hours after the rain stopped) 
on Sep. 28. The lag of the ETg readings could be attributed to the accumulation of rainwater 
on the evaporating surface of the ETgage.  
 
 FIGURE 3.4 Cumulative hourly ETg and precipitation for low ETg events: (a) 9/2~9/4/2003, 
Lewiston; (b) 9/28/2004, Jackson Springs. 
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For the rest 11 low ETg events the causes could not be identified. These 11 events 
were regarded as erroneous data and were excluded in subsequent analyses. These examples 
suggested that very small values of daily ETg on days with rainfall or preceding rainfall 
should be used with caution. Inspecting the raw hourly ETg and precipitation data would be 
necessary in QA/QC of daily ETg data. The effect of rainfall in reducing ETg also suggested 
the need to treat the rain-free days and rainy days separately when developing transfer 
functions. 
The exceptionally high ETg events included 13 days on which ETg was at least 1.8 
mm greater than ETr. Except for one day from Laurel Springs, these events all occurred in 
the coastal plain. Examination of hourly time-series indicated that 8 of the 13 events had 
reported daily total ETg values greater than the sum of the hourly values of the same day. For 
some of them the ETg readings were missing for the previous day; therefore the difference 
may come from yesterday’s evaporation. On the other four days, the values were due to 
hourly readings that were too high to be physically reasonable (e.g. 3.3 mm in 16 p.m. in 
Reidsville on June 9, 2005). These 12 events were also regarded as erroneous data and were 
excluded in subsequent analyses. The remaining event for which no cause was identified was 
retained. After removal of the spurious data points 5865 pairs of ETg-ETr data were retained 
for analysis.  
To further investigate whether there were weather patterns associated with relatively 
large departure between ETg and ETr values, the days on which the difference between ETg 
and ETr is in the 99th percentile (referred to as “High ETg” events) or below the 1st percentile 
(referred to as “Low ETg” events) were selected to compare with the rest data (i.e. the “non-
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outliers) (Fig. 3.5). The 29 events that had been diagnosed as low ETg caused by 
precipitation were excluded in this comparison. 
 FIGURE 3.5 Illustration of High ETg, Low ETg events and the non-outliers. 
 
Figure 3.6 (A-D) contains box plots that describe the distribution of temperature, 
vapor pressure deficit, wind speed and solar radiation for the three groups of events. 
Although temperature does not directly drive PET, it was also examined because previous 
studies had suggested that atmometers such as Class A pans produce excessive evaporation 
due to heat storage. In the plot each box has lines at the lower quartile, median, and upper 
quartile values. The whiskers are lines extending from each end of the box to the most 
extreme data value within 1.5 times the IQR (i.e. inter-quartile ranges, the range enclosed by 
the boxes). Outliers are data with values beyond the ends of the whiskers. Student-t tests 
were performed to examine whether the difference in the climate elements between the 
“normal” and the extreme events are statistically significant (Table 3.1).  
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 FIGURE 3.6 Boxplots of distribution of (A) temperature, (B) vapor pressure deficit, (C) 2-m 
wind speed and (D) solar radiation for the “Non-outliers”, “High ETg” and “Low ETg” events, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 TABLE 3.1 T-test results of comparing sample means of climate parameters between “non-
ouliers”, “High ETg” and “Low ETg” events. The differences that are not significant at 0.05-level 
were not filled. The signs indicate the sign of the difference. 
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Compared to the “non-outliers”, the “High ETg” events occurred in narrower ranges 
of temperature, wind speed and solar radiation. However, they occurred in a larger range of 
vapor pressure deficit that centered higher as compared to the “non-outliers” and the “Low 
ETg” events. Student-t test indicated that the “High ETg” events favored warm, dry, strong 
radiation and light-wind conditions, the typical weather of a clear day in the warm season.  
The “Low ETg” events showed considerably larger range in wind speed that centered 
considerably higher than the “non-outliers” and the “High ETg” events. This corresponded to 
the negative relation between ETg and wind speed found earlier. The “Low ETg” events also 
had averagely higher VPD than the “non-outliers” but their VPD was lower than that of the 
“High ETg” events.  
 
3.3.2 Effects of climate variables on the ETg - ETr relation 
It had been demonstrated that precipitation was the cause for some extremely low ETg 
values. To examine quantitatively the effect of rainfall accumulation on reduction in ETg, 
ETg and ETr were compared in different rainy conditions (Fig. 3.7). The slope of the linear 
regression line approached 1 when the amount of rainfall decreased, which showed that the 
amount of rainfall could affect the amount of reduction in ETg. Also the proportion of days 
on which ETg was greater than ETr was greatly reduced on rainy days. Both slope and 
intercept of rainy days were significantly different than those of dry days, indicating the need 
for separate transfer functions for each condition. In all cases the interception was 
significantly different than zero, which suggested the need for linear regression methods to 
adjust ETg to ETr instead of using merely ratios.  
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To examine whether the overall (rainy or not) relation between ETg and ETr was also 
sensitive to other climate variables, it was compared in different conditions of temperature, 
humidity, wind speed and radiation. Except for wind speed, data were classified by quartiles 
(Table 3.2). For wind speed the classes were adapted from the monthly wind speed classes in 
the FAO56 publication. The results (Table 3.3) suggested that the statistics were most 
sensitive to wind speed, which was consistent with the previous analysis that in some 
locations ETg had opposite response to wind speed than ETr. The index of agreement (d1) 
declined sharply from 0.74 in the “light wind” class to 0.29 in the “strong wind” class; the 
average ratio fell from near 0.9 to 0.36. In the lightest wind class the greatest agreement 
between ETg and ETr (highest R2, d1 and smallest RMSE) was achieved. In strongest wind 
conditions the RMSE were greater than 2 mm d-1. The strong relation between wind speed 
and the difference between ETg and ETr was illustrated in Fig. 3.8. ETg was closer to ETr in 
drier and stronger radiation conditions. Compared to the other variables, temperature had 
marginal influence on the ETg - ETr relation. Even in the highest quartile of temperature, the 
average ratio of ETg/ETr was still small than 1. It can be concluded that the problem of 
evaporation increased by heat storage in the container was negligible in these ET gages. 
Similar results were obtained when data is aggregated by the three physiological sub-regions 
(not shown). 
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 TABLE 3.2 Distribution of daily weather data in four classes. (Only days with valid ETg data 
were included.) 
Class Temperature (°C ) VPD (kPa) Wind speed (m/s) Solar radiation (MJ m-2 d-1) 
1 < 18.9 < 0.72 < 1.0 < 14.2 
2 18.4 – 22.8 0.72– 0.97 1.0 – 3.0 14.2 – 18.6 
3 22.8 – 25.7 0.97– 1.24 3.0 – 5.0 18.6 – 22.8 
4 = 25.7 = 1.24 = 5.0 = 22.8 
 
  
 TABLE 3.3 Statistics of daily ETg vs. ETr relations in four classes of selected climate variables.  
 Class 1 Class 2 Class 3 Class 4 
Temperature 0.63 0.64 0.59 0.54 
Vapor pressure deficit 0.44 0.43 0.44 0.52 
Wind speed 0.75 0.62 0.46 0.29 
d1 
Solar radiation 0.41 0.43 0.45 0.49 
Temperature 0.66 0.76 0.75 0.61 
Vapor pressure deficit 0.52 0.36 0.35 0.35 
Wind speed 0.81 0.81 0.75 0.7 
R2 
Solar radiation 0.44 0.27 0.3 0.39 
Temperature 1.12 1.11 1.23 1.2 
Vapor pressure deficit 1.21 1.22 1.18 1.05 
Wind speed 0.7 1.24 2.1 2.33 
RMSE 
Solar radiation 1.31 1.13 1.15 1.07 
Temperature 0.78 0.78 0.77 0.84 
Vapor pressure deficit 0.62 0.79 0.84 0.91 
Wind speed 0.9 0.76 0.57 0.36 
Average 
ratio 
(ETg/ETr) 
Solar radiation 0.61 0.82 0.86 0.89 
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 FIGURE 3.7 Relationship between ETg and ETr on days in various rainy conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 FIGURE 3.8 The difference between ETg and ETr as a function of wind speed. 
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Monthly and weekly (7-day) mean daily ETg values were also calculated and 
compared with ETr in the same time steps (Table 3.4). The acronyms of the statistical 
measures had been explained in Chapter 2. For the monthly time step, at least 15 days of data 
should be available for a given month. Up to 2 days of missing data were allowed in a week. 
Although the overall agreement (R2 and d1) was not improved in weekly and monthly scales 
the errors were considerably reduced. The R2 statistics were lower than the published values 
of 0.86 for 3-day running sums of ETg compared with a modified Penman equation (Alam 
and Trooien, 2001) and 0.86 for daily ETg compared with the Penman-Monteith equation 
(Blanco and Folegatti, 2004). This also suggested the need for local calibration of the ETgage 
observations. 
 Table 3.4 Statistics of the ETg - ETr relation in monthly, weekly and daily time steps in all 
ECONet stations. 
 d1 R
2 RMSE MAE% Slope Intersect avg. ratio SEE 
Daily 0.65 0.75 1.17 23.7 0.81 1.53 0.79 0.75 
Weekly 0.58 0.76 0.99 18.9 0.92 1.11 0.82 0.56 
Monthly 0.48 0.67 0.98 17.7 1.01 0.78 0.83 0.54 
 
In summary the ETg - ETr relation was most sensitive to wind speed and then to 
humidity and radiation and was generally insensitive to temperature. The atmometer 
evaporation rate would be considerably lower than the RET predicted by the ASCE PM 
method in humid, windy or low-radiation conditions. On the other hand, the average ratio 
between them would be closest to 1 in dry, calm and strong radiation conditions. However 
these elements are not likely to occur at the same time: dry conditions are usually associated 
with high-radiation in the study area (Fig. 3.9).  
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FIGURE 3.9 Relations between climate variables from all locations. 
 
 
3.3.3 Spatial variations of the ETg - ETr relation 
The general agreement between ETg and ETr were similar when data were aggregated 
by the five sub-regions across North Carolina (d1, R2 and MAE%, Table 3.5). Standard error 
of estimates (SEE) suggested that adjustment of ETg to ETr using the respect linear regression 
methods could reduce more than 30% of RMSE and resulted in errors much smaller than 1 
mm d-1. The similarity in the regr ession coefficients between the Tidewater and Inner 
Coastal Plains and between Piedmont and Mountains regions suggested they could be 
combined in developing ETg-to-ETr transfer functions.  
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 TABLE 3.5 Statistics of the ETr – ETg relation by region. 
Region d1 R
2 RMSE MAE% Slope Intersect Avg. ratio SEE 
Tidewater 0.60 0.74 1.34 27.5 0.84 1.62 0.75 0.80 
Inner Coastal Plain 0.65 0.78 1.18 23.2 0.84 1.47 0.79 0.74 
Piedmont 0.68 0.76 1.02 20.6 0.76 1.56 0.84 0.71 
Sandhills 0.58 0.82 1.43 27.4 0.74 2.23 0.73 0.62 
Mountains 0.65 0.73 0.89 21.7 0.76 1.34 0.83 0.6 
All locations 0.65 0.75 1.17 23.7 0.81 1.53 0.79 0.75 
 
The statistical measures evaluating the correlation between ETg and ETr at individual 
sites are mapped in Fig. 3.10. The highest d1 (0.74) and lowest RMSE (0.76) both occur at 
Salisbury in west-central Piedmont. The lowest d1 (0.48) and highest RMSE (1.9 mm d-1) 
occurred at Plymouth, in northeastern Tidewater region. Very low values of d1 are also 
found at Goldsboro (central Coastal Plain), Jackson Springs (central Piedmont) and Laurel 
Springs (northern Mountains). The overall agreement between ETg and ETr was fair 
throughout the state. Other high values of d1 were found at Reidsville, Oxford (northern 
Piedmont) and Aurora (east-central Coastal Plain). In general the piche-PM relation showed 
no clear spatial pattern. Both the greatest slope (0.96 at Kinston) and the smallest slope (0.59 
at Reedy Creek) were significantly different than their nearby stations. This may due to the 
effect of local-scale atmospheric conditions, or the variations in the performance of 
individual instruments. The plot of SEE suggested that using locally derived linear regression 
methods, standard error of estimated ETr by ETg could become smaller than 0.8 mm d-1 in 
most locations. Although the locally derived regression methods produce smaller SEE than 
the regional methods, the improvement (0.1 - 0.2 mm d-1) was small and the latter is 
recommended for simplicity. 
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 FIGURE 3.10 Statistics of the ETr- ETg linear relation.  
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 FIGURE 3.10 Continued. 
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 Figure 3.11 shows the coefficients of determination (R2) that indicated the proportion 
of the ETg/ETr ratio that could be explained by the atmospheric parameters. The R2 values for 
vapor pressure deficit and radiation were similar and were generally greater in the Piedmont 
and Coastal Plain regions. However, at Reedy Creek the R2 value was considerably greater 
for VPD (0.65) than for radiation (0.36). Since this was not observed at its nearby stations 
(i.e. Lake wheeler and Clayton), it could be attributed to local factors. Wind speeds had 
greatest impact on the ETg/ETr ratio in the Coastal Plain and little impact in the Mountains. 
At the only Sandhills site of Jackson Springs, VPD and radiation each explained about 50% 
of the variance in the ETg/ETr ratio whereas wind had negligible control.  
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 FIGURE 3.11 Coefficient of determination (R2) between the ETg/ETr ratio and atmospheric 
parameters.  
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3.3.4 Comparison of weekly ETg and ETr at selected locations 
The findings of the preceding sections would be examined at selected locations at 
weekly time step for their validity. Weekly mean daily time-series of ETg and ETr were 
plotted and presented with time-series of average climate conditions at two sites of each 
region: Tidewater, Coastal Plain, Piedmont and Mountains, respectively and one site of the 
Sandhills region, in Figures 3.12 – 3.20. The distributions of the daily ETg – ETr difference 
plotted for the selected stations were shown in Figures 3.21 – 3.25.  
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At weekly time step, ETg was always lower than ETr throughout the observation 
period with only few exceptions. In the spring solar radiation was often nearly as high as in 
the summer but the weather was relatively cool, windy and dry and the difference between 
ETg and ETr tended to be greater. ETg followed more closely with temperature than ETr in 
the spring. With the increase of temperature and humidity and lighter winds in the summer, 
ETg became closer to ETr. An exception occurred in Castle Hayne where ETg was 
consistently lower than the PM method with a rather stable difference in spring and summer. 
Temperatures in the fall were similar to spring while with solar radiation was lower in the fall. 
In general the ETg-ETr differences were smaller in the fall, except in Kinston. In Aurora and 
Waynesville ETg and ETr were very close in the fall of 2005.  
The difference between ETg and ETr tended to be greater with much rainfall during 
the week than weeks that had little or no rain. An exception was at Aurora in May 2004, 
where the high difference in the dry weeks in summer could be associated with high winds. 
At the two Mountain sites, the ETg-ETr differences were less affected by the amount of 
rainfall. 
 
3.4 Summary and conclusions  
 The ETgages had the expected response to the atmospheric drivers except that they 
were insensitive to wind. In windy conditions ETg tended to be much smaller than ETr. The 
reason for this could be due to the difference in the aerodynamic conductance between the 
convex evaporation surface of ET gages and the real reference surface. Although convex 
surfaces were used evaporation from the ETgages were still prevented and impeded by 
interception of rain. Extremely low ETg readings on rainy days should be used with caution. 
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The ETgages apparently had good insulation so that the problem of increasing evaporation 
due to heat storage was not found. Based on the analyses, the following conclusions could  
also be drawn regarding to the daily ETg,-ETr relation:  
1) ETg was more often lower than ETr than higher.  
2) Unlike ETr, ETg had weak or negative correlation with wind speed. In windy 
conditions ETg tended to be much smaller than ETr.  
3) Radiation and humidity explained greater proportion of the variations of the ratio 
between ETg and ETr than did wind speed. 
4) ETg was closest to ETr in warm, dry, light-wind or high-radiation conditions.  
5) contrary to 4), the difference between ETg and ETr was largest in humid, windy or 
low-radiation conditions. 
6) Precipitation could cause low ETg readings due to rainwater accumulation. 
Time-series of 7-day average daily ETg suggested that conclusions 1), 2), 3) and 6) 
were observed in nine of the ten locations examined across the state except that 6) did not 
apply to Mountain sites. Conclusions 4) and 5) were not always applicable because the 
combination of the low occurrence of the specified conditions. The fluctuations of ETg were 
well correlated with those of the ETr, indicating the overall reliability of the ETg data. Where 
there was little or no rain, ETg was generally closer to ETr in the summer and fall than in the 
spring.  
The slope and intercept of the linear regression line between ETg and ETr were 
significantly different than zero, under various conditions. Therefore, it is necessary to adjust 
ETg to ETr by using linear regression equations. In fact, under potential conditions daily ETr 
is assumed to be always greater than zero during the warm seasons when ET gages are 
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operated. Furthermore, records of which ETg equals to zero should first be removed before 
applying the regression functions. At monthly and weekly scales the estimation errors would 
be greatly reduced than the daily scale. The recommended regression functions to convert 
daily ETg to ETr were developed for three regions (Tidewater + Inner Coastal Plain; 
Piedmont + Mountains; Sandhills) and for different rainfall amounts (Table 3.6).  
 TABLE 3.6 Recommended regression functions to convert daily ETg observation to ETr. 
Daily 
precipitation 
Tidewater and Inner 
Coastal Plain Piedmont and Mountains Sandhills 
N/A ETr = 0.84 ETg +1.55 ETr = 0.77 ETg +1.42 ETr = 0.74 ETg +2.23 
= 0 ETr = 0.90 ETg +1.17 ETr = 0.83 ETg +1.07 ETr = 0.77 ETg +2.02 
< 10 mm d-1 ETr = 0.87 ETg +1.62 ETr = 0.80 ETg +1.52 ETr = 0.82 ETg +2.20 
= 10 mm d-1 ETr = 0.83 ETg +1.87 ETr = 0.80 ETg +1.64 ETr = 0.70 ETg +2.39 
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 FIGURE 3.12 Weekly time-series of ETg, ETr and atmospheric parameters for Aurora, central 
Tidewater region. 
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 FIGURE 3.13 Same as Fig. 3.8 for Castle Hayne, southeastern Tidewater region. 
Castle Hayne
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 FIGURE 3.14 Same as Fig. 3.8 for Kinston, eastern Inner Coastal Plain. 
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 FIGURE 3.15 Same as Fig. 3.8 for Whiteville, southern Inner Coastal Plain. 
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 FIGURE 3.16 Same as Fig. 3.8 for Lake Wheeler, east-central Piedmont. 
Lake Wheeler
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 FIGURE 3.17 Same as Fig. 3.8 for Salisbury, central Piedmont. 
Salisbury
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 FIGURE 3.18 Same as Fig. 3.8 for Jackson Springs, Sandhills region. 
Jackson Springs
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 FIGURE 3.19 Same as Fig. 3.8 for Laurel Springs, northern Mountains. 
Laurel Springs
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 FIGURE 3.20 Same as Fig. 3.8 for Waynesville, southern Mountains. 
Waynesville
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 FIGURE 3.21 Frequency of difference between ETg and ETr for two sites in the Tidewater 
region. 
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 FIGURE 3.22 Same as Fig. 3.21 for the Inner Coastal Plain region. 
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 FIGURE 3.23 Same as Fig. 3.21 for the Piedmont region. 
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 FIGURE 3.24 Same as Fig. 3.21 for the Sandhills region. 
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 FIGURE 3.25 Frequency Same as Fig. 3.21 for the Mountains region. 
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4.0 EVALUATION OF REFERENCE EVAPOTRASNPIRATION 
METHODS 
 
Other than direct observations, empirical methods using climate data are an 
alternative to estimate the rate of RET. The advantages of using methods include the utility 
of existing observational data and avoiding installation and maintenance of additional 
evaporation gauges. A group of ET methods were selected for evaluation of their utility 
given the land covers and climates in North Carolina (Table 4.1). The FAO/ASCE Penman-
Monteith method, the de facto standard method, was treated as the method against which the 
others should be compared, thus also allowing comparisons with the atmometer results of the 
previous chapter. Two versions of the Jensen-Haise equation, one with a variable transfer 
coefficient Kr, the other using a constant value, were used. Daily data were used for the Pn 
and RS methods, weekly and monthly values being obtained by averaging the daily values. 
The MH, Tw and BC methods were used with monthly average data only. For all other 
methods the daily, weekly and monthly ET values were obtained from daily, weekly or 
monthly averages of the measured variables.  
In this chapter the selected methods will be compared within each of the five 
physiographic sub-regions. The performance of daily methods in various climate conditions 
will also be examined. The objective of this chapter is to examine the suitability of the 
methods in different regional or climate conditions and select the superior methods for 
recommendation and further calibration (Chapter 5).  
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 TABLE 4.1 Empirical RET methods to be evaluated. 
Abbreviation Method Time-step of data applied 
Combination method 
Pn      FAO-Penman daily 
PT Priestley-Taylor  daily, weekly monthly 
Temperature-based method 
HS Hargreaves-Samani    daily, weekly monthly 
MS modified Hargreaves-Samani  weekly monthly 
MH modified Hargreaves monthly data only 
Tw Thornthwaite  monthly data only 
Ln Linacre  daily, weekly monthly 
BC FAO-24 Blaney-Criddle monthly data only 
Radiation-based method 
JHv Jensen-Haise with monthly variable Kr   daily, weekly monthly 
JHc Jensen-Haise with a constant Kr  daily, weekly monthly 
RS solar radiation-based regression method daily 
RN net radiation-based regression method  weekly monthly 
 
 
4.1 Performance of methods in daily time-step 
The overall agreement between each of the seven daily RET methods and the FAO Penman-
Monteith (PM) equation at 26 ECONet stations was represented by the modified index of 
agreement (d1) (Fig. 4.1). The FAO-Penman (Pn) method which had the greatest resemblance 
to the PM equation had the overall highest d1 (~ 0.95) that led any other methods. The solar 
radiation-based regression method (RS), being calibrated to the PM equation in Florida, had 
the second-highest d1, followed by Priestley-Taylor (PT) method and then two variations of 
the Jensen-Haise (JHv, JHc) method. The Jensen-Haise method adjusted by variable monthly 
coefficients (JHv) was slightly superior than the one adjusted by a constant coefficient (JHc) 
in most locations. This suggested that the original Jensen-Haise method had a seasonally 
different bias in southeastern USA. The Hargreaves-Samani (HS) method had generally 
 83 
lower d1 values than the above methods and was found to perform better in the coastal plain 
than the piedmont and mountain locations. The Linacre (Ln) method had the overall poorest 
agreement with PM with d1 lower than 0.77 in all locations. The values of d1 for any method 
were generally consistent throughout the state.  
 Percent mean absolute error (MAE%) was used to examine the magnitude of 
deviations between method predictions and ETo calculated from PM method (Fig. 4.2). The 
MAE% of the Pn method was under 8% of the Penman-Monteith ETo values except at three 
mountain locations (BEAR, FRYI and WINE). In most locations, the MAE% of RS was 
below 20; for JHv, JHc, HS and Ln it was above 20. Among the radiation-based methods, RS 
produced slightly better results than PT, which in turn was better than JHv and JHc. On 
average JHv produced about 5% less error than JHc. HS and Ln had greater spatial variations 
of error than the other methods. For any method, the mountain locations generally had larger 
error than the other locations. This is probably due to the fact that at high-elevation locations 
the solar radiation received was similar to the low-elevation locations of the same latitude 
while their temperature is considerable lower. The temperature-radiation relation of the 
mountain area was not well expressed in the empirical methods (especially those use 
temperature as a primary input). In general the magnitude and distribution of MAE% agreed 
with the values of d1 in Fig. 4.1.  
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 FIGURE 4.1 Modified index of agreement for daily RET methods. 
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 FIGURE 4.1 Continued. 
 
0.87
0.73
0.84
0.85
0.86
0.85
0.850.79 0.84
0.86
0.85 0.85
0.85
0.83
0.85
0.86
0.80.85
0.85
0.86
0.87 0.84
0.85
0.85
0.84
0.82
PT
 
 
0.81
0.72
0.76
0.71
0.84
0.82
0.720.76 0.81
0.72
0.82 0.81
0.83
0.8
0.81
0.78
0.840.79
0.81
0.83
0.75 0.77
0.73
0.77
0.78
0.76
HS
0.73
0.7
0.7
0.74
0.76
0.74
0.710.7 0.75
0.73
0.76 0.75
0.76
0.73
0.76
0.76
0.750.75
0.77
0.74
0.75 0.75
0.66
0.72
0.77
0.74
Ln
 
 
 
 
 
 
 
 
 
 
 86 
 FIGURE 4.2 Average percent absolute error (MAE%) for daily RET methods. 
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 FIGURE 4.2 Continued. 
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The computed ETo data were aggregated by five geographical regions: the Tidewater, 
the Inner Coastal Plain, the Piedmont, the Sandhills and the Mountains. The Sandhills region 
had only one ECONet station available (i.e. Jackson Springs). Scatter plots of method 
predicted ETo against the PM method from all locations as well as in the sub-regions were 
presented in Fig. 4.3. The relations were generally linear except that for RS and Ln they were 
nearly logarithmic at low values (Fig. 4.3A). JHv, JHc, and PT had slopes steeper than 1 (i.e. 
tendency to underestimate at low values and overestimate at high values) while Ln had slope 
smaller than 1 and slope of Pn was close to 1. HS had a positive offset from the line of 
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equality. JHc’s slope was steeper than JHv, indicating that the constant factor produced 
greater bias than the monthly-variable factors. The combination method (Pn) had the smallest 
error variance and radiation-based methods (Penman, Jensen-Haise and Priestley-Taylor) 
were correlated better with the PM (R2>0.90) than the temperature-based methods (HS and 
Ln). The behavior of each method was generally consistent across different regions. One 
exception was that Pn tended to overestimated ETo at high values in the Mountain region, 
which was not observed in other regions.  
It is particularly important to understand the accuracy of any RET method in the peak 
months when irrigation is most needed. Performance of the daily RET methods in the peak 
month was compared using percent mean absolute error (MAE%) (Fig. 4.4). July was taken 
as the universal “peak month” because it had the greatest occurrence of annual peak monthly 
mean daily ETo estimated by the PM method. In most Coastal Plain and Piedmont sites Pn 
produced less than 3% error. The greatest error (16%) was found at BEAR in the Mountain 
region. RS and JHv both produced error under 10% in most locations except several 
mountain locations (FRYI and WINE). The errors produced by JHc were greater than JHv in 
most Coastal Plain and Piedmont sites, but at several Mountain locations they were smaller 
(LAUR, WAYN, FRYI and WINE). This suggested the adjusting factor for July developed 
with data from low-lying locations of Florida was inferior to the constant factor in Mountain 
region. Although it had the greatest error for all seasons, Ln produced much smaller MAE% 
(ranged between 10 and 20) in July that was comparable to PT. HS generated the greatest 
error (overestimation) among the seven methods in the peak month, which could be 
attributed to the high temperature.  
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 FIGURE 4.3 Comparison of daily RET estimates by selected methods vs. the Penman 
Monteith method.  
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 FIGURE 4.3 Continued. 
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 FIGURE 4.3 Continued. 
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Average ratios between the predicted ETo and PM ETo from all locations under different 
climate conditions were presented in Table 4.2. The method used to classify temperature, 
VPD, solar radiation and wind speed was described in Chapter 3. All methods except Ln 
tended to produce larger ETo values relative to PM with the increase of temperature. The 
average ratio for Pn was close to 1 in all temperature ranges. At low temperatures JHv and 
JHc considerably underestimated ETo while Ln overestimated ETo. For all the methods it was 
in the driest condition (i.e. highest VPD) that their estimates were closest to PM. In humid 
conditions JHv and JHc considerably underestimated ETo while HS and Ln overestimated 
ETo. Pn, RS and PT were relatively less affected by humidity. At low solar radiation, JHv 
and JHc estimates were only about 50% of the PM values while HS and Ln overestimated 
PM by about 40%. Their estimates approached PM on days of high solar radiation. At high 
wind conditions Pn significantly overestimated ETo while JHv, JHc estimates were only 
about 50% of PM values. HS and Ln overestimated ETo by 40% in calm conditions. 
Although wind speed was not used in these equations, RET calculated from JHv, JHc, HS 
and Ln were greatly affected by wind speed. Given the strong relation between wind speed 
and humidity (Fig. 3.9) this could be explained by the indirect influence of wind through its 
modulation of VPD. The performance of the methods in various climate conditions can be 
summarized as the following:  
Pn: Estimates were close to PM under all conditions except that it 
overestimated ETo when winds are strong. This suggested that 
better results could be obtained by improving its wind function. 
RS: Relation with PM was stable under various conditions, most likely 
because it had been developed and calibrated in a similar climate. 
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 FIGURE 4.4 Mean percent absolute error (MAE%) for daily RET methods in the peak month. 
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 FIGURE 4.4 Continued. 
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 TABLE 4.2 Average ratios between predicted ETo and PM ETo from all locations in classes of 
climate parameters. 
 
 
JHv, JHc: Estimates were close to PM when it was hot and dry. They 
underestimated ETo seriously when it was cold, wet, low-radiation 
and windy. They are more suitable for use in the peak months when 
evaporative demand is high. 
PT: Tended to underestimate ETo when it was cool and radiation was 
low. 
HS: Overestimated ETo considerably under warm, humid, low-radiation 
and calm conditions. 
Ln: Overestimated ETo in humid, cool, low-radiation and calm 
conditions and the ratio was close to 1 when it was hot and dry. It 
was the only method that produced smaller ratio as temperature 
increased. 
 Pn RS JHv JHc PT HS Ln 
1 0.99 0.92 0.51 0.39 0.77 1.06 1.26 
2 0.98 1.02 0.79 0.68 0.86 1.24 1.25 
3 1 1.07 0.91 0.89 1.02 1.26 1.13 
Temp. 
4 1.01 1.02 0.99 1.04 1.08 1.2 1 
1 1.05 0.94 0.54 0.47 0.98 1.34 1.3 
2 0.96 1.04 0.75 0.65 0.81 1.15 1.26 
3 0.98 1.05 0.91 0.86 0.92 1.15 1.12 
VPD 
4 1 0.99 1 1.02 1.02 1.13 0.97 
1 1 0.87 0.55 0.47 0.91 1.44 1.43 
2 0.95 1.08 0.8 0.69 0.77 1.14 1.34 
3 1 1.08 0.91 0.88 0.98 1.13 1.05 
Solar 
radiation 
4 1.02 1 0.97 0.99 1.07 1.05 0.84 
1 1.04 1.17 0.97 0.93 1.04 1.42 1.4 
2 0.97 0.98 0.79 0.73 0.91 1.14 1.1 
3 0.99 0.83 0.59 0.52 0.8 0.94 1 
Wind 
speed 
4 1.28 0.9 0.5 0.44 1.05 1.13 1.11 
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Because of the spatial variations of atmospheric drivers within the study area it was 
necessary to explore the method performance in regional detail. Moreover, the suitability of 
the methods in the climate conditions in North Carolina needed to be examined because they 
were developed from various climates. Because of the frequent occurrence of the 
combination of d1 ³  0.80 and MAE% < 20 in the results, the arbitrary criteria of “d1 ³  0.80 
AND MAE% < 20” was applied to determine the “good” daily RET methods under various 
climate conditions (Table 4.3). With such criteria only Pn was good for most extraordinary 
conditions. Changes in vapor pressure deficit and solar radiation did not affect the method 
suitability much. Therefore, temperature and wind are the important parameters to determine 
the suitability of methods. No method was suitable for the Mountain sites at very high 
humidity. More suitable methods were found at highe r temperatures and lower wind speeds 
than at lower temperatures and higher wind speeds. In the windiest conditions none of the 
methods met the criteria in the Inner Coastal Plain, Piedmont and Mountains regions. RS was 
the overall second-best method. Although JHc produced smaller error than JHv in the peak 
month in some Mountain sites, JHv was suitable in more conditions. HS was only good with 
light winds in the Sandhills. Ln was absent from the table because of its poor performance.  
The ranking of methods by region were presented in Table 4.4. The methods were 
firstly ranked in the descending order of d1; when more than one methods had the same d1 
value, the one that had the lower MAE% value was given the higher rank. The rankings were 
relatively stable across regions and were in agreement with the comparison made in the 
previous analyses. Pn, RS and PT were always in the first three places while Ln always 
ranked last. In any region and overall, JHv ranked higher than JHc. HS ranked 6th except in 
the Sandhills region where it ranked 4th. 
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 TABLE 4.3 Suitable daily RET methods determined by “d1 ³  0.80 AND MAE% < 20”. 
 
 
 
 TABLE 4.4 Ranks of daily RET methods based on descending order of d1 and ascending order 
of MAE%. The methods that met criteria  of “d1 ³  0.80 AND MAE% < 20” were indicated in bold 
fonts. 
rank Tidewater Inner Coastal Plain Piedmont Sandhills Mountains All locations 
1 Pn Pn Pn Pn Pn Pn 
2 RS RS RS RS RS RS 
3 PT PT PT PT PT PT 
4 JHv JHv JHv HS JHv JHv 
5 JHc JHc JHc JHv JHc JHc 
6 HS HS HS JHc HS HS 
7 Ln Ln Ln Ln Ln Ln 
 
 
 
 
 Tidewater 
Inner Coastal 
Plain Piedmont Sandhills Mountains All locations 
1 Pn Pn Pn Pn Pn Pn 
2 Pn Pn Pn Pn Pn Pn 
3 
Pn, RS, JHv, 
JHc, PT 
Pn, RS, JHv, 
JHc, PT 
Pn, RS, JHv, 
JHc, PT 
Pn, RS, 
JHv, PT Pn, RS 
Pn, RS, JHv, 
JHc, PT Te
m
p
. 
4 Pn, RS, JHv Pn, JHv Pn, RS, JHv 
Pn, JHv, 
JHc, PT 
Pn, RS, 
JHv, JHc 
Pn, RS, JHv, 
JHc 
1 Pn Pn Pn Pn N/A Pn 
2 Pn Pn Pn Pn Pn Pn 
3 Pn Pn Pn Pn Pn, RS Pn VP
D
 
4 Pn Pn Pn Pn Pn, RS Pn 
1 Pn Pn Pn Pn Pn Pn 
2 Pn Pn Pn Pn Pn Pn 
3 Pn Pn Pn Pn Pn Pn Ra
d
. 
4 Pn Pn Pn Pn Pn Pn 
1 
Pn, JHv, JHc, 
PT 
Pn, JHv, JHc, 
PT Pn, JHv, PT Pn, PT Pn, RS Pn, JHv, PT 
2 Pn, RS, PT Pn, RS Pn, RS 
Pn, RS, 
PT, HS Pn, RS Pn, RS, PT 
3 Pn Pn Pn Pn Pn Pn 
W
in
d
 s
p
ee
d
 
4 Pn N/A N/A Pn N/A N/A 
All  Pn, RS, PT Pn, RS Pn, RS Pn, RS Pn, RS Pn, RS 
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Statistical measures evaluating the selected daily RET methods were summarized by 
region in Table 4.5. The systematic portion of RMSE (RMSE_s) and the unsystematic 
portion of RMSE (RMSE_u) were calculated to determine the fraction of the two types of 
error. To be a “good” method the systematic error should approach zero while the 
unsystematic error should approach RMSE. The results suggested that most of the errors in 
Pn, RS and Ln were systematic (except for Pn in the Mountains region), i.e. contained in the 
method. For JHv, JHc, PT and HS systematic and unsystematic errors had comparable weight. 
Slopes and intersects of the simple linear regression (SLR) lines (y = ax +b, where y was 
simulated ASCE-PM ETo and x was predicted ETo) were fairly stable across different regions 
except the Mountains. Only the intersects of Pn and RS were close to zero, which meant SLR 
equations were better than adjustment ratios to improve the rest methods. Comparison of 
RMSE and SEE (standard error of estimate, i.e. the RMSE of simulated y using SLR) 
suggested that the predicted ETo by Pn, RS and Ln would not be improved significantly after 
adjusted by the derived SLR equation. However, for JHv, JHc, PT and HS, RMSE would be 
reduced by 29%, 36%, 21% and 20%, respectively if SLR equations developed from all 
locations were used. With SLR-adjusted ETo, Pn still had the least RMSE (0.19 mm d-1); RS, 
JHv, JHc and PT had comparable RMSE (0.40 ~ 0.45 mm d-1) and HS and Ln had the 
highest RMSE (0.60, 0.70 mm d-1). 
 
4.2 Performance of methods in weekly time-step 
In agricultural practice consumptive water use and irrigation planning are usually 
conducted in the weekly or 10-day time-step. Since the evapotranspiration rate during the 
growing season is of most concern in agriculture, weekly RET were examined only between 
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April 1 and October 31. Weekly-mean daily RET were calculated for each consecutive 7-day 
period in which only 2 days’ missing data were. Figures 4.5 and 4.6 showed the distribution 
of d1 and MAE% for each of the nine weekly methods as compared to the ASCE PM 
estimates. In general, for those methods that were also applied to the daily time-step 
agreement with PM was slightly improved and the spatial variations of the performance 
statistics were also slightly reduced. The spatial patterns and the relations between methods 
were largely preserved. Having the same data requirements (temperature and humidity) as Ln, 
RN produced considerably smaller errors and showed higher agreement with PM. The 
statistics also indicated that the modified Hargreaves-Samani method (MS) outperformed the 
original form (HS) throughout the study area. 
 The performance of the methods was ranked according to d1 and MAE% for the 
warm season (Apr 1 – Oct 31) (Table 4.6). The criteria of “d1 ³  0.80 AND MAE% < 20” 
was again applied to determine the suitable methods. In all regions Pn, RS and Ln were in the 
first, second and last place, respectively. JHc and Ln were unsuitable in any region. JHv was 
the third-best method in Tidewater, Inner Coastal Plain and Piedmont but it did not meet the 
criteria in Sandhills and Mountains regions. HS was not suitable in the Piedmont and 
Mountains but it ranked only after Pn, RS and RN in the Sandhills. Overall MS performed 
better than HS but the difference in the various statistics between them was small. However, 
HS had smaller SEE than MS in all regions, indicating that it could give better estimates after 
modified by the SLR equations. Like in the daily time-step, JHv also performed better than 
JHc in the weekly step. The orders of the methods were identical in the Tidewater and Inner 
Coastal Plain, where JHv was the third-best method and JHc and Ln were the only two 
methods that did not meet the criteria. In the Mountains, only Pn, RS and PT met the criteria. 
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 FIGURE 4.5 Modified index of agreement for weekly RET methods during warm seasons 
(April – October). 
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 FIGURE 4.5 Continued. 
 
 
0.87
0.72
0.83
0.85
0.86
0.86
0.840.78 0.84
0.85
0.85 0.85
0.85
0.83
0.85
0.87
0.80.85
0.85
0.87
0.87 0.84
0.85
0.85
0.84
0.82
PT
 
0.76
0.69
0.71
0.75
0.76
0.76
0.720.66 0.78
0.71
0.75 0.75
0.77
0.73
0.77
0.73
0.770.73
0.72
0.75
0.75 0.76
0.66
0.73
0.79
0.69
Ln
 
0.75
0.72
0.66
0.5
0.77
0.78
0.520.66 0.75
0.51
0.74 0.73
0.8
0.71
0.73
0.61
0.840.64
0.68
0.77
0.58 0.61
0.52
0.62
0.67
0.71
HS
 
0.85
0.72
0.83
0.74
0.88
0.88
0.780.77 0.87
0.78
0.84 0.86
0.87
0.84
0.86
0.84
0.870.85
0.83
0.87
0.77 0.82
0.78
0.84
0.86
0.77
MS
 
  
 
 
 
 
 
 
 
 104 
 FIGURE 4.6 Mean percent absolute error (MAE%) for weekly RET methods during warm 
seasons (April – October).  
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 FIGURE 4.6 Continued. 
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 TABLE 4.6 Ranks of weekly RET methods based on d1 and MAE%. The methods that met 
criteria of “d1 ³  0.80 AND MAE% < 20” were indicated in bold fonts. 
rank Tidewater Inner Coastal Plain Piedmont Sandhills Mountains All locations 
1 Pn Pn Pn Pn Pn Pn 
2 RS RS RS RS RS RS 
3 JHv JHv JHv RN PT PT 
4 MS MS PT HS HS JHv 
5 PT PT MS PT MS MS 
6 RN RN RN MS RN RN 
7 HS HS JHc JHv JHv HS 
8 JHc JHc HS JHc JHc JHc 
9 Ln Ln Ln Ln Ln Ln 
 
 
4.3 Performance of methods in monthly time-step 
Index of agreement (d1) for the twelve monthly RET methods with the FAO Penman-
Monteith (PM) method at individual sites were plotted in Fig. 4.7. The performance of 
monthly methods inferred from d1 can be classified into four tiers: (1) Pn, RS: Pn 
consistently showed the highest agreement with PM and had d1 values greater than 0.90 
throughout the state. RS produced better results when daily estimates were averaged monthly, 
with d1 higher than 0.90 at most locations. (2) RN, JHv, MS and MH: d1 values of these 
methods were higher than 0.90 at several sites (usually in the Coastal Plain) and were mostly 
greater than 0.80 elsewhere. d1 values for the mountain sites (with the exception of LAUR) 
were generally much lower. (3) JHc, PT, HS and BC:  d1 values of these methods were 
generally between 0.80 and 0.90 throughout the study area. PT and BC showed greater 
spatial consistency than JHc and HS. (4), Ln and Tw: d1 values of these methods were below 
0.80 in all locations. The extremely low d1 values at two mountain sites (FRYI, WINE) for 
Tw were the results of large amount of invalid data (complex numbers resulted from low 
temperature values) due to low temperatures.  
 
 107 
 FIGURE 4.7 Modified index of agreement for monthly RET methods. 
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 FIGURE 4.7 Continued. 
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 FIGURE 4.7 Continued. 
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 Percent mean absolute error (MAE%) for the monthly methods were presented in Fig. 
4.8. At all locations Pn produced less than 7% deviation from the PM estimates. RS and RN 
(regression method based on estimated net radiation) had less than 10% error in most Coastal 
Plain and Piedmont sites while RN produced about 20% error in several western Piedmont 
and Mountains locations. At most locations JHv produced 7 to 10 less percent MAE than JHc, 
indicating the advantage of using variable adjustment coefficients. PT produced consistently 
16 to 20 percent MAE at most locations. The three variations of Hargreaves-Samani method 
(HS, MS, MH) had similar MAE% with the modified-Samani (MS) method slightly smaller 
than the modified-Hargreaves (MH) method and the original HS. MAE% values of BC were 
limited between 12 and 19. Ln produced similar MAE% to PT in the Coastal Plain sites but 
had higher MAE% in the Piedmont and Mountains. The Thornthwaite (Tw) method 
produced errors greater than 35% of the PM estimates everywhere.  
 Scatter plots of data from all locations as well as the five regions revealed remarkable 
similarity for any method between different regions (Fig. 4.9). The relations between PM and 
RS, JHv, JHc, PT, HS and Ln estimates were similar to those of the daily time-step. RS and 
RN both had parabolic shaped relations in which the overestimation of PM was greater at 
values in the middle range. The rest methods had nearly linear relations with PM, among 
which Pn had the slope that was closest to 1. Ln was the only method that had a slope smaller 
than 1 (i.e. overestimate at low values and vice versa) and the other methods all had slopes 
steeper than 1. The temperature-based methods (Tw, HS, MS, MH and Ln) had the larger 
scattering of estimates at high values than the other methods.  
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 FIGURE 4.8 Percent mean absolute error (MAE%) of monthly RET methods. 
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 FIGURE 4.8 Continued.  
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 FIGURE 4.8 Continued. 
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 FIGURE 4.9 Comparison of monthly RET estimates by selected method vs. the Penman 
Monteith method. (A-All locations; B-Tidewater; C-Inner Coastal Plain; D-Piedmont; E-Sandhills; F-
Mountains. )
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 FIGURE 4.9 Continued. 
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 FIGURE 4.9 Continued. 
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Time-series of monthly RET values at five stations representing each of the five 
geographic regions were presented in Fig. 4.10. In general, all the methods except Tw 
followed the seasonal variation of PM well. Tw gave considerably lower values than PM in 
the cool seasons and gave higher values in the peak months. It also lagged behind PM in the 
spring and summer. Compared to JHv, JHc produced relatively higher values than PM in 
warm seasons and lower values in cool seasons. HS, MS and MH considerably overestimated 
PM in warm seasons in the Mountain site (FLET). Ln tended to overestimate ETo in the cool 
seasons and also lagged behind PM in spring and summer.  
Monthly RET methods were ranked according to their d1 and MAE% values (Table 
4.7). The methods were firstly ranked in the order of d1; when more than one methods had 
the same d1 value, the one that had the lower MAE% value obtained the higher rank. The 
methods that met criteria of “d1 ³  0.80 AND MAE% < 20” were indicated in bold fonts. Six 
of the twelve methods met these criteria in all sub-regions: Pn, RS, RN, PT, MS and BC. In 
the Mountains region these six methods were all the acceptable ones. The Tidewater and 
Piedmont regions had eight common acceptable methods while the Inner Coastal Plain and 
Sandhills regions had nine. The three methods that did not meet the criteria in any regions 
were JHc, Ln and Tw. 
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 FIGURE 4.10a Time series of monthly RET estimates in Aurora. 
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 FIGURE 4.10b Time series of monthly RET estimates in Clinton. 
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 FIGURE 4.10c Time series of monthly RET estimates in High Point. 
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 FIGURE 4.10d Time series of monthly RET estimates in Jackson Springs. 
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 FIGURE 4.10e Time series of monthly RET estimates in Fletcher. 
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 TABLE 4.7 Ranks of monthly RET methods based on d1 and MAE%. The methods that met 
criteria of “d1 ³  0.80 AND MAE% < 20” were indicated in bold fonts. 
rank Tidewater Inner Coastal Plain Piedmont Sandhills Mountains All locations 
1 Pn Pn Pn Pn Pn Pn 
2 RS RS RS RS RS RS 
3 RN MS JHv RN BC MS 
4 MS RN MS MS MS RN 
5 JHv JHv PT MH PT JHv 
6 MH MH RN PT RN BC 
7 BC PT BC HS HS PT 
8 PT BC MH BC MH MH 
9 HS HS JHc JHv JHv HS 
10 JHc JHc HS JHc JHc JHc 
11 Ln Ln Ln Ln Ln Ln 
12 Tw Tw Tw Tw Tw Tw 
 
 
Pn and RS always kept the first and second places whereas Ln and Tw ranked as the 
last two places in any region. As for the daily time-step, JHv performed better than JHc in 
any region. JHv ranked behind PT in the Sandhills and Mountain regions (9th) while it ranked 
higher than PT in the other regions. PT kept middle in the rankings (5 to 7th place). In any 
region and overall, MS (with improved function for the KT factor than the original HS) 
ranked higher than MH (incorporated monthly rainfall data), which was in turn higher than 
HS. MS ranked 3rd overall; but it ranked only 7th in the Tidewater region. HS was only good 
in the Inner Coastal Plain and the Sandhills. MH also had higher ranks in the Inner Coastal 
Plain and the Sandhills than the other regions. BC ranked 3rd in the Tidewater and Mountain 
regions but it ranked only 6th overall. In most regions and overall, the RN method, using net 
radiation estimated from temperature and relative humidity, performed better than the two 
radiation methods (JHv and PT) using observed radiation data.  
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Statistical measures evaluating the selected monthly RET methods were summarized 
by region in Table 4.8. Compared to the daily time-step (Table 4.5), Pn, RS, JHv, JHc, PT, 
HS and Ln produced smaller errors at monthly time-step and the proportion of systema tic 
RMSE in RMSE reduced considerably (except for RS). Using the derived SLR relations for 
the entire study area, only RS and Ln were not significantly improved. Standard error of 
estimate reduced over 40% of the RMSE in JHv, JHc, PT, HS, BC and Tw. At ind ividual site 
or region a given method could be improved differently than the whole study area, e.g. 
RMSE reduced 29% with SLR-adjusted RS method in Jackson Springs (the only Sandhills 
site). The slopes of JHv and JHc were less than 1.0, suggesting that the Kr coefficients 
derived from the study in Florida overestimated Penman-Monteith ETo in the North Carolina 
environment. The poor performance of HS compared to MS and MH indicated the advantage 
of improved method of estimating incoming solar radiation. Introducing monthly 
precipitation into the HS method (i.e. the MH method) did not outperform the HS method 
adjusted by temperature-dependent KT coefficient (i.e. the MS method).  
 
4.4 Summary  
The performance and suitability of each RET methods examined varied in different 
climate conditions and regions. Recommendations for choosing the ‘best’ method based on 
location, time-step and data availability would be based on the rankings in Tables 4.4, 4.6 
and 4.7. The results suggested that temperature methods produced higher accuracy in the 
monthly time-step than daily and weekly time-steps. For all time-steps radiation-based 
methods were superior to temperature and temperature-humidity-based methods. This 
confirmed the assumption that in the humid climate of North Carolina radiation (i.e. available 
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energy) is the primary drive for evapotranspiration. The poor performance of HS compared 
to MS and MH indicated the advantage of improved method of estimating incoming solar 
radiation. Introducing monthly precipitation into the HS method (i.e. the MH method) did not 
outperform the HS method adjusted by temperature-dependent KT coefficient (i.e. the MS 
mode). The purely empirical FAO-Blaney-Criddle (BC) method produced estimates with 
acceptable accuracy but its high data demand made it less desirable than the other simpler 
methods. In the two methods using only temperature and humidity data, RN produced 
significantly better estimates than Ln. The suitability of these methods for developing 
operational RET methods would be further discussed in the next chapter. 
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5.0 DEVELOPMENT OF OPERATIONAL RET AND PET METHODS 
 
For operational estimation of RET in irrigation scheduling and water resources 
studies the trade-offs between performance and data need must be considered. Therefore, 
although Pn and BC both produced estimates with relatively high accuracy, they were not 
suitable candidates as they require the same set of inputs as PM. Methods with fewer inputs 
and overall good correlation such as RS and HS were more suitable for further calibration. 
Due to the regional difference in the method performance, operational methods were 
developed for different regions. In section 5.1, the choosing of methods for calibration to the 
ASCE Penman-Monteith equation was discussed and the procedures and results were 
presented. In section 5.2, ratios between PET and RET, or the RET-to-PET transfer 
coefficients were computed for various land cover types.  
 
5.1 Development of operational RET methods 
Based on data availability from the existing networks of climate stations, three basic  
categories of operational RET methods were considered: 1) temperature-based equations, 
which could be applied at more than 270 stations throughout North Carolina; 2) temperature-
humidity-based equations, which could be applied at 94 stations at present and 3) radiation-
based equations which could be applied at 28 sites. At present the stations in North Carolina 
that measure solar radiation also make wind and humidity measurements, which satisfy the 
data requirement of the Penman-Monteith equation. However, based on the superior 
performance of the radiation-based equations, it is suggested that accurate RET estimates can 
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be obtained by installing a solar radiation sensor at a temperature-only station, without 
additional need for wind and humidity sensors. On the other hand the operational radiation-
based equations will be useful when wind or humidity data is missing or unreliable at a 
ECONet site. 
The general procedures of developing an operational RET method were:  
Step 1. Determine the formulation of a candidate equation with unknown coefficients; 
Step 2. Fit the candidate method with calculated daily ETo data to obtain temporary 
coefficients for each term at individual stations (only the station-year with at least 365 days 
of data were used); 
Step 3. Map the coefficients at individual stations to examine spatial patterns;  
Step 4. Determine whether any two or more sub-regions could be merged based on 
similarity in the coefficients;  
Step 5. Aggregate the ETo data in each newly-defined region and fit the candidate 
equation with calculated daily, weekly (April-October only) and monthly ETo data to obtain 
coefficients for each term for the region (only the station-year with at least 365 days of data 
were used). 
Step 6. Apply daily methods to weekly and monthly scales to determine whether final 
methods for different periods could be combined. 
 
5.1.1 Temperature-based methods 
Among the temperature-based RET methods evaluated, MS has been shown to 
perform better than HS in weekly and monthly intervals. This suggested the success of 
Samani’s KT estimation equation (Eq. 2.17) and potential good performance in the daily 
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scale. In an experimental study (not shown), Eq. 2.17 was calibrated using the actual KT 
values calculated from observed daily radiation and temperature. The modified KT equation 
was then used to form the modified-MH method. The modified-MH method was then shown 
to have poor performance, with overall d1 of about 0.4 in the daily scale. Since MH is a 
modified version of HS in terms of improvement of the radiation estimation term through KT, 
this also suggested that further improvement the radiation estimation term alone in the HS 
method may not obtain optimal results. On the other hand weekly and monthly SEE’s of HS 
were smaller than MS and the difference in weekly interval is larger. This suggested that in 
short intervals the simply SLR-adjusted original HS tends to work better than SLR-adjusted 
MS. Thus direct calibration based on the original Hargreaves-Samani equation was preferred 
and improvement could be achieved by adding a temperature term. So the candidate method 
was: 
 TcHSccETo ×+×+= 210       (5.1) 
 Combining Eq. 2.14 and 5.1 the following formulation is obtained: 
 TcTTRccET ao ×++D×+= 210 )8.17(     (5.2) 
 The obtained operational methods at daily, weekly and monthly scales, i.e. Eq. 5.3 – 
5.6 were presented in Table 5.1. The weekly methods were developed from the warm season 
(April – October) data and should only be applied to the same period. The RMSE’s of these 
equations were significantly reduced in the weekly and monthly time-steps than the original 
HS equation. Comparison of the percent mean absolute error (MAE%) produced by the 
modified methods and the original HS method revealed relatively minor improvement over 
daily and weekly scales and large improvement over the monthly scale (Fig  5.1).  
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 TABLE 5.1 Recommended operational RET models. (Regions: C –Tidewater and Inner 
Coastal Plain; P – Piedmont; S – Sandhills; M – Mountains.) 
 
Input Time 
interval 
Applicable 
region 
Equation no. 
Except S 1346.002.0)8.17(1075.8
4 +-+D´= - TTTRET ao  5.3 
daily, 
weekly* 
S 2998.0025.0)8.17(1006.9
4 +-+D´= - TTTRET ao  5.4 
Except S 1346.002.0)8.17(1075.8
4 +-+D´= - TTTRET ao  5.5 T m
ax
, T
m
in
 
monthly 
S 4144.00041.0)8.17(1073.7
4 +-+D´= - TTTRET ao  5.6 
C, P  1235.28626.202.0)8.17(1002.7
4 +-++D´= - RHTTTRET ao  5.9 
S 9589.1639.20232.0)8.17(1011.7
4 +-++D´= - RHTTTRET ao  5.10 
daily, 
weekly 
M 6679.19328.10051.0)8.17(1097.6
4 +-++D´= - RHTTTRET ao  5.11 
C, P  7422.13711.20107.0)8.17(1047.7
4 +-++D´= - RHTTTRET ao  5.12 
S 2145.13201.10132.0)8.17(1016.7
4 +-++D´= - RHTTTRET ao  5.13 
T
m
ax
, T
m
in
, R
H
 
monthly 
M 7589.04749.10403.0)8.17(1043.8
4 -+-+D´= - RHTTTRET ao  5.14 
daily 
All** 611.0079.0149.0 -+= TRET so  5.16 
C, P  2064.10771.01833.0 -+= TRET so  5.17 
S 0421.10752.01892.0 -+= TRET so  5.18 
weekly 
M 8072.00643.01662.0 -+= TRET so  5.19 
C, P  8123.00485.01970.0 -+= TRET so  5.20 
S 7317.00562.01947.0 -+= TRET so  5.21 
R
s,
 T
 
monthly 
M 4495.00462.01633.0 -+= TRET so  5.22 
 
* Weekly models are applicable for April – October only. 
** Same as the original RS model. 
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 FIGURE 5.1 Percent mean absolute error (MAE%)of operational RET functions.  
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 FIGURE 5.1 Continued. 
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5.1.2 Temperature and humidity-based methods 
Of the two temperature and humidity-based methods, Ln had poor performance in all 
temporal scales and was not worth further calibration. RN was only applied to weekly and 
monthly scales and it ranked higher among monthly RET methods (4th) than among weekly 
methods (6th). However, RN ranked behind MS (which required only temperature data) in 
both time-steps. Based on the previous discussion on MS vs. HS, HS was preferred to RN for 
calibration with humidity term added. Thus the candidate method was: 
RHcTcHSccETo ×+×+×+= 3210       (5.7) 
Combining Eq. 2.14 and 5.7 the following formulation is obtained: 
RHcTcTTRccET ao ×+×++D×+= 3210 )8.17(     (5.8) 
The obtained operational methods, i.e. Eq. 5.9 – 5.14 were presented in Table 5.1. In 
the daily time-step MAE% produced by the modified method were significantly reduced 
compared to the Ln method, especially at the Mountains stations (Fig. 5.1). In the weekly and 
monthly scales, the modified method showed considerable improvement over Ln and 
relatively small improvement over RN; however, error was greatly reduced at stations where 
it was relatively larger . Compared to the original HS, Eq. 5.9 – 5.14 significantly reduced 
the estimation error, especially in the Mountains region. 
Fig. 5.2 compared the cumulative errors of the original HS method and the modified 
temperature-based (Eq. 5.3 – 5.4) and temperature-humidity-based (Eq. 5.9 – 5.11) RET 
methods at selected stations representative of the five sub-regions. Original HS overestimate 
ETo significantly and both modified methods had greatly reduced the cumulative annual error 
except for the Sandhills region. Both methods tended to underestimate ETo in the Coastal 
Plains and Sandhills where the temperature-humidity-based method give only small 
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improvement over the temperature-based method. In the Piedmont and Mountains both 
methods tended to overestimate ETo and the error produced by the temperature-humidity-
based method was greatly smaller than that of the temperature-based method. 
 
5.1.3 Radiation-based methods 
 Solar radiation is the most important variable to determine reference 
evapotranspiration (Fig. 5.3). At the stations  where solar radiation is measured, 
measurements of wind and humidity are generally also made. The winds are generally light 
and narrow-ranged and play only very small role (small correlation with ETo) to RET in NC, 
and due to the large uncertainty in wind data, it is not considered an effective input in 
estimating RET. the influence of wind on RET is small because during the warm season 
(April – October) when RET often accounts for over 75% of annual total RET, the study area 
is often dominated by high pressure systems that causes low winds, which prevents the  
mixing of the more humid air near the ground with the drier air above so that water vapor is 
trapped near the ground. Relative humidity is typically around 0.8 between June and October 
and VPD is smaller than 0.5 kPa. The correlation coefficient between ETo and solar radiation 
were above 0.95 in most stations during the warm season, which indicated the predominant 
control of solar energy especially in the warm season. This also explained the smallest error 
produced by radiation-based methods during peak months.  
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FIGURE 5.2 Comparison of cumulative daily RET by ASCE standardized Penman-Monteith 
equation, the original HS and the modified temperature-based (Eq. 5.3 – 5.4) and temperature-
humidity-based (Eq. 5.9 – 5.11) RET equations at selected stations representative of the five sub-
regions.   
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 FIGURE 5.3 Coefficient of determinant (R2) between daily RET and meteorological 
parameters.  
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Among the radiation-based methods, JHv could be improved by deriving regionally 
calibrated monthly adjustment factor; however, it requires input of solar radiation and in the 
case of NC the advanced stations that measures solar radiation usually also measures wind 
and humidity and therefore the full PM method could be applied. The same reason also 
applies to PT; on the other hand although they generally gain better results than the original 
HS method, they were outperformed by the modified HS method (MS) which is also solely 
temperature-dependent. Therefore the candidate radiation-based method will be based on the 
solar radiation-based regression (RS) method:  
TcRccET so ×+×+= 210       (5.15) 
The obtained operational methods, i.e. Eq. 5.9 – 5.14 were presented in Table 5.1. 
Because little improvement of the daily RS method could be made, the original coefficients 
were retained. Thus Eq. 5.16 was exactly the same as Eq. 2.3. In the weekly and monthly 
time-steps MAE% were slightly reduced compared to the original RS method (Fig. 5.1). 
Calibrated weekly and monthly RET methods corrected the convex-shape of data of the 
original RS method (not shown).  
An attempt was also made to modify the RS method with a humidity term added. The 
candidate radiation-humidity-based method was:  
RHcTcRccET so ×+×+×+= 3210      (5.23) 
The results suggested that calibrated method based on Eq. 5.23 did not give 
significant improvement over Eq. 5.9 – 5.14. This may due to the strong relation between 
temperature and humidity (Fig. 3.9), having humidity data in addition to temperature does 
not increase the accuracy of the RET estimates by the empirical methods tested. Therefore 
such RET method was not recommended.  
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5.2 RET-to-PET transfer coefficients 
At the ECONet stations, daily PET were calculated using the literature-derived 
parameters and empirical methods of computing surface and aerodynamic conductances 
described in Chapter 2. At each station, PET was calculated for six land cover types. The 
monthly LAI values of each land cover at each station were the average of the grid cells of 
that surface in the 50-km square window surrounding the cell of the station. Regional 
monthly mean of daily ratio between ETp and ETo were calculated for each land cover (Fig. 
5.4; Appendix C). These are the transfer coefficients (a) that are similar to the concept of 
‘crop coefficient’ in agricultural practice and can be used to compute PET for a specific land  
cover type from known RET data:  
ETp = a ETo (5.24) 
Except for shrubs in the Tidewater region, transfer coefficients were generally above 
1.0 during April to November. The sharp increase from March to April and the relatively 
stable values between April and October corresponded to the same characteristics in the 
monthly LAI curves (Fig. 2.3). However, as the ratio between ETp and ETo is a function of 
several meteorological parameters, regional variations for a specific surface cannot be 
explained by LAI alone. For example, regional variations of the transfer coefficient were 
relatively small (usually less than 0.2) for grasses and crops while their variations in LAI 
were relatively large among all land covers.  
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 FIGURE 5.4 Monthly RET-to-PET transfer coefficients by land cover type and region.  
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 FIGURE 5.4 Continued. 
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 FIGURE 5.4 Continued. 
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Fig. 5.5 indicated the percent mean absolute error of calculated daily PET using the 
developed transfer coefficients and RET data compared to the calculated PET data. The 
transfer coefficients gave relatively more accurate estimates of PET for grasses and  crops 
than for other land covers with most MAE% below 20. At individual sites in the Tidewater 
region (e.g. AURO), western Piedmont region (e.g. SALI) and Mountains region (e.g. BEAR) 
for other land covers, the MAE% could reach or exceed 100. In general the errors were 
largest in the Mountains region. Fig. 5.6 indicated that the errors were significantly reduced 
in the monthly scale. 
Based on the discussion of the effect of substituting Gc for Gs in Chapter 2, the ETp 
and hence the transfer coefficients during the cool season, and especially for sparse 
vegetation such as shrubs, savannas and broadleaf crops, may be underestimated. On the 
other hand, the coefficients would be most reliable when LAI is greater than about 3, or 
where the ground is fully vegetated (i.e. when Gs approaches Gc and the contribution of soil 
evaporation is negligible). Sensitivity analysis could be done to explore the variations of the 
transfer coefficients as a function of meteorological conditions and canopy prosperities. 
Accuracy of the transfer coefficients is greatly improved in the monthly scale than in the 
daily scale; therefore, application of the transfer coefficients in Table 5.2 to obtain monthly-
mean daily PET estimates from RET data of the same scale is recommended. 
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 FIGURE 5.5 Mean percent absolute error of calculated daily PET using Eq. 5.24. 
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 FIGURE 5.5 Continued. 
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 FIGURE 5.6 Mean percent absolute error of calculated monthly PET using Eq. 5.24. 
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 FIGURE 5.6 Continued. 
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5.3 Summary of results 
The original HS and RS methods were modified/calibrated to give RET estimates 
equivalent to the ASCE Penman-Monteith equation for different regions and time-steps in 
North Carolina. The recommended operational methods were found in Table 5.1. Using the 
operational equations daily percent mean absolute error (MAE%) compared to Penman-
Monteith equation were generally below 20 while the weekly and monthly equations 
generally produced MAE% less than 10.  
Monthly RET-to-PET transfer coefficients (a) were computed for each of the five 
sub-regions for six major land cover biome types: grasses and cereal crops, shrubs, broadleaf 
crops, savannas, broadleaf forests and needleleaf forests (Appendix C). The transfer 
coefficients are recommended to obtain monthly-mean daily PET estimates from RET data of 
the same time-step. The transfer coefficients were generally above 1.0 between April and 
November. The coefficients reflected seasonal phenology of the vegetation as well as varying 
regional variations for different surfaces. For example, regional variations of the transfer 
coefficient were relatively small for grasses and crops while shrubs had the largest variations 
in different regions. The transfer coefficients gave relatively more accurate estimates of PET 
for grasses and crops than for other land covers with most MAE% below 20.  
 
  
 
 
 
6.0 LONG-TERM REFERENCE EVAPOTRANSPIRATION IN NORTH 
CAROLINA 
  
The temperature-based operational RET equations for monthly time-step (Eq. 5.5-5.6) 
developed in the previous chapter were applied to calculate RET time-series at long-term 
climate stations and develop statewide RET maps for the 50-year period of 1951-2000. These 
equations were chosen because temperature was the only parameter with such length of 
record. The equations suggested that the estimated RET were determined by monthly-mean 
temperature, temperature range (i.e. difference between maximum and minimum 
temperatures) and latitude of the location, which determines the extraterrestrial radiation 
received. Calculated RET were also compared with pan evaporation at three active stations in 
North Carolina. 
 
6.1 Long-term climate stations  
Before the introduction of automatic weather stations in 1998, temperature and 
precipitation were the only parameters measured routinely at the largest network of weather 
stations, i.e. the Cooperative (COOP) stations. Of the 169 existing COOP stations, 116 had 
been established since 1948. Long-term stations were defined as those having at least 98% 
paired monthly maximum and minimum temperature data available between years 1951 and 
2000. This criterion limited the missing data to 12 records/months at maximum during the 
50-year period. With this criterion 52 long-term stations were identified within North 
Carolina (Fig. 6.1). Among these stations 6 were in the Tidewater region, 8 in the Inner 
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Coastal Plain, 18 in the Piedmont, 19 in the Mountains and only 1 was in the Sandhills region. 
Missing data were filled with long-term (1951-2000) averages of the same months. 
Information of these stations was provided in Appendix D.  
 
 FIGURE 6.1 Locations of long-term climate stations. 
 
 
 
6.2 Trends and spatial variations of historical monthly RET  
Historical monthly RET at the 52 long-term stations were calculated for 1951-2000. 
The averaged results of annual total for the five sub-regions were compared (Fig. 6.2). 
Annual total RET were the highest in the Sandhills with a 50-year average of 1259 mm, 
followed by the Inner Coastal Plain (1163 mm), Piedmont (1103 mm), Mountains (1084 mm) 
and Tidewater (1060 mm). Only weak interannual variabilities – usually less than 5% of 
annual total RET – were observed, which were generally lower than the possible error caused 
by the RET equation used and were therefore insignificant. Neither any long-term trend nor 
significant regional difference in the temporal variations was found. The seemingly higher 
RET in the Mountains region than the Tidewater region should not be interpreted as the 
reality because the Mountain stations were usually sited in relative low-lying, warmer 
locations and were not representative of the entire region. (The highest station only has an 
elevation of 1170 meters whilst the peak of the mountains, i.e. Mount Mitchell is 2038 
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meters.) Although the Tidewater region had the highest mean temperature in the state, its low 
temperature ranges were responsible to the low RET rate, which is the result of relatively 
high humidity and greater cloud cover caused by the adjacent ocean.  
Long-term trends in the four seasons were absent, either (Fig. 6.3). RET peaked in 
summer, followed by spring, fall and winter, which was consistent with the RET calculated 
with the Penman-Monteith equation at the ECONet stations. The seasonal contrast and the 
magnitude of the interannual fluctuations, as indicated by standard deviations, were similar 
across the state (Table 6.1).  
Individual stations of each sub-region were also selected for detailed comparison (Fig. 
6.4). Decadal average monthly-mean daily RET (Fig. 6.5) suggested that the annual cycle of 
RET followed the symmetrical path of temperature and solar radiation closely, reaching 
maximum in either June or July. The Sandhills station (Hamlet) generally had the highest 
RET rate; followed by the Coastal Plain station (Smithfield), the Piedmont station (Chapel 
Hill) and the Mountains station (Black Mountain). The Tidewater station (Morehead City) 
usually had the lowest RET rate and its differences with other stations were small in the cool 
season but greatest in the peak months. With the similar latitude as the Sandhills station 
(Hamlet), the much- lower RET at Morehead could be attributed to its smaller temperature 
range due to the ocean’s effect (Fig. 6.6 and 6.7). Although Morehead City had the highest 
mean temperatures among the five locations, its temperature ranges were markedly lower. 
The large temperature ranges at Hamlet were caused by its lower cloud cover and drier 
atmosphere due to the fast-draining sandy soils. 
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 FIGURE 6.2 Time-series of regional average annual total RET between 1951 and 2000. Error 
bars represent RMSE resulted from applying the estimation equation to data from the ECONet 
stations.  
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 FIGURE 6.2 Continued. 
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 FIGURE 6.3 Time-series of seasonal annual total RET between 1951 and 2000 averaged over 
52 long-term stations. (Spring: March – May; Summer: June – August; Fall: September – November; 
Winter: December – February). 
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 FIGURE 6.3 Continued. 
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 FIGURE 6.4 Locations of five selected long-term climate stations. 
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 FIGURE 6.5 Time-series of average decadal monthly-mean daily RET at five select long-term 
climate stations. (Regions: C – Coastal Plain; P – Piedmont; S – Sandhills; M – Mountains.) 
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 FIGURE 6.5 Continued. 
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 FIGURE 6.6 Time-series of annual mean temperature at five select long-term climate stations. 
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 FIGURE 6.7 Time-series of annual mean temperature range (Tmax – Tmin) at five select long-
term climate stations. 
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 TABLE 6.1 Regional seasonal and annual total RET (mm) and standard deviations (S.D.).  
  Tidewater Inner Coastal Plain Piedmont Sandhills Mountains 
sum 315 344 326 365 318 Spring 
S.D. 11.6 12.6 10.5 12.6 10.9 
       
sum 396 449 432 471 424 
Summer 
S.D. 14.5 22.0 19.9 19.7 19.5 
       
sum 220 239 225 267 222 
Fall 
S.D. 7.7 10.0 9.8 10.4 10.5 
       
sum 129 130 121 155 119 
Winter 
S.D. 6.3 7.2 6.2 8.4 6.0 
       
sum 1060 1163 1103 1259 1084 
Annual 
S.D. 26.9 33.5 28.7 29.5 27.6 
 
The five stations showed varying fluctuations and trends in annual total RET (Fig. 6.8) 
in the 50-year period. The 50-year average annual total RET of the five stations were 1002 
(Morehead City), 1184 (Smithfield), 1132 (Chapel Hill), 1213 (Hamlet), 1089 (Black 
Mountain) millimeters, respectively. The standard deviations were 64.4, 35.7, 52.9, 31.7, 
33.7 mm, respectively, all of which were lower than the RMSE obtained by the RET 
equation. The annual total RET curves adhered to the variations of temperature range more 
closely, e.g. the rapid increase in Chapel Hill during the 1970s and in Morehead City during 
1960s – 1990s. 
 
6.3 Comparison of RET and pan evaporation (Ep) 
The calculated RET were also compared with pan evaporation at three stations in 
eastern North Carolina: Chapel Hill 2 W (35.909, -79.079), Aurora 6 N (35.387, -76.776) and 
Hofmann Forest (34.833, -77.300) (Fig. 6.9) in the 1990s. Although pan evaporation data 
was largely absent for the cool seasons, the available data suggested that ETo and Ep were 
relatively close while their departure increased as it became warmer. In the peak months Ep 
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was usually 1-2 mm greater than ETo per day. Although Hofmann Forest and Aurora were 
both located in the Tidewater region, the latter had much higher departure between ETo and 
Ep. One possible reason was that the Hofmann Forest station was located within an extensive 
forested area about 20 km from the coast, which would cause it to have lower wind speed and 
higher humidity relative to the Aurora station. Another reason could be the similar average 
temperature but much-smaller temperature range at Aurora (Fig. 6.10), which meant greater 
nighttime pan evaporation. The large bias of pan evaporation during the warm seasons 
suggested it less favored compared to the simple empirical RET equations, which does not 
require the operation and maintenance of the evaporation pans. 
 
6.4 Temperature interpolation for estimating statewide RET  
In order to develop statewide RET maps, grid-based temperature surfaces needed 
firstly to be generated by interpolation so that RET could be calculated at each grid cell. To 
obtain the best temperature interpolation results the following criteria was applied to ensure 
there were as many stations as possible for each interpolation: 1) the station must have at 
least 16 years’ data between 1951 and 2000; 2) it must cover at least two decades with at 
least 8 years available per decade. A total of 166 stations, including 16 stations from South 
Carolina, Virginia and Tennessee, were selected. The actual number of stations used for each 
month varied between 100 and 148. 
Collins and Bolstad (1996) compared a number of temperature interpolation 
techniques and found that polynomial regression with an elevation term gave the most 
plausible results (i.e. had the lowest MAE and were representative of the original range of the 
data) when the correlations between elevation and temperature were higher than 0.6 for  
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 FIGURE 6.8 Time-series of annual total RET at five select long-term climate stations. 
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 FIGURE 6.9 Comparison of monthly-mean daily RET and pan evaporation at three stations in 
the 1990s. 
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 FIGURE 6.9 Continued. 
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 FIGURE 6.10 Comparison of monthly mean temperature and temperature range at Chapel Hill, 
Hofmann Forest and Aurora between 1991 and 2000. 
 
 
 
 
 
seasonal and daily data. Of the 52 long-term stations 95.7% of monthly temperature data 
between 1951 and 2000 satisfy this criterion.  Therefore polynomial regression was chosen to 
interpolate temperature to the 1 km grid same as the LAI and land cover maps. Followin 
Collins and Bolstad’s method, Mallow's Cp statistic was calculated to select the best fit with 
the simplest method. For each month in the study period, temperature was fitted to first-, 
second-, and third-order polynomials of the X, Y coordinates and elevation. The method with 
lowest Mallow's Cp statistic was then chosen for interpolation. Thus the method used for 
different decade/month varied. The complete method, i.e. the third-order method that 
included all possible predictor variables was:  
 163 
hbXYbYXbYbXbXYbYbXbYbXbbT 10
2
9
2
8
3
7
3
65
2
4
2
3210 ++++++++++=  
where X, Y are coordinates of each grid node and h is elevation. The same procedures could 
be used to create temperature and RET surfaces of other temporal scales with proper 
selection of climate stations. 
 
6.5 Errors in mapping RET 
Two major sources of error contributed to the total error in the RET maps: the RET 
equations used and the temperature interpolation process. Other sources of error, e.g. the 
Penman-Monteith equation, the natural variability of climate variables and the climate data 
were not amenable to quantify and therefore not considered. Using equations 5.5-5.6, RET 
was calculated as a function of Tmax and Tmin. Assuming the temperature data were error- free 
and the interpolated temperature fields had standard errors of estimate (SEE) of smx and smn, 
for maximum and minimum temperatures respectively, the estimated standard deviation 
(sETo) of the estimated RET due to temperature interpolation is given by 
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Although the RET maps were generated on a regular grid with a high spatial 
resolution (1-km) the errors were not evenly distributed and larger error is expected where 
temperature stations were sparse. 
The errors of estimated RET contained in the estimation equations 5.5-5.6 were taken 
as the root-mean-square-error (RMSE) resulted from applying the equations to data from the 
ECONet stations. Finally the estimated total absolute error in the RET maps were calculated as 
the sum of the two quantities, i.e. sETo and RMSE.  
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6.6 Statewide RET  
The annual total RET maps were plotted for two 30-year climatic normal periods: 
1951-1980 and 1971-2000 (Fig. 6.11). The two maps showed both longitudinal and 
latitudinal spatial trends in similar patterns. In the Piedmont and Inner Coastal Plain regions 
there was a decreasing trend from south to north. In the coastal region RET increased as the 
distance to the ocean increases, due to the higher temperature ranges and dryness. The 
Sandhills region distinctly had the highest RET rate in the state, which could be attributed to 
its warmer and drier climate. The discontinuity of RET values on the Sandhills boundary was 
caused by the different equation used to estimate Sandhills RET. In the Mountains region 
RET was influenced primarily by elevation and to a lesser extent, by latitude. The overall 
annual total RET were slightly lower for the 1971-2000 period except in the south-most end 
of the state (Fig. 6.12). However, this difference was well within the error ranges of either 
map (Fig. 6.13), which suggests that no significant change in climatic normal could be 
detected with the current level of accuracy. The error in the Mountains region could be 
underestimated because the number of stations used to develop the RET equation may be 
insufficient in representing the complex terrain or the entire region.  
Difference in decadal mean annual total RET suggested a widespread decrease in the 
1960s and the 1990s (Fig. 6.14). In the 1960s the decline was greatest in the central and north 
Coastal Plain and the Mountains. In the 1970s the entire Tidewater region and part of the 
Mountains region had increased RET and RET decreased in the Piedmont. The southern end 
of the Tidewater region had an increase during 1960s-1970s but then a decrease during 
1980s-1990s. In the 1980s the pattern was reversed: RET decreased in the Coastal Plain but 
increased in the Piedmont. The 1990s had a statewide decrease that was greatest in the south 
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and the northeast. Although these changes were not significant with the current level of 
accuracy they could still be linked to changes in the past climate in North Carolina. Research 
has showed that over the past 30 years of 1998, mean temperature had increased while the 
difference between maximum an minimum temperatures had decreased (Boyles and Raman, 
2003). On the other hand dew point had been increasing in all seasons between 1961 and 
1995 (Gaffen and Ross, 1999). The increased atmospheric humidity canceled off the effect of 
warmer temperature, which explained the general statewide decline in RET.  
Thirty-year normal monthly-mean daily RET and the estimated error for 1971-2000 
were presented in Fig. 6.15 and 6.16. These maps showed similar spatial patterns and ranges 
of RET and the estimated error to those of the 1951-1980 period (not shown). The statewide 
south-north increasing trend dominated the winters. On the other hand, the inland-coast 
decreasing trend in the eastern North Carolina began to emerge in April, became most 
pronounced in the summers and diminished in October. The Sandhills region stood out with 
considerably higher RET rates than its surrounding areas, which was more pronounced in the 
cold seasons.  
 
 
 
 
 
 
 
 
 
 
  FIGURE 6.11 Comparison of thirty-year normal annual total RET (mm) between 1951-1980 
and 1971-2000.  
 
 
 
 FIGURE 6.12 Difference between normal annual total RET of 1971-2000 and 1951-1980 
periods. 
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FIGURE 6.13 Estimated total absolute error of the thirty-year normal annual total RET fields. 
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FIGURE 6.14 Difference between decadal mean annual total RET. 
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 FIGURE 6.15 Thirty-year (1971-2000) normal monthly-mean daily RET. 
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 FIGURE 6.15 Continued. 
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 FIGURE 6.15 Continued. 
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 FIGURE 6.16 Estimated absolute error of the thirty-year normal monthly-mean daily RET 
fields of 1971-2000. 
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FIGURE 6.16 Continued. 
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FIGURE 6.16 Continued. 
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7.0 SUMMARY AND CONCLUSIONS 
 
The increasing water demand in North Carolina in the recent decades requires a better 
understanding of evapotranspiration which is an important component of the hydrological 
cycle. Historically the lack of observations and operational estimation methods has led to 
little information about the distribution and variabilities of past evapotranspiration. An 
analysis of the temporal trend and spatial distribution of reference evapotranspiration was 
given in this study. This dissertation also provided insight into the performance of the 
atmometer observations and empirical equations in North Carolina. Recommendations were 
made to estimate RET with operational equations calibrated to the ASCE Penman-Monteith 
equation to meet different data availability and time-steps as well as to estimate potential 
evapotranspiration of several major land cover types. The operational RET equations would 
benefit the agricultural community in North Carolina with a simple and effective method to 
estimate their crop water needs with routine climate data and typical crop coefficients. The 
technique used to develop RET maps can also be applied with the RET-to-PET transfer 
coefficients to create maps of areal potential evapotranspiration in water resources studies at 
regional and watershed scales. A summary and discussions of the findings are provided here. 
 
 
7.1 Performance of ETgages 
The observations of reference crop evapotranspiration by ETgages were compared 
against the ASCE standardized Penman-Monteith equation for alfalfa reference surface. In 
general the ETgages response to the atmospheric drivers as expected but their sensitivity to 
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wind is low. This may have caused the large difference between the ETgage readings (ETg) 
and results of Penman-Monteith equation (ETr) in windy conditions. The average ratio 
between ETg and ETr was 0.79 across the state. Unlike U.S. Class A pans, the ETgages were 
not affected by in excessive evaporation due heat storage problems and ETg normally tends 
to be lower than ETr. Low ETg readings compared to ETr in rainy days are believed to be 
caused by evaporation impeded by interception of rain on the evaporating surface. This 
indicated that the convex surfaces of the ETgages were not capable of preventing rainwater 
accumulation. However, for irrigation management purpose the reduced ETg in rainy days 
may be more realistic than the Penman-Monteith equation, since the transpiration from crops 
is suppressed temporarily by the evaporation of intercepted rainfall on the plants. Further 
research is needed to determine the interpretation of both ETg and ETr during and after 
rainfall. Therefore extremely low ETg readings on rainy days should be used with caution. 
The agreement with Penman-Monteith equation results were significantly improved at 
monthly and weekly scales. Linear regression equations developed for different regions and 
rainfall conditions (Table 7.1) were recommended to be used to adjust daily ETg to ETr after 
spurious ETg observations have been removed.  
 
 TABLE 7.1 Recommended regression functions to convert daily ETg observations to ETr. 
 
 
Daily precipitation 
Tidewater and Inner 
Coastal Plain 
Piedmont and 
Mountains 
Sandhills 
No data ETr = 0.84 ETg +1.55 ETr = 0.77 ETg +1.42 ETr = 0.74 ETg +2.23 
= 0 ETr = 0.90 ETg +1.17 ETr = 0.83 ETg +1.07 ETr = 0.77 ETg +2.02 
< 10 mm d-1 ETr = 0.87 ETg +1.62 ETr = 0.80 ETg +1.52 ETr = 0.82 ETg +2.20 
= 10 mm d-1 ETr = 0.83 ETg +1.87 ETr = 0.80 ETg +1.64 ETr = 0.70 ETg +2.39 
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7.2 Performance of empirical equations  
Twelve empirical RET methods based on different requirements of meteorological 
data were compared against the ASCE standardized Penman-Monteith equation for reference 
grass. The performance and suitability of each empirical RET method varied with different 
climate conditions and regions. The performance of the methods in daily, weekly and 
monthly time scales were ranked based on the criteria of “d1 = 0.80 AND MAE% < 20” and 
the orders of the acceptable methods were presented in Table 7.2. The combination-type 
method (i.e. Penman method) gave the closest results to the Penman-Monteith equation. In 
the humid climate of North Carolina available energy is the dominant drive for 
evapotranspiration, which explained the superiority of the radiation-based (Solar radiation-
based regression, Jensen-Haise and Priestly-Taylor equations) methods, especially in short-
term intervals. Temperature methods produced higher accuracy in the monthly time-step than 
daily and weekly time-steps. The poor performance of original Hargreaves-Samani equation 
compared to Modified-Samani and Modified-Hargreaves indicated the advantage of 
improved method of estimating incoming solar radiation. The Jensen-Haise method adjusted 
by variable monthly coefficients yielded better results than the one adjusted by a constant 
coefficient. This suggested that the original Jensen-Haise method had a seasonally different 
bias in this region. Analyses suggested that the Linacre equation and Thorthwaite equation 
had the poorest performance and were not recommended for use in any condition.  
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 TABLE 7.2 Ranks of acceptable daily, weekly and monthly RET models. 
 
 
7.3 Operational RET equations and for and RET-to-PET coefficients 
The Hargreaves-Samani and solar radiation-based regression equations were modified 
and calibrated to obtain operational RET estimating methods with different data availability. 
Figure 7.1 presents the recommended operational RET equations based on different data 
availability and time-step. Only the temperature and temperature-humidity based equations 
were included for application in the current networks of climate station that do not measure 
all the parameters needed by the full Penman-Monteith equation, i.e. the COOP and 
ASOS/AWOS stations. The temperature-based equations could be applied to more than 270 
stations throughout North Carolina and for many cooperative stations time-series of more 
than 50 years could be obtained. The temperature-humidity-based equations could be applied 
 Rank 
North 
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to 94 stations, mostly operated since 1998. Radiation-based equations were also developed 
(Eq. 5.16 – 5.22), which provide the possibility of obtaining good RET estimates by adding 
only a solar radiation sensor at a temperature- only station. They are also useful when wind or 
humidity data is missing or unreliable at the ECONet sites. The estimation error (indicated by 
RMSE) for each equation can be found in Table 7.3. These equations could produce percent 
mean absolute error (MAE%) of about 20 and 12 in daily and weekly time-steps, respectively. 
At monthly scale MAE% was generally less than 10.  
Monthly RET-to-PET transfer coefficients (i.e. ratio between PET and RET) were 
developed for each of the five sub-regions for six major land cover biome types: grasses and 
cereal crops, shrubs, broadleaf crops, savannas, broadleaf forests and needleleaf forests 
(Appendix C). The transfer coefficients were generally above 1.0 between April and 
November. The coefficients reflected the phenology of the vegetation, for example, the 
abrupt increase of the coefficients between March and April could be related to the leaf-on 
event in early spring. The coefficients also show varying regional variations for different 
surfaces. For example, regional variations of the transfer coefficient were relatively small for 
grasses and crops while shrubs had the largest variations in different regions. The transfer 
coefficients gave relatively more accurate estimates of PET for grasses and crops than for 
other land covers with most MAE% below 20. In general the errors were largest in the 
Mountains region. The errors were significantly reduced in the monthly scale. The transfer 
coefficients are recommended to obtain monthly-mean daily PET estimates from RET data of 
the same time-step.  
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 TABLE 7.3 Root-mean-square-error of operational RET equations. (Regions: C –Tidewater 
and Inner Coastal Plain; P – Piedmont; S – Sandhills; M – Mountains.) 
 
 Input Region 
RMSE of 
operational 
equation (mm d-1) 
RMSE of original 
equation (mm d-1)* Equation no. 
Except S 0.59 0.76 5.3 
Tmax, Tmin S 0.58 0.67 5.4 
C, P 0.51 0.75 5.9 
S 0.51 0.67 5.10 Tmax, Tmin, RH 
M 0.52 0.78 5.11 
D
ai
ly
 
Rs, T ALL 0.46 0.46 5.16 
Except S 0.36 0.62 5.3 
Tmax, Tmin 
S 0.36 0.51 5.4 
C, P 0.32 0.61 5.9 
S 0.33 0.51 5.10 Tmax, Tmin, RH 
M 0.33 0.65 5.11 
C, P 0.36 0.50 5.17 
S 0.29 0.55 5.18 
W
ee
kl
y 
Rs, T 
M 0.30 0.59 5.19 
Except S 0.28 0.58 5.5 
Tmax, Tmin 
S 0.26 0.46 5.6 
C, P 0.25 0.57 5.12 
S 0.26 0.46 5.13 Tmax, Tmin, RH 
M 0.22 0.62 5.14 
C, P 0.20 0.24 5.20 
S 0.14 0.25 5.21 
M
o
n
th
ly
 
Rs, T 
M 0.18 0.22 5.22 
 
* For temperature- and temperature-based equations: HS; for radiation-based equations: RS. 
 
 
7.4 Temporal trends and spatial patterns in RET 
The analysis of spatial-temporal patterns of reference evapotranspiration showed no 
significant trend in the past half century. Historical time-series for 1951-2000 showed only 
weak interannual fluctuations and no long-term trend was detected in both annual and 
seasonal total RET. RET always peaked in summer (June or July), followed by spring, fall. 
RET occurred in the winters was usually less than one-third of that in the summers. 
Comparison of RET and temperature curves at individual stations in each sub-region 
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indicated that both high temperature and temperature range were responsible for the highest 
RET occurred in the Sandhills. The Tidewater site had the lowest RET rates among the non-
mountain regions especially in the peak months, which was attributed to its higher humidity 
caused by the adjacent ocean.  
The statewide normal annual total RET showed both longitudinal and latitudinal 
spatial trends. In the Piedmont and Inner Coastal regions RET decreased from south to north 
whilst in the coastal plain RET increased in the inland direction. The Sandhills region 
distinctly had the highest RET rate in the state. RET was lowest in the Mountains region 
where it was influenced primarily by elevation and to a lesser extent, by latitude. The normal 
annual total RET decreased slightly in most part of North Carolina, but the difference was 
insignificant compared to the estimated error. The normal monthly-mean daily RET maps 
indicated that the statewide south-north increasing trend dominated the winters while the 
coast- inland trend in the coastal plain began to emerge in April and became most pronounced 
in the summers. The higher RET rates in the Sandhills region were more pronounced in the 
cold seasons.  
Except for some isolated mountain areas where higher precipitation is produced by 
topographic lifting effect, Tidewater is the rainiest region of the state especially in the 
summers. In general, with lower rates of potential evapotranspiration and greater 
precipitation, Tidewater and Mountains are at a lower risk of drought. On the other hand, the 
higher RET rates in the Inner Coastal Plain and Piedmont regions indicated greater likelihood 
of drought conditions as they receive less precipitation.  
Pan evaporation data were normally greater than estimated RET and the difference 
was greatest in the peak months (about 1-2 mm d-1). The large bias of pan evaporation during 
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the warm seasons suggested it less favored compared to the simple empirical RET equations. 
 
7.5 Future work 
 This dissertation is an exploratory study of the spatial and temporal variations of past 
potential evapotranspiration and it raised many unanswered questions that need future 
research. Although surface temperature and precipitation had been increasing, the lack of a 
trend in potential evapotranspiration did not support the theory of an intensified hydrological 
cycle. To understand the hydroclimate variability of this region in the past half century, the 
relation between potential and actual evapotranspiration needs to be explored and other 
components (ground water level and streamflow) of the hydrological cycle also need to be 
examined. The findings of this work should also be compared with other sources of long-
term analysis of evapotranspiration, e.g. estimations of climate models. An example of such 
dataset is the North American Regional Reanalysis  
(http://www.emc.ncep.noaa.gov/mmb/rreanl/; Mesinger et al. 2004), which provides an 
independent long-term estimate of surface potential evapotranspiration at high spatial 
resolution (32-km) for 1979-2003.  
 In order to fully understand the functioning of the ETgages and reveal the causes of 
discrepancies between ETg and ETr, further evaluation of the atmometer data especially at 
hourly scale is needed. This can also improve the QA/QC procedure for atmometer data and 
the accuracy of ETg-to-ETr transfer equations.  
Various types of wetlands are an important landscape type in North Carolina’s 
coastal plain. Since relatively few climate stations were located within or near the wetlands, 
the performance of the developed methods for this type of land is unclear. The issue of 
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wetland potential evapotranspiration needed to be addressed in greater detail, which is 
particularly important as wetlands affect many hydrological processes in the eastern North 
Carolina. More research is needed to estimate potential evapotranspiration in the mixed- land 
use patches such as those in the urban areas. This may require establishing an index of 
‘vegetation fraction’ from finer-scale images for the urban/suburban areas. The urban heat 
island effect also needs to be considered since most climate stations are located in rural areas. 
With the soil temperature and moisture now being monitored at many ECONet 
stations, future research could develop operational methods to estimate actual 
evapotranspiration with the soil data. Additional study on ground heat flux could give better 
estimates of available energy for more realistic estimates of potential evapotranspiration 
using the Penman-Monteith equation. 
 
A
pp
en
di
x 
A
: 
E
C
O
N
et
 S
ta
tio
ns
 U
se
d 
 
A
b
b
r. 
S
ta
ti
o
n
 N
am
e 
R
eg
io
n
* 
L
at
it
u
d
e 
Lo
ng
itu
de
 
E
le
va
ti
o
n
 (m
) 
O
b
se
rv
in
g
 p
er
io
d
 
A
U
R
O
 
P
am
lic
o 
A
qu
ac
ul
tu
re
 F
ie
ld
 L
ab
 
T 
35
.3
6
 
-7
6.
72
 
4 
20
01
-2
00
6 
B
E
A
R
 
B
ea
rw
al
lo
w
 M
ou
nt
ai
n 
M
 
35
.4
6
 
-8
2.
36
 
42
19
 
20
01
-2
00
6 
C
A
S
T 
H
or
tic
ul
tu
ra
l C
ro
ps
 R
es
 S
ta
tio
n 
T 
34
.3
2
 
-7
7.
92
 
43
 
20
01
-2
00
6 
C
LA
2
 
D
A
Q
 C
la
yt
on
 P
ro
fil
er
 
C
 
35
.5
9
 
-7
8.
46
 
25
0 
20
03
-2
00
6 
C
LA
Y
 
C
en
tr
al
 C
ro
ps
 R
es
ea
rc
h 
S
ta
tio
n
 
C
 
35
.6
7
 
-7
8.
49
 
35
0 
20
01
-2
00
6 
C
LI
N
 
H
or
tic
ul
tu
ra
l C
ro
ps
 R
es
ea
rc
h 
S
ta
tio
n
 
C
 
35
.0
2
 
-7
8.
28
 
16
6 
20
01
-2
00
6 
F
LE
T 
M
tn
 H
or
tic
ul
tu
ra
l C
ro
ps
 R
es
 S
ta
tio
n 
M
 
35
.4
3
 
-8
2.
56
 
20
67
 
20
01
-2
00
6 
FR
Y
I 
F
ry
in
g 
P
an
 M
ou
nt
ai
n 
M
 
35
.3
9
 
-8
2.
77
 
53
20
 
20
04
-2
00
6 
G
O
LD
 
C
he
rr
y 
R
es
ea
rc
h 
S
ta
tio
n 
C
 
35
.3
8
 
-7
8.
04
 
79
 
20
03
-2
00
6 
H
IG
H
 
U
N
C
G
 - 
Li
nd
al
e 
F
ar
m
 S
ta
tio
n
 
P
 
35
.9
9
 
-7
9.
97
 
91
0 
20
02
-2
00
6 
JA
C
K
 
S
an
dh
ill
s 
R
es
ea
rc
h 
S
ta
tio
n 
S
 
35
.1
9
 
-7
9.
68
 
62
5 
20
01
-2
00
6 
K
IN
S
 
C
un
ni
ng
ha
m
 R
es
ea
rc
h 
S
ta
tio
n 
C
 
35
.3
0
 
-7
7.
57
 
95
 
20
01
-2
00
6 
LA
K
E
 
La
ke
 W
he
el
er
 R
d 
F
ie
ld
 L
ab
 
P
 
35
.7
3
 
-7
8.
68
 
38
2 
20
01
-2
00
6 
LA
U
R
 
U
pp
er
 M
ou
nt
ai
n 
R
es
ea
rc
h 
S
ta
tio
n
 
M
 
36
.4
0
 
-8
1.
30
 
30
09
 
20
01
-2
00
6 
LE
W
S
 
P
ea
nu
t B
el
t R
es
ea
rc
h 
S
ta
ti
on
 
T 
36
.1
3
 
-7
7.
18
 
61
 
20
01
-2
00
6 
O
X
FO
 
O
xf
or
d 
T
ob
ac
co
 R
es
ea
rc
h 
S
ta
tio
n
 
P
 
36
.3
0
 
-7
8.
62
 
50
0 
20
01
-2
00
6 
P
LY
M
 
T
id
ew
at
er
 R
es
ea
rc
h 
S
ta
tio
n 
C
 
35
.8
5
 
-7
6.
65
 
20
 
20
04
-2
00
6 
R
E
E
D
 
R
ee
dy
 C
re
ek
 F
ie
ld
 L
ab
or
at
or
y 
T 
35
.8
1
 
-7
8.
74
 
42
0 
20
01
-2
00
6 
R
E
ID
 
U
pp
er
 P
ie
dm
on
t R
es
ea
rc
h 
S
ta
tio
n 
P
 
36
.3
8
 
-7
9.
70
 
85
8 
20
01
-2
00
6 
R
O
C
K
 
U
pp
er
 C
oa
st
al
 P
la
in
 R
es
 S
ta
tio
n 
C
 
35
.8
9
 
-7
7.
68
 
88
 
20
01
-2
00
6 
S
A
LI
 
P
ie
dm
on
t R
es
ea
rc
h 
S
ta
tio
n 
P
 
35
.7
0
 
-8
0.
62
 
70
3 
20
01
-2
00
6 
S
IL
R
 
S
ile
r 
C
ity
 A
irp
or
t 
P
 
35
.7
0
 
-7
9.
50
 
61
4 
20
01
-2
00
6 
W
A
Y
N
 
M
ou
nt
ai
n 
R
es
ea
rc
h 
S
ta
tio
n 
M
 
35
.4
9
 
-8
2.
97
 
27
55
 
20
01
-2
00
6 
W
H
IT
 
B
or
de
r 
B
el
t T
ob
ac
co
 R
es
 S
ta
tio
n 
C
 
34
.4
1
 
-7
8.
79
 
89
 
20
01
-2
00
6 
W
IL
L
 
H
ig
hw
ay
 P
at
ro
l C
om
m
 S
ta
tio
n 
T 
35
.8
4
 
-7
7.
09
 
72
 
20
05
-2
00
6 
W
IN
E
 
W
ay
ah
 B
al
d 
M
ou
nt
ai
n 
M
 
35
.1
7
 
-8
3.
59
 
54
69
 
20
02
-2
00
6 
 * 
R
eg
io
n:
 T
 –
 T
id
ew
at
er
; C
 –
 In
ne
r C
oa
st
al
 P
la
in
; P
 –
 P
ie
dm
on
t; 
S 
– 
Sa
nd
hi
lls
; M
 –
 M
ou
nt
ai
ns
 
 186 
Appendix B: 
Procedure For Temperature And Humidity Adjustment For Reference  Conditions 
 
 The following procedures adapted from Allen (1996) and Temesgen et al. (1999) 
were used to adjust temperature and dew point data measured at non-reference stations to 
well-watered conditions for reference evapotranspiration calculations. Firstly, a mean 
dew point departure (MDD) index was calculated as an indicator of the extent of aridity 
of a weather station: 
dTTMDD -= min  
where Tmin and Td are daily minimum temperature and mean dew point in oC, respectively. 
A MDD of smaller than or equal to 2  oC was regarded as an indicator of reference 
conditions. Therefore, when MDD > 2 oC, the following equations were used to adjust 
maximum, minimum temperature and dew point data: 
)2(5.0maxmax --= MDDTT o  
)2(5.0minmin --= MDDTT o  
)2(5.0 -+= MDDTT ddo  
where the subscript “o” was used to indicate data values adjusted to represent the 
reference (i.e. well- watered) conditions. 
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Appendix C: 
RET-To-PET Transfer Coefficients  
 
Region \ Month 1 2 3 4 5 6 7 8 9 10 11 12 
 Grasses and cereal crops 
Tidewater 0.76 0.72 0.72 0.95 1.02 1.00 1.05 1.11 1.12 1.11 1.02 0.87 
Inner Coastal Plain 0.83 0.77 0.75 1.06 1.09 1.12 1.15 1.18 1.23 1.21 1.14 0.94 
Piedmont 0.88 0.82 0.79 1.27 1.24 1.23 1.20 1.20 1.24 1.26 1.24 1.03 
Sandhills 0.97 0.87 0.73 1.11 1.19 1.17 1.18 1.20 1.24 1.24 1.15 1.04 
Mountains  0.80 0.68 0.75 1.12 1.14 1.10 1.14 1.11 1.17 1.21 1.16 0.97 
 Shrubs 
Tidewater 0.38 0.33 0.29 0.46 0.52 0.59 0.70 0.76 0.68 0.64 0.61 0.45 
Inner Coastal Plain 0.65 0.57 0.52 0.81 0.92 1.06 1.10 1.26 1.17 1.22 1.03 0.83 
Piedmont 0.74 0.59 0.52 1.16 1.31 1.57 1.38 1.51 1.48 1.46 1.27 0.98 
Sandhills 1.20 1.02 0.74 1.47 1.78 1.82 1.94 1.88 1.75 1.90 1.62 1.32 
Mountains  0.65 0.53 0.56 1.03 1.06 1.15 1.17 1.18 1.20 1.28 1.13 0.85 
 Broadleaf crops  
Tidewater 0.98 0.96 0.96 1.14 1.13 1.11 1.12 1.15 1.18 1.19 1.13 1.06 
Inner Coastal Plain 0.92 0.89 0.87 1.08 1.08 1.10 1.13 1.17 1.20 1.18 1.14 1.01 
Piedmont 1.02 0.96 0.90 1.26 1.20 1.19 1.17 1.18 1.22 1.24 1.25 1.14 
Sandhills 1.01 0.93 0.80 1.09 1.12 1.11 1.13 1.16 1.18 1.17 1.11 1.08 
Mountains  1.00 0.88 0.89 1.18 1.20 1.16 1.17 1.15 1.17 1.22 1.24 1.14 
 Savannas 
Tidewater 0.93 0.82 0.75 1.17 1.32 1.32 1.29 1.41 1.45 1.61 1.44 1.11 
Inner Coastal Plain 0.92 0.80 0.73 1.31 1.41 1.51 1.55 1.64 1.73 1.72 1.54 1.09 
Piedmont 0.89 0.76 0.67 1.55 1.62 1.76 1.62 1.66 1.70 1.67 1.55 1.11 
Sandhills 1.14 0.97 0.66 1.47 1.76 1.83 1.79 1.82 1.88 1.86 1.54 1.24 
Mountains  0.72 0.57 0.57 1.08 1.21 1.22 1.22 1.32 1.33 1.41 1.18 0.93 
 Broadleaf Forest 
Tidewater 1.28 1.17 1.06 1.67 1.81 1.72 1.75 1.86 1.91 2.07 1.93 1.50 
Inner Coastal Plain 1.00 0.86 0.77 1.63 1.83 1.83 1.85 1.94 2.05 2.05 1.79 1.19 
Piedmont 1.08 0.90 0.72 1.83 1.95 2.01 1.98 2.03 2.11 2.07 1.84 1.30 
Sandhills 1.35 1.13 0.81 1.66 1.98 2.04 2.12 2.16 2.16 2.06 1.73 1.40 
Mountains  0.78 0.66 0.52 1.04 1.43 1.36 1.36 1.51 1.59 1.75 1.20 0.91 
 Needleleaf Forest 
Tidewater 0.87 0.79 0.76 1.38 1.55 1.57 1.63 1.63 1.59 1.61 1.37 1.03 
Inner Coastal Plain 0.94 0.81 0.77 1.51 1.66 1.70 1.72 1.78 1.78 1.77 1.59 1.11 
Piedmont 0.74 0.59 0.55 1.39 1.54 1.67 1.70 1.65 1.66 1.55 1.31 0.84 
Sandhills 1.31 1.09 0.87 1.42 1.61 1.66 1.82 1.80 1.73 1.75 1.62 1.38 
Mountains  0.64 0.53 0.47 0.87 1.14 1.15 1.11 1.29 1.27 1.20 0.87 0.74 
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Appendix D: 
Locations Of Long-Term Climate Stations 
 
Station name Region* Latitude Longitude Elevation (m) Observing period 
Albemarle P 35.40 -80.20 610 1933-2006 
Andrews M 35.20 -83.84 1749 1948-2006 
Asheboro 2 W P 35.70 -79.84 870 1933-2006 
Asheville M 35.60 -82.56 2238 1947-2006 
Asheville Regional Airport M 35.44 -82.54 2165 1948-2006 
Banner Elk M 36.15 -81.86 3748 1948-2006 
Bent Creek M 35.50 -82.60 2110 1949-2006 
Black Mountain 2 W M 35.61 -82.36 2290 1949-2006 
Celo 2 S M 35.83 -82.18 2680 1948-2006 
Chapel Hill 2 W P 35.91 -79.08 500 1948-2006 
Charlotte Douglas Airport P 35.22 -80.95 728 1948-2006 
Cherry Point MCAS T 34.90 -76.88 28 1945-2006 
Concord P 35.42 -80.60 690 1948-2006 
Coweeta Exp Station M 35.06 -83.43 2249 1948-2006 
Cullowhee M 35.33 -83.19 2192 1948-2006 
Douglas International Airport P 35.21 -80.94 748 1948-2006 
Edenton T 36.06 -76.61 20 1933-2006 
Fayetteville Pwc C 35.06 -78.86 96 1933-2006 
Franklin M 35.18 -83.39 2125 1890-2006 
Greensboro Airport P 36.10 -79.94 926 1948-2006 
Greensboro Wso Airport P 36.10 -79.94 897 1903-2006 
Hamlet S 34.89 -79.69 350 1950-2006 
Hendersonville 1 NE M 35.33 -82.45 2160 1898-2006 
High Point P 35.97 -79.97 900 1921-2006 
Highlands M 35.05 -83.19 3840 1893-2006 
Jackson C 36.40 -77.42 130 1948-2006 
Kinston 7 SE C 35.20 -77.54 24 1899-2006 
Laurinburg C 34.75 -79.47 210 1946-2006 
Lenoir M 35.91 -81.53 1200 1893-2006 
Lexington P 35.85 -80.26 760 1902-2006 
Monroe 2 SE P 34.98 -80.52 550 1896-2006 
Morehead City 2 WNW T 34.73 -76.73 10 1948-2006 
Morganton M 35.73 -81.67 1160 1890-2006 
Mount Airy 2 W M 36.50 -80.65 1041 1893-2006 
New Hanover County Airport T 34.27 -77.90 32 1948-2006 
Pisgah Forest 1 N M 35.27 -82.70 2110 1939-2006 
Plymouth 5 E T 35.87 -76.66 20 1945-2006 
Raleigh Durham Wsfo Ap P 35.87 -78.79 416 1948-2006 
Raleigh State Univ P 35.79 -78.70 400 1921-2006 
Raleigh-Durham Airport P 35.88 -78.79 435 1948-2006 
Salisbury P 35.68 -80.48 700 1893-2006 
Siler City 2 N P 35.76 -79.46 610 1948-2006 
Smithfield C 35.52 -78.35 150 1948-2006 
Statesville 2 NNE P 35.81 -80.88 950 1901-2006 
Tarboro 1 S C 35.88 -77.54 35 1948-2006 
Transou M 36.39 -81.30 2875 1948-2006 
Tryon M 35.21 -82.25 1200 1948-2006 
* Region: T – Tidewater; C – Inner Coastal Plain; P – Piedmont; S – Sandhills; M – Mountains 
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Appendix D: 
Continued 
 
Station name Region Latitude Longitude Elevation (m) Observing period 
Wadesboro P 34.96 -80.08 480 1948-2006 
Waynesville 1 E M 35.49 -82.97 2658 1894-2006 
Willard 4 SW C 34.65 -78.05 55 1948-2006 
Wilmington Wso Airport T 34.27 -77.91 30 1933-2006 
Wilson 3 SW C 35.69 -77.95 110 1948-2006 
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