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Quantum simulators are attractive as a means to study many-body quantum systems that are not amenable to classical
numerical treatment. A versatile framework for quantum simulation is offered by superconducting circuits. In this
perspective, we discuss how superconducting circuits allow the engineering of a wide variety of interactions, which in
turn allows the simulation of a wide variety of model Hamiltonians. In particular we focus on strong photon-photon
interactions mediated by nonlinear elements. This includes on-site, nearest-neighbour and four-body interactions in
lattice models, allowing the implementation of extended Bose-Hubbard models and the toric code. We discuss not only
the present state in analogue quantum simulation, but also future perspectives of superconducting quantum simulation
that open up when concatenating quantum gates in emerging quantum computing platforms.
INTRODUCTION
The dimension of the Hilbert space of a quantum system
grows exponentially in the number of constituents (e.g. parti-
cles, lattice sites) of that system, so that explicitly computing
the eigenspectrum or time evolution of a quantum system of
even quite modest size quickly becomes intractable on a clas-
sical computer. For example, the Hilbert space of a lattice of
N spins with spin-1/2 scales as 2N , so that while calculations
of three or four spins are easy to perform classically, a lattice
of 50 spins naively requires over 140 TB of data just to store
the state of the system. 50 spins represents the upper limit of
what is currently possible on a classical computer; a system
of just 60 spins currently presents an insurmountable task.
While there are many useful approximation techniques1 one
can employ to alleviate this problem, in general computing
useful quantities for quantum many-body systems on a classi-
cal computer is not possible unless some major simplifying as-
sumptions can be made. In particular, no general-use numeri-
cal tools exist for analysing a large many-body quantum sys-
tem which is highly-entangled or driven far-from-equilibrium.
In 1982, Richard Feynman suggested this problem may be
solved by using controllable quantum systems to simulate the
dynamics of other quantum systems2. In this way, we use
the exponential growth of Hilbert space to our advantage –
as the amount of information needed to describe the system
increases exponentially, so too must the amount of informa-
tion which the system can describe. This suggestion, along
with other preliminary works3, initiated the research program
known as quantum simulation4.
There are two main flavours of quantum simulation. Ana-
logue quantum simulation (AQS) involves the construction of
a controllable, engineered quantum system which mimics the
physical behaviour of the system to be simulated. More pre-
cisely, performing an analogue quantum simulation of a sys-
tem H means operating a device in such a way that it’s dy-
namics are governed by an effective Hamiltonian which ap-
proximates H. Digital quantum simulation (DQS)3, on the
other hand, involves designing a sequence of unitary gates to
approximate unitary evolution under the Hamiltonain being
simulated. This is generally done using the Suzuki-Trotter
formula through a process called “Trotterization". Both ap-
proaches have also been combined into a strategy coined
"digital-analogue" quantum simulation, where evolution steps
of analogue quantum simulations are concatenated in a Trotter
sequence5,6.
In the review parts of this article, we will focus mainly on
AQS. However, we shall discuss DQS in more detail when
we describe the future of quantum simulation – as we expect
this concept to become increasingly important due to rapid
developments in building digital quantum computers.
SUPERCONDUCTING CIRCUITS
Why are superconducting circuits such a successful plat-
form for quantum simulation? Detailed information of the
state or properties of the simulator must be available to the sci-
entist running the simulation (otherwise the simulator would
offer little advantage over performing experiments on the sys-
tem itself). The simulator must furthermore be scalable to
sizes exceeding what can be classically simulated, and must
exhibit long coherence times – at least of the order of the time
needed to enact the simulation. These criteria are well met by
superconducting qubits7–10, which have coherence times on
the order of 10-100µs and can be individually measured via
dispersive shift11,12, allowing readout at the level of individual
lattice sites.
We shall primarily consider the framework of circuit quan-
tum electrodynamics (CQED), in which superconducting LC
circuits act as resonators, hosting microwave photons, as
shown in Fig 1 a). Photon-photon interactions can be medi-
ated by nonlinear elements, such as superconducting qubits or
SQUIDs, shown in Fig. 1 b). This is analogous to the situation
in cavity QED, where atoms mediate interactions between op-
tical photons. Circuit QED has an advantage over its cavity
counterpart because in a superconducting circuit the photons
have a wavelength on the order of 10 mm, so that building
many resonators with a size comparable to the wavelength is
well within the capabilities of modern fabrication techniques.
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FIG. 1. Circuit diagrams for a) an LC-oscillator, b) a capacitively-shunted SQUID and c) a lattice of LC-oscillators connected via SQUIDs.
The LC-oscillators (blue) act as microwave resonators, while the SQUIDs (red) provide a nonlinear coupling.
Thus the construction of large, coherently coupled arrays with
high finesse is much easier than in the optical case.
While there are many different superconducting qubit de-
signs, the most relevant in the context of near-term quantum
simulation is the transmon13. This consists of a single Joseph-
son junction (or a SQUID loop) shunted by a large capaci-
tance. The junction provides non-linearity, while the shunt
capacitance flattens the charge dispersion and thus protects the
qubit from charge noise. Transmons are favoured because of
their long coherence times14 and the flexibility of their cou-
plings (as we shall see below). Excitations of a transmon
are microwave photons (quantized current-voltage oscillations
across the junction), with non-linearity determined by the ra-
tio EC/EJ between the Josephson energy EJ associated with
the coherent tunnelling of Cooper pairs across the junction,
and the charging energy EC = (2e)2/2C where C is the total
capacitance (sum of shunt and junction capacitances). To be
well-protected from charge noise, the charging energy must
be small and consequently the non-linearity is small – how-
ever, as we shall see, the non-linearity is still large enough to
produce strong interactions and highly non-trivial physics15 .
A key feature of superconducting circuits is their flexibil-
ity. Superconducting cavities, qubits and transmission lines
may be coupled with DC SQUIDS, which allows a wide va-
riety of interactions to be tuned continuously or switched on-
and-off via constant or oscillating external magnetic fluxes16.
Below we shall examine in detail some of the couplings that
can be implemented (such as on-site, nearest-neighbour and
four-body interactions), and some of the model Hamiltonians
this allows us to simulate (such as the Bose-Hubbard model
and the toric code). In all of the cases discussed below, the
crucial ingredient is a nonlinear coupling element.
ENGINEERING INTERACTIONS AND HAMILTONIANS
Whereas linear couplings between circuits, which enable
propagation of excitations, can be realized with linear induc-
tors or capacitances, the simplest way to implement control-
lable, nonlinear coupling between photon modes is to con-
nect two circuit nodes via a Josephson junction16–18. This
approach is easily scalable to large lattices, where the nodes
of the lattice can be resonators or qubits and the edges are
Josephson junctions19. Despite its simplicity, this method
is already sufficient to implement linear and correlated hop-
ping between cavities, as well as Kerr and cross-Kerr non-
linearities18 (equivalently, on-site and nearest-neighbour in-
teractions in the lattice) in a way that these couplings can be
tuned independently. This allows the engineering of the Bose-
Hubbard model20,21, as well as extended Bose-Hubbard mod-
els which exhibit a richer phase diagram22.
Superconducting circuits even allow engineering of inter-
actions that do not occur in nature (at least at these energy
scales). Among those interactions are many-body interactions
as they appear in toric code, which is the prototypical model
for fault-tolerant quantum computing23–25 and an example of
a Z2 lattice gauge theory. The challenge in engineering the
toric code is that it requires implementing four-body interac-
tions while suppressing two-body interactions. In supercon-
ducting circuits this can be done by coupling qubits with a dc
SQUID and driving the SQUID with an oscillating magnetic
flux26, see Fig. 2 for the circuit.
The four qubits participating in the interaction all have dif-
ferent transition frequencies, ω j, j ∈ {1,2,3,4}. By modulat-
ing the flux through the SQUID at a frequencyωd =ω1+ω2+
ω3 +ω4, we drive the four-body interaction a†1a
†
2a
†
3a
†
4, where
a†j creates an excitation on the j
th qubit. More generally, for
any four-body interaction∏4j=1 b j, b j ∈ {a j,a†j} can be imple-
mented by some choice of drive frequency ωd = ∑4j=1 s jω j,
s j = ±1. Thus, by carefully selecting the driving frequency
we are able to implement arbitrary four-body interactions,
while unwanted two-body interactions arising from the drive
can be made negligible by choosing the differences between
transition frequencies to be much larger than the relevant cou-
pling strength. Periodic driving of a coupling element at fre-
quencies comparable to qubit transition frequencies has al-
ready been demonstrated27,28, and realising the minimal toric
code on 8 qubits in this setup is within current experimen-
tal capabilities. Moreover, periodic driving of circuit element
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FIG. 2. Circuit of a physical cell for implementing a Toric Code
Hamiltonian. The rectangles at the corners represent qubits with dif-
ferent transition frequencies, see inset for the circuit of each qubit.
The qubits form a two dimensional lattice and are thus labelled by
indices (n,m) indicating their position along both lattice axes. Qubits
(n,m) and (n,m+1) [(n+1,m) and (n+1,m+1)] are connected via
the inductances L to the node (a;n,m) [(b;n,m)]. The nodes (a;n,m)
and (b;n,m) in turn are connected via a dc-SQUID with an external
magnetic flux Φext threaded through its loop. The Josephson junc-
tions in the dc-SQUID have Josephson energies EJ and capacitances
CJ , which include shunt capacitances. Figure adapted from26
.
has already been applied in experiments to simulate coupling
strengths that would otherwise be inaccessible in the device,
such as so called ultra-strong coupling where excitation num-
bers are no longer conserved29.
The idea of periodically driving a system in order to quali-
tatively alter its long-time dynamics is formalized and gener-
alized in the framework of Floquet engineering30. While the
CQED architecture allows the construction of near-arbitrary
lattices, applying techniques of Floquet engineering in this
context allows for the implementation of arbitrary spin-spin
interactions31. As a demonstration of the power of this
method, it was shown that Floquet engineering in supercon-
ducting circuits can simulate the Kitaev honeycomb model,
and that spin-spin couplings along different axes can be tuned
interdependently so that both the Abelian and the non-Abelian
phase can be explored31.
Fine control over not only the magnitude, but also the com-
plex phase of photon hopping offers the possibility of engi-
neering synthetic magnetic fields. When simulating quan-
tum lattice models with a magnetic field on a classical
computer, one typically uses a technique known as Peierl’s
substitution32, whereby one adds a complex phase to the hop-
ping terms such that the sum of phases around a plaquette of
the lattice is equal to the magnetic flux through that plaquette.
In AQS, we can use this same technique by physically control-
ling the photon tunnelling phase, causing photons to behave
like charged particles in a magnetic field28,33. Alternatively,
magnetic fields can be synthesized by breaking time-reversal
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FIG. 3. Spatially resolved density-density correlations between two
lattice sites j and l, g(2)( j, l). a) Results of a Matrix Product State
simulation for vanishing tunneling rate between resonators with on-
site interactions U = 0.4, drive amplitude Ω = 0.4, and cross Kerr
interactions V as in the legend (the dissipation rate is set to 1) , b) as
in plot a, but with U = V = 1 and varying tunneling rate J as given
in the legend. Figure adapted from17
.
symmetry, which can be achieved by on-chip circulators34,35.
Exactly analogous to the topological phases that have been
observed in solid state systems under magnetic fields, syn-
thetic magnetic fields in superconducting circuits allow the
engineering of topological photonics36, so that topologically
non-trivial materials can be simulated by a photonic device.
Superconducting circuits can thus be used to engineer a
large variety of effective Hamiltonians. Yet, they differ
strongly from other platforms such as ultra-cold atoms37 in
the way they are affected by dissipation. This aspect need not
only be an imperfection, but also gives rise to very intriguing
scenarios as we discuss next.
DRIVEN-DISSIPATIVE REGIMES
As the elementary excitations in superconducting circuits
are photons, quantum simulators using this technology are in-
evitably affected of photon losses. Photons decay out of their
cavities, and need to be continually re-injected by an external
drive. This means that superconducting circuit lattices are nat-
urally studied from the perspective of non-equilibrium driven-
dissipative systems. For interactions to be significant their
coupling needs to be stronger than the photon decay rates, and
equilibration is difficult, if not impossible to achieve. While
this may seem a hindrance at first, it has been turned into a
strength of photonic approaches to AQS, as it opens up the
possibility of exploring the realm of driven-dissipative dy-
namics and allows us to study quantum phases and phase tran-
sitions that are unique to far-from-equilibrium systems38. Dis-
sipative phase transitions were initially observed in two cou-
4pled microwave resonators39, and more recently in a chain of
72 superconducting cavities coupled via transmons40. How-
ever, such far-from-equilibrium systems have only recently
begun to be understood, and present many challenges both
theoretically and practically. Given that the purpose of quan-
tum simulation is to study systems which are difficult to sim-
ulate classically or about which we have limited informa-
tion experimentally, far-from-equilibrium systems are excel-
lent targets for AQS.
An important early step in establishing this was to demon-
strate that photon crystallization can occur even in a driven-
dissipative system41. A more detailed analysis revealed that
the phase diagram for a coupled cavity array can be incredi-
bly rich, even for the simple case where cavities are coupled
by static transmons, where uniquely nonequilibrium phases
appear in between photon crystallization and delocalization17.
We can even design lattices where nearest-neighbour repul-
sion is stronger than on-site repulsion (i.e., cross-Kerr non-
linearity exceeds on-site Kerr non-linearity)17,42. This gives
rise to a phase which displays both global coherent phase os-
cillations and checkerboard ordering of photon density, im-
plying a nonequilibrium supersolid17, see Fig. 3. Proof-of-
principle experiments have been conducted in two-site sys-
tems; in18, a circuit of two superconducting resonators cou-
pled by a SQUID, which acts as a nonlinear coupler mediating
on-site and cross-Kerr interactions, as well as linear hopping
between the two cavities which can be tuned in situ via static
and oscillating external magnetic fields. In that experiment
a crossover between a delocalized and an ordered phase was
observed as the linear hopping rate was tuned, see Fig. 4. At
small hopping and low drive, the system exhibits anti-bunched
photon statistics, which is interpreted as a finite-system equiv-
alent of spontaneous symmetry breaking and photon crystal-
ization. This suggests that phase transitions of light will be
observable in larger superconducting circuit lattices.
The versatility of superconducting circuits allows the en-
gineering not only of lattice systems, but also continuous,
spatially-extended systems, such as nonlinear waveguides. In
CQED, waveguides commonly take the form of superconduct-
ing coplanar waveguide resonators (CWR). By taking a CWR
and interrupting it periodically with Josephson junctions, we
can engineer strong photon-photon interactions43. When a
single mode is driven with strength Ω, this systems displays
novel synchronization behaviour, where all modes are sup-
pressed at low drive |Ω|< Ω∗, but there is a sudden synchro-
nized switch-on at some threshold drive Ω∗ that leads to large
occupancies of all modes at once.
An issue arising from the driven-dissipative nature of pho-
tonic systems is the difficulty of engineering a chemical po-
tential for photons. Photon number is typically not a con-
served quantity in experiments, and furthermore photon trap-
ping times may be similar to or even significantly less than
equilibration time. Consequently, there is no well-defined no-
tion of a “chemical potential" in photonic systems. This re-
mains an open from for all forms of AQS based on photons44.
Nonetheless, the driven-dissipative nature of superconduct-
ing circuits does not rule out the possibility of using such
devices as AQSs of equilibrium phases of matter. In a non-
Dr
iv
e
Ra
te
,Ω/2π
(MHz
)
1.0
1.5
2.0
2.5
(a)
Cross g(2)ab
(b)
0 1 2 3 4 5
1.0
1.5
2.0
2.5 On-site g(2)aa
(c) (d)
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
Co
rr
el
at
io
n,
g
(2)
Linear Hopping, Jac/2π (MHz)
Co
rr
el
at
io
n,
g
(2)
■ ■ ■ ■ ■
■ ■
■
● ● ● ●
●
● ●
●
● ●
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
2.5
3.0 Ω/2π = 0.76 MHz
(e) ■■ ■ ■ ■
■
■ ●● ● ● ● ●●
■ g(2)aa● g(2)ab
0.5 1.0 1.5 2.0 2.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Jac/2π = 0 MHz
(f) Corr
el
at
io
n,
g
(2)
Linear Hopping, Jac/2π (MHz) Drive Rate, Ω/2π (MHz)
FIG. 4. On-site and cross g(2)-functions in a setup of two coupled
resonators. (a) and (c) are measured g(2)-functions as functions of
linear hopping rate Jac and drive amplitude Ω. (b) and (d) are the
corresponding results from numerical simulations. (e) and (f) are
cuts at constant Jac and Ω. Figure adapted from18.
equilibrium setting, dissipation can be used to stabilize phases
originally observed in equilibrium systems. For example, a
recent experiment has shown a Mott insulating phase in eight
coupled transmon qubits that was stabilized by dissipation45.
Having discussed some of the major achievements of su-
perconducting quantum simulation to date, let us now look to
what we can expect from the future, and what further avenues
of research might prove most fruitful.
Previous experiments in AQS with superconducting circuits
have focused on devices with very few lattice sites, or on one-
dimensional chains. However, these are systems which can
be studied using classical numerical techniques, and can only
serve as proof-of-concept experiments. To truly unleash the
power of quantum simulation, we need to expand our efforts
to larger systems, including two- (and possible three-) dimen-
sional lattices. This is difficult, partly because experiments
are restricted to planar circuits, due to the physical limitations
of on-chip design. However, elements such as air-bridges46,47
or layered devices can allow us to overcome this restriction
and implement non-planar designs. Periodic boundary condi-
tions for an effectively 3D array have been realised in linear
superconducting circuits48,49, allowing the simulation of bulk
systems in a finite device. Currently lattice design in super-
conducting circuits is quite flexible, but the implementation
of non-planar circuits promises to allow the construction of
near-arbitrary lattices.
In fact, the flexibility of superconducting circuits means
that it should be possible not only to simulate arbitrary two-
5dimensional Euclidean geometries, but also curved spaces.
This is because, although the circuit is confined to a Euclidean
plane, the simulated physics depends only on the geometry
implied by the circuit topology and coupling strengths. If a
lattice in a curved geometry can be projected onto a Euclidean
plane, then that curved geometry can be simulated in a planar
circuit. Proof-of-concept experiments have already been per-
formed on small hyperbolic lattices50.
As with all applications involving superconducting qubits,
quantum simulators are limited by the quality of the qubits
themselves. While circuit fabrication technology has im-
proved greatly over the years, complications such as two level
system (TLS) defects in the junctions and unwanted variation
in the junction parameters unavoidably introduce decoherence
and disorder respectively. As our understanding of the mi-
croscopic details of the fabrication process becomes more ad-
vanced, it may become possible to remove or at least reduce
these problems51.
Unlike standard gate-based quantum computations, in AQS
there is no natural notion of error-correction. We expect cer-
tain simulations to be more robust to error than others – for
example, in the simulation of driven-dissipative system, pho-
ton loss is not an error, but rather a feature of the simulation.
Methods have been developed to diagnose the robustness of
AQS, and found that symmetries can be exploited to increase
the reliability of simulations52. However, no realistic device
will be free from imperfections, and thus to ensure that an
AQS performs reliably, we must typically resort to bench-
marking protocols53,54.
DIGITAL QUANTUM SIMULATION
If the ultimate goal is to produce a product of broad util-
ity, then we had best consider the flexibility of our designs.
While AQSs are highly tunable and controllable, in general we
expect each circuit to be capable of simulating only a single
Hamiltonian or a relatively small class of Hamiltonians (al-
beit in many different regions of parameter space). To study
a different model system, an entirely new circuit would have
to be fabricated. DQS, on the other hand, can be made to be
programmable, such that a single device can simulate any sys-
tem. This approach has now become increasingly feasible as
the execution of circuits with significant numbers of quantum
gates on more than 50 qubits have been demonstrated55.
Important milestones in DQS on superconducting circuits
have included showing experimentally that a superconduct-
ing circuit can be used to simulate lattices of spins56,57 and
fermions58,59 – both important models in condensed matter
physics and both of potential interest to industry. Recent ex-
periments on superconducting circuits have also demonstrated
digital quantum simulation of the quantum Rabi and Dicke
models5,60. However, current DQS devices still fall short of
the accuracy and scalability that will be necessary for DQS to
outcompete classical computational methods61.
DQS also benefits from sharing an architecture with uni-
versal quantum computation. Thus improvements in quan-
tum computing technology with the aim of, say, implementing
Shor’s factoring algorithm62 or efficiently performing linear
algebra subroutines63, will also benefit DQS. General efforts
towards scalable, fault-tolerant quantum computing will im-
prove DQS almost as an afterthought.
Additionally, DQS is inherently less platform-dependent
than analogue simulation, and therefore there is nothing which
fundamentally prevents protocols developed for supercon-
ducting qubits from being applied on other quantum simula-
tion architectures such as e.g. trapped ions64.
However, at least at present, the accuracy of DQS is lim-
ited by so-called “Trotter errors"53. To simulate evolution un-
der a Hamiltonian containing many terms, DQS makes use of
the Trotter-Suzuki formula to approximately separate the total
evolution into a sequence of evolutions under each term inde-
pendently. This allows the evolution to be implemented as a
series of quantum gates, at the cost of some error – the Trot-
ter error – arising from the Trotter-Suzuki formula65,66 . The
Trotter error can be made smaller by increasing the number of
independent evolutions in the sequence, but this increases the
number of gates needed to perform the simulation. On current
and near-term hardware, gates are inherently noisy and each
have some finite error of their own. So that while increasing
the number of gates reduces Trotter error, it compounds errors
arising from imperfect gates, which quickly leads to unreli-
able results.
In the longer term DQS will also profit from error correc-
tion strategies that have been developed for quantum com-
puting. While current hardware hasn’t yet reached the size
and gate fidelities for error correction to be a really useful ap-
proach, this possibility of DQS can become an important fea-
ture in the future, boosting the simulation capabilities signifi-
cantly. Moreover DQS schemes may in the future also bene-
fit from the integration of many-body coupler circuits as here
discussed in the context of engineering specific many-body
interactions for AQS, see e.g. figure 2. Such circuits could al-
low for single step multi-qubit gates, thus reducing gate count
of algorithms.
DQS can not only be applied to simulating the time evolu-
tion generated by a specific Hamiltonian, but can also be ex-
tended to finding gate sequences that prepare the ground state
of a target Hamiltonian in a variational quantum algorithm61.
Particularly in the commencing era of “Noisy Intermediate
Scale Quantum" (NISQ) computing67, such variational quan-
tum algorithms are promising early applications of quantum
computers. These are hybrid algorithms that execute a mod-
erate size gate sequence on a quantum chip and optimize the
parameters that this gate sequence depends on via a classical
optimizer that runs on a classical computer. These algorithms
are robust against the imperfections of current quantum com-
puters as the required gate sequences remain relatively short
but are run many times so that errors can be mitigated using
statistical techniques.
This concept has already been successfully applied in sev-
eral platforms, including superconducting circuits68–70. It re-
mains an open whether quantum variational algorithms can be
extended to a size where they could make predictions that are
no longer feasible with classical computing architectures.
6CONCLUSIONS
In this work we have attempted to give a sense for the flex-
ibility of superconducting circuits, and the great amount of
control we can exert over superconducting circuits. Inter-
actions and lattice geometries can be constructed almost at
will, which opens up the exciting possibility of simulating an
enormous variety of many-body systems, including strongly-
interacting and far-from-equilibrium systems.
In the coming years we expect digital approaches to quan-
tum simulations which can run on near-term quantum hard-
ware to be the most important research direction for super-
conducting circuit-based devices. This endeavour goes hand
in hand with applications of quantum computers in material
science and quantum chemistry, which is expected to be the
area where the first big impact of quantum computing will
be seen. One of the most exciting scientific questions for the
coming years is therefore whether digital quantum simulation
will allow us to answer a scientific question that we haven’t
been able to answer using classical computing architectures.
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