We show how a few modifications to the red-black trees allow for constant worst-case update time (once the position of the element to be inserted or deleted is known). The resulting structure is based on relaxing some of the properties of the red-black trees while guaranteeing that the height remains logarithmic with respect to the number of nodes. Compared to the other search trees with constant worst-case update time, our tree is the first to provide a tailored deletion procedure without using the global rebuilding technique. In addition, our procedures are simpler and allow for an easier proof of correctness than those alternative trees.
Introduction
Balanced search trees are among the most common and well-studied data structures used in various algorithms. They provide an elegant solution to the dictionary problem, in which one needs to maintain a dynamic set of elements. In the comparison-based model, searching, inserting, and deleting an element are carried out in O(log n) time, where n is the number of elements in the tree. There exists a great variety of balanced search trees in the literature. Examples include: AVL trees [1] , B-trees [3, 4] , red-black trees [9] , height-balanced trees [11] , and weight-balanced trees [16] .
Guibas and Sedgewick [9] introduced the red-black trees as a fundamental balanced search tree that was derived from the symmetric binary B-trees (popular as 2-4 trees) [3] . Tarjan [23] gave a version of red-black trees that performs a constant number of structural changes (rotations) per operation. Still, the worst-case rebalancing time for Tarjan's trees is logarithmic. Andersson [2] simplified the insertion and deletion operations for red-black trees, simulating 2-3 trees rather than 2-4 trees. Sedgewick [22] gave a variation that he calls left-leaning red-black trees. Okasaki [19] showed how to make the insertion operation for red-black trees purely functional.
Normally, any insertion or deletion in balanced search trees comprises three steps:
1. querying the position of the key; this step takes O(log n) time B Amr Elmasry elmasry@alexu.edu.eg 2. performing the actual insertion or deletion, in constant time 3. rebalancing the tree; this step always takes O(log n) time.
There are some applications (see [15] for example) in which the position of the node to be inserted or deleted is already known. In this case, the operational complexity depends on the rebalancing time. Based upon B-trees, Guibas et al. [8] , Huddleston and Mehlhorn [10] , and Overmars [20] demonstrated that their structures achieve constant amortized update time once the position of the key is known.
The idea of decoupling tree rebalancing from other update steps, and delaying the rebalancing, was used to speed up processing of simultaneous requests in main-memory databases, and to allow for concurrency control [5, 13, 17, 18] . Under this scheme, Larsen [12] gave a relaxed red-black tree with constant amortized rebalancing time per update using only standard rotations.
Levcopoulos and Overmars [14] presented a balanced search tree achieving constant worst-case rebalancing time by using a global splitting lemma, which is based on a pebble game, in combination with the bucketing technique of Overmars [20] . In particular, instead of storing single keys in the leaves of their search tree, each leaf stores a bucket of an ordered list of several keys. The buckets in [14] have size O(log 2 n) each. In accordance, a two-level hierarchy of lists is needed to guarantee O(log n) query time within the buckets. Additionally, they adopted lazy deletions and relied on global rebuilding [21] . This is a technique that incrementally rebuilds the whole data structure in a background process, naturally consuming extra space and time. Fleischer [7] presented a simpler approach using properties of B-trees and the bucketing technique. He also did not give a direct deletion procedure and relied on global rebuilding. In addition, his proof of correctness is quite involved.
In this paper we give a red-black tree with constant worst-case rebalancing time per operation. Our red-black-tree-based approach is quite similar to Fleischer's implementation in the sense of inserting elements into buckets not in the internal tree and splitting the buckets if they become large. The splitting operation results in adding a new node to the tree, and may cause a violation of the original red-black tree invariants. We will show that these violations can be fixed before the bucket splits again. For deletion in our trees, there is no need for global rebuilding like in [7, 14] . In accordance, the structure requires less space and time. The paper is organized as follows: Sect. 2 demonstrates the data structure, Sect. 3 proves the correctness, and Sect. 4 is the conclusion.
The data structure
A red-black tree, as described in [9] , is a binary search tree with one extra bit per node that represents its color (either red or black). Each node has several attributes: key, left-child pointer, right-child pointer, parent pointer and color bit. If a child of a node does not exist, we make the corresponding child pointer point to a dummy leaf. The black height of a node x is defined as the maximum number of black nodes on a path from x to any of its descendant leaves.
The following invariants must be satisfied for a red-black tree:
(1) 0 Every node is either red or black.
(2) 0 The root is black. In this section we present a slightly relaxed red-black tree that uses the bucketing technique (each leaf is a bucket that is a sorted list of nodes) and must satisfy the following invariants:
(1) Every node is either red or black.
(2) The root is black. (3) Every leaf is a bucket and is black. (4) If a node is red and has a red parent, then both its children are black. (5) The two children of each internal node may differ in their black height by at most one.
A major difference between our trees and the vanilla red-black trees is that the leaves of our trees are buckets. The keys are stored inside the buckets, and each tree node stores a routing value that is smaller than or equal to the keys stored in the buckets in its right subtree and larger than those in its left subtree. A bucket is split once it becomes too large, and two neighbouring buckets are merged once they become too small. Each bucket has a header that connects it to a tree node and stores other information about the bucket, including its size. The keys inside a bucket are kept in sorted order in a doubly-linked list. In addition to the key and normal list pointers, each list node stores a pointer to the header of its bucket to be able to identify the bucket in which it resides. For the technical details, how buckets can be split and merged in constant worst-case time, we refer to Sect. 2.4. We relax Invariant (4) 0 to allow pairs of consecutive red nodes on any path. This red pair is considered a double-red conflict that needs to be fixed incrementally within the upcoming operations. We also relax Invariant (5) 0 so that the black heights of the two children for any node differ by at most one. When a black node has a black height that is one less than that of its sibling, to compensate for this difference, we deal with its color as doubly black. This doubly-black conflict is to be as well fixed incrementally within the upcoming operations. Our trees can be seen as a stricter version of the relaxed red-black trees of [12] , which allow multiple consecutive nodes to be red and allow the difference of black heights between two siblings to be more than one. In contrast to the amortized constant rebalancing time for the relaxed red-black trees of [12] , we achieve worst-case constant rebalancing time.
The following lemma bounds the height of our trees.
Lemma 1 For our red-black trees, the height of a tree that has n nodes is less than 4.33 log 2 (n + 2).
Proof By considering Invariant (5), the black height of any node resembles the height of an AVL tree, which is less than 1.4405 log 2 (n + 2). Also, by considering Invariant (4), the number of black nodes on any path is at most one third of the total number of nodes on the path, and thus the height of the tree is less than 3 × 1.4405 log 2 (n + 2) < 4.33 log 2 (n + 2).
Let H = 4.33 log 2 (n + 2) denote an upper bound for the height of a tree of n nodes, in accordance with the above lemma. We maintain the following Invariant on the sizes of our buckets.
(6) The number of keys in each bucket must be in the range 0.5H -2H .
When querying for a key, we follow the search path from the root until reaching a bucket that we scan looking for the key. For insertions (Sect. 2.1) and deletions (Sect. 2.2), we assume that the location of the key to be inserted or deleted is known. A fixing pointer is associated with each bucket header and points to a tree node on its search path. A fix-up procedure is called within every updating operation and utilizes the fixing pointer γ b of the bucket b where the update took place. Let v be the tree node pointed to by γ b before the fix-up procedure. The following fix-up procedure is executed if v is not the root. The double-red and the doubly-black fix-up procedures are guaranteed to either eliminate the conflict at node v or propagate it to v's parent or v's grandparent. In accordance, the conflict will be fixed in at most H + O(1) calls to the fix-up procedure for b. We do not stop advancing the fixing pointer to v's parent even if the conflict is eliminated. As we will show in Sect. 3, the validity of the tree (at most two consecutive red nodes on any path and the black height difference between any two sibling nodes is at most one) is maintained.
Insertion
The insertion algorithm is similar to Fleischer's [7] . One difference is that we split a bucket when the number of its keys is about to overstep that of Invariant (6), and not when its fixing pointer reaches the root. We perform the insertion according to the following algorithm: Since the bucket's size after splitting is at most H and after merging is less than H + 6 (see Sect. 2.2) and the bucket is split when its size exceeds 2H − 10, it then takes H − O(1) insertions in this bucket since its previous split or merge before it is split next. As we call the fix-up procedure once per insertion, the fixing pointer of the bucket would be at a constant distance from the root when the size of the bucket reaches the splitting threshold. We shall show in Sect. 2.3 the reason for splitting buckets a bit early, at 2H − 10 instead of 2H . 
Deletion
Since we assume that all keys are stored in the buckets, deleting a key is thus equivalent to removing a list node from a bucket. We perform the deletion according to the following algorithm:
1. Remove the desired list node from the bucket b. Since the bucket's size after merging is at least H and after splitting is at least H − 5 (see Sect. 2.1) and the bucket will be merged when its size is less than 0.5H + 3, it takes 0.5H − O(1) deletions in this bucket since its previous split or merge before it is merged next. So, we move the bucket's fixing pointer up twice per deletion for the bucket's pointer to be at a constant distance from the root by then. We shall show in Sect. 2.3 the reason for borrowing/merging buckets a bit early, at 0.5H + 3 instead of 0.5H .
Note that it is not always the case that a bucket's sibling is a bucket. However, since the bucket's black height is 1, its sibling must have black height 1 before merging or borrowing. This is because the sibling cannot have black height 0 (by Invariant (3) buckets have black height 1), and it cannot have black height 2 (for bucket 1 itself would then be doubly black and this is impossible before merging or borrowing). Also, step 3(b) in the insertion procedure guarantees that we cannot have a red parent and grandparent for a bucket. It follows that Fig. 5 shows the only way for a bucket to have a tree-node sibling and how, with a single rotation, it is guaranteed to have a bucket sibling.
Global fixing
The fact that H is a function of the number of tree nodes n may cause some bucket sizes to disobey the thresholds, not because of an insertion or deletion in the bucket but because H changes. Recall that H is 4.33 log 2 (n + 2) . The value of H increases by four or five when n doubles and decreases by four or five when n halves, and the value of 0.5H increases or decreases by at most three. If this issue is left unresolved, Invariant (6) may be violated as H repeatedly increases or decreases.
This problem did not emerge in [7] and [14] as their bucket sizes are only bounded as a function of n from above. Since their trees are only growing in size, because deletions are performed by global rebuilding, a violation of the bound for a bucket takes place only by insertions in this bucket.
Another associated problem we might face as H changes is that some bucket sizes could reach the splitting or merging threshold while their fix-up pointers are not yet at the root. When n doubles, the size of a bucket that was 0.5H + 3 is now smaller by up to three (may reach 0.5H ). In this case, for those buckets, we are short by fix-ups from up to three deletion operations and need to make up for six additional fix-ups (two per missing deletion). Also, since H increases by at most five, it is possible that the path between their fixing pointers and the root is extended by up to five levels. Therefore, each of those buckets may need up to a total of eleven fix-ups for their pointers to reach the root. Alternatively, when n halves, the size of a bucket that was 2H − 10 is now more by up to ten (may reach 2H ). In this case, for those buckets, we are short by the effect of ten insertion operations and need to make up for ten additional fix-ups. With time, the number of additional fix-ups needed to reach the root would stack up.
To resolve these issues, we scan over the buckets while performing the insertions and deletions. Within this scan, we call the fix-up procedure a constant number of times per bucket (eleven times if H increases or ten times if H decreases). In addition, we fix by splitting or borrowing/merging the buckets that have sizes more than 2H − 10 or less than 0.5H + 3, respectively. Recall that when inserting into a bucket we split this bucket when its size is more than 2H − 10 (Sect. 2.1), and when deleting from a bucket we borrow/merge this bucket when its size is less than 0.5H + 3 (Sect. 2.2). Since we scan all the buckets before n doubles or halves, all the bucket sizes will be at least 0.5H and at most 2H , fulfilling Invariant (6). In addition, the fix-ups are synchronized with the operations.
One last piece of non-synchronization might happen. If H changes and the size of a bucket reaches the splitting or merging threshold before doing the aforementioned global fix-ups, the fixing pointer of that bucket would still be within a constant distance from the root. To resolve this issue, within the insertion (Sect. 2.1) and deletion (Sect. 2.2) operations, we perform these constant number of fix-ups until the bucket's fixing pointer is at the root.
Operations inside the buckets
To perform the operations of the buckets in constant worst-case time, the idea is to distribute the work incrementally inside individual buckets with each update operation. We maintain within the header of each bucket pointers to the first, middle and last list nodes of the bucket. Updating the three pointers when two buckets are merged is straightforward. It is also straightforward to update the middle pointer after insertions and deletions, by moving the pointer once the count of keys on one side of the pointer exceeds the other by two. When a bucket splits, both the resulting buckets will not have the middle pointers correctly set. We adjust the middle pointers incrementally, by initializing a tentative pointer to the beginning for each of the two buckets and moving the pointer forward with every update operation in the bucket, while keeping track of the count of keys on both sides of the pointer. Since the number of operations until the next split is at least as large as the required pointer displacements, it is guaranteed that the middle pointers will be correctly set before then.
When a key is inserted or deleted, we need to access the fixing pointer of the bucket in which this key resides in order to perform the fix-up procedure. For that, each list node needs to refer to the header of the bucket in which it resides. But if we split or merge a bucket, these references may need to be updated for all the list nodes. However, we only have constant time per operation to spare. To resolve this issue, we aim to keep in each bucket's header two copies of the fixing pointer, the left copy is supposed to be referenced by the nodes that precede the bucket's middle pointer and the right copy is supposed to be referenced by the nodes that follow the middle pointer. When a node is inserted it is made to refer to the corresponding copy. Accompanying each updating operation within the bucket, when the middle pointer is moved, we redirect the affected nodes to refer to the corresponding copy. When a bucket is split in two, the left copy is kept with the left bucket and the right copy is kept with the right bucket. In accordance, all the nodes of each of the two split buckets will be referring to one copy. To return back to the two-copies situation, a second copy is created for each of the two buckets, and the nodes preceding the middle pointers are incrementally made to refer to the new copy for both buckets. This is done by incrementally changing the reference of one node with each upcoming update operation in this bucket, guaranteeing that all the changes are finished before the next split or merge operation is due. When two buckets are merged, we will subsequently have four copies instead of two. To return back to the two-copies situation, with each upcoming update operation, we incrementally redirect the references of two of the nodes of the left side to point to one of the first two copies and two more of the right side to refer to one of the other two copies. Once all the nodes of each side point to one copy, we discard the other copy. At the end, we are left with two copies, and this happens before the next split or merge operation is due.
Double-red fix-up procedure
The double-red fix-up procedure in the vanilla red-black tree aims to handle a red node that has a red parent, as this violates Invariant (4) 0 . The procedure [6, 23] resolves the violation for this node either by O(1) rotations or by a color flip for the parent to become black, so Invariant (4) 0 is no longer violated for this node. However, after a color flip, the node's grandparent becomes red and may violate the invariant again. This way another fix is to be performed, and this may be repeated making the procedure run in O(H ) time. Instead, we distribute the work over the next operations so that each operation takes constant time. Later, in Sect. 3, we prove that this lazy rebalancing will not invalidate any of the invariants. Our double-red fix-up procedure is almost identical to that of the vanilla red-black tree. For completeness, we give the procedure for the vanilla tree first and then explain the modifications.
We call this procedure for a red node N that has a red parent P, a parent's sibling U, and a grandparent G. In each iteration, this procedure is guaranteed to resolve the conflict or propagate it upward. We only show cases where node P is the left child of G, the other cases are symmetric. The following is the vanilla red-black tree double-red fix-up: Case 1: If U is red, then color both P and U black and color G red. If G was the root, it stays black. See Fig. 6 . Case 2: If U is black and N is the right child of P, then perform a left rotation at P. Now P is red, its parent N is red and P is the left child of N. We then proceed with Case 3. See Fig. 7 . Case 3: If U is black and N is the left child of P, then perform a right rotation on G, switch the colors of P and G and stop. See Fig. 8 . It is clear that there are no cases that invalidate the invariants. Moreover, the procedure does not create new doubly-black nodes or two consecutive red nodes except for Case 1, which will create a double-red pair if G's parent was red.
Our modification to this procedure is to perform one iteration and stop, allowing doublered conflicts to exist. In addition, because of the presence of doubly-black nodes, more cases are to be handled. Case 1.1 is similar to Case 1 but treats the situation when G is doubly black. In this case, color both P and U black, keep G black but remove the doubly-black flag (because both its children are now colored black and its black height has increased by one) and stop. See Fig. 9 . Case 3.1 is similar to Case 3 but treats the situation when G is doubly black. In this case, perform a right rotation on G, color G red, make P doubly-black and stop. See Fig. 10. 
Doubly-black fix-up procedure
The doubly-black fix-up procedure in the vanilla red-black tree is executed when the deleted node is replaced by its black successor/predecessor. This causes the path that previously contained this successor/predecessor to have one black node less, violating Invariant (5) 0 . The procedure [6, 23] resolves the violation either by O(1) rotations or propagates the doublyblack conflict to the node's parent by color flips. This way, another fix is to be performed and possibly repeated, making the procedure run in O(H ) time. In our case, a bucket is colored doubly-black following a merge operation if the parent of the two merged buckets was black. Similar to the double-red fix-up, we distribute the work over the next operations. We show in Sect. 3 that this lazy rebalancing will not invalidate any of the invariants. We give the procedure of the vanilla tree first and then explain the modifications.
We call this procedure for a doubly-black node N that has a parent P and sibling S. In each iteration, this procedure is guaranteed to either eliminate the doubly-black conflict or to propagate it upward. We only show cases where node N is the left child of P, the other cases are symmetric. The following is the vanilla red-black tree doubly-black fix-up: Our modification to this procedure is to perform one iteration and then stop, allowing doubly-black nodes to reside. Since we allow double-red pairs and doubly-black nodes to exist, we need to handle more cases. First, Case 1 would possibly be repeated twice since the new sibling of N after the rotation may also be red. Case 1.1 is a subcase of Case 1 that handles the situation when P is red. A new case is Case 5, where S is doubly black. Case 1.1: If S is red and P is also red, then perform a left rotation on P but without recoloring, and proceed to the next cases. See Fig. 15 . The above procedure will either eliminate the doubly-black conflict (Cases 2(a), 4 and 5(a)) or propagate it upward to its parent (Cases 2(b) and 5(b)). Additionally, no new doublered pairs or doubly-black nodes are created. We prove in Sect. 3 that both the double-red and doubly-black fix-up procedures will not invalidate the invariants.
Validity of the tree
In this section we prove that the invariants hold. Since we allow double-red and doubly-black conflicts, and as we perform lazy rebalancing, we need to demonstrate that these conflicts would not extend forming more drastic violations. In more details, we need to show that if a node is a black node that has a red parent and a red grandparent, it is impossible for any of its children to propagate a red color to it (by double-red fix-up Case 1), as this will violate Invariant (4). Also, we need to show that for any node that is doubly black none of its children will propagate another doubly-black conflict to it (by doubly-black fix-up Cases 2(b) and 5(b)), as this will violate Invariant (5).
A bucket is said to be proper for a node N if its fixing pointer points to one of N's descendants or N itself, otherwise the bucket is non-proper for N. We define the buffering for a doubly-black conflict to be a red node and for a double-red conflict to be a pair of consecutive black nodes or a doubly-black node. Our proving patterns for Invariants (4) and (5) are analogous. We will prove that, on the path between any conflict and a descendant conflict of the same type or a descendant non-proper bucket, there must be a buffering for this conflict. The buffering for a conflict will prevent another conflict of the same type to catch the first. It is straightforward to verify that the buffering indeed resolves the conflict that propagates upward once they meet.
Lemma 2 On any path from a doubly-black node to a descendant doubly-black node or to a descendant non-proper bucket there exists a buffering for the doubly-black conflict, which is a red node.
Proof We prove our claim by induction on time while applying the fix-up cases one by one. For the base case, the claim holds trivially for an empty tree.
Just before a bucket becomes doubly black (by merging with another bucket), its fixing pointer must have been pointing to the root, and the bucket was non-proper for its ancestors (except for the root, which is never doubly black). Therefore, by the induction hypothesis, there is a red node on the path between the now doubly-black bucket and its first ancestor doubly-black node (if any exists).
For the inductive step by cases, let P be an internal node in the tree. From the doubly-black fix-up procedure, the only way for P to become doubly black is either by Case 2(b) or by Case 5(b). In Case 2(b) (see Fig. 12 ), P has two children N and S where N is doubly black. If N is a bucket, then it is a proper bucket (its fixing pointer must be pointing to itself, otherwise the doubly-black conflict would have been fixed). If N is an internal node, then by induction, there exists a buffering from P to any doubly-black conflict or non-proper bucket descending from N. Since S becomes red forming a buffering, the claim holds for P with any descendant of S. The claim then holds for P with any of its descendants. In Case 5(b) (see Fig. 17 ), P has two doubly-black children N and S. If any of them is a bucket, then it is a proper bucket. If any of N or S is an internal node, then by induction, there exists a buffering from P to any doubly-black conflict or non-proper bucket descending from it.
Since some double-red or doubly-black fix-up cases can cause color flips or a rotation of a red node outside a path, what is left to show is that none of these cases will affect our claim. In the doubly-black fix-up Cases 1, 3, 4 (see Figs. 11, 13, 14) , we perform a rotation resulting in removing a red node from a certain path. But this is not a problem since node N in those cases was doubly black, thus between it and any ancestor doubly-black node there exists a buffering by induction. Hence, the red node that was removed from the path by the rotation will not invalidate the claim.
In the double-red fix-up Case 1.1 (see Fig. 9 ), we propagate a red color to a doubly-black node. In the doubly-black fix-up Case 5(a) (see Fig. 16 ), we propagate a doubly-black conflict to a red node. As a result, in both cases, both the buffering and the doubly-black conflict are eliminated. For all the other cases, if a red node exists on a subpath before the case treatment, it will still reside along the same subpath afterwards. Finally, for all the cases, when a doubly black node propagates upward, it will not override any red ancestor if one exists. Hence the buffering nodes with the ancestors of the black conflict are still surviving.
Lemma 3 On any path from a double-red conflict to a descendant double-red conflict or to a descendant non-proper bucket there exists a buffering for the double-red conflict, which is either two consecutive black nodes or a doubly-black node.
Just before a bucket splits possibly generating a double-red conflict, its fixing pointer must have been pointing to the root, and the bucket was non-proper for its ancestor nodes (except for the root, which is never red). Therefore, by the induction hypothesis, we have either two consecutive black nodes or a doubly-black node between the created double-red conflict and its ancestor double-red conflict (if any exists). Since the buckets are black, the formed red conflict has no red descendants.
For the inductive step by cases, the only way for a double-red conflict to propagate is by double-red fix-up Case 1. In this case (see Fig. 6 ), node G is black and node N is red and has a red parent P. After the fix-up, G becomes red and P becomes black. If the parent of G is red, the conflict at N propagates upward to G. By induction, the claim holds for N and hence for G with any descendant of N. Node U is the other child of G and was red. If a child of U is red, it formed a double-red conflict with U. Hence, the claim follows by induction for G with the descendants of this child of U. If a child of U is black, as U becomes black after the fix-up, we get a buffering of two consecutive black nodes between the new red conflict with any descendant red conflict or any of its non-proper buckets.
As some cases can cause color flips or node rotations outside a path, we show next that none of these cases will affect our claim. In the double-red fix-up Case 2 (see Fig. 7 ), a double-red conflict changes its path. However, this case is followed by the execution of Case 3 that remedies the situation by breaking the conflict. In the double-red fix-up Cases 3 and 3.1 (see Figs. 8, 10 ), nodes G and U were black forming two consecutive black nodes, and G is turned red. But since nodes N and P were red forming a double-red conflict, thus by induction, there exists another ancestor buffering for the double-red conflict below any ancestor conflict. In the double-red fix-up Case 1.1 (see Fig. 9 ), node G was doubly-black and after the fix-up G and both its children are colored black. If G was a doubly-black buffering between two double-red conflicts, G and any of its children still form a buffering between the two conflicts. In the doubly-black fix-up Case 2 (see Fig. 12 ), node S is colored red breaking a two consecutive black pair that forms a possible buffering. If P was black before the fix-up, P will be doubly-black, which is a buffering. If P's parent is black, then P and its parent will form a two consecutive black nodes, which is also a buffering. Alternatively, if both P and its parent were red, a double-red conflict is resolved by the fix-up (since P becomes black), and this permits eliminating the buffering. Also for the doubly-black fix-up Case 3 (see Fig. 13 ), a black node is colored red breaking a two consecutive black pair that forms a possible buffering. However, this case is followed by Case 4 that remedies the situation by creating a new black pair. In the doubly-black fix-up Cases 4 and 5 (see Figs. 14, 16, 17), a doubly-black node is turned black and its parent becomes black. As above, a possible doubly-black buffering is replaced by two consecutive black nodes forming a replacement buffering. In all cases, the claim still holds.
Conclusion
We have described a relatively simple search tree, a variant of the red-black trees, which supports queries in O(log n) worst-case time and updates in O(1) worst-case time once the location of the key is known. This tree provides deletions without the global rebuilding technique. We have implemented our structure and verified its correctness and efficiency. 1 It should be an easy exercise to apply our construction to other variants of the red-black trees that have constant amortized rebalancing cost.
