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1. Introduction. While the Toda flow has been known to specialists in dynamical systems for more than ten years, it was just recently introduced to the numerical analysis community by Deift, Nanda and Tomei [4] , who suggested that competitive numerical eigenvalue algorithms might be based on the Toda and related flows. Subsequent work (for example [20] ) suggests that algorithms based on the Toda flow will probably not be competitive with other algorithms such as the QR algorithm, but still it seems that the Toda and related flows can give us some insight into the workings of algorithms to which it is known to be related. Conversely, we can use our knowledge of familiar eigenvalue algorithms to help us understand the Toda flow.
The connection between the Toda flow and the QR algorithm was observed by Symes [17] . See also [4] , [12] , and [2] . It is well known that the QR algorithm is connected to the power method. In fact it was argued in [19] that the QR algorithm is no more than a sophisticated version of the power method. Therefore we feel that the connection which can be made between the Toda flow and the power method is more fundamental than that between the Toda flow and the QR algorithm. This point of view is justified by the clarity and ease with which the convergence properties of the flow can be seen, once this connection has been made. Since the connection is established through the QR matrix factorization, the Toda and related flows will be called QR flows in this paper.
The QR factorization is only one of several widely used matrix factorizations. Even better known is the LU factorization. In ?3 we will introduce the LU flows, a family of isospectral flows associated with the LU factorization. For these flows we will establish connections with the power method, from which convergence is deduced, and with the LU (usually called LR) algorithm for calculating eigenvalues. The LU algorithm is not as well behaved as the QR algorithm, and this difference in behavior is reflected in the properties of the respective flows. The solutions of LU flows may have singularities and may fail to converge to (block) triangular form. We will characterize points in time at which singularities occur as points at which a certain matrix exponential fails to have an LU factorization. A solution fails to converge as t oo if and only if the solution has a singularity at t = .
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Every positive definitive matrix has a unique Cholesky factorization, A = GG*, where G is lower triangular and has positive entries on the main diagonal. In ?4 we will study a family of flows associated with the Cholesky factorization. These flows are also connected with the power method and with the Cholesky variant of the LU algorithm. The latter is known to evolve at exactly half the rate of the QR algorithm for symmetric matrices. Similarly, each Cholesky flow evolves at exactly half the rate of the corresponding QR flow.
The Toda flow preserves the tridiagonal form of the initial matrix. In ?5 we will see that all the isospectral flows studied in this paper preserve certain banded forms. We will also compare the QR, LU, and Cholesky flows in the tridiagonal case.
Remarks on the literature. The Toda flow was introduced by Toda [18] , who was studying point lattices in one dimension with exponential restoring forces. Other studies of the Toda lattice and flow include [6] , [5] , [11] , [4] , [12] , and [3] . The reader is referred to these works for information about the physical properties of the Toda lattice, which include complete integrability, important connections with the Korteweg-de Vries equation, and the existence of solitary wave solutions. We have nothing to say about these features of the Toda flow. Several versions of the Toda flow, corresponding to different sets of boundary conditions on the lattice, have been studied. The version which is of interest to us is the finite, nonperiodic Toda flow of Moser [11 ] . The notions of Lie group and Lie algebra have been introduced into the study of isospectral flows with great success [16] , [7] , [14] , [9] , [1] . We will comment only briefly on this aspect of the theory, since the author has no expertise in that area. See the paper of Deift, Nanda and Tomei [4] for some good geometric insights into the Toda flow. Chu [2] has related the Toda flow to center manifold theory.
2. QR flows. An arbitrary n by n matrix C can be decomposed in exactly one way into a sum C = -1X (C) + ir2 (C) where 7r,(C) is skew-Hermitian and ir2(C) is upper triangular with real main diagonal entries. (All matrices have complex entries.) Explicit expressions for ir1 (C) and ir2(C) are given by 7rl(C) = CL -CL* + i(im(CD)), 7r2(C) = CU + C* + re(CD), where CL, CD, and Cu are the strictly lower triangular, diagonal, and strictly upper triangular parts of C, respectively. Let B be any n by n matrix, let f be an analytic function whose domain contains the spectrum of B, and define a matrix differential equation by
It can be verified immediately that (2.1 a) can also be expressed as
Each choice off gives rise to a different flow. The Toda flow is the special case gotten by takingf(B) = B and requiring that B be real, symmetric, and tridiagonal. We will see in ?5 that the special form of B is retained by B(t). By a method pioneered by Lax [8] we will show that for all time the solution B(t) of (2.1) is unitarily similar to B (cf. [5] , [11] [15] or [21] . The next theorem, which shows that the functions Q(t) defined by (2.2) are the unique QR factors of ef(B)t, is the crucial result which provides the link between the flows (2.1) and the power method. It was proved in the symmetric case with f(B) = B by Symes [16] , [17] , who also gave credit to Kostant [7] and Reyman and Semenov-Tian-Shansky [ 14] . The general case was done by Chu [2] . THEOREM 2.4. e f(B)t = Q(t)R(t). Proof. Let Q'(t) and R'(t) be the unique QR factors of e f(B)t. We will show that Q' and R' are solutions of (2.2a) and (2.2b), respectively, from which it will follow that Q Q' and R = R'. Differentiate both sides of the equation e f(B)t = Q'(t)R'(t) to get
Comparing these equations with (2.2) we find that we will be done if we can show that Let us now interpret Theorem 2.4. (At this point it would not hurt to review [19] .) Let Z = ef(B). Theorem 2.4 relates Q(t) and R(t) to powers of Z:
Let XI, * .
, nX, be the eigenvalues of B. For simplicity we will assume that B has n linearly independent eigenvectors vl, . . ., vn, with vi corresponding to Xi. Then Z has eigenvalues e f'i). the space spanned by w1, * * * , Wk.) We stated the result for integer values of t because that is the way the power method is usually stated, but the result clearly holds for all real t. Let qi(t) denote the ith column of Q(t). Examining (2.6) we note that since R is upper triangular, Z'e, = q1 (t)rl I(t). Thus (q1 (t) )-(vl ) as t oo. That is, the first column of Q(t) converges to an eigenvector. Now consider Ztel, . . . , Ztek, the first k columns of Zt. Again by the triangular property of R we have
In fact ql (t), . . . , qk(t) is the Gram-Schmidt orthonormal basis obtained from [19] we need not give any further thought to (2.8). The strict inequalities of the moduli of the eigenvalues are more likely to be violated. This happens, for example, in the cases of complex conjugate eigenvalues. If I ef(Xt) I = Ief(X,+2) =. * = e f(A,+) 1, then B(t) will converge to block triangular form with a j by j block in rows and columns i + 1 through i + j. In particular, corresponding to each pair of complex conjugate eigenvalues is a two by two block in the limiting form of B(t).
Although we have now fairly thoroughly covered the convergence of B(t), we mention for completeness the connection of B(t) with the QR algorithm. We recall that the basic, unshifted QR algorithm is given by Ak+l = RkQk, where QkRk = Ak. THEOREM 2.9. The iterates of the unshifted QR algorithm applied to Ao = e f(B) are
where B is defined by (2.1). Proofs may be found in [17] and [4] , but the reader is invited to furnish his own. (See [19, eq. (3.7)1 .)
We mention briefly the role of Lie groups and Lie algebras. Compare the decompositions (2.10) ef(B)t = Q(t) R(t) and (2.11) f(B(t)) r= 7r (f(B(t))) + 7r2(f(B(t))).
The terms on the right-hand side of (2.10) are related to those of (2.1 1) by the differential equations (2.2a) and (2.2b). ef(B)' belongs to the Lie group of nonsingular matrices, whereasf(B(t)) belongs to the corresponding Lie algebra of n by n matrices. Q(t) belongs to the Lie group of unitary matrices, whereas -r1 f(B(t)) belongs to the corresponding Lie algebra of skew-Hermitian matrices. R(t) belongs to the Lie group of upper triangular matrices with positive main diagonal entries, whereas ir2f(B(t)) belongs to the corresponding Lie algebra of upper triangular matrices with real entries. Thus (2.10) is a Lie group factorization and (2.1 1) is a corresponding Lie algebra decomposition. Most of the results of this section are in the literature; we have supplied proofs for the reader's convenience. Apart from our insistence that QR flow = power method, the novelty of our approach is that we have placed Q(t) and R(t) on equal footing, whereas previous accounts have emphasized the role of Q(t).
3. LU flows. A theory of LU flows can be developed along the same lines as the theory of QR flows. Indeed it will be evident that a general theory exists which covers both cases simultaneously. We will not make this generalization since we are as interested in the differences as in the similarities.
Every n by n matrix C can be decomposed uniquely into a sum
where pl(C) is strictly lower triangular and p2(C) is upper triangular (a Lie algebra decomposition). Proceeding as in ?2 we define a matrix differential equation by In ?2 it was shown by the method of Lax [8] that the solution of (2.1) is unitarily similar to B for all time. A consequence is that the solution remains bounded for all time. The same method can be used to show that the solution of (3.1) is similar to B but not unitarily similar. Consequently it cannot be concluded that the solution remains bounded, and we will see cases in which the solutions have singularities.
Define matrix valued functions L(t) and U(t) by the differential equations
As in ?2 it can be shown that since Pi (f(B)) is strictly lower triangular, L(t) must be unit lower triangular. Similarly U must be upper triangular with nonzero main diagonal entries. The differential equations (3.2a) and (3.2b) are linear. It is clear that L or U can have a singularity only if B does.
THEOREM 3.3a. B(t) = L(t) lBL(t). THEOREM 3.3b. B(t) = U(t)BU(t) 1.
These are proved in the same manner as Theorem 2.3b. From these theorems and the remark which immediately precedes them we see that L and U have singularities at time t if and only if B does.
Almost every nonsingular matrix C has an LUfactorization, C = LU, where L is unit lower triangular and U is upper triangular with nonzero main diagonal entries. If the factorization exists, it is unique. The exact condition for existence of the LU factorization is that all leading principal minors of C be nonzero. An interesting equivalent condition involving subspaces will be used later. Let cl, * * * , cn be the columns of C. Then the first step of the LU factorization of C succeeds if and only if cl ? (e2, * . . , en); that is, (cl ) n (e2, * * * , en)= (0). Similarly, the second step succeeds if and only if (cl, c2 ) n (e3, * ,en = (0). All steps of the factorization succeed if and only if (Cl, *. * ,CO n (ek+I, . . . Note the similarity to (2.8). Indeed, in the past [21] the conditions (2.8) have been phrased in terms of the existence of an LU factorization for V-, where V is the matrix whose columns are the eigenvectors v1, * . . , vn . The next theorem, which is analogous to Theorem 2.4, shows that the functions L(t) and U(t), defined by (3.2), are the unique LU factors of e f(B)t THEOREM 
At all points at which ef(B)' has an LU factorization, ef(B)' = L(t) U(t). The points at which e f(B)t fails to have an LUfactorization are the points at which singularities occur in B(t).
Proof. Let L'(t) and U'(t) be the LU factors of e f(B)t. We can show that L' = L and U' = U by showing that L' and U' satisfy the differential equations (3.2a) and (3.2b), respectively. As in the proof of Theorem 2.4, there are two variants, depending on which form is chosen for the derivative of ef(B)t. Both variants proceed along the same lines as the proof of Theorem 2.4 and lead to the conclusion that ef(B)t = L(t)U(t), at least up to the first point at which ef(B)t fails to have an LU factorization. Since both sides of the equation are analytic, the equation holds as long as L(t) and U(t) are both defined; that is, until the first singularity in B(t) occurs. Furthermore, equality will continue to hold after the singularity. This can be seen by thinking of our space as being embedded in a projective space. Then the points at infinity are no different from other points, and passage through infinity does not disturb the equation ef(B)t = L(t)U(t). We conclude that e f(B)t = L(t)U(t) except at those t at which B(t) has a singularity. [L While the problem of singularities can be overcome in theory, it would pose a real practical problem if one wanted to integrate numerically the system (3. la) in order to find the eigenvalues of B. The location of the singularities, if any, will not be known in advance, so the numerical integration routine must be able to determine when it is approaching a singularity. This should not be difficult; repeated reductions in step size will serve as a signal. At this point one must make a nonlinear change of variables to transform the point at infinity into a finite point. The transformed system can then be integrated past the offending point, after which one can transform back to the original coordinates. The cost and complication of the transformation probably rule out its use in practice.
To illustrate the occurrence of singularities we consider a simple example. Let ]' where c = (3(4') -3(2'))/(3(2') -4').
The (2, 1) entry tends to infinity as t -log2(3). We leave it to the reader to calculate U(t) and B(t) and show that both have singularities at t = log2(3). we can conclude that (1 (t), * * *, lk(t)) converges to the invariant subspace (v1, * * Vk) as t -oo. The only difference between this case and the QR case is that l (t), * * lk(t) is not an orthonormal set. It is normalized in a different (and inferior) way: li(t) has i -1 leading zeros followed by a 1. In the QR case convergence of the leading column spaces of Q(t) guarantees the convergence of B(t). In the LU case convergence of the leading column spaces of L(t) does not guarantee convergence of B(t) because L and Lare not necessarily bounded. Consider the following example. Let B= .
[ 1 2] (Never mind that the eigenvalues are already evident.) Again takef(x) = ln (x), so that
Note that L(t), U(t), and B(t) all blow up as t -k. The difficulty is that the dominant
It is true that ( 11 (t) ) -v ( v ), but l (t) is normalized so that its first component is 1. Thus the second component is forced to infinity. The problem which we have seen in this example will occur for every matrix for which v1 E (e2,. . . , en), since then 11(t) cannot approximate v1 without having some of its components tend to infinity. More generally, trouble will occur whenever the convergence (11(t) .7) is not quite the same as (3.6).
The condition for the existence of a singularity in an LU flow is that Z' (= e f(B)t) not have an LU factorization. In terms of subspaces this means that for some k, (Ztel, * Ztek) n (ek+I, . . . , en) / (0). In the limit as t -m00 this becomes (typically) ( v1, . . . Vk) n (ek+1, . . . en) / (0), which is the negation of (3.7). Therefore it is reasonable to say that we have a singularity at t = oo whenever convergence fails as t -.
The LU flows are related to the LU (or LR) eigenvalue algorithm in the same way as the QR flows are related to the QR algorithm. Recall that the iterates of the basic LU algorithm are given by An important type of matrix for which the subspace conditions (3.6) and (3.7) are guaranteed to hold is the unreduced tridiagonal matrix, a tridiagonal matrix for which all of the off-diagonal entries are nonzero. We will see in ?5 that this form is preserved by the LUflows for all t. Parlett [13] noticed that the assumption that all subdiagonal entries are nonzero guarantees that (3.6) holds. Similarly, the assumption that all superdiagonal entries are nonzero implies (3.7). To verify this we must show that if w E (ek+1, . . . ,en). The nonzero entries on the superdiagonal of B guarantee that if w E (ek+l, . . * , en) then w, Bw, B 2W . * * , Bkw are linearly independent. Therefore the smallest invariant subspace containing w has dimension at least k + 1. Since (vl,. . . , Vk) is invariant and has dimension less than k + 1, w cannot lie in (vI, v2, . . . , Vk). It follows that the unshifted LU algorithm applied to B is guaranteed to converge, provided that B(t) does not have any singularities at integer values of t. In the case of a singularity the algorithm breaks down because the LUfactorization does not exist. In practice this problem is solved by shifting (or changing the shift). A singularity between integers is passed over without notice. In this respect the LU algorithm is superior to the LU flows.
4. Cholesky flows. An arbitrary n by n matrix C can be decomposed in exactly one way into a sum C = uI(C) + o2 (C) where ol(C) is lower triangular, O2(C) is upper triangular, and diag (o1(C)) = diag (U2(C)). In fact This decomposition differs from those of the previous two sections in that it is not a direct sum decomposition.
Proceeding as in ??2 and 3 we define a matrix differential equation by either of the two equivalent definitions: 
B(t) = G(t) -BG(t) = H(t)BH(t)-1.
The solution may have singularities, but not in the special case which we will now consider. For the rest of this section assume that B is Hermitian, andf maps an interval containing the spectrum of B into the real line. These assumptions guarantee that B(t) is Hermitian, as the following argument shows. Take the conjugate transpose of (4.la) to get B*= (o1(f(B)))*B* -B*(o1(f(B)))*.
But (i1(f(B)))* = o2(f(B)*) = o2(f(B *)), the second inequality being true becausef is real valued. Thus B* is a solution of (4. lb). By uniqueness of the solution, B* = B. It now follows that o2(f(B)) = (oi(f(B)))* and, by (4.2), H(t) = G(t)*.
Every positive definite matrix C has a unique Cholesky factorization, C = GG*, where G is a lower triangular matrix with positive main diagonal entries. The matrix ef(B)t is positive definite. The main theorem of this section states that the Cholesky factor of ef(B)t is the function G(t) defined by (4.2a). One would like to use Theorem 4.4 to show that the Cholesky flow converges to diagonal form: B(t) = G(t)-'BG(t), and the columns of G(t) converge to invariant subspaces. Unfortunately G(t) is not normalized as Q(t) and L(t) are, and it is possible (and usually happens) that ||G(t)| |-oo or |1 G(t) || -0, even in nonpathological situations. This makes it difficult to prove that B(t) converges to diagonal form. That it does indeed converge follows from the well-known connection between the Cholesky LU algorithm and the QR algorithm: two Cholesky steps equal one QR step [21] . This statement holds for the two flows as well. If one compares ir2(C) with 2(C) for Hermitian C, one finds that ir2(C) = 2CU ? CD = 2cr2(C).
Then by comparing the differential equation (2. lb), which governs the QR flow, with the differential equation (4.1 b), which governs the Cholesky flow, one finds that they are identical except for a factor 2. Thus the QR flow evolves at exactly twice the rate of the Cholesky flow.
5. Banded forms. The Toda flow preserves the tridiagonal form of the initial matrix. More generally, all of the isospectral flows which have been presented in this paper preserve certain banded forms. Let us say that a matrix C = (cij) is lower banded with lower bandwidth k or, more briefly, lower k-banded if ci, = 0 whenever i-j > k. Thus, for example, a lower 0-banded matrix is upper triangular and a lower 1-banded matrix is upper Hessenberg. 
