Abstract. We propose a definition of partition quantum spaces. They are given by universal C * -algebras whose relations come from partitions of sets. We ask for the maximal compact matrix quantum group acting on them. We show how those fit into the setting of easy quantum groups: Our approach yields spaces these groups are acting on. In a way, our partition quantum spaces arise as the first d columns of easy quantum groups. However, we define them as universal C * -algebras rather than as C * -subalgebras of easy quantum groups. We also investigate the minimal number d needed to recover an easy quantum group as the quantum symmetry group of a partition quantum space. In the free unitary case, d takes the values one or two.
Introduction
In mathematics, we often have a space X and want to investigate its symmetries. This leads to the notion of groups. In modern mathematics however, the notion of quantum spaces appeared, for example modelled as possibly non-commutative C * -algebras. Asking for the quantum symmetries of such topological quantum spaces leads to the definition of quantum groups. Our work is based on the definition of (C * -algebraic) compact matrix quantum groups by S.L. Woronowicz in [22] . Roughly speaking, such a quantum group consists of a unital C * -algebra A generated by the entries of a matrix u G = (u ij ) such that there exists a comultiplication ∆ : A → A ⊗ A (see Definition 3.7). Now there are two fundamental questions regarding quantum symmetries:
• Given a quantum space X -what is its quantum symmetry group?
• Conversely, given a quantum group G -can we find a quantum space, such that its quantum symmetry group is precisely G? In the present article, we mainly deal with the second kind of questions.
In [4] , T. Banica and R. Speicher introduced an important class of compact matrix quantum groups, so called easy quantum groups. Their structure is encoded by partitions of sets via Woronowicz's Tannaka-Krein duality from [23] . More precisely, one can associate linear maps with given partitions and ask them to span the intertwiner spaces of some compact matrix quantum group. These special quantum groups were generalized in [14, 15] by P. Tarrago and the second author: If N ∈ N and Π is a (suitable) set of two-coloured partitions, we can associate with every partition p ∈ Π relations R Gr p (u G ) for some generators u ij 1≤i,j≤N and define the easy quantum group G N (Π) via the universal C * -algebra C(G N (Π)) := C * u ij | ∀p ∈ Π : the relations R Gr p (u G ) hold . Using this machinery, many compact matrix quantum groups may be produced.
The question is now on which quantum spaces these quantum groups act, or even stronger: Find a quantum space, such that a given eas quantum group G N (Π) describes its quantum symmetries, i.e. G N (Π) is its quantum symmetry group (in the sense of Definition 6.1).
In some cases answers were already found: The quantum permutation group S + N , for example, is the quantum symmetry group of N quantum points (see [18] ) and the orthogonal quantum group O + N is the quantum symmetry group of the free real sphere (see [2, 17] ). Moreover, every compact matrix quantum group acts on the first column of its fundamental representation u G , i.e. on the C * -algebra C * (u 11 , u 21 , . . . , u N 1 ). But in contrast to this, given only the first row, the quantum symmetry group of this space is not always described by the quantum group we started with (see Example 4.8) . In this sense we cannot recover in general a given easy quantum group from its first column.
For easy quantum groups G N (Π) we develop this idea of a "first column space" further into two directions. Firstly, instead of using directly the entries u i1 in the first column of u G N (Π) we define our quantum spaces as universal C * -algebras generated by the entries of a vector x = (x 1 , . . . , x N )
T . The relations R Sp p (x) for these generators are motivated by the first column of u G N (Π) (see Definitions 4.3 and 4.4) . Given N ∈ N, a set of partitions Π and a vector x as above, we then define C X N (Π) := C * x 1 , . . . , x N | ∀p ∈ Π : the relations R Sp p (x) hold) and call X N (Π) a partition quantum space (PQS) of one vector.
Secondly, we do not consider only one column but rather d columns of u G at once. In this sense we generalize the definition above for a tupel of vectors
. . . Given a set of partitions Π and d ≤ N ∈ N, we have (under some mild conditions) an associated easy quantum group G N (Π) and a quantum space X N,d (Π). In this work we concentrate on the question, how these two objects fit together in the sense of quantum group actions. At last we want to mention some other works touching our topic. P. Podleś's definition of quantum spheres in [12] was a first but important step in quantizing the notion of a classical space. Authors like T. Banica, J. Bhowmick, D. Goswami, P. Podleś, A. Skalski and Sh. Wang investigated various quantum spaces and actions of quantum groups on them and asked (for example under the name of quantum isometry groups) for the universal objects acting on these spaces (see [12, 13, 18, 10, 6, 7, 2, 5] ). The idea of a quantum space inspired by one or several rows/columns of a compact matrix quantum group G can be found for example in [3] , but note that the spaces there are defined via C * -subalgebras of C(G), whereas we introduce them as universal C * -algebras. At last we mention the recent work [1] by T. Banica, where partition induced relations similar to those in our article are used to describe certain quantum subspaces of the free complex sphere. In contrast to the setting presented there, where it is part of the assumptions that an easy quantum group is the quantum symmetry group of a suitable quantum space, this is the central question in our work. Additionally, as mentioned above, we generalize the idea of quantum vectors to tupels of quantum vectors.
Main results
Let d, N ∈ N with d ≤ N and let Π be a set of partitions defining both an easy quantum group G N (Π) and a partition quantum space X N,d (Π). The relations on the generators x ij of our quantum spaces can be seen as derived from the first d columns of the matrix u G N (Π) = (u ij ) (see the appendix for an overview on all relations associated to partitions).
Theorem (see Theorems 4.7 and 4.19) . We have a * -homomorphism
mapping the entries of x canonically onto the first d columns of u G N (Π) .
Note that we do not know whether ϕ is an isomorphism or not. Furthermore, we answer Question 1.1 in full generality:
from the left and right.
In the case d = N we can also answer Question 1.2:
Theorem (see Corollary 6.8) . G N (Π) is the quantum symmetry group of X N,N (Π).
The above result leads to a new question (compare Question 1.3): Given a set Π, which is the minimal number d such that the latter theorem stays true? We cannot answer this question as generally as the ones before, so we restrict to the case of non-crossing partitions, corresponding to free easy quantum groups. The possible quantum groups are completely classified in [14, 15] and we can describe them by suitable sets Π of partitions (see Table 1 in Section 7). Fixing these sets of partitions, we can bound the necessary d to at most 2:
Theorem (see Theorem 7.10) . Let Π be a set of non-crossing partitions from Table  1 We conjecture (see open questions in Section 8) that in the non-blockstable case the situation d = 1 does not work, i.e. that amongst all categories of non-crossing partitions the question of blockstability is equivalent to the minimal d being equal to one.
Preliminaries
In the context of C * -algebras we denote by ⊗ the minimal tensor product and we define [n] := {1, . . . , n} ⊆ N for all n ∈ N.
In this section we give a very brief introduction to partitions of sets and how we can associate easy quantum groups to them (also known as easy quantum groups). For more details see [4] and [14, 15, 19, 20] . Moreover, we introduce a new kind of decomposition of labelings of partitions. Finally, we present a quantum version of matrix-vector actions.
3.1. Two-coloured partitions. A (two-coloured) partition on k upper and l lower points is a partition of the ordered set [k + l] into non-empty, disjoint subsets, where each element gets a label 1 (white) or * (black). The subsets of the partition are called blocks. We may illustrate such partitions by lines representing the blocks:
If a block contains upper and lower points, we call it a through-block. The number of through-blocks in p is denoted by tb(p). A partition is called non-crossing, if the lines in the corresponding picture do not cross. The set P(k, l) contains all partitions with k upper and l lower points (in all possible labelings) and P := k,l∈N 0 P(k, l) is the union of all those sets. For given words ω ∈ {1, * } k and ω ′ ∈ {1, * } l we denote by P(ω, ω ′ ) ⊆ P(k, l) all partitions with upper point labeling according to ω and lower point labeling according to ω ′ (from left to right, respectively). We have some operations defined on P. Given p ∈ P(ω (1) , ω (2) ) and q ∈ P(ω (3) , ω (4) ) there exists a tensor product p ⊗q, an involution p * and (if ω (2) = ω (3) ) a composition qp. A set of partitions closed under these operations and containing { •
• } is called a category of partitions. Here is an example of these operations using p as in Equation 3.1:
See [14] or [21, Appendix B] for more on two-coloured partitions and more examples.
Labeling of partitions.
Notation 3.1. Let p ∈ P(k, l). Every pair of multi indices (t, t ′ ) ∈ N k ×N l gives rise to a labeling of the points of p by labeling the upper points from left to right by t = (t 1 , . . . , t k ) and likewise the lower points by
A labeling is valid if for every block all of its points have the same label. We can also speak of valid labelings of a subset of points if in this subset connected points are labeled equally. Definition 3.2. Every partition p ∈ P(k, l) gives rise to a function
is a valid labeling of p, 0 otherwise.
As an example, consider the partition p from Equation 3.1. A labeling t = (t 1 , t 2 , t 3 ) of the upper row is valid if
holds, i.e. the labelings on the through-block fit together.
3.3. Decomposition of labelings. We use the observation above to decompose given sets of multi indices into disjoint subsets, due to their validity as labelings. Notation 3.3. Given p ∈ P(k, l) and N ∈ N we can decompose the sets [N] k and [N] l in the following way:
, where tb(p) denotes the number of through-blocks of p, (ii) T 0 and T ′ 0 are the invalid labelings of the upper (respectively lower) row, (iii) for every 1 ≤ i ≤ r every labeling (t, t ′ ) ∈ T i ×T ′ i is valid, (iv) for every 1 ≤ i ≤ r the sets T i and T
we have that (t, t ′ ) labels the through-block points of p the same way as (s, s ′ ) does. The listed properties above are partially redundant. For example (iv)-(vi) follow from (i)-(iii).
Remark 3.4. Note the special case of 0 ∈ {k, l}: An empty row has only one possible labeling (which is valid), namely the empty word ε ∈ [N] 0 . So if for example a partition has only lower points, then r = 1, T 1 = {ε} and T 0 is empty. Furthermore note, that |T i | = |T j | and |T
≤ r as the possibilities to extend a valid through-block labeling to a valid labeling of the whole row does not depend on the actual through-block labeling. Proof. Existence: Define T 0 and T ′ 0 as described in (ii). As p has tb(p) throughblocks we have r = [N] tb(p) possibilities to label the through-block points in a valid way. Numbering these possibilities from 1 to r we can take any 1 ≤ i ≤ r and extend it to labelings of the whole partition. This defines the sets T i and T 
3.4.
Compact matrix quantum groups. In this work only one class of quantum groups is relevant, namely compact matrix quantum groups (CMQGs) as defined by S.L. Woronowicz in [22] :
Definition 3.7. Let N ∈ N and u G := (u ij ) be an N×N-matrix with entries in some unital C * -algebra A. Assume the following:
Then we denote A also by C(G) and call it the non-commutative functions on an (abstractly given) compact matrix quantum group (CMQG) G.
The reason for this name is, that in the case of a commutative C * -algebra A, the object G really is a matrix group and the u ij are the coordinate functions in the algebra C(G) of continuous functions on G. See [11, 16, 20] for more on CMQGs.
3.5. Easy quantum groups. Definition 3.8. Let N ∈ N, u := (u ij ) an N × N-matrix of generators and p ∈ P(ω, ω ′ ) ⊆ P(k, l) be a partition. Using the Notations 3.3, we associate the following relations to the u ij , denoted by R Gr p (u): (i)
(ii)
Note for (i) (compare Remark 3.4), that in case of 0 ∈ {k, l} the sum on the corresponding side is equal to 1, corresponding to the empty word ε. Definition 3.9. Let N ∈ N be given as well as a set Π of partitions including the four mixed-coloured pair partitions
be an N ×N-matrix of generators. Then we define the universal C * -algebra
) hold) and call it the non-commutative functions on the easy quantum group G N (Π). 
Gū G and u * G u G , respectively, are equal to 1, i.e. u G andū G are unitaries. So the theory of easy quantum groups is a theory of unitary quantum matrices.
Remark 3.11. From the perspective of [4] and [15] the definitions above are a reformulation of the original ones, adapted to our purposes. We outline some key ideas of the theory presented there.
(i) To every set of partitions Π as above we can consider the category of partitions C := Π generated by Π.
Here the delta-function δ p from Definition 3.2 plays a central role. (iii) The linear span of the maps T p p∈C is a concrete monoidal W * -category. (iv) By Tannaka-Krein duality for CMQGs, see [23] , every such category produces a CMQG, G N (C), such that the intertwiner spaces
coincide with the linear spans of the maps (
⊗ω ′ T p can be seen as relations for the matrix entries u ij . The universal C * -algebra generated by the u ij and all these relations turns out to be the object C (G N (C)). (vi) Using the definitions of the maps T p from [15] , the relations
l is encoded by the decomposition into the subsets T i and T 
. As we will also use it later on (see Lemma 4.2 and Theorem 7.10), we separately mention also the following result. 
* and for any rotated version q = rot(p) of p (see [14, 21] .
Originally, easy quantum groups were defined as exactly those CMQGs G, whose intertwiner spaces are given via categories of partitions, but due to Lemma 3.12 we only need to consider suitable generating sets Π of partitions in order to completely understand the universal C * -algebras C(G). This allows us to write G N (Π) instead of G N ( Π ) = G N (C) and so justifies Definition 3.9.
3.6. Actions. In this article we quantize the situation of matrices M acting on tupels of vectors by entrywise left and right multiplication:
The case d = 1 is well-known, however, we need it for more general d ≥ 1.
Definition 3.13. Let u G := (u ij ) 1≤i,j≤N be a matrix of generators associated to a CMQG G. Let
be a tupel of d vectors whose entries generate a unital C * -algebra C(X), associated to a compact quantum space X.
Note that α and β are nothing but actions on each of the quantum vectors
In other words, for a fixed j, the restriction of α to C * (x 1j , . . . , x N j ) yields an action of the CMQG on quantum vectors in the well-known sense.
Remark 3.14. The above maps are special cases of a general left/right action of a compact quantum group G on a compact quantum space X (see for example [13, Definition 1.4] ). Those are given by * -homomorphismsα,β :
where Σ denotes the flip map given by x⊗y → y⊗x,
. Considering the maps α and β from Definition 3.13, the proof of property (a) and (a') is a direct consequence of the special form of ∆ (see Definition 3.7) and (b) follows from the invertibility of u G andū G .
Definition of partition quantum spaces
4.1. The case of one vector. We motivate our work by regarding the classical case and the one vector case first.
is an easy quantum group and it canonically acts on the vector set X = {e 1 , . . . , e N } ⊆ C N , the standard orthonormal basis of C N . We observe that this set of vectors coincides with the set formed by the first columns of all matrices in S N .
Translating this observation to the more general setting of an easy quantum group G N (Π), we should be able to construct quantum spaces inspired by one column in the matrix of generators u G N (Π) . The question therefore is, which structure we have within one column of u G N (Π) . The relations between the matrix entries u ij are given by partitions as described in Definition 3.8. In general, the resulting equations do not stay within one column, so our first aim is to extract from a given partition certain relations that do so. 
Proof. By Lemma 3.12 also the relations R 
Note that this argument is valid even if k = 0 or l = 0 as we then have ε ∈ T 1 or ε ∈ T ′ 1 , respectively and the corresponding side in Equation 4.1 is 1 (see Remark 3.4).
We are now ready to formulate the definitions leading to partition quantum spaces. See also the appendix for an overview on all relations related to partitions. T be a vector of generators. Let p ∈ P(ω, ω ′ ) ⊆ P(k, l) be a partition. Using Notation 3.3, we associate with p the following relations on x:
Again note that for k = 0 or l = 0 the corresponding side of the equation above is equal to 1 (see Remark 3.4).
Consider for example the partition
Then we define the universal C * -algebra 
Proof. This follows directly from Lemma 4.2.
The case of d vectors.
In this section we generalize quantum vectors to dtupels of quantum vectors. We will see already in the commutative case that it is necessary to perform this step. Roughly speaking, we can start with an easy quantum group G and define a canonical space it acts on, arising from the first column of its fundamental unitary u G , but in general we cannot recover this quantum group as the quantum symmetry group of the constructed space. We then need to consider a tuple of columns.
Example 4.8. The easy quantum groups H N and S ′ N are both classical groups and arise from S N in the following way: Starting with S N , we can put a global factor ±1 in front of a permutation matrix and end up with the group S ′ N . For matrices in H N this additional factor ±1 is an entrywise choice, so H N consists of all matrices with one entry ±1 in every row and column (and the rest vanishing). See also [4] for the definitions of S ′ N and H N . We clearly have S ′ N ⊆ H N and inequality for N > 1. Consider the space of first columns of matrices in S ′ N , i.e. the vector set X = {±e 1 , . . . , ±e N }. Note, that the first column space of H N is X, too. Taking X and asking for its symmetry group we do not end up with S ′ N but with H N . To overcome this problem, we consider the first two columns of S ′ N , which yields the set of vector pairs X ′ := {(±(e i , e j ) | 1 ≤ i, j ≤ N}. We see that S ′ N acts on X ′ by entrywise matrix-vector multiplication, but H N does not, as for example (e 1 , −e 2 ) is in the image of H N acting on X ′ but (e 1 , −e 2 ) / ∈ X ′ . In fact: We may recover the group S ′ N as the (quantum) symmetry group of X ′ , so the space arising from two columns contains enough informations to recover S ′ N . As a first step, we extract analogous to Lemma 4.2 for a given CMQG relations for the entries u ij of u G , which are more suitable for our purposes. Definition 4.9. Let p ∈ P(ω, ω ′ ) ⊆ P(k, l) be a partition and G a CMQG with matrix of generators u G . Using Notation 3.3 we associate with the partition p the following relations, denoted by R
Remark 4.10. Note, that if (i) is fulfilled, then the left side of equation (i) does not depend on our choice of γ ∈ T j and likewise the right side does not depend on
Recall that in the appendix, all relevant relations are summarized on one page, for the readers convenience.
Lemma 4.11. Let G be a CMQG with matrix of generators u G = u ij 1≤i,j≤N and
Proof. For (1) assume that the quantum group relations of p, pp * and p * are fulfilled. Equation (i) in Definition 4.9 is proved with the same arguments as in Lemma 4.2, we just replace the multi indices (1, . . . , 1) by γ ∈ T j and γ
Equations (ii) and (iii) in Definition 4.9 follow directly from the relations R 
Out of this we can straightforwardly deduce the desired relation, as for any γ ′ ∈ T ′ i the right side can now be written as
where we used Remark 4.10 in ( * ) -once for u G and once for u (1) in Lemma 4.11 are always fulfilled if we consider an easy quantum group G N (Π) with p ∈ Π . As these relations also hold for u
We use the deduced equations to define relations similar to Definition 4.3, but now in the case where x is a d-tupel of vectors. . . .
Remark 4.14. We denoted with R 
Example 4.16. Consider any d-tupel x in the sense above and again the partition
Recall the decomposition of labelings induced by p into sets T i and T 
Proof. This follows directly from Lemma 4.11 and Remark 4.12.
Remark 4.20. For every easy quantum group permutations on rows and/or columns as well as the mapping u ij → u ji define * -isomorphisms on it. Therefore we actually have a lot of freedom where to map each x ij to. Namely for every two permutations σ 1 , σ 2 ∈ S N we have that
both define alternatives to the * -homomorphism ϕ in Theorem 4.19. 
In principle, also d > N is possible, but as some of our results only hold for d ≤ N, we excluded all other situations in this work. 
Easy quantum groups act on partition quantum spaces
defines a right matrix-vector action X G.
Proof. We have to prove that α and β are well-defined * -homomorphisms. We only consider α, the proof for β can be done analogously. By the universal property of C X N,d (Π) it suffices to prove that the relations (i)-(iii) from Definition 4.13 are fulfilled forx ij := α(x ij ) = N s=1 u is ⊗x sj . We start with relation (i) from Definition 4.13. We use Notation 3.3 and fix
and due to Remarks 4.12 and 4.10 we have that
In particular, c 0 = 0. Using Equations 5.1 and 5.2 we infer:
For relation (ii) in Definition 4.13 we similarly compute for all γ ∈ T 0
Analogously we prove (iii): For all γ ′ ∈ T ′ 0 we have
Quantum symmetry groups of partition quantum spaces
In the following we want to take a closer look at the connection between a partition quantum space and its quantum symmetry group. We start with a precise definition of quantum symmetry groups in our setting. Note, that G ′ ⊆ G means that we have a * -homomorphism C(G) → C(G ′ ), sending the entries of u G canonically to the entries of u G ′ . Of course Definition 6.1 makes sense not only for PQSs, but for every quantum space of vectors X. 
This encodes some information about the v ij , but it is not always easy to read, as the C * -algebra C X N,d (Π) might be quite complicated.
Notation 6.4. Consider any permutation matrix σ ∈ S N and the following chain of unital * -homomorphisms:
Here, (ũ ij ) = u S N is the matrix of generators corresponding to C(S N ), i.e.
is the coordinate function for the entry (i, j). Recall that theũ ij are projections summing up to one in each row and column, i.e. [4, 19, 20] . For ϕ 3 observe, that the point evaluation f → f (σ) is a character on C(S N ).
Applying 1⊗ev σ for some σ with σ(1) = k to Equation 6.1 results in
As k ∈ [N] was arbitrary, we therefore proved the relations
With the strategy presented above, we can prove (see Theorem 6.6) that the relations R Sp p (x) hold for any choice of d columns of (v ij ). We first present a preparing result, keeping the consecutive theorem and its proof compact. 
Proof. We start with the relations in (i). In virtue of Definition 4.13 we have for i, j, γ, γ ′ as defined above
We consider σ ∈ S N and apply (1 ⊗ ev σ ) • α to receive
For σ = id this is our claim.
We pass now to the relations (ii) and (iii). Starting with
we deduce similarly to the case of Equation (i) with the help of (1 ⊗ ev σ ) • α:
In both cases this includes with (σ = id) the desired relation.
Without any further work we can now prove the existence of * -homomorphisms from C X N,d (Π) to C(G), where G is the quantum symmetry group of X N,d (Π). ϕ :
In particular (for σ 1 = σ 2 = id) the mapping
Proof. By the universal property of C X N,d (Π) we only have to show that the relations R Sp p (x) p∈Π are fulfilled when we replace every x ij by v σ 1 (i)σ 2 (j) or v σ 2 (j)σ 1 (i) , respectively. Thanks to our results so far there is not much left to do.
Consider first the map ϕ. If σ 1 = id, then ϕ exists, because we have with Equations 6.2 and 6.3 from Lemma 6.5 all required relations for the v ij at hand. We can additionally have σ 1 = id as the mapping x ij → x σ 1 (i)j defines a * -isomorphism on C X N,d (Π) : Considering the quantum space relations R Sp p (x) from Definition 4.13, we see that applying i → σ(i) only permutes summands.
The existence of ϕ T is proved by starting again at Lemma 6.5 and replacing α with β. We obtain all the ensuing results with v ij replaced by v ji .
Remark 6.7. Having a closer look at Equation 6.2 one can even deduce that for arbitrary σ, σ ′ ∈ S N we have
as long as σ and σ ′ coincide on the through-block labelings of γ (or γ ′ , which is the same condition). In this sense we can ignore in Lemma 6.5, Equation There is one further consequence of the theorem above, coming from the fact, that G N (Π) only depends on the category Π and not Π itself. k and γ ′ ∈ [d] l are actually no further restrictions. In the following we will consider the situation as in Corollary 6.8 but with d < N. In the sense of Lemma 6.5 and Remark 6.7 the only thing to prove is that the equations there are fulfilled for γ ∈ T j and γ ′ ∈ T ′ j , potentially each with more than d different entries. Up to now, we are only able to do this for concretely given sets Π, so further results will depend not only on Π , but Π itself.
The Free case
In this section we assume that Π defines a free easy quantum group, i.e. Π is a set of non-crossing partitions. In the sense of Remark 6.10 we want to find situations where G N (Π) is the quantum symmetry group of X N,d (Π) for some d < N. Note that this implies the same result for d ′ with d ≤ d ′ ≤ N, so (for fixed Π) we want to show this for d as small as possible.
We first gather some results about relations on the v ij of Notation 6.2 which are implied by special partitions p ∈ Π (and special choices of Π). 
The analogous result holds for •••• ∈ Π and the relations R
Proof. We prove the claim for d = 1, then it holds for all d ≤ N. We start with the partition •••• . Together with • • ∈ Π we already know by Theorem 6.6 that
But this is only possible if
. Hence, all generators v st ′ are partial isometries. Now, we also know
by Theorem 6.6. Hence v *
, since projections summing up to one are mutually orthogonal. This implies For the situation •••• ∈ Π we may assume that C(G) is represented faithfully on some Hilbert space H. As in the previous considerations, we get
But then we also have
and likewise v * s 2 t ′ v s 1 t ′ = 0 for all t ′ and s 2 = s 1 . With this result it holds
Remark 7.2. Note that we were able to deduce v s 2 t ′ v *
for s 2 = s 1 in the situation of both four-block partitions. As we can repeat the whole proof with v ij replaced by v ji , see Theorem 6.6, we also have 
The diagonals are 1 by Theorem 6.6, and for the off-diagonals we can compute for
and likewise for the off-diagonals of v G v T G . The next three lemmata are just preparing results. Recall (see [4, 19, 20] 
linearly generate a vector space V of dimension 14.
(ii) The entries of the corepresentation matrix
linearly generate a vector space W of dimension 10.
Proof. One can deduce these results from the fusion rules for O + N and B + N as described in [9] and [8] . We use the notation introduced there and just sketch the main argument. The vector space V is spanned by the (linearly independent) entries of the corepresentation matrices u . The size of the matrix u p (for a fixed projective partition p) is given by the rank of the projection
and we have the formulas
is the category of partitions associated to B + N and {q | q ≺ p} is the set of projective partitions over the same points as p, but strictly smaller than p. Recursively, we therefore have with N = 3
Analogously we have for O
Note that for different easy quantum groups G the symbols P p and u p , respectively, have different meanings as their definition depends on the considered category C G of the relevant quantum group. , i.e. 
Additionally, by Theorem 4.19, we always have a unital * -homomorphism
Composing ψ 1 and ψ 2 gives a unital 
Proof. We only prove the case p = •
• . The other relations may be proved similarly. to this relation, we obtain
By linear independence of the right legs (see Lemma 7.4 ) the left legs must be zero.
As the choice of x 11 and x 21 as those rows of x not being sent to zero by ψ O 
Proof. As in Lemma 7.7 we only care about the case 1 = d < N and we only consider p = •
• . Again, the only thing left to prove is that the off-diagonals ofv * Gv G vanish. First assume N = 2. We have by Theorem 6.6
we deduce v 12 = v 21 and v 11 = v 22 . Combining these relations yields for t 1 = t 2 :
For the rest of the proof, let N ≥ 3.
Step 1. We first prove
Starting with the equation
x s1 x * s1 = 1 we can apply α to it and get
Consider now the two * -homomorphisms ϕ 1 and ϕ 2 given by the mappings 
which gives us in the end
As the choice of (1, 2, 3) for the non-zero rows in the mappings ϕ 1 and ϕ 2 was arbitrary, we have this result for all pairwise different indices (1, 2, t), hence
for all t. In particular, since
and because the indices (1, 2) were arbitrary this means for all
Step 2: We consider again Equation 7.6. As in step 1 we can apply ψ B + 3
to the second legs. Using additionally Equation 7.5 we find
and so we have
By Lemma 7.5 we have b 11 b 21 = b 21 b 11 , so the left leg of the tensor product must be zero. The pairwise different indices (1, 2, 3) were arbitrary, so using (1, 2, t) we have
giving us the desired relation for t 1 = 1 and t 2 = 2. As the choice of (1, 2) was arbitrary we proved the statement for general t 1 = t 2 .
Before continuing, we need the notion of a blockstable category of partitions:
Definition 7.9. We call a category C of partitions blockstable, if for every p ∈ C and every block b of p we have b ∈ C. In other words: By erasing all points (and lines) not belonging to b, we obtain again a partition contained in C.
We recall the classification of free easy quantum groups in the sense that the following sets Π generate all possible (and pairwise different) non-crossing categories of partitions (see [14, Thm. 7 Table 1 . Here, b k /b k is the one-block partition in P (0, k) with only white/black points and with mcpp we denote the four mixed-coloured Using this result we can consider now the relations R
which are now proved to be true not only for γ ′ with at most two different entries (see Theorem 
At first site these are true only if γ ′ = (γ 
and Theorem 6.6 only guarantees this result for γ ′ with at most two different entries. But choosing γ
This proves R Table 1 produces all categories for all unitary easy groups, see [15] . It obviously guarantees commutativity of the x ij 's and for d = 2 we have R In the cases presented in Table 1 we have some sets Π where the quantum symmetry group of X N,1 (Π) is not given by G N (Π), supporting our conjecture, that the case d = 1 is linked to blockstability. Consider for example H loc (k, l) with k = l and let Π(k, l) be the corresponding set of partitions from Table 1 . We have X N,1 (Π(k, l)) = X N,1 (Π(k, k)) as the quantum space relations R (x) are redundant. On the other hand, though, we cannot guarantee that d = 1 fails in all nonblockstable cases. Our standard method to deduce relations for the v ij was to start with a quantum space relation R Sp p (x), apply α or β to it and finally 1⊗ev σ . But of course by this procedure we might have lost some information as ev G is far from being an isomorphism. In principle we would have to stay inside X N,d (Π) or at least G N (Π). In G N (Π) we could deduce many (in)dependencies by the fusion rules established in [9] and [8] as done in Lemma 7.3 and the ones following thereafter. Hence, although we expect that for non-blockstable categories we always need d ≥ 2 in order to reconstruct G N (Π) as the quantum symmetry group of X N,d (Π), we have to leave this question open.
