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Abstract
We review the spectrum and electromagnetic properties of baryons described as relativistic three-quark bound
states within QCD. The composite nature of baryons results in a rich excitation spectrum, whilst leading to
highly non-trivial structural properties explored by the coupling to external (electromagnetic and other) cur-
rents. Both present many unsolved problems despite decades of experimental and theoretical research. We
discuss the progress in these fields from a theoretical perspective, focusing on nonperturbative QCD as encoded
in the functional approach via Dyson-Schwinger and Bethe-Salpeter equations. We give a systematic overview
as to how results are obtained in this framework and explain technical connections to lattice QCD. We also
discuss the mutual relations to the quark model, which still serves as a reference to distinguish ‘expected’
from ‘unexpected’ physics. We confront recent results on the spectrum of non-strange and strange baryons,
their form factors and the issues of two-photon processes and Compton scattering determined in the Dyson-
Schwinger framework with those of lattice QCD and the available experimental data. The general aim is to
identify the underlying physical mechanisms behind the plethora of observable phenomena in terms of the
underlying quark and gluon degrees of freedom.
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1 Introduction
Baryons make up most of the visible mass of the universe. They are highly nontrivial objects governed by the
strong interaction. Their complicated internal structure is far from understood and even supposedly trivial
properties like the charge radius of the proton pose disturbing puzzles [1]. Historically, baryons have been the
focus of both experimental and theoretical interest long before the dawn of Quantum Chromodynamics (QCD)
and will likely continue to be so for many decades to come.
Within the naive but indisputably successful quark model, baryons consist of three massive constituent
quarks that interact with each other by a mean-field type potential. In such a phenomenological picture,
QCD’s gluons have been ‘integrated out’ and dissolved within the parameters of the model for the strong forces
between the quarks. The constituent quarks are much heavier than the current quarks appearing in the renor-
malized Lagrangian of QCD, and the reason for this discrepancy – dynamical chiral symmetry breaking – cannot
be described within the quark model but is subject to the underlying QCD. Thus, while the simple quark model
proved surprisingly successful in the past, it is generally accepted that it is far from the full story.
The reasons for this are well known. For one, dynamics is an issue. Light quarks are genuinely relativistic
objects and their dynamics in principle cannot be fully captured by non-relativistic approximations and leading-
order corrections. This is already important for the spectrum but becomes even more apparent when form
factors or scattering processes probe the internal baryon dynamics at medium to large momentum transfer.
Then there are structural reasons. Some of the experimentally observed states with baryon number B = ±1
simply may not resemble three-quark states. Instead, they may be hybrids, i.e. states with quantum numbers
generated by three valence quarks plus an additional gluonic excitation, or they may be pentaquark states, i.e.
states with three valence quarks and an additional valence quark-antiquark pair. Especially the latter possibility
has generated a tremendous amount of interest over the years with many renewed activities after the recent
report of an experimental signature of a potential pentaquark at LHCb [2]. In addition, well-established states
such as the Λ(1405) have been discussed to contain a strong ‘penta’ K¯N -component that may be responsible
for its unexpectedly low mass.
The latter case also shows the importance of the quark model as a standard by which one may define and
distinguish the ‘expected’ from the ‘unexpected’. Despite its shortcomings, the quark model has dominated the
theoretical discussion of baryons for a long time and generated a list of ‘standard phenomenological problems’
which have been extensively discussed in the literature, see e.g. [3, 4] for reviews. Amongst these are: (i) The
problem of missing resonances, which may be defined as states that are predicted by (symmetric) quark models
but have not yet been identified in experiments. (ii) The question of three-quark vs. quark-diquark states, which
is somewhat related and often discussed within the framework of point-like diquarks. The corresponding quark-
diquark states then show a clearly different (and less overpopulated) spectrum than its three-quark counterpart.
However, even such a reduced spectrum has not been fully seen in experiments so far. (iii) The role of meson
cloud effects and corresponding meson-exchange forces between quarks on the structure and the dynamical
properties of baryons, which are visible at small momentum transfer and for small quark masses.
From a theoretical perspective it is highly desirable to bridge the gap between QCD and baryon phenomenol-
ogy. In the quark model language this entails understanding in detail how masses of constituent quarks are
generated by dynamical chiral symmetry breaking. To some extent the matter has been clarified already. In
fact, as we will see in Sec. 3, the answer to the question relates the small and large momentum region and
leads to a natural and close connection between the notions of ‘constituent’ and ‘current’ quarks. Furthermore,
the nature of ‘effective’ forces between the quarks encoded in the quark potential models needs to be inferred
from the underlying QCD. In the heavy quark sector, this is a task partly solved by heavy quark effective theory,
see e.g. [5]. In the light quark sector no such mapping exists due to the problems with relativity as discussed
above. Thus the question has to be reformulated in a relativistic context and remains an interesting, important
and open problem which we will discuss in more detail in the main body of this review.
Another point of interest is the role that confinement plays in the structure and spectrum of baryons.
Confinement, together with unitarity, leads as one of its consequences to quark-hadron duality, for a review
see e.g. Ref. [6]. Beyond the absence of coloured states in the physical spectrum this duality is the clearest
experimental signature for confinement, with the perfect orthogonality of the quark-glue versus the hadronic
states providing an attractive way to express the subject. As beautiful as this result might be it leaves us with a
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perplexing consequence: confinement is so efficient that the determination of hadronic observables alone does
not allow definite conclusions on the physical mechanism behind it. If a purely hadronic “language” is sufficient
to describe all of hadronic physics, then there is no a priori way to access the QCD degrees of freedom on purely
observational grounds without any input from theory. An archetype to picture confinement is the linear rising
potential found in pure Yang-Mills theory and its relation to the spinning stick [7, 8]. In QCD, however, string
breaking causes any interquark potentials to flatten out at large distances, thus leaving only remnants of the
linear behaviour in the intermediary distance region. Furthermore, although this property may be relevant for
heavy quarks, in the light quark sector the relativistic dynamics of fast moving quarks renders a description in
terms of a potential questionable at the least.
In order to generate a more fundamental understanding of the static and dynamic properties of hadrons,
sophisticated theoretical tools are necessary. These have to be genuinely nonperturbative in nature in order to
be able to deal directly with QCD. Lattice QCD is a prime candidate in this respect and has seen several decades
of continuous advances. These have improved upon the framework of quenched QCD, with its suppressed quark
loop effects, towards contemporary fully dynamical simulations of a range of observables at or close to physical
pion masses. With a potentially bright future ahead, these simulations are today mostly restricted to ground
states and static quantities, whereas the investigation of excited states and form factors at the physical point
remains a challenge. On the other hand, there is certainly a need for well-founded continuum methods that
are capable to shed light on the qualitative physical mechanisms that drive baryon phenomenology. Functional
methods like the Dyson-Schwinger- (DSE), Bethe-Salpeter- (BSE) and Faddeev-equation approach have been
developed in the past years beyond the quark-diquark approximation. They have been used to determine static
as well as dynamical information on baryons in terms of quark and gluon n-point functions. On a fundamental
level, these calculations are restricted by truncation assumptions which can, however, be evaluated and checked
in a systematic manner. Thus, in principle, both lattice QCD and the functional framework are capable of
delivering answers to many of the questions posed above. To what extent this promise is already realised in
the available literature is the subject of the present review. We will try to elucidate upon the inner workings
of these frameworks without being too technical, so that the non-expert reader may appreciate the individual
strengths and the complementarity of these approaches. To this end we will also highlight the interrelations of
these frameworks with each other and discuss their agreement with experimental results.
Of course, we also have our personal views on the subject; we tried to earmark these clearly when they
occur in the text in order to distinguish them from generally accepted positions in the community. Furthermore,
a review of this size cannot be complete, and the choice of material reflects our personal interests. Many equally
interesting topics cannot be properly done justice within the given amount of space and time. In particular we
did not touch upon important subjects such as parton distribution functions and the transverse momentum
structure of baryons, the proton spin puzzle or intrinsic heavy quark components.
The review is organized as follows. In Sec. 2 we give a short overview on the status of the experimental
identification of the baryon spectrum and discuss open problems, explain methods and techniques used in the
analysis of experimental data and give a very brief survey of existing and planned experiments. In Sec. 3 we
focus on the spectrum of ground and excited state baryons. Therein we give a general and method-independent
discussion of QCD and its correlators. We explain the techniques used in functional methods to extract baryon
masses and contrast them with the corresponding ones in lattice QCD. We carefully discuss the approximations
involved in both approaches with particular attention on the physics aspects behind the truncation schemes
applied in the functional approach. We compare results from both approaches with the experimental spectrum
and discuss successes and open questions. In Sec. 4 we then proceed to baryon form factors. Again, we
first discuss method-independent properties of the corresponding correlators of QCD and then explain the
techniques used to calculate form factors. We discuss the state of the art of quark model, lattice QCD and
functional method calculations for form factors and relate the individual strengths and potential drawbacks of
the different methods with each other. We then discuss the electromagnetic and axial structure of a selection
of different baryons in turn. Sec. 5 focuses on the general framework that is necessary to extract results
for two-photon processes and other scattering amplitudes in the functional approach. We review the model-
independent relation of the hadronic and the quark-level description of these processes and discuss the current
progress towards a description of Compton scattering with functional methods. We conclude the review with a
brief outlook in Sec. 6.
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2 Experimental overview
2.1 The nucleon and its resonances
The proton is the only truly stable hadron and as such it is an ubiquitous ingredient to hadron structure
experiments: from elastic and deep inelastic ep scattering to pp and pp¯ reactions, Npi scattering, pion photo-
and electroproduction, nucleon Compton scattering and more; even searches for physics beyond the Standard
Model are typically performed on protons and nuclei. To say that we have understood the structure of the
nucleon, 55 years after R. Hofstadter won the Nobel prize for discovering its non-pointlike nature, would be a
gross overstatement in light of, for example, the recent proton radius puzzle. The nucleon is neither round nor
simple but rather a complicated conglomerate of quarks and gluons, and it is the complexity of their interaction
that encodes yet unresolved phenomena such as confinement and spontaneous chiral symmetry breaking. In
addition, experiments typically create resonances too – either meson resonances in pp¯ annihilation or baryon
resonances in most of the other reactions listed above, and if they are not produced directly they will at least
contribute as virtual particles to the background of such processes. Although most of what we know about the
quarks and gluons inside a hadron comes from our knowledge of the nucleon, the same underlying features of
QCD produce the remaining meson and baryon spectrum as well. A combined understanding of the nucleon
and its resonances is therefore a major goal in studying the strong interaction.
Nucleon resonances. A snapshot of our current knowledge about the baryon spectrum is presented in Ta-
ble 2.1, which lists the two-, three- and four-star resonances below 2 GeV quoted by the Particle Data Group
(PDG) [9]. There are currently 13 four-star nucleon and ∆ resonances below 2 GeV; however, many more have
been predicted by the quark model and only a fraction of those have been observed to date [3]. The search for
resonances that are ‘missing’ with respect to the quark model has been a major driving force in designing and
carrying out hadron physics experiments in the past decades.
Traditionally, the existence and basic properties of most of the known nucleon and ∆ resonances have
been extracted from partial-wave analyses of piN scattering. However, this reaction makes no use of the
rich information contained in electromagnetic transition amplitudes: even if resonances couple weakly to
the piN channel their electromagnetic couplings to γN can still be large. In recent years, a large amount
of data on photoproduction on several final states (γN → piN, ηN, pipiN , etc.) has been accumulated at
ELSA/Bonn, GRAAL/Grenoble, MAMI/Mainz, Jefferson Lab and Spring-8 in Osaka; see [4, 10] for reviews.
The data set obtained by measurements of high-precision cross sections and polarisation observables in pion
photoproduction is coming close towards a complete experiment, where one is able to extract the four complex
amplitudes involved in the process unambiguously, and combining precision data with the development of
multichannel partial-wave analyses has led to the addition of several new states to the PDG.
In addition, electroproduction of mesons through the absorption of a virtual photon by a nucleon provides
information on the internal structure of resonances. Their electromagnetic couplings at spacelike momentum
transfer Q2 are described by transition form factors or, alternatively, the helicity amplitudes A1/2, A3/2 and
S1/2. A big step forward has been made at Jefferson Lab in the last decade where precise data over a large Q2
range have been collected in pion electroproduction experiments. The interpretation of the electroproduction
data and helicity amplitudes using different analyses is reviewed in [11, 12]. Currently, both photo- and
electroproduction of mesons off nucleons constitute the main experimental approaches for the discovery of new
nucleon resonances and our understanding of electromagnetic baryon structure in the spacelike momentum
region. In the following we will give a very brief survey of the most prominent resonances and their basic
properties; more details can be found in the dedicated reviews [4, 10–14].
∆(1232) resonance. The ∆(1232) with JP = 3/2+ is undoubtedly the best studied nucleon resonance. It is the
lightest baryon resonance, about 300 MeV heavier than the nucleon, and despite its width of about 120 MeV it
is well separated from other resonances. It almost exclusively decays into Npi and thus provides a prominent
peak in Npi scattering, whereas its electromagnetic decay channel ∆ → Nγ contributes less than 1% to the
total decay width. Although the electromagnetic γN → ∆ transition is now well measured over a large Q2
range, several open questions remain. The process is described by three transition form factors: the magnetic
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Table 2.1: Two- to four-star baryon resonances below 2 GeV and up to JP = 5
2
± from the PDG [9], labeled by their quantum numbers
isospin I, strangeness S, spin J and parity P . The four-star resonances are shown in bold font and the two-star resonances in gray.
Historically theN and ∆ resonances are labelled by the incoming partial wave L2I,2J in elastic piN scattering, with L = P, P, F, S,D,D
for JP = 1
2
+
. . . 5
2
− from left to right.
dipole transition GM (Q2), which is dominated by the spin flip of a quark in the nucleon to produce the ∆, and
the electric and Coulomb quadrupole ratios REM and RSM . The prediction of the γN → ∆ transition magnetic
moment was among the first successes of the constituent-quark model, which relates it to the magnetic moment
of the proton via µ(γp → ∆) = 2√2µp/3 [15]. However, the quark-model prediction also underestimates the
experimental value by about 30% and entails REM (Q2) = RSM (Q2) = 0 [16, 17]. Dynamical models assign
most of the strength in the quadrupole transitions to the meson cloud that ‘dresses’ the bare ∆. We will return
to this issue in Sec. 4.7 and also present a different viewpoint on the matter.
Roper resonance. The lowest nucleon-like state is the Roper resonance N(1440) or P11 with JP = 1/2+,
which has traditionally been a puzzle for quark models. The Roper is unusually broad and not well described
within the non-relativistic constituent-quark model (see [18] and references therein), which predicts the wrong
mass ordering between the Roper and the nucleon’s parity partner N(1535) and the wrong sign of the γp →
N(1440) transition amplitude. Although some of these deficiencies were later remedied by relativistic quark
models [18–22], they have led to longstanding speculations about the true nature of this state being the first
radial excitation of the nucleon or perhaps something more exotic.
The Jefferson Lab/CLAS measurements of single and double-pion electroproduction allowed for the de-
termination of the electroexcitation amplitudes of the Roper resonance in a wide range of Q2. The helicity
amplitudes obtained from the Jefferson Lab and MAID analyses are shown in Fig. 2.1. They exhibit a strong Q2
dependence of the transverse helicity amplitude A1/2 including a zero crossing, which also translates into a zero
of the corresponding Pauli form factor F2(Q2). Such a behavior is typically expected for radial excitations and
it has been recovered by a number of approaches, from constituent [23] and light-front constituent-quark mod-
els [24] to Dyson-Schwinger calculations [25], effective field theory [26], lattice QCD [27] and AdS/QCD [28].
Although none of them has yet achieved pointwise agreement with the data they all predict the correct signs
and orders of magnitude of the amplitude. Taken together, consensus in favor of the Roper resonance as pre-
dominantly the first radial excitation of the three-quark ground state is accumulating and we will return to this
point in Sec. 3.6.
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Figure 2.1: γ∗p → N∗ helicity amplitudes for the Roper, N(1535) and N(1520) resonances. The data points (circles) correspond to
the Jefferson Lab analysis of single-pion electroproduction with CLAS [29] and the curves are the MAID parametrizations [30]. The
triangles at the real photon point are the PDG values [9]. The helicity amplitudes carry units of 10−3 GeV−1/2.
Other nucleon resonances. The mass range around 1.5 GeV is the so-called second resonance region and
features a cluster of three nucleon resonances: the Roper, the nucleon’s putative parity partner N(1535)S11
with JP = 1/2−, and the N(1520)D13 resonance with JP = 3/2−. The N(1535) has large branching ratios to
both piN and ηN channels and was extensively studied in pi and η electroproduction off protons; until recent
years it had been the only other state apart from the ∆(1232) for which transition form factors were measured
over a similarly large Q2 range. Its helicity amplitude S1/2 shows an unusually slow falloff with Q2, which
translates into a cancellation of the corresponding Pauli form factor F2(Q2) that is consistent with zero above
Q2 ∼ 2 GeV2 [31] and rapidly rises below that value, cf. Figs. 2.1 and 2.5. By comparison, the γ∗p→ N(1520)
helicity amplitudes look rather ordinary and suggest a dominant three-quark nature; they are well described by
quark models although quantitative agreement is only achieved when meson cloud effects are included. Results
for several higher-lying resonances are also available, and the extension to the mass range up to 2.5 GeV as
well as Q2 up to 12 GeV2 is part of the experimental N∗ program with CLAS12 at Jefferson Lab [32, 33].
Strangeness. The situation in the strange sector is less developed than in the non-strange sector in the sense
that even more states are missing compared to naive quark model expectations. Matters are additionally
complicated by the fact that singlet and octet states are present and the assignments of experimentally extracted
states to the different multiplets are certainly ambiguous. The lowest-lying state in the negative parity sector,
the Λ(1405), is highly debated since its mass is surprisingly low; in fact, despite its strange quark content it
is even lower than the ground state in the corresponding non-strange channel. Its spin and parity quantum
numbers have only been identified unambiguously from photoproduction data at Jefferson Lab [34]. Quark
models assign a dominant flavour singlet nature to this state, which seems confirmed by exploratory lattice
calculations [35, 36]. On the other hand, the Λ(1405) has long since been viewed as a prime candidate for a
state that is generated dynamically via coupled channel effects, see [37] for a review. In the coupled channel
chiral unitary approach there is even evidence for two states sitting close together, mostly appearing as a single
resonance in experiment [38]. Other states in the negative parity sector, the Λ(1670) and the Λ(1800), may
be predominantly flavour octets and agree well with quark model classifications. In the positive parity sector,
there is the Roper-like Λ(1600) and then one encounters the three-star Λ(1810), which may either be one of the
octet states or the parity partner of the Λ(1405).
Although the ground-state hyperon masses are well known, their interactions and internal structure remain
a largely unknown territory. While there is abundant experimental information on nucleon electromagnetic
structure, our experimental knowledge of hyperons is limited to their static properties [39–42]. First measure-
ments of hyperon form factors at large timelike photon momenta have been recently presented by the CLEO
collaboration [43]. The study of hyperon structure is also one of the main goals of the CLAS collaboration.
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Figure 2.2: Pion electroproduction amplitude. Diagrams (a) and (b) constitute the s- and u-channel nucleon and nucleon resonance
contributions to photo- and electroproduction. The non-resonant t-channel meson exchanges (c) contribute to the background of the
process. Figure (d) is an example for intermediate meson-baryon channels which provide the necessary cut structure.
2.2 Photo- and electroproduction processes
In this section we summarise the necessary elements to describe single-meson photo- and electroproduction
experiments, such as the kinematical phase space, choice of amplitudes and observables. We will also briefly
describe the models used to extract information on the resonance spectrum and their properties from the
scattering amplitudes.
Consider the process e− + N → e− + N + pi. In the one-photon exchange approximation the amplitude
factorizes into a leptonic and a hadronic part and it is sufficient to consider the reaction γ∗+N → N+pi, which
is the pion electroproduction amplitude depicted in Fig. 2.2. It depends on three independent momenta: the
average nucleon momentum P = (Pf + Pi)/2, the virtual photon momentum Q, and the pion momentum K.
In addition we denote the t-channel momentum transfer by ∆ = Q−K = Pf −Pi. Both nucleons and the pion
are onshell (P 2f = P
2
i = −m2, K2 = −m2pi) and therefore the process is described by three Lorentz-invariant
kinematic variables. For later convenience and also in view of the analogous situation in Compton scattering
discussed in Sec. 5, we choose them as6
τ =
Q2
4m2
, η =
K ·Q
m2
, λ = −P ·Q
m2
= −P ·K
m2
, (2.1)
where λ is the crossing variable and m the nucleon mass. Naturally the description through any other com-
bination of three independent Lorentz invariants is equivalent; for example in terms of the three Mandelstam
variables {s, u, t˜}:{
s
u
}
= −
(
P ± Q+K
2
)2
= m2 (1− η ± 2λ), t˜ = −∆2 = −Q2 + 2m2η +m2pi . (2.2)
These Mandelstam variables satisfy the usual relation s+t˜+u = 2m2+m2pi−Q2 where the minus sign reflects the
Euclidean convention for the virtual photon momentum. The fact that t˜ is negative in the experimental region
and that it usually appears in combination with a factor 4m2 motivates to slightly redefine the Mandelstam
variable in this channel as
t =
∆2
4m2
= τ − η
2
− µ , (2.3)
where we used the abbreviation µ = m2pi/(4m
2).
At the hadronic level, the electroproduction amplitude is expressed by the sum of Born terms for the nu-
cleon and its resonances (the ∆ resonance, Roper, etc.), illustrated by the diagrams (a, b) in Fig. 2.2, which are
augmented by t-channel meson exchanges in diagram (c) as well as hadronic loops (d). If one has sufficiently
good control over the ‘QCD background’ stemming from the latter two topologies, this is ultimately how infor-
mation on nucleon resonance masses and their transition form factors can be extracted from experiments. The
relevant information is encoded in the six electroproduction amplitudes Ai(τ, η, λ) which enter in the covariant
6We use Euclidean conventions throughout this review, but since Lorentz-invariant scalar products differ from their Minkowski
counterparts only by minus signs these variables are the same in Minkowski space if one defines them as τ = −q2/(4m2), η = −k·q/m2,
etc., cf. App. A for more details.
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decomposition of the full amplitude:
Mµ(P,K,Q) = u(Pf )
(
6∑
i=1
Ai(τ, η, λ)M
µ
i (P,K,Q)
)
u(Pi) . (2.4)
Electromagnetic gauge invariance entails that the amplitude is transverse with respect to the photon momen-
tum, QµMµ(P,K,Q) = 0, which leaves six independent amplitudes in the general case and four amplitudes in
photoproduction where the photon is real (τ = 0).
The description in terms of the variables (2.1) has the advantage that the nucleon resonance positions at
fixed s = sR and u = uR do not change with τ , so they only depend on two Lorentz-invariant kinematic
variables as can be seen from (2.2) and Fig. 2.3. The two diagrams illustrate the phase space for photopro-
duction (τ = 0, left panel) and for electroproduction (τ > 0, right panel) in the variables λ and η.7 The Born
poles appear at s = m2 and u = m2 corresponding to λ = ±η/2. The resonance regions are indicated by
the shaded (red) areas in the plot, where at larger s and u the resonances are eventually washed out because
their hadronic decay widths shift their poles into the complex plane. The horizontal lines mark the onset of
the timelike t-channel regions for t < 0, where one has in addition the pion pole stemming from diagram (c)
in Fig. 2.2 as well as other meson poles. In addition, at fixed η one has branch cuts from multiparticle Npi,
Npipi, . . . production: the right-hand cut starts at the threshold s = (m + mpi)2 and extends to infinity and
the left-hand cut begins at u = (m + mpi)2. In the t-channel region there are additional cuts from multipion
production starting at t = −4µ.
The shaded (blue) areas in the bottom right show the physical regions that are accessible in pion electro-
production experiments, defined by s > (m + mpi)2, τ > 0 and −1 < cos θ < 1, where θ is the CM scattering
angle from (2.11) below. They start at the thresholds
λthr =
2
√
µ
1 + 2
√
µ
(
τ + (1 +
√
µ)2
)
, ηthr =
4
√
µ
1 + 2
√
µ
(τ − µ−√µ) (2.5)
with µ = m2pi/(4m
2). Note that both thresholds vanish in the chiral limit mpi = 0. In the physical region the
amplitudes Ai(τ, η, λ) are necessarily complex functions due to the cut structure. In practice one performs
multipole expansions for their angular dependence in cos θ around the central value cos θ = 0, which we will
discuss further below, so that the remaining multipole amplitudes only depend on s and τ . In principle one can
then extract the various Nγ∗ → N∗ transition form factors, which are functions of τ only, from the resonance
locations s = sR.
7 Note that the phase space for piN scattering is identical if Q2 is held fixed at Q2 = −m2pi, or equivalently τ = −µ.
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Ideally one would like to work with electroproduction amplitudes Ai(τ, η, λ) that only have physical poles
and cuts and are otherwise free of kinematic singularities or constraints. In principle this can be achieved
by choosing an appropriate tensor basis constructed along the lines of Lorentz covariance, gauge invariance,
analyticity and charge-conjugation invariance. The simplest such basis is given by
Mµ1...6(P,K,Q) = iγ5
{
[γµ, /Q] , tµνQK P
ν , tµνQQ P
ν , tµνQP iγ
ν , λ tµνQK iγ
ν , λ tµνQQ iγ
ν
}
, (2.6)
where we abbreviated
tµνAB = A ·B δµν −BµAν . (2.7)
Because Aµ tµνAB = 0, one immediately verifies that all tensors are transverse to the photon momentum. They
are free of kinematic singularities and feature the lowest possible powers in Qµ, i.e., the basis is ‘minimal’ with
respect to the photon momentum. Furthermore, the factors λ ensure that each basis element is invariant under
charge conjugation: Mµi (P,K,Q) = −CMµi (−P,K,Q)T CT , where C = γ4γ2 is the charge-conjugation matrix
(cf. App. A), because the same invariance must hold for the full amplitude as well. As a consequence, the
amplitudes Ai(τ, η, λ) are symmetric in λ and thus they only depend on λ2, so we really only need to discuss
the right half of the phase space (λ > 0) in Fig. 2.3. In the case of real photons, Mµ3 and M
µ
6 decouple from
the cross section and one is left with four independent amplitudes.
As a side remark, we note that the covariant tensors defined in [44, 45], which are frequently used in
theoretical descriptions of pion electroproduction,
M˜µ1...6 =
{
−M
µ
1
2
, Mµ3 − 2Mµ2 ,
Mµ5
λ
, mMµ1 + 2M
µ
4 ,
4τMµ2 − ηMµ3
λ
,
Mµ6
λ
}
, (2.8)
do not form a minimal basis due to the element M˜µ5 = iγ5 t
µν
QQK
ν . The relation between (2.6) and (2.8) shows
that two of the corresponding ‘Dennery amplitudes’ A˜2 and A˜5 have a kinematic singularity at the pion pole
location t = −µ, which is outside of the physical region but still has to be subtracted in dispersion integrals [46].
In any case, M˜µ5 and M˜
µ
6 drop out in photoproduction where the remaining amplitudes are kinematically safe.
Note also that A˜3,5,6 are antisymmetric in λ and therefore they vanish for λ = 0.
Pion electroproduction in the CM frame. In the one-photon approximation the reaction e−+N → e−+N+pi
can be split into a leptonic and a hadronic part. It is common to evaluate the former in the laboratory frame
and the latter in the nucleon-pion CM frame, which is illustrated in Fig. 2.4. The leptonic reaction takes place
in the scattering plane and the hadronic reaction in the reaction plane, where θ is the scattering angle between
the virtual photon and the pion in the CM frame. Using a Euclidean notation, the virtual photon, pion and
nucleon momenta in the CM frame are given by
Q =
[
q
iEq
]
, K =
[
k
iEk
]
, Pi =
[ −q
iEi
]
, Pf =
[ −k
iEf
]
. (2.9)
If we introduce a variable δ by writing s = m2(1 + 4δ), then their relations to the Lorentz invariants s and τ are
given by
Eq =
2m2√
s
(δ − τ) ,
Ek =
2m2√
s
(δ + µ) ,
Ei =
2m2√
s
(
1
2 + δ + τ
)
,
Ef =
2m2√
s
(
1
2 + δ − µ
)
,
|q| = 2m
2
√
s
√
(δ + τ)2 + τ ,
|k| = 2m
2
√
s
√
(δ − µ)2 − µ ,
(2.10)
with µ = m2pi/(4m
2). The CM scattering angle defined by q · k = |q||k| cos θ additionally depends on t and it is
related to the Lorentz invariants via
t =
EiEf − q · k −m2
2m2
⇒ cos θ = (δ + τ)(δ − µ) +
1
2(τ − µ)− (δ + 14) 2t√
((δ + τ)2 + τ) ((δ − µ)2 − µ) . (2.11)
The unphysical point |q| = 0 is called the pseudo-threshold or Siegert limit [47].
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Figure 2.4: Kinematics and reference axes of a meson-production experiment.
The differential cross section for pion virtual photoproduction in the CM frame is given by
dσ
dΩ
= σT +  σL +  σTT cos 2φ+
√
2 (1 + )σLT cosφ+ h
√
2(1− )σLT ′ sinφ . (2.12)
It carries traces from the leptonic part of the process: the angle φ between the scattering and reaction plane,
the helicity h of the incident electron and the transverse polarisation  of the virtual photon. The cross section
is characterized by five ‘structure functions’ σT , σL, σTT , σLT and σLT ′ of the process γ∗N → Npi which can
be expressed by the amplitudes Ai(τ, η, λ) and depend on the same three variables. We stated the formula for
an unpolarised target and a longitudinally polarised beam without recoil polarisation detection; the general
expression and a discussion of polarisation observables can be found in Refs. [48–50].
While the decomposition of the electroproduction amplitude in terms of (2.4) makes its Lorentz covariance
and gauge invariance properties explicit, in experiments one typically has a certain control over the polarisation
of the initial or final states and therefore one employs alternative decompositions, either in terms of helicity
amplitudes or Chew-Goldberger-Low-Nambu (CGLN) amplitudes. The CGLN amplitudes [51] are defined in
the CM frame via
εµMµ(P,K,Q) = 4pi
√
s
m
χ†f F χi , εµ = −
e
Q2
u(Kf ) iγ
µ u(Ki) (2.13)
where χi and χf denote the initial and final Pauli spinors, εµ with ε ·Q = 0 is the transverse polarisation vector
of the virtual photon stemming from the leptonic part of the process, and Ki, Kf are the electron momenta
with Q = Ki −Kf . Defining a = ε− (ε · qˆ) qˆ, the amplitude F can be written as
F = i(σ · a)F1 + (σ · kˆ)σ · (qˆ × a)F2 + i(kˆ · a)σ · (qˆF3 + kˆF4)− i Q
2
E2q
(qˆ · ε)σ · (qˆF5 + kˆF6) (2.14)
with the unit three-vectors qˆ of the photon and kˆ of the pion. For photoproduction only the amplitudes
F1...4 contribute. The relations between the structure functions and CGLN amplitudes (as well as the helicity
amplitudes) are stated in Ref. [50]; note the kinematical factor between  with L therein which can be equally
absorbed in the longitudinal structure functions. The relations between the CGLN and Dennery amplitudes can
be found in Refs. [45, 46].
The next step in the analysis of experimental data is to project the CGLN amplitudes onto a partial-wave
basis by separating the angular dependence in z = cos θ (cf. Fig. 2.3) through a polynomial expansion. The
respective coefficients are the multipole amplitudes which depend on the variables s and τ . These are the
transverse amplitudes M`± and E`± and longitudinal (or scalar) amplitudes L`± = Eq S`±/|q|, which are
related to photons of the magnetic, electric and Coulomb type, respectively; ` is the angular momentum of the
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Figure 2.5: CLAS data for the pγ∗ → N(1535) transition form factors and helicity amplitudes [29], together with a simple parametriza-
tion including a vector-meson bump (adapted from Ref. [52]). The helicity amplitudes carry units of 10−3 GeV−1/2.
piN final state. For example, the decomposition for the CGLN amplitudes reads [45]
F1 =
∑
`≥0
[
(`M`+ + E`+)P
′
`+1 + ((`+ 1)M`− + E`−)P
′
`−1
]
, F2 =
∑
`≥1
[(`+ 1)M`+ + `M`−]P ′` ,
F3 =
∑
`≥1
[
(E`+ −M`+)P ′′`+1 + (E`− +M`−)P ′′`−1
]
, F4 =
∑
`≥2
(M`+ − E`+ −M`− − E`−)P ′′` ,
F5 =
∑
`≥0
[
(`+ 1)L`+ P
′
`+1 − `L`− P ′`−1
]
, F6 =
∑
`≥1
[`L`− − (`+ 1)L`+]P ′` , (2.15)
where P`(cos θ) are Legendre polynomials and primes denote their derivatives, and the relations can be in-
verted using the orthogonality properties of the Legendre polynomials. The multipole amplitudes are linear
combinations of the transverse partial wave helicity amplitudes, which at the resonance locations are related
to the Nγ∗ → N∗ helicity amplitudes (see e.g. [11, 13, 30] for the explicit formulas).
Helicity amplitudes vs. transition form factors. The Nγ∗ → N∗ electromagnetic transitions are conven-
tionally expressed in terms of Q2-dependent helicity amplitudes. Resonances with JP = 1/2± depend on two
helicity amplitudes (A1/2 and S1/2) and JP = 3/2± and higher resonances on three (A3/2, A1/2 and S1/2). From
a theoretical point of view it is more convenient to work with the transition form factors that constitute the
corresponding currents. To this end we write the γ∗N → N∗ transition current for a JP = 1/2± resonance as
J µ = iu(P ′)
[
1
γ5
](
F1(Q
2)
m2
tµνQQγ
ν +
iF2(Q
2)
4m
[γµ, /Q]
)
u(Pi) , (2.16)
where Pi is the incoming momentum and P ′ the momentum of the resonance; t
µν
AB was defined in (2.7). Our
definition slightly deviates from the conventions in the literature: the Dirac-like form factor F1(Q2) differs by a
factor Q2/m2 from the usual one, thus removing the kinematic zero at Q2 = 0; and the factor m in the second
term is often written as m → (m + mR)/2, where mR is the resonance mass. To arrive at compact relations
between the form factors and helicity amplitudes, let us first abbreviate
δ± =
mR ±m
2m
, δ = δ+δ− =
m2R −m2
4m2
, λ± = δ2± + τ , R± = e
√
λ±
2mδ
, γ =
m
mR
√
λ+λ−
2
, (2.17)
where e is the electric charge and λ+λ− = (δ+ τ)2 + τ . The relations between the helicity amplitudes A1/2 and
S1/2 and the form factors in (2.16) are then given by [53]
F1 =
1
4R∓ λ±
(
A1/2 ±
δ±
γ
S1/2
)
, F2 = ± 1
R∓ λ±
(
δ±A1/2 ∓
τ
γ
S1/2
)
, JP = 12
±
. (2.18)
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Figure 2.6: Left: Scattering equations for Npi scattering and pion electroproduction amplitudes. The filled circles denote the T-matrices
and the squares are the potentials. Right: Decomposition of the potentials (here for the Npi case) into non-resonant and resonant parts,
which leads to the same separation for the T-matrix. The N → N∗ transition vertices and dressed propagators are determined from
the equations at the bottom. Note that the loop diagram in the vertex equation can be equally written in terms of the background Npi
scattering matrix and a bare vertex (instead of the background Npi potential and a dressed vertex).
Being Lorentz invariant, they are again identical in Euclidean and Minkowski conventions. As illustrated in
Fig. 2.5 for the N(1535) transition, if the form factors are free of kinematic constraints the helicity amplitudes
must have kinematic zeros: a naive parametrization of the experimental form factors F1 and F2 by a vector-
meson bump produces kinematic zeros for A1/2 and S1/2 at λ± = 0 ⇔ τ = −δ2± and beyond those points
they become imaginary. The analogous relations for the JP = 3/2± transition currents defined later in (4.60),
expressed in terms of the Jones-Scadron form factors GM (Q2), GE(Q2) and GC(Q2), read [53, 54][
GM
GE
]
= −A1/2 +
√
3A3/2
2δ±R∓
,
[
GE
GM
]
=
A1/2 − 1√3A3/2
2δ±R∓
, GC =
mR
γm
S1/2
2δ±R∓
. (2.19)
Analysis of experimental results. While the bump landscape in the experimentally measured structure func-
tions in (2.12) provides a basic indication of the underlying baryon spectrum, the detailed extraction of baryon
properties requires a more sophisticated toolbox. Several analysis tools have been developed and are still under
development to achieve this task. They can be roughly categorised as reaction models, which assume a certain
reaction mechanism and determine resonance observables by fitting a large set of parameters to the experimen-
tal multipole amplitudes, and dynamical coupled-channel models which aim at a self-consistent description of
the reaction dynamics. In the following we will sketch the basic ideas behind these approaches and refer to
Refs. [4, 11, 13, 55, 56] for details and a comprehensive list of references.
The common goal is to calculate the T-matrix or, equivalently, its multipole expansion in terms of interaction
potentials Vij , which are split into a non-resonant background and resonant contributions. The background
potentials are typically derived from the tree-level diagrams of chiral effective Lagrangians and contain the nu-
cleon Born terms together with the u-channel resonances and t-channel meson exchanges in Fig. 2.2; the res-
onant s-channel diagrams encode the N∗ exchanges together with their couplings to the photons and mesons.
Upon selecting the channel space (Nγ, Npi, Nη, ∆pi, Nρ, Nσ etc.), one can establish a system of coupled-
channel equations for the T-matrix. For example, keeping only the Nγ and Npi channels in the low-energy
region leads to the scattering equation
T = V + V G T , T =
(
Tpipi Tpiγ
Tγpi Tγγ
)
, V =
(
Vpipi Vpiγ
Vγpi Vγγ
)
, G =
(
Gpi 0
0 Gγ
)
, (2.20)
where Gpi and Gγ are the two-body nucleon-pion and nucleon-photon propagators and the scattering matrices
correspond to Npi scattering (pipi), pion electroabsorption/electroproduction (piγ, γpi) and nucleon Compton
scattering (γγ). Neglecting also electromagnetic effects leaves two equations for Tpipi and Tγpi which are shown
in the left of Fig. 2.6: here only the integral equation for the Npi scattering amplitude has to be solved and
everything else is in principle determined by a one-loop calculation.
There are two standard ways to rewrite (2.20). One is to split the propagator into two parts, which leads
to the distinction between ‘T-matrix’ and ‘K-matrix’:
T = V + V (G1 + G2) T , K = V + V G1 K ⇒ T = K + K G2 T . (2.21)
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It allows one to separate the two-body propagator into a principal-value integral and an onshell pole contri-
bution, where the former goes into the equation for K and the latter into T, thus eliminating the need for an
integration. The other modification is to explicitly pull out the s-channel N∗ resonance contributions from the
potential as illustrated in the right panel of Fig. 2.6, so that the remainder only contains non-resonant diagrams.
The consequence is that also the T-matrix is now the sum of non-resonant and resonant parts, where the former
satisfy the same relations as before (left panel in Fig. 2.6) but the dressing effects for the resonance vertex and
propagator are now calculated separately. The advantage is that one can study the effects of meson-baryon
interactions explicitly: if the full T-matrix is fitted to the electroproduction data, switching off the dressing
effects for the masses and transition form factors provides an estimate for the ‘quark core’ of the resonance.
In practice the simplest course would be to set T ≈ V, so that final-state interactions are neglected com-
pletely and the experimental data are fitted to the tree-level expressions. However, this does not preserve
unitarity and the scattering amplitude does not have the correct cut from the elastic threshold s = (m + mpi)2
to infinity. An approximative way to include rescattering effects is the K-matrix formulation of (2.21), which
has found widespread applications and reduces the integral equations to a set of algebraic relations. For ex-
ample, the unitary isobar models employed by MAID [12, 30, 57] and the JLab group [11, 58] separate the
electroproduction amplitude into a background and a resonant part,
Tγpi = T
B
γpi + T
R
γpi = K
B
γpi (1 + iT
B
pipi) + T
R
γpi ≈ V Bγpi (1 + iTBpipi) +
∑
R
cR
mR Γ
s−m2R + imR Γ
, (2.22)
where the former is expressed through the K-matrix which is subsequently approximated by the background
potential V Bγpi. The resonant contributions are parametrized by a Breit-Wigner form including the resonance
masses mR and the total decay width Γ, where the coefficients cR include the transition form factors and their
fit parameters. Knowledge of the pion-nucleon amplitude Tpipi in terms of the piN scattering phase shifts and
inelasticities then completes the formula and allows one to extract helicity amplitudes (such as those in Fig. 2.1)
by fitting to the electroproduction data. Also based on different K-matrix approximations but including a larger
number of channels are for example the SAID parametrization [59, 60], the KSU model [61, 62], the Giessen
coupled-channel approach [63–66] and the Bonn-Gatchina model [67–69].
The original set of equations in Fig. 2.6 is solved in dynamical coupled-channel models which also take into
account the dispersive parts from intermediate channels. Among those are the Sato-Lee model [70], which has
been extended by the EBAC [71–73] and ANL/Osaka collaborations [74] and extensively applied to analyze
pion photo- and electroproduction data. The Dubna–Mainz–Taiwan (DMT) [75, 76], Valencia [77], Jülich-
Bonn [78, 79] and GSI models [80–82] have been developed along similar lines. Theoretical constraints like
unitarity and analyticity of the S-matrix are manifest in these approaches. The potentials are derived from
phenomenological Lagrangians and the parameters of the models are then fitted to the scattering data. The
resonances can be determined through their poles in the complex energy plane together with their residues
and electrocouplings. Such determinations do not need to assume a specific resonance line shape such as the
Breit-Wigner parametrization, and they produce quite spectacular figures for the resonance pole structures in
the complex plane, see e.g. Ref. [12], and the movement and conjunction of poles if rescattering effects are
switched off [73]. An open issue in coupled-channel approaches is how many ‘bare’ states one has to include.
In general one can distinguish two cases: a hadron resonance is generated from coupled channel corrections to
a bare state that may be accounted for as a quark core, or the corresponding analytic structure is just generated
by the coupled channel dynamics itself without such a core. This leaves even room for the extreme case that
all resonances are generated dynamically. This hadrogenesis scenario has been explored in e.g. [83, 84] and
references therein.
What our discussion makes clear is that the extraction of masses and transition form factors of excited
baryons requires model input. Common to all models is the approximation of the driving potentials as tree-level
terms of effective Lagrangians. The dimensionality of the equations is usually reduced from four to three, and
since the dynamical models represent hadronic integral equations for theNpi and electroproduction amplitudes
they necessarily depend on offshell hadronic effects. Another issue is electromagnetic gauge invariance, which
is difficult to maintain for loop diagrams because in principle the photon has to be attached to every line
that carries charge. In any case, these approaches provide a unified theoretical framework that allows for a
combined and consistent analysis of Npi scattering and meson electroproduction.
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2.3 Experimental facilities
In the following we briefly describe the current and future experimental facilities focused on the study of baryon
properties. An enormous amount of data on electromagnetically induced reactions have been accumulated over
the years, mainly from experiments at Jefferson Lab, ELSA, MAMI, GRAAL, LEGS, MIT-Bates and Spring-8. We
summarise here some of the currently active and planned experiments that have as a main goal the study of
baryon structure. This list is not meant to be exclusive; other experiments such as BES-III, COMPASS, J-PARC,
LHCb or BELLE II (will) also contribute important data on specific aspects of baryon physics.
Jefferson Lab. With the 12 GeV upgrade of the CEBAF electron accelerator at the Thomas Jefferson Lab-
oratory (JLab) all experiments in Halls A, B, and C have been upgraded and the new Hall D established.
Concerning baryon physics, Hall A experiments will focus on the electromagnetic structure of the proton in-
cluding their form factors at large Q2 and deeply virtual Compton scattering. In Hall B, experiments performed
with the 12 GeV upgrade CLAS12 focus on the N∗ program (that is, the search and study of nucleon reso-
nances), with particular emphasis on the N → N∗ electromagnetic transition form factors and the problem of
missing resonances. Approved experiments on light-meson electroproduction will determine the Q2-evolution
of electrocoupling parameters for N∗ states with masses below 2 GeV up to momentum transfers Q2 ∼ 10 GeV2,
via the study of the major meson-production channels (eN → eNpi, eNη, eKY ). At the CLAS experiment all
polarisation observables (beam, target and recoil) are in principle accessible. In addition, it is planned to mea-
sure two-pion production processes ep → eppi+pi−. In particular, the invariant mass distributions and angular
distributions for the three different choices of final hadron pairs will be measured. Hall C experiments will
study the pion form factor at large momentum transfer and, amongst other activities, the EMC effect.
ELSA. At the 3.5 GeV ELSA electron accelerator facility in Bonn a (polarised) electron beam is used to generate
highly energetic photons via bremsstrahlung. These can be polarised and are subsequently used for meson
photoproduction experiments on different targets. The workhorse of the Crystal-Barrel/TAPS collaboration,
the Crystal Barrel, is a nearly 4pi photon spectrometer. The experimental setup was upgraded with the addition
of the TAPS detector in the forward region to improve resolution and solid angle coverage, and with the
possibility of using polarised photon beams. In the last upgrade it was further supplemented with charged-
particle detectors in the forward direction and the possibility of using polarised targets. This allowed for the
(very successful) measurement of single- and double-polarisation observables. Baryon resonances up to masses
of 2.5 GeV have been investigated and generated several additions to the PDG in the past years. The new
BGO-OD experiment was commissioned recently [85] and data taking has started. The BGO-OD experiment
consists of the BGO calorimeter and a magnetic spectrometer at forward angles. The physics covered in future
experiments includes especially processes with mixed charged final states.
MAMI. Two experiments at the Mainz Microtron (MAMI), which provides a continuous wave, high intensity,
polarised electron beam with an energy up to 1.6 GeV, deal with the structure of baryons. Experiment A1 is
an electron scattering experiment, equipped with three high-resolution spectrometers and large acceptance.
It aims at studying spacelike electromagnetic form factors of nucleons at high precision and nucleon polaris-
abilities via virtual Compton scattering. The experiment A2 is a photoproduction experiment, with photons of
energy up to 1.5 GeV. Both experiments have access to beam, target and recoil polarisation observables.
PANDA. The FAIR accelerator facility at the location of GSI in Darmstadt will provide a high intensity and high
energy antiproton beam. In the P¯ANDA detector the beam will be scattered on fixed proton and nucleon targets
in the momentum range of 1.5–15 GeV. P¯ANDA will be a unique anti-proton facility and therefore a highly
welcome complementary addition to existing experiments. The detector consists of a target and a forward
spectrometer each with several layers of specialized subcomponents [86]. The P¯ANDA physics program in the
baryon sector includes in particular the spectrum and properties of (multiple-) strange and charmed baryons,
the dynamics of pp¯ reactions, and structure physics such as timelike form factors in the range between 5 and
28 GeV2 as well as transverse parton distributions [87].
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3 Baryon spectrum: theory overview
The hadron spectrum serves as an important reference in understanding the strong interaction, since its mass
hierarchy and decay patterns express the underlying symmetries and dynamics of the theory. At the low
energies relevant to the bound-state properties of hadrons, their constituent particles – the quarks (or valence
quarks) – were postulated as the end result of such a study, leading to the so-called quark model. At the
same time, the parton model was introduced to understand reactions of hadrons at high energies such as deep
inelastic scattering. Although these reactions probe the short-distance properties of the strong interaction, it
became apparent that partons and quarks are the same objects. Subsequent to the introduction of ‘colour’, the
quantum theory of the strong force was established in what we now know as QCD.
These two perspectives lead to two very ‘different quarks’: one is light, of the order of a few MeV and
essentially point-like; the other is an extended object confined within colourless bound states with an effective
mass of several hundred MeV. These are the current and constituent quarks, respectively, with the high-energy
interactions of the former being described well by perturbation theory owing to the property of asymptotic
freedom, whilst the latter requires non-perturbative techniques or modelling. It is obvious to ask at this stage
how the dynamics of QCD account for this dichotomy and we will address the question in due course.
3.1 The quark model
To fully appreciate the masterstroke that is the quark model (see e.g. Refs. [3, 4, 88, 89] for reviews) in the
development of hadron physics, one has to keep in mind that it was constructed without knowledge of the
underlying dynamics of QCD. The very concept of quarks themselves was not apparent and instead, until the
1950s at least, the number of known hadrons was still few enough that they could be considered elementary.
They were the proton and neutron (plus their antiparticles) together with the three pions, classified according
to their Fermi statistics into baryons and mesons. Whereas it was the inter-nucleon force necessitating the need
for further meson exchanges (vectors and scalars), in addition to pion exchange [90], also the new resonances
subsequently discovered in piN scattering could hardly be considered elementary. An attempt to understand
the experimental data was provided by the bootstrap method, a coupled-channel or molecular model in which
the hadrons are built up out of one another, e.g. ∆ = piN + · · · , N = pi∆ + · · · etc. Nuclear democracy
demanded that mesons were similarly composed of a baryon and an antibaryon, which proved difficult to
accommodate in practice and despite some successes it remained unsatisfactory. The situation was only made
worse by the discovery of the Λ and Σ baryons and the kaons, requiring the introduction of a new quantum
number – strangeness – conserved by the strong interaction [91, 92].
Eight-fold way. Including strangeness, a classification scheme for hadrons was established based upon the
notion of (approximate) symmetries of the strong interaction and thus manifest in the appearance of near-
degenerate multiplets in the hadronic spectrum. It generalised the already successful SU(2)f isospin symmetry
to flavour SU(3)f , characterized now by hypercharge Y in addition to the I of isospin. The J = 1/2 baryons
were grouped into an octet while the J = 3/2 baryons belonged in a decuplet; the mesons could be grouped into
an octet and a singlet, see Fig. 3.1. This is the famous eight-fold way of Gell-Mann [93–95], which ultimately
led to the proposal that hadrons be composed of three different flavours of quarks [96–98], named up, down
and strange, which are spin-1/2 fermions with fractional electric charge.
The baryons are made up of three such valence quarks, whilst the mesons are comprised of a quark and an
antiquark. With quarks (antiquarks) in the fundamental representation 3 (3), these are the direct products
3⊗ 3 = 1⊕ 8 , 3⊗ 3⊗ 3 = 10S ⊕ 8MS ⊕ 8MA ⊕ 1A , (3.1)
where S and A denote symmetric and antisymmetric and MS , MA refer to mixed symmetry (symmetric or
antisymmetric with respect to two quarks). The decuplet corresponds to the ten possibilities to construct a
symmetric state of three quarks: three for equal quarks (uuu, ddd, sss); six where one quark is different (uud,
ddu, uus, dds, ssu, ssd); and one for all quarks different (uds). The states with mixed symmetry can be
combined into eight permutation-group doublets: six for two different quarks and two for all quarks different.
Finally, there is one antisymmetric combination uds where all quarks are different.
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Figure 3.1: Pseudoscalar meson nonet, baryon octet and baryon decuplet for three light quarks.
Quark model classification scheme. To distinguish between the spin-1/2 and spin-3/2 baryons we combine
SU(3)f with the SU(2) of quark spin,
2⊗ 2 = 3S ⊕ 1A , 2⊗ 2⊗ 2 = 4S ⊕ 2MS ⊕ 2MA . (3.2)
Assuming that Ψspin ⊗ Ψflavour is symmetric, the possible spin-flavour combinations produce a spin-1/2 octet
(2,8) and a spin-3/2 decuplet (4,10) which correspond to the observed ground states in Fig. 3.1. To satisfy the
Pauli principle the overall wave function Ψ = Ψspace ⊗Ψspin ⊗Ψflavour should be antisymmetric, which would
imply that its spatial part is antisymmetric and thus not s-wave, contrary to our expectations for ground states.
One could construct antisymmetric spin-flavour combinations, although this would yield (2,8) and (4,1) and
thus no decuplet baryons in orbital ground states (the ∆++ is a particularly apposite example). The situation
can be remedied by introducing a new quantum number, namely the SU(3) of colour [99–101], and hence an
antisymmetric component Ψcolour to the baryon wave function:
Ψ = Ψspace ⊗Ψspin ⊗Ψflavour ⊗Ψcolour . (3.3)
To treat excited states we need to include quark orbital angular momentum by folding in O(3), the orthog-
onal rotation group in coordinate space, thus requiring the extension of the above construction to all possible
spin-flavour symmetries. The baryons then belong to multiplets
6⊗ 6⊗ 6 = 56S ⊕ 70MS ⊕ 70MA ⊕ 20A , (3.4)
where the 56-plet corresponds to the orbital ground states (2,8) and (4,10) discussed above, whereas the
remainder requires spatial excitations to ensure that the full wave function remains antisymmetric. Unfortu-
nately, the number of states predicted by the SU(6) ⊗ O(3) model far exceeds the number of observed states
in experiment. This is the so-called problem of missing resonances [102–104], to which two solutions are typ-
ically given. The first is that such states are difficult to measure because they couple weakly in the scattering
cross sections typically explored; this suggests investigating different channels. The second is that within the
quark model we are making an explicit assumption about the dominant effective degrees of freedom, namely
the constituent quarks. This may be an oversimplification that does not hold for low-lying excited states where,
e.g., two quarks could be strongly coupled and form an effective quark-quark correlation, thus reducing the
number of degrees of freedom and hence the number of excited states.
Dynamical models. There are many excellent reviews on the development of quark potential models [3,
4, 88, 89] to which we refer the interested reader for details; here we only summarise a few key points.
At the heart of the quark model is the assumption that the effective degrees of freedom are the constituent
quarks, whose origin is not explicated and whose masses instead enter as parameters of the theory. Then,
the Hamiltonian is comprised of a kinetic part describing these constituents together with a potential for the
inter-quark forces. Non-relativistically this has the form
H =
∑
i
(
mi +
p2i
2mi
)
+ V (r1, r2, r3) , (3.5)
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where mi are the constituent quark masses as parameters of the model, pi the momenta and ri the individual
quark coordinates. The simplest prototypical example of a confining potential is that of a harmonic oscillator
where the quark-quark potential is of the form
V (r1, r2, r3) =
∑
i<j
Vconf (rij) , Vconf (rij) =
1
2
Kr2ij , (3.6)
i.e., a sum of two-body confining potentials where rij = ri − rj , rij = |rij | and K is some constant. Another
possibility is a linearly rising potential, first achieved by the introduction of anharmonic perturbations to the
harmonic oscillator potential [105]. Such a potential was motivated by early lattice calculations [106, 107]
and Bethe-Salpeter studies [108]. At first sight, both potentials lead to a very different spectrum with a depen-
dence on energy E vs. E2. However, as clarified recently, this depends on the context: within the front form
Hamiltonian dynamics a quadratic potential leads to the same qualitative spectrum than a linear potential in
the instant form dynamics, see Ref. [109] for details.
Additional terms in the potential can be motivated by one-gluon exchange and relativistic corrections, see
e.g. [88, 103, 104, 110–114] and references therein. The progress of ref. [105], enabling the first few energy
levels of non-strange baryons for a linearly rising potential to be determined, was helped by the assumed link
between the quark-antiquark potential in mesons and the quark-quark potential appearing in baryons. Early
potential models paved the way to more sophisticated analyses by the introduction of converged variational
methods [115–117] and the use of Faddeev equations [19, 117–119]. Connections to the heavy quark sector
of QCD have been established on the one hand via heavy quark effective theory and nonrelativistic QCD, see
e.g. [120, 121] for reviews, and on the other hand via lattice QCD, see e.g. [122, 123]. For baryons the
question of Y vs. ∆-shaped potentials has been discussed e.g. in [124–127]. Relativistic corrections to inter-
quark potentials have been provided in Refs. [18, 128, 129], whilst attempts at formulating a covariant picture
have been made for mesons [130, 131] and baryons [132–134].
In these dynamical models the problem of too many predicted states (‘missing resonances’) remains. In ad-
dition, the level ordering hardly agrees with experiment. A notorious problem is posed by the Roper resonance:
the lowest nucleon resonance possesses also positive parity. For hyperons this is not the case, and thus one has
to conclude that, if the picture of mutually interacting constituents quarks is a good description of reality, these
interactions are flavour dependent. In particular, such interactions can be motivated as instanton-induced
forces [133–135], or spin-spin forces via one-boson exchange [22, 136, 137].
Another question concerns the role of so-called diquark degrees of freedom. As already mentioned above,
in such a picture the number of low-lying states is significantly reduced and flavour dependencies become more
transparent; see e.g. [138] for an early review. But can such a picture be derived from QCD, and if so, how?
Connecting to QCD. The SU(3) colour symmetry can be identified with the extra symmetry of non-Abelian
gauge theories [139–142]. This yields QCD, an asymptotically free theory of quarks and self-interacting gluon
fields. It requires a non-perturbative treatment owing to the strength of the coupling constant at the low-energy
scales relevant for bound states. The lack of isolated quarks and gluons is then resolved by introducing the
concept of confinement. On the one hand, confinement is of utter importance to understand hadron physics.
On the other hand, it is an elusive phenomenon and even a precise definition within quantum field theory
has proven to be highly non-trivial. It is probably fair to say that there is even no general agreement (yet) on
several aspects of how to define confinement. We come back to this point in Sec. 3.2.
One may then ask: what are the actual differences between quark models and a dynamical description of
baryons within QCD? What becomes of the Schrödinger equation and its potential, the quark masses and the
wave function in quantum field theory? The dynamical theory contains several elements that can indeed be
traced back to their quark model analogues and allow one to make such connections. In short, these are:
(i) The quark propagator. One typically employs the notion that, at hadronic scales relevant to bound
states, the current quarks strongly couple to the QCD vacuum and essentially surround themselves with a cloud
of quark-antiquark pairs and gluons. This leads to a massive quasiparticle or constituent quark, which is the
effective degree of freedom in quark models. As we will discuss in Sec. 3.2, this connection is provided by
the dressed quark propagator in QCD, as it encodes the change from a current quark to a ‘constituent quark’
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through its momentum-dependent mass function and thus establishes a link between the quarks of QCD and
the constituent quarks in the quark model.
(ii) The wave function. The fully covariant Bethe-Salpeter wave function, discussed in Sec. 3.4, has a similar
structure to the wave function (3.3) in the quark model. In fact, the colour and flavour parts are identical,
whereas the spin and spatial parts are no longer separate in a covariant framework but intertwined. Thus their
structure is much more complicated than in the non-relativistic case, leading to the natural presence of higher
orbital angular momentum components including s-, p- and d-wave contributions for the nucleon and even
f waves for the ∆ baryon. In turn, this means that the non-relativistic quark model description is not complete.
Another manifestation of this fact is the sector of ‘exotic’ quantum numbers. Whereas in the non-relativistic
classification certain quantum numbers cannot be built from two constituent quarks and therefore count as
exotic, this is no longer true in the relativistic framework. Thus, unlike in the quark model, exotic states do
not necessarily contain valence contributions beyond the quark-antiquark picture. We come back to this point
in Sec. 3.4.
(iii) The equation of motion. In full QCD the Bethe-Salpeter equation is an exact equation for the bound
state wave function. In practice it has to be approximated to be useful in actual calculations. These truncations
can take place on different levels of sophistication; we discuss corresponding details in Sec. 3.5. However, in the
non-relativistic limit of (very) heavy quarks, the Bethe-Salpeter equation simplifies [143, 144] and establishes
the connection to the Dirac and Schrödinger equations used in the quark model.
(iv) The quark-(anti-)quark interaction. In full QCD the interaction between the valence quarks is encoded
in the qq¯ and qqq interaction kernels, see Sec. 3.4 for a detailed discussion. These kernels are fully momentum
dependent and in practice it turns out that momenta of the order of 0.5 – 2 GeV are the most important ones
in bound state equations. By contrast, in the quark model this covariant object is replaced by the interquark
potential, which is again only appropriate in the non-relativistic limit of small quark velocities, i.e. at momenta
much smaller than the ones typically probed in bound state equations.
These connections can be made more explicit and in part we will do so in the course of this section. They
also imply that some of the central pressing questions of the quark model can be reformulated and answered
in the covariant QCD framework. For example, what is the precise connection between the current quarks
introduced by the Lagrangian of QCD and the quasi-particle constituent quarks that surface as the relevant
degrees of freedom in quark model calculations? And, is there a dynamical arrangement of the three valence
quarks in a baryon such that an effective quark-diquark state dominates the baryon bound-state amplitude?
3.2 Correlators and non-perturbative methods in QCD
To discuss the methods required to answer the questions posed at the end of the previous section, we need
to introduce the basics of QCD. We will be very brief here because the details can be found in numerous
textbooks. Recall that we use Euclidean conventions throughout the text; corresponding conventions can be
found in App. A.
The physics of the strong interaction is expressed by QCD’s classical action
SQCD =
ˆ
d4xψDψ + SYM , D = /∂ + ig /A+ m , SYM =
ˆ
d4x
1
4
F aµν F
a
µν , (3.7)
which depends on the quark and antiquark fields ψ, ψ and the vector gauge fields Aµa representing the gluons.
D is the Dirac operator that enters in the matter part of the action and contains the quark-gluon coupling term
with coupling constant g, and m = diag (mu,md,ms, . . . ) is the quark mass matrix for Nf flavours. The Yang-
Mills part SYM sums over the colour index a of the gluon field strength tensor F aµν = ∂µA
a
ν−∂νAaµ−gfabcAbµAcν
with the structure constants fabc of the gauge group SU(3)c. Its explicit form is
SYM =
ˆ
d4x
[
−1
2
Aµa ( δµν − ∂µ∂ν)Aνa −
g
2
fabc (∂
µAνa − ∂νAµa)Aµb Aνc +
g2
4
fabe fcdeA
µ
a A
ν
b A
µ
c A
ν
d
]
. (3.8)
We have stated the action in terms of bare fields, masses and couplings. Their renormalized counterparts are
related through renormalization constants for the quark and gluon fields, the mass and the coupling:
ψ = Z
1/2
2 ψR , A = Z
1/2
3 AR , m = ZmmR , g = Zg gR . (3.9)
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In the following we will drop the index ‘R’ again and, unless stated otherwise, work with renormalized quanti-
ties instead. We will often also use a symbolic notation where we simply write SQCD = ψDψ + SYM.
The naive physical content of the theory is plain: quarks interact with gluons which also interact amongst
themselves. In terms of tree-level Feynman diagrams, this is fully described by the propagation of quarks and
gluons and their interactions through the quark-gluon, three-gluon and four-gluon vertices. Alas, as we all
know, the situation is far from being that simple.
Correlation functions. The dynamical content of QCD as a quantum field theory is encoded in its partition
function, defined by the path integral Z, which is also the common starting point for nonperturbative methods
such as lattice QCD and Dyson-Schwinger equations. The physical properties of the theory are then extracted
from the partition function in terms of Green functions or correlation functions, which are the expectation
values of the corresponding operators O:
Z =
ˆ
DADψDψ e−(ψDψ+SYM) → 〈O〉 = 1Z
ˆ
DADψDψ e−(ψDψ+SYM)O . (3.10)
The operators O can contain combinations of fundamental fields or also gauge-invariant composite fields.
Green functions are the central elements of any quantum field theory; they are at the heart of any calculation
of scattering and decay processes and carry all the physical, gauge-invariant information of the theory. Thus,
once we know all correlation functions we have solved the theory.
What is necessary to extract such information? Suppose we work in a weakly coupled theory such as
QED. The gauge invariant, physical states of QED are transverse photons and electrons (or muons and taus)
supplemented with photon clouds, but also bound states such as positronium. Since the coupling is small,
perturbation theory is sufficient to calculate the correlation functions that are relevant for scattering processes
and decay rates up to the desired precision. The machinery is complemented by suitable methods to calculate
the properties of bound states using Schrödinger or Dirac equations or, in a quantum-field theoretical frame-
work, Bethe-Salpeter equations. The success of this toolbox is apparent in the spectacular agreement between
theory and experiment for the anomalous magnetic moment of the electron at the level of ten significant digits.
In addition, the correlation functions encode interesting information on the offshell behaviour of the physical
particles of QED such as the momentum-dependent mass function of the electron or the running of the QED
coupling ‘constant’.
Confinement. In QCD the situation is far more complicated and a prime culprit for this is confinement. Al-
though there is no doubt that QCD is the underlying theory of hadron physics and that it exhibits confinement,
an understanding of this phenomenon is missing. This contrasts sharply with the comprehension of QCD in the
high-energy regime. QCD’s property of asymptotic freedom is the reason for Bjorken scaling [145], and the
logarithmic running of the coupling leads to scaling violations which have been verified over a huge range of
kinematical variables. Referring to the picture in which at large momentum scales the observed approximate
scale independence is accounted for by the presence of quasi-free and point-like constituents of hadrons, quarks
and gluons provide the most effective language to describe hadronic processes. These QCD degrees of freedom
are complete in the sense that they allow for a description of every hadronic observable. Changing the perspec-
tive to an attempt to understand the strong interaction coming from the low-energy regime, a possible way of
phrasing the existence of confinement in QCD is the statement that all possible hadronic degrees of freedom
will form a complete set of physical states. Therefore, the equivalence of descriptions of observables in either
quark and glue or hadronic degrees of freedom is a direct consequence of confinement and unitarity. This line
of argument can be sophisticated and applied to many different phenomena involving hadrons. It is known
under the name “quark-hadron duality”, and its consequences have been verified on the qualitative as well as
the semi-quantitative level, for a review see, e.g., Ref. [6]. The verification of this duality is (beyond the trivial
fact of the absence of coloured states) the clearest experimental signature for confinement. To appreciate such
a scenario it is important to note that the perfect orthogonality of the quark-glue on the one hand and hadronic
states on the other hand (and thus the perfect absence of “double-counting” in any of the two “languages”) is
nothing else but another way to express confinement.
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One further important aspect of confinement is the occurrence of the linear rising potential in the limit of
infinitely heavy quarks and the property of N-ality of its asymptotics at large distances found in pure Yang-Mills
theory [7, 8]. With dynamical quarks, however, string breaking takes place at large distances, thus leaving only
remnants of the linear behaviour in the intermediary distance region. Another argument invoked in favour of
‘confinement by a linearly rising potential’ is the existence of Regge trajectories with an universal slope in the
hadron spectrum. However, to this end one should note that also other types of interactions may lead to Regge
trajectories, see, e.g., Ref. [146] for a discussion.
As they have no immediate consequences for the following sections we will refrain here to discuss aspects
of the manifestations of confinement such as the analytic properties of the Green’s functions of the theory
or the structure of its asymptotic state space but refer to [147]. An approach that strengthens the evidence
for confinement being related to the behaviour of Green’s function in the extreme infrared only is based on
the study of the gluon’s quantum equation of motion and how its saturation in the infrared by physical or
unphysical degrees of freedom distinguishes between the Coulomb, the Higgs and the confining phase of a
gauge theory [148]. This investigation also further elucidates the role of the BRST symmetry of the gauge-
fixed theory for several types of confinement scenarios, see also the reviews [149, 150] and references therein.
Other related central questions are the one about the nature of the confining field configurations, the relation of
confinement to dynamical chiral symmetry breaking and the axial anomaly, etc., see Refs. [7, 8] and references
therein.
Chiral symmetry. Now let us briefly discuss the flavour symmetries of QCD’s action. Noether’s theorem states
that for each global symmetry of the action there is a conserved current and a conserved charge. In the massless
limit m = 0, the classical action of QCD exhibits a chiral symmetry
U(1)V ⊗ SU(Nf )V ⊗ SU(Nf )A ⊗ U(1)A (3.11)
which leads to conserved vector and axialvector currents. Expressed in terms of the renormalized quark fields,
they are given by
jµa (z) = Z2 ψ(z) iγ
µ ta ψ(z) , j
µ
5,a(z) = Z2 ψ(z) γ5γ
µ ta ψ(z) , (3.12)
where ta are the SU(Nf ) flavour matrices: the Pauli matrices (ta = τa/2, a = 1, 2, 3) in the two-flavour case,
the Gell-Mann matrices (ta = λa/2, a = 1 . . . 8) for three flavours, and the unit matrix for the flavour-singlet
currents (t0 = 1). In the general case m 6= 0 the divergences of the Noether currents become
∂µ j
µ
a = Z4 iψ [m, ta]ψ
m=mq−−−−→ 0 , −i∂µ jµ5,a = Z4 iψ {m, ta} γ5 ψ
m=mq−−−−→ 2mq j5,a , (3.13)
where Z4 = Z2 Zm and j5,a(z) = Z4 ψ(z) iγ5 ta ψ(z) is the pseudoscalar density. The first relation is the state-
ment of vector current conservation: the U(1)V symmetry corresponds to baryon number conservation and
holds in general, whereas SU(Nf )V is QCD’s flavour symmetry discussed in Sec. 3.1 which is still preserved for
equal quark masses (m = mq). Even in the case of flavour breaking due to unequal quark masses, the diagonal
currents corresponding to t0, t3 and t8 are still conserved and thus their corresponding charges (baryon num-
ber, third isospin component, hypercharge) are good quantum numbers. The multiplet classification in Fig. 3.1
is therefore general and not tied to the quark model, except that when the symmetry is broken the states
with same I3 and S can mix between the multiplets. The axial symmetries SU(Nf )A and U(1)A, on the other
hand, are classically only preserved in the chiral limit because a mass term ψmψ is not invariant under axial
rotations. This is encoded in the PCAC (partially conserved axialvector current) relation, the second identity
in (3.13), which relates the axialvector current with the pseudoscalar density. There are multiple consequences
of these relations which we will explore later.
Symmetries can also be broken in different ways and this leads to two prominent features of QCD: the
spontaneous breaking of SU(Nf )A and the axial anomaly or anomalous breaking of U(1)A. As we will see
below, the former is a dynamical and nonperturbative effect that is generated by the strong interactions between
quarks and gluons, hence often also termed dynamical chiral symmetry breaking (DCSB). In practice it is
visible in Green functions containing external quark and antiquark legs, as they do not share the symmetry of
the Lagrangian and nonperturbatively generate tensor structures that would be forbidden if chiral symmetry
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were preserved. DCSB has numerous practical consequences for QCD phenomenology: it is the mechanism
that transforms the current quark in the QCD action into a ‘constituent quark’ and thereby contributes a large
portion to a light hadron’s mass; it is responsible for the unnaturally light pseudoscalar mesons because they
are QCD’s Goldstone bosons in the chiral limit; and it generates spin-dependent forces which would otherwise
be absent. We will explore the effects of DCSB in various places throughout this review: its consequences for
the quark propagator are discussed in the present section and those for the pion in Sec. 3.4, and in Sec. 4.2
we will give a quick proof of the Goldstone theorem [151] in QCD. Note that spontaneous chiral symmetry
breaking does not affect the PCAC relation in (3.13) which is still valid in that case, in contrast to the axial
anomaly which breaks the U(1)A symmetry as a necessity of regularisation and leads to an additional term in
the flavour-singlet PCAC relation. For a discussion of the axial anomaly in the context of functional approaches
see e.g. [152–154].
In the following we concentrate on a selection of methods that aim at the determination of baryon properties
from the underlying theory of quarks and gluons.
Lattice QCD. The basic idea of lattice QCD [155] is to extract QCD’s correlation functions by formulating
the theory on a discrete lattice of spacetime points. Here the formulation (3.10) of the partition function on a
Euclidean spacetime manifold is necessary for the fields to form a statistical ensemble that can be treated with
Monte-Carlo methods. The statistical nature of the approach entails that lattice results always carry a statistical
error; sources for additional systematic errors are the finite lattice spacing a and the finite lattice volume. In
the course of this review we summarise aspects of lattice QCD that are useful for the later discussion of the
baryon spectra and form factors. Naturally, in a non-expert review we skip over most technical details and refer
the interested reader to specialised lattice reviews such as [156–159].
Most of the calculations performed within lattice QCD utilise the path integral in its gauge-invariant ver-
sion (3.10), which guarantees that the results are gauge-invariant from the start. However, it is also possible
to fix the gauge on the lattice and there are a number of good reasons why this is of interest. On the one
hand, there is a long tradition of studying fundamental problems like confinement on a level that gives access
to individual gauge field configurations, see e.g. [7, 8] for reviews. On the other hand, working in a gauge-
fixed formulation allows one to study non-perturbative correlation functions such as propagators and vertices,
which are the basic building blocks for functional methods. As discussed below, functional methods almost
always involve truncations which need to be controlled, and one important cross check which has proven ex-
tremely fruitful in the past is a direct comparison with correlation functions obtained on the lattice. We discuss
this point further below and come back to gauge-invariant lattice QCD in Sec. 3.3, where we deal with the
extraction of hadron properties from lattice simulations.
Light-front QCD and holographic QCD. In the traditional canonical quantization of quantum field theories
the concept of the Fock space as the Hilbert space of (onshell) multiparticle states is employed only for the
asymptotic in and out states in order to circumvent mathematical subtleties; see e.g. [160]. The properties of
the interacting theory are then encoded in its matrix elements: the (elementary or composite) Green functions
of the theory and its physical scattering amplitudes. In that way the ‘Fock states’ refer to external, physical
particles on their mass shells whereas the intermediary ‘virtual particles’ carrying the diagrammatic content
of Feynman diagrams are represented by the Green functions of the theory. These are either the tree-level
propagators and vertices in perturbation theory or, nonperturbatively, their dressed counterparts together with
the hadronic Bethe-Salpeter wave functions discussed below.
Light-front Hamiltonian methods (see e.g. [161–166] for reviews) take a different route in this respect. Mo-
tivated by the triviality of the vacuum in light-cone quantization, the goal is to calculate the eigenstates of the
gauge-fixed QCD Hamiltonian directly by solving large-scale eigenvalue problems. In that way the light-cone
wave functions move into the center of interest: once calculated, in principle they can be used to compute
hadronic matrix elements of currents as overlaps of light-cone wave functions. Although corresponding meth-
ods have been successfully employed to a variety of quantum field theories including QED, the systematic
application of this machinery to QCD is quite nontrivial and awaits to be further explored [166].
On the other hand, light-front based ideas have found widespread applications in the context of hard
exclusive processes which are dominated by their behavior close to the light cone. They provide, for example,
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a connection of the parton model with QCD, but also a systematic treatment of two-photon processes such as
deeply virtual Compton scattering in terms of generalized parton distributions [167–173].
Instead of diagonalizing the QCD Hamiltonian directly, light-front techniques can also be used to construct
quark models, particularly in combination with the AdS/QCD approach [174]. The latter is based on the con-
jecture that a quantum gauge field theory in four dimensions corresponds to a classical gravitational theory in
five dimensions (the holographic dual) [175]. In principle this allows one to compute physical observables in a
strongly coupled gauge theory in terms of a weakly coupled classical gravity theory, which encodes information
of the boundary theory. In recent years progress has been achieved in the description of the baryon spectrum
from holographic QCD, see e.g. [174, 176–183] and references therein.
Dyson-Schwinger equations (DSEs). Dyson-Schwinger equations [184–186] are the quantum equations of
motion of a quantum field theory; see [147, 187–192] for reviews of their applications to QCD. The starting
point for the derivation of DSEs is the same as in lattice QCD, namely the generating functional or partition
function (3.10). The basic idea is that instead of extracting Green functions directly from the path integral one
derives relations among them from the partition function. These are the quantum equations of motion which
follow from the expectation values of the classical equations of motion in analogy to (3.10), and they form an
infinite tower of integral equations that couple Green’s functions to one another in a hierarchical fashion. By
construction they are nonperturbative since they resum an infinite number of diagrams without recourse to a
weak coupling expansion.
Functional methods like the Dyson-Schwinger approach or the functional renormalisation group [193–
195] mainly work with gauge-fixed correlation functions, which requires a gauge-fixing procedure such as
the Faddeev-Popov approach. Its main effect is the addition of gauge fixing terms Sgf to the action, which
introduce a pair of additional fields (the Faddeev-Popov ghosts) plus an extra bilinear term into the gluonic
part of the action. Gauge fixing beyond perturbation theory is a very delicate (but highly interesting) issue
which is reviewed e.g. in [149, 150, 196, 197]. We note here only that, fortunately, it turns out that the
associated ‘Gribov copies’ [198] are only relevant for momenta below ∼ 100 MeV [199, 200], so their impact
upon the calculation of observable quantities is in practice very small compared to other sources of errors, see
e.g. [201].
In practice one is mainly interested in the proper one-particle irreducible (1PI) Green functions, i.e., the
connected and amputated vertex functions. They are the fully dressed inverse propagators and n-point vertices
of the theory – the inverse quark and gluon propagators, the three-point functions such as the quark-gluon
and three-gluon vertex, the four-point functions and so on. They contain all possible loop corrections and thus
they are the exact n-point functions in contrast to the ones calculated in perturbation theory. The 1PI vertex
functions are encoded in the 1PI effective action Γ1PI[Φ˜], which is the Legendre transform of the partition
function and follows from introducing external sources J for the fields Φ ∈ {A,ψ, . . .} in the Lagrangian
Γ1PI[Φ˜] = − lnZ[J ]− Ji Φ˜i , (3.14)
where the averaged field Φ˜ is the expectation value of Φ in the presence of sources J . The effective action can
be expanded in the 1PI vertex functions V (N)i1,...,iN and, vice versa, they can be derived from it via functional
derivatives
Γ1PI[Φ˜] =
∑
N
1
N !
(
Φ˜i1 . . . Φ˜iN
)
V
(N)
i1,...,iN
, V
(N)
i1,...,iN
=
δNΓ1PI[Φ˜]
δΦ˜i1 . . . δΦ˜iN
∣∣∣∣
Φ˜=0
. (3.15)
In addition to the n-point functions that appear in QCD’s Lagrangian, the effective action also contains vertex
functions without a tree-level counterpart such as e.g. the (1PI) four-quark vertex. If one were to expand such
quantities in perturbation theory one would not find tree-level contributions but loop ‘corrections’ only. From
the effective action one can derive the Dyson-Schwinger equations by taking further functional derivatives, see
e.g. [147, 187] for details, and the resulting equations relate the various 1PI Green functions to each other.
As an example, consider the quark DSE in the left panel of Fig. 3.2. It is an exact equation that determines
the dressed propagator (the line with the circle) moving in spacetime from one point to another. The non-
perturbative loop diagram contains the sum of all possible processes where the quark emits and reabsorbs a
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Figure 3.2: DSEs for the quark propagator (left) and the gluon propagator (right). Solid, curly and dashed lines represent quarks,
gluons and ghosts, respectively.
gluon. The gluon is also fully dressed and includes all possible splittings and reunifications into two gluons,
three gluons, a qq¯ pair and so on, and the dressed quark-gluon vertex subsumes all possible vertex corrections.
Finally, the appearance of a dressed quark propagator in the loop indicates that the equation has to be solved
self-consistently. To do so, one needs to know the dressed gluon propagator and the dressed quark-gluon ver-
tex. These satisfy their own Dyson-Schwinger equations (such as the gluon DSE in the right panel of Fig. 3.2)
which contain other three- and four-point functions with their own DSEs. Hence we arrive at an infinite tower
of self-consistent equations. Apart from special limits [202–204] it cannot be solved without approximations,
but these can be made systematic by consistently neglecting or approximating Green functions higher than a
given order. A simplistic example would be to set the three-point vertices bare and neglect all higher Green
functions. From the experience with such a truncation the obvious next step is to take into account the full
three-point functions but approximate the four-point functions, and so on. To systemetise this procedure until
apparent convergence is reached is at the heart of modern treatments of the tower of DSEs, see e.g. [205–210]
and references therein. Other strategies are possible and are discussed below and in the course of this review.
Functional Renormalisation Group (FRG). A similar but nevertheless completely independent approach is
the functional renormalisation group, see e.g. [193–195] for reviews. Here the idea is to introduce an infrared
momentum cutoff into the effective action Γ1PI and study its variation with the cutoff scale k. This leads to
a differential equation with a characteristic one-loop structure which is exact [211, 212]. In practice it needs
to be approximated, e.g., by keeping a finite number of terms in the expansion (3.15) of the effective action
and/or neglecting momentum dependencies of the n-point functions in question. Again, by taking further
derivatives with respect to the fields one derives coupled integro-differential equations which relate different
Green functions to each other. Compared to the tower of DSEs, FRGEs only feature (nonperturbative) one-loop
diagrams and the extra dependence on the cutoff scale makes the equations more local than the DSEs. Due to
these differences, combinations of DSEs and FRGEs can be used to study, control and thus minimize artefacts
from the necessary truncations. This strategy has been successfully employed in the past and FRGEs and DSEs
together have been essential in the determination of QCD’s Green functions, see [203, 204, 213–216] and
references therein. With respect to the main topic of this review, however, although FRG studies have begun
to make progress in the meson sector they have not yet contributed to our understanding of the spectrum and
properties of baryons.
Quark propagator and dynamical chiral symmetry breaking. Green functions are vital in the Dyson-
Schwinger approach as building blocks for the calculation of gauge-invariant bound states, form factors and
production processes and therefore we need to cover the essentials before discussing methods to extract the
hadron spectrum in Sec. 3.3. In the following we briefly summarise the status of results for the basic Green
functions of QCD: the quark propagator, gluon propagator, quark-gluon vertex and three-gluon vertex.
The quark is a spin-1/2 particle and its dressed propagator is given by
S(p) =
1
A(p2)
−i/p+M(p2)
p2 +M2(p2)
= −i/p σv(p2) + σs(p2) . (3.16)
The quark mass function M(p2) and inverse quark ‘wave function’ A(p2) are momentum dependent, which
reflects the scale dependence of the quantum corrections encoded within. They connect the current quarks
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probed in deep inelastic scattering processes at large momentum transfer with the constituent-quark picture at
small momenta, and thus the quark propagator serves to elucidate the connection of the quark model with QCD.
Non-zero values ofM(p2) in the chiral limitmq = 0 are an indication for spontaneous chiral symmetry breaking:
for massless quarks the Lagrangian exhibits a chiral symmetry but the Green function at the quantum level,
the quark propagator, does not. This can be seen in the renormalization point dependent chiral condensate,
obtained from the trace of the quark propagator in the chiral limit
−〈q¯q〉 = Z2ZmNc
ˆ
d4p
(2pi)4
TrS(p) . (3.17)
A non-zero value signals the presence of dynamical chiral symmetry breaking. In fact, we will argue below
that dynamical chiral symmetry breaking leaves its traces in the tensor structures of every Green function with
external quark and antiquark legs.
The explicit form of the quark DSE in Fig. 3.2 reads
S−1(p) = Z2 S−10 (p)− Z1f g2CF
ˆ
d4q
(2pi)4
iγµS(q) Γνqg(q, p)D
µν(k) , (3.18)
where Z2 and Z1f = Zg Z2 Z
1/2
3 are the renormalization constants for the quark propagator and quark-gluon
vertex, see (3.9), and CF = 4/3 is the colour Casimir for Nc = 3. The inverse tree-level propagator is given by
S−10 (p) = i/p+Zmmq, where mq is the renormalized quark mass from the QCD action. The unknown quantities
in this expression are the dressed gluon propagator Dµν(k) with gluon momentum k = q − p and the dressed
quark-gluon vertex Γµqg(q, p). Since the nonperturbative gluon propagator is a rather well-known object by
now, it is the choice of the quark-gluon vertex (equivalently the form of the four-quark interaction kernel) that
ultimately determines the quality of the truncation, as we will explain later in Sec. 3.5.
For the sake of a pedagogical introduction, we follow Ref. [217] and elucidate upon the properties of the
quark propagator with two toy models before moving on to more realistic calculations. Both of these neglect
dressing effects in the quark-gluon vertex, assuming Γµqg(q, p) = iγµ, and use a very simple ansatz for the gluon
propagator which allows one to explore the qualitative consequences of dynamical chiral symmetry breaking.
Without loss of generality one can drop all renormalization constants.
 Munczek-Nemirovsky model [218, 219]: Here the Feynman-gauge gluon propagator is replaced by a
δ-function peaked at the origin with an associated mass scale Λ:
g2CF
(2pi)4
Dµν(k) = δµν Λ2 δ4(k) . (3.19)
Consequently, the integration can be performed analytically and for mq = 0 one obtains two solutions,{
M(p2) =
√
Λ2 − p2
A(p2) = 2
}
,
 M(p2) = 0A(p2) = 12 (1 +√1 + 8Λ2/p2)
 , (3.20)
which are connected at p2 = Λ2 and lead to the non-trivial quark mass function shown in the left panel
of Fig. 3.3. For mq 6= 0 the transition between the infrared and ultraviolet is smoothed out. Although the
model does not feature a critical coupling for the onset of spontaneous symmetry breaking, it already cap-
tures an essential part of realistic DSE calculations: the momentum dependence of the quark propagator
reflects dynamical mass generation, which kicks in around some typical hadronic scale Λ and turns the
‘current quark’ into a dressed constituent quark in the infrared.
 NJL model: Instead of localizing the gluon propagator in momentum space, one can take the opposite
extreme and localize it in coordinate space. This results in an effective four-fermi interaction between two
quarks, which is the Nambu–Jona-Lasinio (NJL) model [220, 221] with
g2CF
(2pi)2
Dµν(k) = δµν
c
Λ2
. (3.21)
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Figure 3.3: Quark propagator in the Munczek-Nemirovsky model (left) and NJL model (center). The solid lines are solutions in the
chiral limit mq = 0 and the dashed lines show the qualitative behaviour at mq 6= 0. The right diagram contains typical DSE solutions
for the quark mass function from realistic truncations.
The resulting momentum integral in the quark DSE is now divergent and requires the introduction of a
cutoff Λ above which the gluon vanishes. As a consequence, both dressing functions remain momentum
independent and the equation is solved by A = 1 and M = mq + cM (1− a ln(1 + 1/a)), with a = M2/Λ2.
However, now we see the desired critical behaviour with respect to the coupling c: in the chiral limit the
quark mass M remains zero for c < 1 but above that value chiral symmetry is spontaneously broken, as
can be seen in the middle diagram of Fig. 3.3.
The gluon propagator in QCD is neither a δ−function nor a constant and the quark-gluon vertex has a
complicated tensor structure and momentum dependence. Thus, the resulting quark mass function is richer in
structure than the ones generated by these models. Using ansätze for the three- and four-point vertices of the
theory, first self-consistent solutions for the gluon and quark propagator have been obtained in [222]. Modern
truncations also include numerical solutions for the three- and four-point functions [209, 215, 216] whose
results compare well with those from lattice QCD [199, 223–227]. The typical behaviour of the quark mass
function for different quark flavours is shown in the right panel of Fig. 3.3. The quark mass generated in the
infrared connects smoothly with the logarithmic running in the ultraviolet as dictated by perturbation theory,
whereas in the chiral limit it roughly falls like 1/p2, see e.g. [222] for details. The associated scale is not put in
by hand (as in the models) but dynamically generated in the Yang-Mills sector of the theory. Clearly, the light
quarks are dominated by the dynamical effects whereas for heavy quarks explicit chiral symmetry breaking
starts to take over.
Other n-point functions. Naturally, nonperturbative effects are not exclusive to the quark propagator but
appear in all other Green functions as well. For example, the gluon propagator in Landau gauge is given by
Dµν(k) =
(
δµν − k
µkν
k2
)
Z(k2)
k2
, (3.22)
where the gluon dressing function Z(k2) carries all the nontrivial information. At large momenta Z(k2) shows
the usual logarithmic behaviour generated by the interactions of the asymptotically free theory. Below 2 GeV
this changes drastically and nonperturbative effects take over. This can be seen in the left diagram of Fig. 3.4,
where we compare recent results from DSEs [209] and gauge-fixed lattice calculations [199, 228]. The gluon
propagator has been studied intensely in the past both on the lattice, with DSEs and the FRG due to its supposed
connection with confinement of the non-Abelian gauge theory, see e.g. [200, 216, 227, 229–236] and references
therein.
Due to its much more complicated structure, the nonperturbative three-gluon vertex has only been begun
to be explored in numerical simulations in recent years, see e.g. [205, 206, 209, 215, 216, 226, 237, 238] and
references therein. In the numerical calculations it turned out that the tensor structure of the bare vertex,
Γαβγ3g(0)(p1, p2, p3) = δ
αβ (p1 − p2)γ + δβγ (p2 − p3)α + δγα (p3 − p1)β , (3.23)
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Figure 3.4: Left: Gluon dressing function Z(p2) for Nf = 0 and Nf = 2 calculated from DSEs [209] and compared to lattice calcula-
tions [199, 228]. Center: Leading dressing function of the three-gluon vertex evaluated on a symmetric momentum configuration [206].
Right: Three dressing functions of the quark-gluon vertex evaluated in the soft gluon limit kµ = 0. The (quenched) DSE results of [209]
are compared with lattice results of Ref. [223].
also dominates the nonperturbative dressed vertex by far [206]. It may have the interesting feature of a zero
crossing at finite momenta, cf. Fig. 3.4. Phenomenologically, the three-gluon vertex could be an important
component of (coloured) three-body forces, although it turns out that the vertex is suppressed inside baryons
due to the colour algebra [239].
As will be discussed further in Sec. 3.5, the quark-gluon vertex is probably the most relevant Green function
regarding the quality of truncations used in the DSE framework. It features twelve tensor structures,
Γµqg(p, k) = f1 iγ
µ − f2 pµ + f3 ipµ/p− f4 p · k 12 [γµ, /p] + Γµ⊥(p, k) , (3.24)
with a transverse part that is structurally identical to that of the quark-photon vertex in (B.2). Here we have
expressed the vertex in terms of the total (gluon) momentum k and a relative or average quark momentum p
(in (3.18) the relative momentum would be (q + p)/2), and for the sake of consistency we will continue to do
so from now on.
In contrast to the Abelian theory, the momentum dependence of the vertex is potentially very different due
to strong non-Abelian contributions that enter in the DSE, and the Slavnov-Taylor identities [240, 241] are
of limited help since they cannot be solved exactly. Exploratory lattice results are available in the quenched
approximation [223], with unquenched updates under way. In the DSE framework the quark-gluon vertex
has been tackled with three different strategies: (i) nonperturbative ansätze for selected tensor structures,
constructed along continuations of resummed perturbation theory into the infrared and supplemented with
information from the Slavnov-Taylor identities [189, 222, 242–247]; (ii) explicit solutions of approximated
Slavnov-Taylor identities [207]; and (iii) numerical solutions of truncations of the quark-gluon vertex DSE
and FRGE [209, 213, 215, 248–256]. At least on a quantitative level the results from these approaches are
not in very good agreement with each other. On the other hand, recent truncations of DSEs and FRGEs for
the propagators and vertices are very encouraging and begin to show quantitative agreement with each other
and also with lattice results. In Fig. 3.4 we compare results from the calculation of Ref. [209] with lattice
data [223]. The agreement is particularly interesting for f2 which can only be present once chiral symmetry
is broken and thus it is on the same footing as the quark mass function, clearly indicating that dynamical
chiral symmetry breaking is more than dynamical mass generation. There is also a marked disagreement for f3
which is hard to extract on the lattice as is visible from the large error bars in the plot. A reevaluation of the
quark-gluon vertex on the lattice is currently in progress and will be an important benchmark for the DSE/FRG
calculations.
3.3 Extracting the hadron spectrum from QCD
In this section we deal with the gauge-invariant content of correlation functions and in particular with the
extraction of the hadron spectrum from these objects. We start with general considerations about which corre-
lators are suitable for the extraction of baryon masses and thereafter discuss lattice QCD. The corresponding
procedure for functional methods is discussed in Sec. 3.4.
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Figure 3.5: Top: Six-point green function for the interaction between three quarks and its pole behaviour. The half-circles are the
baryons’ Bethe-Salpeter wavefunctions and the dashed lines are Feynman propagators. Bottom: Two-point current correlator that is
evaluated in lattice calculations of the baryon spectrum.
Current correlators. Hadron properties are encoded in QCD’s Green functions and hence in scattering am-
plitudes and cross-sections. Bound states and resonances are colour singlets and they can appear as poles
in n−point functions through their spectral representation. In practice, the same information is contained in
many Green functions, however the effort to extract it can vary greatly. Take for example the quark six-point
function made of three incoming and three outgoing quarks, which is illustrated in Fig. 3.5
Gαβγ,α′β′γ′(x1, x2, x3; y1, y2, y3) := 〈0|Tψα(x1)ψβ(x2)ψγ(x3)ψα′(y1)ψβ′(y2)ψγ′(y3) |0〉 . (3.25)
Because a composite operator ψα ψβ ψγ can produce colour-singlet quantum numbers (3⊗3⊗3 = 1⊕8⊕8⊕10),
inserting a complete set of eigenstates of QCD’s Hamiltonian produces bound-state poles. The resulting spectral
decomposition in momentum space is given by
Gαβγ,α′β′γ′(pf , qf , P ; pi, qi, P ) '
∑
λ
Ψλαβγ(pf , qf , P ) Ψ
λ
α′β′γ′(pi, qi, P )
P 2 +m2λ
(3.26)
plus further crossed-channel topologies that are non-resonant at P 2 = −m2λ, where pf,i, qf,i are relative mo-
menta and P is the total momentum. The sum over λ is formal because it contains not only single-particle
states but also multi-particle continua which involve integrations over relative momenta. The residue defines
the baryon’s Bethe-Salpeter wave function Ψλαβγ(p, q, P ) whose definition in coordinate space is
Ψλαβγ(x1, x2, x3, P ) = 〈0|Tψα(x1)ψβ(x2)ψγ(x3) |λ〉 . (3.27)
It is the time-ordered matrix element of the product of three quark fields between the vacuum and a baryon
state |λ〉 with onshell momentum P . Thus, in principle one could determine the gauge-invariant masses of
colour-singlet baryons directly from the coloured and gauge-dependent quark six-point function.
However, there is a much simpler way. We can define interpolating fields for baryons as gauge-invariant
spinors of the form
Jσ(x) = Γαβγσ ψα(x)ψβ(x)ψγ(x) , (3.28)
where Γαβγσ carries a chosen Dirac structure together with the appropriate flavour and colour wave functions
to provide the quantum numbers of the baryon under consideration. In Sec. 3.4 we will see that the form of
Γαβγσ corresponds to the possible tensor structures in the baryon’s Bethe-Salpeter wave function. Then, setting
all xi = x and yi = y in (3.25), a contraction with two such operators yields current correlators of the form
Gσσ′(x, y) = 〈0|T Jσ(x) J¯σ′(y) |0〉 . (3.29)
These are two-point functions and can be viewed as effective baryon propagators, since they contain the com-
posite fields Jσ(x) which describe baryons propagating from the source y to the sink x. Two-point functions
are the simplest correlators to deal with in any approach and therefore they are very convenient. Poles in
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these functions will only emerge from those states that coincide with the quantum numbers of the currents in
question and therefore they can be used to select the channels of interest. Another advantage is that the Green
functions in (3.29) are gauge-invariant (in contrast to the quark six-point function) since they contain gauge-
invariant, local products of quark fields. As will be detailed below, these two-point correlators are frequently
used in lattice calculations since the properties of such correlators at the pole (in coordinate space: the large
Euclidean time behaviour) can be calculated directly from the QCD partition function.
The spectral decomposition (3.26) becomes particularly simple for the two-point correlator. Setting all
xi = x in coordinate space is equivalent to an integration over the relative momenta in momentum space, and
due to translational invariance the dependence on x can only enter through a phase
Γαβγσ Ψ
λ
αβγ(x, x, x, P ) = 〈0| Jσ(x) |λ〉 = 〈0| Jσ(0) |λ〉 e−ix·P = rλ u(λ)σ (P ) e−ix·P . (3.30)
The overlap factor rλ is the integrated Bethe-Salpeter wave function which measures the overlap of the operator
Γαβγσ with the wave function, cf. Fig. 4.2, and u
(λ)
σ (P ) is the respective onshell spinor that carries the quantum
numbers of the baryon. The resulting spectral decomposition becomes
Gσσ′(z) =
ˆ
d4P
(2pi)4
eiP ·z Gσσ′(P ) , Gσσ′(P ) '
∑
λ
|rλ|2
P 2 +m2λ
u(λ)σ (P )u
(λ)
σ′ (P ) , (3.31)
where the phases conspire with the time orderings to produce the Feynman propagator pole. Note also that
due to translational invariance the two-point correlator only depends on the separation z = x−y. Hence, these
overlap factors determine the importance of the respective operator and therefore the strength of the signal.
In practice the location of the ground-state pole can be extracted from the current correlator from its
behaviour at large spacelike separations of the baryon fields, which means going to large ‘Euclidean times’
τ = x4 − y4. Taking the Fourier transform of (3.31) with respect to P4 yields
Gσσ′(P , τ) '
∑
λ
ˆ
dP4
2pi
eiP4τ
P 24 + P
2 +m2λ
|rλ|2 u(λ)σ (P )u(λ)σ′ (P ) =
∑
λ
e−Eλ|τ |
2Eλ
|rλ|2 u(λ)σ (P )u(λ)σ′ (P ) (3.32)
with E2λ = P
2 +m2λ. A timelike pole in momentum space corresponds to an exponential Euclidean time decay,
and therefore at τ →∞ the ground state dominates the current correlator.
The application to mesons is analogous; in that case (3.28) must be replaced by appropriate fermion bi-
linears and the contraction is applied to the quark-antiquark four-point function. The vector-meson correlator,
for example, is just the hadronic vacuum polarisation discussed later in (4.30). The correlator method has
the advantage that one is not restricted to qq¯ or qqq operators: one could test combinations with four- or
five-quark operators, which would originate from corresponding higher n-point functions, and by inserting co-
variant derivatives one can explore the gluonic content of hadrons. In any case, let us emphasise again that
these considerations are independent of the chosen nonperturbative method to extract the hadron masses from
the correlators. The same gauge-invariant information of a given state can be extracted from suitable gauge-
invariant or gauge-dependent correlators. Below we will detail the corresponding procedure within lattice QCD
which deals with the former type, whereas in Sec. 3.4 we discuss the approach via functional methods which
treats the gauge-dependent version.
Lattice QCD and the extraction of hadron properties. Correlation functions on the lattice are determined
by evaluating expectation values of corresponding operators, see (3.10). Due to conservation laws, fermions
always appear in powers of bilinears of the fermion fields ψ,ψ in any combination O and consequently the
fermions can be integrated out into expressions that contain the fermion determinant det D. For instance, for
a single fermion bilinear ψψ one finds (omitting any indices or arguments for brevity)
ˆ
DψDψ ψψ e−ψDψ = (det D) D−1 , (3.33)
which needs to be evaluated in the background of the gauge field ensemble. The diagrammatic content of
the fermion determinant is that is produces closed fermion loops which are quantitatively important for most
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observables. The computational time needed to evaluate det D scales very badly with the quark masses present
in the QCD Lagrangian, so that its computation is prohibitively expensive even for moderate lattice sizes. Thus,
early lattice studies used the so-called ‘quenched approximation’ where this determinant is simply neglected.
Contemporary studies are carried out by taking into account closed loops of up and down quarks (Nf = 2), or
additionally strange (Nf = 2 + 1) and even charm quarks (Nf = 2 + 1 + 1). We will use the same notation
below and in the results part of this section. Note that similar approximations on a diagrammatic level can also
be made in the framework of Dyson-Schwinger and Bethe-Salpeter equations, see Sec. 3.5.
Lattice QCD has been developed continually over the past decades and decisive progress has been made
due to both breakthroughs in algorithmic methods as well as a tremendous increase in the available computer
power. Still, a serious and well-known problem is the dramatic increase in computational cost that is needed
to perform simulations with realistic bare quark masses, so that hadronic observables can be evaluated at the
physical point and directly compared with experiment. A measure of this effect is the pion mass, which is
related to the quark mass via the Gell-Mann-Oakes-Renner relation discussed in Sec. 4.2. Simulations at or
very close to the physical point, i.e. with mpi = 138 MeV, have been performed in the past years for some
selected observables, see e.g. [157–159, 257] for reviews and results. Many other quantities, however, are just
too cost-intensive and will be discussed later also for a range of heavier pion masses, some even as large as
mpi = 600 MeV. In many of these cases chiral extrapolations from heavy pion masses to the physical point can
be performed using well-known results from chiral perturbation theory.
Although this is not a lattice review and our focus is not on technicalities, we would like to give a short
(non-expert) summary of the methods that are used on the lattice to extract the spectrum of ground and excited
baryon states. The basic method to determine the hadron spectrum is to evaluate matrices of correlation
functions as in (3.29), i.e. between time-ordered hadronic creation and annihilation operators Ji with i =
1 . . . N carrying specific quantum numbers. In practice the number of operators is always finite and limited,
but it has to be chosen sufficiently large so as to be able to disentangle different states with the same quantum
numbers. On the lattice one averages over the spatial dependencies x and y, which is equivalent to the
expression (3.32) for the case P = 0. Using energy as well as parity projection operators (see e.g. [258] for
details), the resulting correlation matrix has the form
Gij(τ) =
∑
λ
riλ r
j
λ e
−mλτ , (3.34)
where riλ describes the coupling of the baryon created by Ji to the eigenstate |λ〉 of the Hamiltonian. Thus
the correlator Gij(τ) is completely described by a linear combination of couplings to hadrons with masses mλ.
Many eigenstates may contribute to a given operator. For sufficiently large times, the sum in (3.34) is always
dominated by the ground state with lowest mass in a given channel and its mass can be extracted as long as
the statistics is good enough. However, access to the excited state masses requires additional efforts.
The basic idea of the well-established variational method [259, 260] is to generate linear combinations of
the interpolating operators Ji which are close to the physical states of the theory such that the corresponding
correlation matrix is effectively diagonalised. This is always possible given that the number N of interpolating
operators is sufficiently complete. The correlator then satisfies a generalised eigenvalue equation
Gij(τ) v
λ
j (τ) = e
−mλτGij(0) vλj (τ) (3.35)
from where the energies of the ground and excited states up to a maximum of N states can be extracted. This
procedure is limited by the statistical noise of the Monte-Carlo calculation. Unfortunately, the noise increases
both with τ and the number of operators used; in practice this enforces a guided selection of operators with
maximal overlap with the ground and lowest excited states in a given channel. There are a number of technical
tools (‘quark source smearing’ [261, 262], ‘distillation’ [263], AMIAS [264], etc.) to increase the signal-to-noise
ratio that have been suggested, refined and successfully applied over the years.
Here we would like to address another important issue. In scattering amplitudes and current correlators
one encounters apart from the discrete energy spectrum of bound states and resonances also a continuum of
scattering states once corresponding thresholds are crossed, cf. Fig. 3.6. Due to the finite volume on the lattice
this continuum of states turns into a finite number of discrete scattering states, which need to be carefully
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Figure 3.6: Left: Sketch of the analytic structure of a vector-meson correlator, with a two-pion branch cut and the ρ−meson pole in the
second Riemann sheet. Right: Analogous situation in a finite volume, where the bound state is accompanied by scattering states.
considered in the process of identifying the masses of single particle states. In general it depends on the details
of the lattice simulation (such as the pion masses employed, or the lattice volume) as to whether these states
have to be taken into account or not [265].
Consider for example the ρ vector meson, which acquires its width from the coupling to pipi in a relative
p-wave. In a lattice simulation with heavy pion masses (mρ < 2mpi) such a coupling is kinematically forbidden,
and consequently the ρ-meson ground state can be extracted from the lowest energy level in the 1−− channel
without much disturbance. The higher energy levels, however, may be contaminated with scattering states. For
realistic pion masses the situation is different, cf. Fig. 3.6: the lowest two-pion scattering state has an energy
close to 2mpi plus one unit of lattice momentum 2pi/L, which depending on the lattice volume V = L3 may
now be smaller than that of the ρ meson. The next higher scattering state comes with one more unit of lattice
momentum and consequently more such states may be found in the region of the ρ mass. Whether they are
actually seen in a simulation also depends on the choice of the operator basis Ji; if the basis contains only
operators with minimal valence quark content, like fermion bilinears for the case of mesons, it may have poor
overlap with scattering states.
A way to study this is to vary the lattice volume: whereas the scattering states are highly dependent on L,
bound states may be less so and therefore they can be distinguished. However, there is a good reason why one
would like to study scattering states in detail: they are responsible for and can be used to determine the width
of an unstable state such as the ρ-meson. It turns out that the energies of these states can be used to extract
phase shifts in the infinite volume, which allow for a reconstruction of the S-matrix as a function of energy and
consequently a determination of the resonance pole positions. In the literature this is known as the Lüscher
method [260, 266]; originally formulated for the case of a particle at rest, the framework has been generalised
to moving frames [267–269] and to multi-channel problems, see e.g. [270–275] and references therein.
Whereas the method has been successfully applied in the meson sector of QCD (see e.g. [276–278] and
references therein), the baryon sector still waits to be explored. One reason is the worse signal to noise ratio
as compared to the baryon sector. Another reason are the large operator bases involved in such extractions
and the need for taking into account multiquark operators with the same quark content as the scattering states
to provide maximal overlap. For baryons such bases have only been begun to be studied [279, 280]. The
influence of scattering states, however, may be important already in the positive- and negative-parity nucleon
channel. For example, the first radial excitation of the nucleon, the Roper, will be affected by the presence of
(p-wave) piN scattering states and therefore meson-nucleon interpolators should be included in the operator
basis [281]. Whether these have a material impact is not clear from an outsider’s perspective since potentially
conflicting results have been found by different lattice groups [279, 280]. We will return to the issue in the
results part of this section.
In addition to providing maximal overlap with scattering states, multi-particle operators may also be impor-
tant when it comes to the determination of the structure of states that go beyond the conventional quark-model
picture in terms of the number of valence quarks. Such exotic states are heavily studied in the meson sector,
where a number of candidates for qqqq states have been detected in recent experiments such as Belle, BABAR,
BES and LHCb, see e.g. [282, 283] for recent reviews. In the baryon sector, five-quark states are of considerable
interest especially since the experimental signature of a potential pentaquark has been reported at LHCb [2].
However, besides this new state (and its potential cousins detected in the future) there are also well-established
states such as the Λ(1405) that are heavily debated since their location in the baryon spectrum does not agree
with (potentially naive) expectations from the quark model. One possible explanation is therefore a strong
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meson-baryon (i.e. five-quark) component in its wave function. Recent studies of the Λ(1405) on the lattice are
discussed below in the results section.
Finally, we need to address how the scale is set in lattice QCD. In order to match to experiment one tunes
the bare parameters of lattice QCD – the coupling β = 6/g2 and the bare quark masses. Most calculations
are done in the isospin symmetric limit mu = md, and the coupling as well as the light-quark mass are then
fixed by the pion mass and another quantity that sets the scale. For the latter any observable is convenient that
depends less on the light quark mass than m2pi ∼ mu,d. Frequent choices in hadron spectroscopy are the masses
of stable baryons such as MN , MΞ, MΩ, average masses of baryon multiplets, the pseudoscalar decay constant,
or distance measures in the heavy-quark potential that are determined from Υ-spectroscopy [158].
When going beyond the aforementioned isospin limit one should, in addition to the mass difference between
the up and down quarks, also take into account electromagnetic corrections to the hadron masses due to the
electric charge of the valence quarks. On the lattice this is done by including the QED action into the functional
integral. Due to the involved computational costs this is a very recent endeavour, with results being presented
in [284, 285]. We will not discuss further the topic here due to constraints of space.
3.4 Bound-state equations
In the previous section we introduced current correlators as a means by which hadronic poles could be extracted
from QCD’s Green functions and we highlighted their role in lattice QCD calculations. In principle one could
employ the same methods in functional approaches, although this would necessitate the solution of at least a
four-point function for mesons (qq¯ → qq¯) or six-point function for baryons (qqq → qqq) from a set of functional
relations, such as Dyson-Schwinger equations, to be able to isolate the pole behaviour therein. In the course
of the discussion around Eq. (3.26), we briefly touched upon the Bethe-Salpeter wave function Ψλαβγ(p, q, P )
as the residue of hadronic poles contained within QCD’s Green functions. In practice it is then much simpler
to derive self-consistent relations for these objects since they contain the full information about the hadron on
its pole. The resulting integral equations are known as homogeneous Bethe-Salpeter equations [286–288], or
alternatively Faddeev equations in the case of baryons [289, 290], or simply hadronic bound-state equations.
In the following we discuss their properties and demonstrate how Bethe-Salpeter equations are obtained in the
functional framework. The result will be used to discuss baryons as bound states of three quarks as well as
explicating the quark-diquark approximation.
While some of the derivations and representations of the structure of the baryon’s wave function are some-
what technical, we took care to provide short summaries of the most relevant points from time to time. Thus
the reader not interested in the technical details may very well gloss over the equations and merely pick up the
summaries.
Bethe-Salpeter equations. The derivation of the Bethe-Salpeter equation (BSE) relies upon the classification
of graphs according to their (ir)reducibility together with the Dyson equation, see e.g. Ref. [132] for a detailed
and pedagogical discussion. Let us start with mesons and introduce the quark four-point function Gαβ,δγ ,
the analogue of the six-point function of (3.25), as illustrated in Fig. 3.7. Dropping indices and momentum
integrations in the notation,8 we denote the disconnected product of a dressed quark and antiquark propagator
by G0 and construct the scattering matrix T – the amputated and connected part of the four-point function –
by G = G0 + G0 T G0. Both of these four-point functions satisfy Dyson equations
G = G0 + G0 K G ⇔ T = K + K G0 T , (3.36)
which introduce the four-quark scattering kernel K as two-particle irreducible with respect to the quark prop-
agators. That is, the kernel contains all possible diagrams except those that fall apart by cutting one horizontal
quark and one antiquark line, because those are generated by the iteration. We can easily see that the result of
8We will frequently use such a compact notation but emphasise that it is only for notational convenience. In practice all four-
dimensional loop momentum integrations are performed explicitly and in principle the quantities T, K, etc. carry their full tensor
structure. With regard to the similar relations in hadronic coupled-channel approaches, K plays the role of the potential V in (2.20).
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Figure 3.7: Dyson equation (3.36) and onshell Bethe-Salpeter equation (3.40) in graphical form.
the Dyson equation is to enact a resummation of the scattering kernel:
T = K + K G0 K + K G0 K G0 K + · · · = K (1+ G0 T) . (3.37)
Notice, however, that K is not required to be small: the equations (3.36) are nonperturbative and they can
be derived from an effective action, much like a geometric series where f(x) = 1 + xf(x) defines the original
equation with solution f(x) = 1/(1 − x), whereas its perturbative expansion f(x) = 1 + x + x2 + . . . is only
valid for small |x| < 1. The difference is that f(x) = 1 + xf(x) = 1 + x + x2f(x) = . . . always contains a
nonperturbative term that restores the exact result in the series.
Of course, the equation per se does not provide us with any new information because we have merely
shifted the unknown content from T to K, i.e., we have essentially defined the kernel according to our needs.
Diagrammatically it still contains infinitely many terms, but as we will see below there are ways to derive
those terms systematically or find general constraints for the functional form of the kernel based on symmetry
relations. To proceed, we treat K as an unknown black box and in that sense all following relations (and
also those for current matrix elements in Sec. 4.1 and scattering amplitudes in Sec. 5.2) are exact. For later
reference we collect the (symbolic) equations for the inverse quantities,
G−1 = G−10 −K ⇔ T−1 = K−1 −G0 , (3.38)
and note that a generic derivative induces (G G−1)′ = 0⇒ (G−1)′ = −G−1G′G−1.
The connection to the Bethe-Salpeter equation for the amplitude is straightforward. Following (3.26), the
four-point functions contain all possible meson poles and at the respective pole locations they become
G→ Ψ Ψ
P 2 +M2
⇔ T→ Γ Γ
P 2 +M2
, Ψ = G0 Γ (3.39)
where the Bethe-Salpeter amplitude Γ is the amputated wave function Ψ and appears together with its con-
jugate as the residue of the onshell particle pole at P 2 = −M2. In principle this also includes the case of
resonances, where the pole is located in the complex plane and the ‘mass’ M is thus complex. Inserting this
into the Dyson equations (3.36) above, we see that the meson pole can only appear in G and T but not in K.
Comparing the residues on both sides of the equation yields the homogeneous Bethe-Salpeter equation at the
pole, either formulated in terms of the wave function or the amplitude (see Fig. 3.7):
Ψ = G0 K Ψ ⇔ Γ = K G0 Γ . (3.40)
Being homogeneous, the equation is equipped with an auxiliary normalisation condition. It follows from
taking the derivative of G at P 2 = −M2 and comparing the most singular terms:
dG
dP 2
= −G dG
−1
dP 2
G ⇒ Ψ dG
−1
dP 2
Ψ
∣∣∣∣
P 2=−M2
= 1 ⇔ Γ
(
dG0
dP 2
+ G0
dK
dP 2
G0
)
Γ
∣∣∣∣
P 2=−M2
= −1 .
(3.41)
To arrive at the last form we used (3.38) and the derivative property for G−10 . The normalisation condition
is an important component of the Bethe-Salpeter approach since it is ultimately also what ensures the correct
charge of a hadron. This can be intuitively understood by comparison with (4.10): the electromagnetic current
at vanishing momentum transfer becomes the normalization condition, and therefore charge normalization is
not enforced by hand but follows automatically.
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3
B. Kinematics and definitions
The nucleon Compton amplitude Γµν(p,Q′, Q) de-
pends on three independent momenta. We will alterna-
tively use the two sets {p, Q, Q′} and {p, Σ, ∆} which
are related via
p = 12 (pi + pf ) ,
Σ = 12 (Q+Q
′) ,
∆ = Q−Q′ = pf − pi , (8)
with the inverse relations
pi = p− ∆2 ,
pf = p+
∆
2 ,
Q = Σ+ ∆2 ,
Q′ = Σ− ∆2 .
(9)
With the constraints p2i = p
2
f = −m2 the Compton am-
plitude depends on four Lorentz invariants. We work
with the dimensionless variables
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
,
λ =
p · Σ
m2
=
p ·Q
m2
=
p ·Q′
m2
,
(10)
or, vice versa,{
Q2
Q′2
}
= Σ2 +
∆2
4
± Σ ·∆ = m2 (η+ ± ω),
Q ·Q′ = Σ2 − ∆
2
4
= m2 η−,
(11)
so that the Compton form factors in Eq. (3) are dimen-
sionless functions ci(η+, η−, ω, λ). The variables η+ and
η− are even under photon crossing and charge conjuga-
tion, whereas λ and ω switch signs (see Eq. (??) below).
We work with Euclidean conventions but all relations be-
tween Lorentz-invariant quantities, such as the Compton
form factors that we derive in Tables I, II and V, are the
same in Minkowski space.
The variables η+, η− and ω also admit a simple geo-
metric understanding of the phase space, cf. Fig. 2. The
spacelike region that we need to integrate over in order to
extract two-photon corrections to observables is subject
to the constraints
t > 0, σ > 0, −1 < Z < 1, −1 < Y < 1 (12)
where t, σ, Z and Y are the ‘spacelike’ variables intro-
duced in Ref. [1]:
t =
∆2
4m2
, σ =
Σ2
m2
, Z = Σ̂ · ∆̂ , Y = p̂ · Σ̂T . (13)
Here, a hat denotes a normalized four-momentum (e.g.,
Σ̂ = Σ/
√
Σ2) and the subscript ‘T’ stands for a transverse
projection with respect to the total momentum transfer
∆. These variables are related to the ones in Eq. (10) via
t =
η+ − η−
2
, σ =
η+ + η−
2
, Z =
ω√
η2+ − η2−
,
λ = −Y
2
√
ω2 + η2− − η2+
√
1 +
2
η+ − η− .
(14)
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FIG. 2: Compton scattering phase space in the variables η+,
η− and ω (alternatively: τ , τ ′, η−, or t, σ, ω.) The interior of
the cone is the spacelike region that is integrated over. Real
Compton scattering (RCS) lives on the η− axis and virtual
Compton scattering (VCS) on the plane τ ′ = 0. The bound-
ary of the cone contains the forward limit at t = 0 (FWD)
and the VCS limit where the generalized polarizabilities are
defined (GP, τ ′ = 0 and η− = 0).
The first three constraints in Eq. (12) entail
− η+ < η− < η+, ω2 + η2− < η2+ . (15)
This is a circular 45◦ cone in η+ direction, with η− and
ω as the x and y variables. The opposite corners of the
cone are spanned by the {σ, t} and {τ, τ ′} axes because
from Eq. (11) we also have
τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
.
A cross section through the planes of fixed t leads to the
upper panel of Fig. 4 in Ref. [1].
We can also localize the various kinematic limits in this
plot:
• Real Compton scattering (RCS):
Q2 = Q′2 = 0 ⇒ η+ = ω = 0.
• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
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Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
3
B. Kinem tics and definitions
The nucleon Compton amplitude Γµν(p,Q′, Q) de-
pends on three independent momenta. We will alterna-
tively use the two sets {p, Q, Q′} and {p, Σ, ∆} which
are related via
p = 12 (pi + pf ) ,
Σ = 12 (Q+Q
′) ,
∆ = Q−Q′ = pf pi , (8)
with the inverse relations
pi = p− ∆2 ,
pf = p+
∆
2 ,
Q = Σ+ ∆2 ,
Q′ = Σ− 2 .
(9)
With the constraints p2i = p
2
f = −m2 the Compton am-
plitude depends on four Lorentz invariant . We work
with the dimensionless variables
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
,
λ =
p · Σ
m2
=
p ·Q
m2
=
p ·Q′
m2
,
(10)
o , vice versa,{
Q2
Q′2
}
= Σ +
∆2
4
± Σ · = m (η+ ± ω),
Q ·Q′ = Σ2 − ∆
2
4
= m2 η−,
(11)
so that the Compton form fact rs in Eq. (3) are dim n-
sionless functions ci(η+, η−, ω, λ). The variables η+ and
η− are even under photon crossing and charge conjuga-
tion, whereas λ and ω switch signs (see Eq. (??) below).
We work with Euclidean conventions but all relations be-
tween Lorentz-invariant quantities, such as the Compton
form factors that we derive in Tables I, II and V, are the
same in Minkowski space.
The variables η+, η− and ω also admit a simple geo-
metric understanding of the phase space, cf. Fig. 2. The
spacelike region that we need to integrate over in order to
extract two-photon corrections to observables is subject
to the constraints
t > 0, σ > 0, −1 < Z < 1, −1 < Y < 1 (12)
where t, σ, Z and Y are the ‘spacelike’ variables intro-
duced in Ref. [1]:
t =
∆2
4m2
, σ =
Σ2
m2
, Z = Σ̂ · ∆̂ , Y = p̂ · Σ̂T . (13)
Here, a hat denotes a normalized four-momentum ( .g.,
Σ̂ = Σ/
√
Σ2) and the subscript ‘T’ stands for a transverse
projection with respect to the total momentum transfer
∆. These variables are related to the ones in Eq. (10) via
t =
η+ − η−
2
, σ =
η+ + η−
2
, Z =
ω√
η2+ − η2−
,
λ = −Y
2
√
ω2 + η2− − η2+
√
1 +
2
η+ − η− .
(14)
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FIG. 2: Compton scattering phase space in the variables η+,
η− and ω (alternatively: τ , τ ′, η−, or t, σ, ω.) The interior of
the cone is the spacelike region that is integrated over. Real
Compton scattering (RCS) lives on the η− axis and virtual
Compton scattering (VCS) on the plane τ ′ = 0. The bound-
ary of the cone contains the forward limit at t = 0 (FWD)
and the VCS limit where the generalized polarizabilities are
defined (GP, τ ′ = 0 and η− = 0).
The first three constraints in Eq. (12) entail
− η+ < η− < η+, ω2 + η2− < η2+ . (15)
This is a circular 45◦ cone in η+ direction, with η− and
ω as the x and y variables. The opposite corners of the
cone are spanned by the {σ, t} and {τ, τ ′} axes because
from Eq. (11) we also have
τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
.
A cross section through the planes of fixed t leads to the
upper panel of Fig. 4 in Ref. [1].
We can also localize the various kinematic limits in this
plot:
• Real Compton scattering (RCS):
Q2 = Q′2 = 0 ⇒ η+ = ω = 0.
• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
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Figure 3.8: Scalar Bethe-Salpeter equation (left) and corresponding solution for the amplitude (center). p2 carries arbitrary units and
z is dimensionless. The right panel shows the parabolic domain of the propagator that is integrated over in the equation.
Basic prope ties and s luti n techniques. Before applying these relations to QCD, let us take a step back
and illustrate the basic solution techniques for Euclidean Bethe-Salpeter equations, since this may be helpful for
t e non-expert r ader and he stand rd methods are quite different from analogous treatments in Minkowski
space [291–293]. We consider a simple toy model: a s alar bound state (mass M) of two scalar constituents
(with eq l m sses m for implicity), which are bound by a scalar exchange particle (mass µ); all propaga-
tors are at tre level. For µ = 0 one recovers the well-known Wick-Cutkosky model which admits analytic
solutions [294, 295]. The corresponding BSE is illustrated in Fig. 3.8 and reads
Γ(p, P ) = g2
ˆ
d4q
(2pi)4
D(k2, µ2)D(q2+,m
2)D(q2−,m
2) Γ(q, P ) , D(k2,m2) =
1
k2 +m2
. (3.42)
The scalar Bethe-Salpeter amplitude depends on two momenta: the relative momentum p between the con-
stituents and t e total onshell mo ent P with P 2 = −M2. The internal momenta are q± = q ± P/2
for the c ns ituents and k = p − q for the exchange particle, and one can define a dimensionless coupling
c = g2/(4pim)2.
Note that the equation s fully Lorentz invaria t, so in p nc pl we never need to specify a frame. Never-
theless it is instructive to work in the rest frame:
P =

0
0
0
iM
 , p = √p2

0
0√
1− z2
z
 , q = √q2

0√
1− z′2
√
1− y2√
1− z′2 y
z′
 . (3.43)
We used hyperspherical coordinates where the volume integral becomes
ˆ
d4q =
1
2
ˆ ∞
0
dq2q2
ˆ 1
−1
dz′
√
1− z′2
ˆ 1
−1
dy
ˆ 2pi
0
dψ . (3.44)
The Bethe-Salpeter amplitude depends on the Lorentz invariants p2, p · P and P 2 = −M2 and thus we could
express the equation entirely in terms of the invariants
p2, z = pˆ · Pˆ , q2, z′ = qˆ · Pˆ , y = p̂⊥ · q̂⊥ , (3.45)
where a hat denotes a normalized momentum and pµ⊥ = p
µ − (p · Pˆ ) Pˆµ a transverse projection with respect
to the total momentum. The Euclidean domain of the equation is the two-dimensional phase space defined
by p2 > 0 and −1 < z < 1. For given parameters c and µ, the numerical solution is straightforward and the
resulting amplitude is plotted in Fig. 3.8. Observe that the dependence on the angular variable z is extremely
weak; since the integral measure in z is the weight for Chebyshev polynomials of the second kind, a Chebyshev
expansion would converge rapidly.
Although the propagators in (3.42) have an ‘onshell’ form, they are practically always sampled at offshell
momenta during the integration. In fact, their poles in the integrand will pose restrictions on the kinematic
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Tetraquark notes
Gernot Eichmann
Defining the momenta as in your notes, we have the
two momentum multiplets
SM =
4∑
i=1
pi = P , T +M =
1
2

1√
3 (p+ q + k)
1√
6 (p+ q − 2k)
1√
2 (q − p)
 . (1)
Apart from the trivial singlet P 2, the resulting nine
Lorentz invariants are
S0 = T +M · T +M = 14 (p2 + q2 + k2) ,
D0 = T +M ∗ T +M =
1
4S0
[ √
3 (q2 − p2)
p2 + q2 − 2k2
]
,
T0 = T +M ∨ T +M =
1
4S0
 2 (ω1 + ω2 + ω3)√2 (ω1 + ω2 − 2ω3)√
6 (ω2 − ω1)
 , (2)
T1 = T +M · SM =
1
4S0
 2 (η1 + η2 + η3)√2 (η1 + η2 − 2η3)√
6 (η2 − η1)
 ,
with
ω1 = q · k , ω2 = p · k , ω3 = p · q (3)
and
η1 = p · Pˆ , η2 = q · Pˆ , η3 = k · Pˆ . (4)
We can express p2, q2, k2 in terms of the doublet vari-
ables:
p2 = 23 S0(2 + s−
√
3 a) ,
q2 = 23 S0(2 + s−
√
3 a) ,
k2 = 43 S0(1− s) .
(5)
Now let’s express the ‘pole variables’ in terms of these.
Let’s say Z+ = (p1 + p2)2 and Z− = (p3 + p4)2. Then
Z± =
(
k ± P2
)2
= k2 − M
2
4 ± iMη3
= k2 − M
2
4 ± iM
√
k2 z3 ,
(6)
where z3 = kˆ · Pˆ ∈ (−1, 1). This is the usual parabola in
the complex k2 plane with apex −M2/4. That is, a pole
at Z± = −m2pi (or along the contour of the parabola with
apex −m2pi) leads to the condition
16
3 S0(1− s) =M
2 − 4m2pi (7)
and therefore.
s = 1 + 316S0 (4m
2
pi −M2) . (8)
So it looks like above thresholdM > 4mpi we have indeed
the situation that the poles cross over into the spacelike
region (s < 1). However, below threshold this cannot
happen. (The same analysis would work for the remain-
ing poles with X+ = (p2 + p3)2, etc.)
• Since you see a similar behavior at large quark
masses, but at the opposite side of the triangle:
Could it be that the Maris-Tandy scalar diquark
simply comes out very low, i.e., that the diquark
mass bends down at large quark masses and crosses
the threshold? Can you calculate scalar diquarks
too? Might be good to know as a check.
• This is all very interesting. I found a similar condi-
tion for the baryon, although the interpretation as
two-body poles at the border of the triangle doesn’t
work in that case (because it’s S3, the triangle is
bounded by the three quark momenta).
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Figure 3.9: Left: Sketch of the eigenvalue spectrum of a Bethe-Salpeter equation. Right: Singulari y structure of the quark propagator
in a rainbow-ladder truncation. The dimensions are GeV2 for p2 and GeV−2 for the vector dressing function σv(p2) defined in (3.16).
domain. Since p and q are real four-vectors, the denominator of the exchange propagator is always real and
positive and thus its pole at k2 = (p − q)2 = −µ2 does not enter in the integration domain. We do need to
worry, however, about the constituent poles. They depend on the imaginary momentum P , and therefore t e
constituent propagators are sampled within complex parabolas, see Fig. 3.8:
q2± = q
2 − M
2
4
± iM
√
q2 z . (3.46)
The onshell poles appear at q2± = −m2 and therefore we recover the condition −m2 < −M2/4 ⇒ M < 2m.
In general the momentum partitioning is arbitrary and we could also distribute the momenta differently, for
example by writing q+ = q + ηP and q− = q − (1− η)P which has the effect that one parabola shrinks and the
other grows.9 Since the bound state mass is independent of η, this option is especially useful if one deals with
constituents of different masses.
In general one is not only interested in the ground-state solution but also in the radially excited states. If
we introduce an artificial eigenvalue λ(P 2) and write the equation as
K G0 Γ = λΓ , (3.47)
we see that it has the structure of an eigenvalue equation. The vector space is spanned by the continuous
variables p2 and z (or the discrete indices of their moments using adequate polynomial expansions), whereas
P 2 is an external parameter. By determining the eigenvalue spectrum λi(P 2) of the k nel K G0 we can read
off the masses Mi of the ground and excited states from the intersections λi(P 2 = −M2i ) = 1, cf. Fig. 3.9, and
calculate their Bethe-Salpeter amplitudes Γi(p2, z,−M2i ) as the respective eigenvectors.
Summary: Bethe-Salpeter equations are homogeneous eigenvalue equations K G0 Γ = λΓ for the bound-
state amplitudes. The covariant equations for the amplitudes can be rewritten as Lorentz-invariant equations
for their dressing functions. The resulting eigenvalue spectrum determin h mass s f he ground and
excited states. The auxiliary normalisation condition for the wave function ensures also charge normalisation.
Bethe-Salpeter amplitudes in QCD. The features illustrated above are also present in the equations for
bound states made of quarks and antiquarks in QCD. Instead of dealing with the poles of QCD’s Green functions
directly, one instead solves an integral equation for the Bethe-Salpeter amplitude which has solutions at discrete
values of P 2 = −M2i . If such solutions exist, they correspond to poles in the T-matrix and therefore to bound
states of mass Mi with M1 the ground state. If we drop for now the flavour and colour components, t meson
Bethe-Salpeter equation in Fig. 3.7 reads explicitly:
[Γµ1...µJ (p, P )]αβ =
ˆ
d4q
(2pi)4
[K(p, q, P )]αγ;δβ [S(q+) Γ
µ1...µJ (q, P )S(q−)]γδ , (3.48)
9Note that this also changes the condition M < 2m to M < min (m/η,m/(1− η)), which leads back to the ideal choice η = 1/2
that maximizes the domain in M . This was overlooked in Ref. [296].
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where p and P are again the relative and total momenta, K is the quark-antiquark kernel, and S(q±) is the
dressed quark propagator of (3.16). Quarks are fermions and therefore their Bethe-Salpeter amplitudes nec-
essarily carry Dirac indices. For mesons with spin-parity JP they are 4 × 4 matrices in Dirac space and for
J > 0 they also carry Lorentz indices µ1 . . . µJ . They can be expanded in corresponding tensor bases with
scalar coefficients fi,
[Γ(p, P )]µ1...µJαβ =
∑
i
fi
(
p2, p · P ;P 2 = −M2) [τi(p, P )]µ1...µJαβ , (3.49)
and appropriate projections allow one to cast the Bethe-Salpeter equations into coupled integral equations for
the Lorentz-invariant dressing functions fi. Similarly to the scalar system in Fig. 3.8, it turns out that for systems
with equally massive valence quarks the angular dependencies are usually extremely weak and polynomial
expansions converge rapidly, so that the resulting functions fi effectively only depend on the variable p2.
In contrast to the scalar example, however, the quark-antiquark kernel K and quark propagator cannot be
chosen independently of each other because they are both intrinsically related. The propagator is the fully
dressed two-point correlation function inclusive of all quantum corrections with the typical shape of Fig. 3.3. It
carries a certain singularity structure (complex conjugate poles, branch cuts, etc.; see Fig. 3.9 for an exemplary
result) which still leads to similar singularity restrictions as earlier. The nearest singularities define the ‘parabola
mass’ mP , which imposes the restriction M < 2mP for mesons and M < 3mP for baryons, where typically
mP ∼ 0.5 GeV for light quarks. Due to confinement these are not actual particle thresholds but they still impose
practical difficulties. For larger bound state masses one would have to include their residues which would be
analogous to solving the system in Minkowski space. However, such a task is very difficult to accomplish in
actual calculations because the singularity structure of the quark is the result of a dynamical equation (the
quark DSE) and usually not even known in the entire complex plane except in specific cases.
Spin structure. Before moving on to physical applications, let us discuss the spin structure of covariant Bethe-
Salpeter amplitudes. For a bound state of two quarks, e.g. a meson with spin-parity JP , the object we need
to construct in (3.49) is a mixed tensor composed of a Dirac index for each valence quark and, for states of
non-zero integer spin, J Lorentz indices. It is a function of two independent momenta, the relative quark
momentum p and the total momentum P . To determine the basis functions, we first construct a basis for J = 0
that spans the Dirac components alone. The set of totally antisymmetric tensors is sufficient [287, 297, 298],
1, γµ, [γµ, γν ], [γµ, γν , γρ], [γµ, γν , γρ, γσ] , (3.50)
after saturating the indices with the momenta p and P and using γ5 to distinguish the elements by parity. The
brackets denote a complete antisymmetrization of the encompassed objects (cf. App. A). For example, for a
pion amplitude Γ(p, P ) this yields
τi(p, P ) =
{
1, i /P , (p · P ) i/p, [/p, /P ]
}
γ5, (3.51)
where we inserted a factor p ·P in the third element to ensure that the charge-conjugation invariance property
Γ(p, P ) = Γ(p,−P ) holds for each basis element separately (see again App. A). As a consequence, all dressing
functions fi (often denoted by E, F , G, H in the literature [299]) are symmetric in z = pˆ · Pˆ and their z
dependence is practically negligible, much like in the example of Fig. 3.8.
In practice it has turned out extremely efficient to employ orthonormal tensor bases in the numerical so-
lution of Bethe-Salpeter equations. For a meson amplitude we have two momenta p and P which we can
orthonormalize to each other
Pµ → Pˆµ, pµ → pµ⊥ = pµ − (p · Pˆ ) Pˆµ → nµ = p̂⊥µ =
pˆµ − z Pˆµ√
1− z2 . (3.52)
These are Lorentz-covariant definitions; in the rest frame defined by (3.43), Pˆµ is the unit vector in the four-
direction and nµ in the three-direction, and therefore n2 = Pˆ 2 = 1 and n · Pˆ = 0. We also define the transverse
projector TµνP = δ
µν − PˆµPˆ ν and transversalize the γ−matrices with respect to both n and Pˆ
γµ → γµ⊥ = TµνP γν = γµ − Pˆµ /ˆP → γµ⊥⊥ = γµ − nµ/n− Pˆµ /ˆP , (3.53)
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so that they anticommute with both /n and /ˆP . Using these definitions, the tensor bases for J = 0, 1, 2 mesons
can be cast in a very compact form:
J = 0 : {1, /ˆP } {1, /n } ,
J = 1 : {1, /ˆP } {1, /n } {nµ, γµ⊥⊥} ,
J = 2 : {1, /ˆP } {1, /n } {nµnν − 13 TµνP , γµ⊥⊥nν + nµγν⊥⊥ }
(3.54)
and similarly for higher spin, with appropriate attachments of γ5 to distinguish between positive and negative
parity. It turns out that also for higher J there are just two angular momentum tensors Tµ1...µJ1 and T
µ1...µJ
2 ,
which are symmetric and traceless in the Lorentz indices and transverse to the momentum P [300],
J ≥ 2 : {1, /ˆP } {1, /n } {Tµ1...µJ1 , Tµ1...µJ2 } , (3.55)
so they constitute eight components as well. Details of their construction can be found in Refs. [146, 287, 301].
Partial-wave decomposition. The above notation is also useful for performing a ‘partial-wave decomposi-
tion’, which in our context means to organize the basis elements with respect to their quark spin and orbital
angular momentum content in the hadron’s rest frame. The construction for baryons as quark-diquark or three-
quark states is explained in detail in Refs. [302–306]; here we illustrate the analogous case for mesons. Only
the total spin J is Poincaré-invariant and it is described by the Pauli-Lubanski operator
Wµ =
1
2
εµαβλ Pˆ λ Jαβ ⇒ W 2 = 1
2
TµαP T
νβ
P J
µνJαβ , (3.56)
where the eigenvalues of W 2 → J(J + 1) define the spin of the bound state. Jµν and Pµ are the generators of
the Poincaré algebra which satisfy the usual commutator relations. The interpretation in terms of quark spin
and orbital angular momentum is frame- and gauge-dependent; nevertheless, we can define covariantized spin
and orbital angular momentum operators via
Sµ =
1
4
εµαβλ Pˆ λ σαβ =
i
2
γµ⊥γ5 /ˆP , L
µ = iεµαβλ Pˆ λ pα
∂
∂pβ
, (3.57)
which reduce to their conventional forms in the rest frame: S = Σ/2 and L = p × i∇. Using the relations in
App. A, taking their squares gives
S2 =
3
4
, L2 = 2p⊥ · ∂
∂p
+
(
pα⊥ p
β
⊥ − p2⊥ TαβP
) ∂
∂pα
∂
∂pβ
. (3.58)
For a quark-antiquark system with total momentum P and relative momentum p, the Pauli-Lubanski operator
can be written as Wµ = Sµ + Lµ, where Sµ = Sµ ⊗ 1− 1⊗ Sµ, so that its square becomes
S2 =
3
2
1⊗ 1− 1
2
γµ⊥γ5 /ˆP ⊗ /ˆP γ5 γµ⊥ . (3.59)
The tensor product is understood as (A⊗B)αγ,δβ = Aαγ Bδβ as in Fig. 3.7. It is straightforward to evaluate the
eigenvalues of the spin S2 → s(s+ 1); for example, taking the leading tensor structure γ5 of the pion:
S2 [γ5] =
3
2
γ5 − 1
2
γµ⊥γ5 /ˆP γ5 /ˆP γ5 γ
µ
⊥ = 0 . (3.60)
The orbital angular momentum operator L2, on the other hand, is blind to the Dirac structure and also
only acts on nµ but not on Pˆµ. Observe that L2 evaluated on a Lorentz invariant (p2, p · P , P 2) gives zero,
so when applying it to a Bethe-Salpeter amplitude it commutes through the dressing functions and acts on the
basis elements only. Applied to the possible combinations nα, nα nβ, nα nβ nγ , . . . that appear in (3.54), one
can work out its eigenfunctions and eigenvalues L2 → l(l + 1):
l = 1 : nα,
l = 2 : nα nβ − 13 TαβP ,
l = 3 : nα nβ nγ − 15
(
TαβP n
γ + T βγP n
α + T γαP n
β
)
,
(3.61)
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and higher combinations can be found using the relation
L2(fgh) = f L2(gh) + g L2(fh) + hL2(fg)− (gh)L2f − (fh)L2g − (fg)L2h . (3.62)
We see that these are the transverse, symmetric and traceless combinations of products of nα. With these
formulas it becomes very simple to arrange the tensor elements (3.54) into eigenstates of s and l:
J = 0 : {1, /ˆP } {1, /n } ,
J = 1 : {1, /ˆP } { γµ⊥, nµ, γµ⊥ /n− nµ, nµ/n− 13γµ⊥ } ,
(3.63)
etc. Only the elements in the brackets on the right are relevant for determining s and l: L2 does not act on the
total momentum and /ˆP can be commuted to the left in (3.59) where it factorizes out. The same is true for the
γ5 matrix when attached to states with opposite parity. Then, the two J = 0 elements associated with the unit
matrix carry (s, l) = (0, 0), i.e., they are s waves, whereas those with /n have (s, l) = (1, 1) and are p waves.
From left to right, the tensors for J = 1 carry (s, l) = (1, 0), (0, 1), (1, 1) and (1, 2) and so they represent two
s waves, four p waves and two d waves.
Summary: Poincaré covariance supplies hadrons with a rich and complicated tensor structure. In particular,
tensors that correspond to p waves in the rest frame appear naturally in the Bethe-Salpeter amplitudes even
for pseudoscalar and vector mesons. This is in contrast to the non-relativistic quark-model classification, where
the phenomenological relations P = (−1)l+1 and C = (−1)l+s constrain pseudoscalar mesons to be s waves,
vector mesons to be made of s and d waves etc., whereas ‘exotic mesons’ with JPC = 0−−, 0+−, 1−+, . . . are
forbidden and need additional gluons in the form of hybrid configurations. Relativistically all these options are
allowed as qq¯ states; for example, the analogue of (3.51) for an exotic pseudoscalar with JPC = 0−− reads
τi(p, P ) =
{
(p · P )1, (p · P ) i /P , i/p, (p · P ) [/p, /P ]
}
γ5. (3.64)
Notice the angular factors p · P which are a consequence of the opposite C parity compared to the pion which
has JPC = 0−+. Since all elements carry powers of the relative momentum, this induces suppression and
effectively results in a much higher mass for the bound state. There is however no principal reason that would
forbid exotic qq¯ states in a relativistic framework; they merely do not survive the non-relativistic limit. Results
for qq¯ exotics are routinely obtained in the Bethe-Salpeter framework, although they are much more sensitive
to truncation artefacts compared to pseudoscalar and vector mesons [146, 307–310].
Chiral symmetry and the pion. The pseudoscalar mesons play a special role in the strong interaction because
they would be the massless Goldstone bosons of QCD in the exact chiral limit where all current-quark masses
vanish. This distinguishes them from other hadrons and the corresponding features are already encoded in
their Bethe-Salpeter amplitudes. Recalling the discussion in Sec. 3.3, the very same steps leading to the current
correlator (3.32) can be applied to mesons as well, except that here one starts from the four-point function
Gαβ,δγ , replaces the baryon’s Bethe-Salpeter wave function by its meson counterpart, and the interpolating
fields (3.28) by appropriate fermion bilinears such as in (3.12):
Ψλαβ(x1, x2, P ) = 〈0|Tψα(x1)ψβ(x2) |λ〉 , jΓ(z) = ψ(z) Γψ(z) (3.65)
where we dropped the flavour parts for simplicity. As a consequence, the onshell residues 〈0| jΓ(0) |λ〉 of the
current correlators are the contracted meson Bethe-Salpeter wave functions, which in momentum space entails
an integration over the relative momentum:
〈0| jΓ(x) |λ〉 = 〈0| jΓ(0) |λ〉 e−ix·P = −Γβα Ψλαβ(x, x, P ) = −
ˆ
d4p
(2pi)4
Tr
{
Γ Ψλ(p, P )
}
e−ix·P . (3.66)
Take for example Γ = γ5γµ and iγ5 which produce the axialvector current j
µ
5 and the pseudoscalar density j5,
respectively. If we apply the tensor decomposition (3.51) to a pseudoscalar meson’s wave function and replace
/p → /p⊥ therein, we see that the axialvector current projects out the scalar dressing function proportional to
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Figure 3.10: Left: Consistency relations between the quark self energy and the Bethe-Salpeter kernel imposed by the axialvector (top)
and vector Ward-Takahashi identity (bottom). The crossed boxes represent the injection of an external onshell momentum Pµ in
combination with a Dirac matrix, either γ5 (top) or 1 (bottom). For Pµ → 0 one recovers the chiral limit. Right: current-mass evolution
of the pion and ρ−meson masses.
i /Pγ5, integrated over d4p, whereas the pseudoscalar density gives the one attached to γ5. The resulting Lorentz
covariants depend on Pµ with P 2 = −m2λ fixed:
〈0| jµ5 (x) |λ〉 = −iPµfλ e−ix·P , 〈0| j5(x) |λ〉 = −irλ e−ix·P . (3.67)
The first quantity encodes the transition from a pseudoscalar meson to an axialvector current and thereby
defines its electroweak decay constant fλ. The pseudoscalar analogue rλ is not associated with a measurable
quantity; still, we see that the gauge-invariant quantities fλ and rλ contain the information carried by the
integrated dressing functions of the gauge-dependent Bethe-Salpeter wave function.
An immediate consequence of the PCAC relation (3.13) for equal quark masses is
fλm
2
λ = 2mq rλ , (3.68)
which is valid for all flavour non-singlet pseudoscalar mesons (in the singlet case there would be an additional
term from the axial anomaly). For unequal quark masses one has to evaluate the anticommutators in the
original PCAC relation (3.13). For example, the equation relates the pion decay constant fpi and pion mass
mpi with the pseudoscalar transition matrix element rpi. Although this already resembles the Gell-Mann-Oakes-
Renner (GMOR) relation, it has nothing to do with spontaneous chiral symmetry breaking but only tells us that
in the chiral limit mq = 0 either the mass or the decay constant of a pseudoscalar meson must vanish.
We postpone the proof of the Goldstone theorem to Sec. 4.2 because it is most easily derived using the
properties of the quark-antiquark vertices which we have not yet discussed. Its essence is to show that the pion
decay constant does not vanish in the chiral limit as a consequence of dynamical chiral symmetry breaking.
The precise relation is [311]
fpi Γpi(p, P = 0) = A(p
2)M(p2) γ5 , (3.69)
which relates the pion Bethe-Salpeter amplitude in the chiral limit with the quark mass function M(p2). If
A(p2)M(p2) 6= 0, neither the pion amplitude nor its decay constant can vanish and therefore mpi = 0. As
another consequence, the properties of the pion are directly determined by the quark propagator and this is the
crucial feature that distinguishes the pseudoscalar mesons from other hadrons. In turn, their radial excitations
by definition have mλ 6= 0, which entails that their decay constants must disappear for mq → 0 [312].
At the quantum level, the vector current conservation and PCAC relations from (3.13) are realized through
Ward-Takahashi identities [313, 314] to be discussed in Sec. 4.2. They lead to consistency relations between the
quark self energy and the Bethe-Salpeter kernel, which are illustrated in Fig. 3.10 and must be respected in any
symmetry-preserving truncation of the Bethe-Salpeter equation. This is what ultimately guarantees the above
behaviour of the pion amplitude as well as the GMOR relation which follows as a corollary. For illustration,
the right panel in Fig. 3.10 shows typical solutions for the resulting masses as a function of the current-quark
mass mq. The pion mass exhibits the square-root behaviour m2pi ∼ mq from the GMOR relation whereas
the ρ−meson mass goes to a nonzero constant in the chiral limit. Therefore, we can identify two necessary
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Figure 3.11: Three-quark Faddeev equation.
ingredients to reproduce such a behaviour model-independently: a truncation that preserves the consequences
of chiral symmetry in the form of the PCAC relation, and a realization of dynamical chiral symmetry breaking
that produces a nonvanishing quark mass function.
Baryons as three-quark bound-states. Let us now continue with the application of Bethe-Salpeter equations
to baryons. It is straightforward to generalize the formalism from (3.36)–(3.41) to three-quark systems. The
six-quark Green function in Fig. 3.5 contains all possible baryon poles that are compatible with the valence-
quark content. For spin-1/2 baryons the pole behaviour is
G→ Ψ (−i /P +M) Ψ
P 2 +M2
= 2M
Ψ Λ+(P ) Ψ
P 2 +M2
= 2M
Ψ Ψ
P 2 +M2
, (3.70)
where Λ+(P ) = (1+ /ˆP )/2 is the positive-energy projector. For general spin J = n+ 1/2 the generalized Rarita-
Schwinger projector Pµ1...µnν1...νn(P ) appears in the free baryon propagator, but in all cases the projectors can
be absorbed into the Bethe-Salpeter wave functions.
The resulting three-quark Bethe-Salpeter or Faddeev equation is depicted in Fig. 3.11. It is the sum of
two-quark and three-quark irreducible contributions, formally written as
Γ = K G0 Γ , K = K
(3) +
∑
i
(
K
(2)
i ⊗ S−1i
)
, G0 = S ⊗ S ⊗ S , (3.71)
where K(2)i and K
(3) denote the two- and three-body irreducible kernels and G0 is the disconnected product
of three quark propagators. Omitting three-body forces, the equation is the sum of three permuted diagrams
and reads explicitly:
[
Γ(p1, p2, p3)
]
αβγσ
=
ˆ
d4k
(2pi)4
{[
K(2)(p1, p2; k1, k˜2)
]
αα′ββ′
[
S(k1)
]
α′α′′
[
S(k˜2)
]
β′β′′
[
Γ(k1, k˜2, p3)
]
α′′β′′γσ[
K(2)(p2, p3; k2, k˜3)
]
ββ′γγ′
[
S(k2)
]
β′β′′
[
S(k˜3)
]
γ′γ′′
[
Γ(p1, k2, k˜3)
]
αβ′′γ′′σ (3.72)[
K(2)(p3, p1; k3, k˜1)
]
αα′γγ′
[
S(k3)
]
γ′γ′′
[
S(k˜1)
]
α′α′′
[
Γ(k˜1, p2, k3)
]
α′′βγ′′σ
}
,
with pi the external quark momenta and ki, k˜i the internal quark momenta (see Sec. 4.1 in [305] for details).
We already see a strong connection between the two-body kernel appearing here and in the corresponding
Bethe-Salpeter equation (3.48) for mesons. Once a framework is provided that stipulates the form of the two-
body kernel, we have a consistent approach for tackling both the meson and baryon spectrum which does not
require any further input or parameters. Such a course has already been exploited with some success in the
calculations of Refs. [315–317]. The three-body irreducible kernel has been neglected in these works mainly
for technical reasons; however, its leading-order topology of a three-gluon vertex connecting all three quarks
vanishes to all orders in QCD as a result of the colour trace, and explicit calculations for light baryons of the
non-perturbative next-to-leading contributions confirm the smallness of the term directly [239].
Unsurprisingly, the three-body equation is much more complicated than its two-body analogue for mesons.
This is mainly due to the structure of the baryon amplitude which depends on three independent momenta
and many more tensor structures as we will see below. Sophisticated methods based on permutation-group
symmetries are necessary and have been developed to facilitate the problem, see Refs. [306, 318] for state-
of-the-art solution techniques; with their help it has recently also become possible to solve the analogous
four-body equation for tetraquarks [319]. In Sec. 3.5 we review the truncations and approximations that
have been made over the years in solving the equation, from relativistic reductions to quark-diquark models
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and eventually returning to the full system. In the remainder of this section we discuss the structure of the
Bethe-Salpeter amplitude, its partial-wave decomposition, and the quark-diquark approximation which – with
simplifying assumptions – also relies upon the same common two-body kernel as input.
Spin structure for baryons. Earlier we have explained the structure of meson Bethe-Salpeter amplitudes and
their tensor decompositions. Now, let us apply similar constructive principles to baryons of spin j = n + 1/2.
Their Bethe-Salpeter amplitudes are mixed tensors of rank 4 + n whose general form is
[Γ(p, q, P )]µ1...µnαβγσ =
∑
i
fi(p
2, q2, p · q, p · P, q · P, P 2 = −M2) [τi(p, q, P )]µ1...µnαβγσ . (3.73)
Here we have expressed the amplitude in terms of two relative momenta p and q and the total momentum P ;
compared to mesons the fi are now more complicated scalar functions of five Lorentz invariants. We have
three valence quarks that contribute a Dirac index each (α, β, γ), plus a fourth spinor index (σ) corresponding
to the spin-1/2 part of the baryon, combined with n Lorentz indices for baryons with higher spin.
For spin-1/2 baryons one can show that a linearly independent basis is spanned by the 64 elements [315,
320]
Di γ5 C ⊗Dj Λ+(P ) ,
γ5Di γ5 C ⊗ γ5Dj Λ+(P ) ,
Di =
{
1, /p, /q, /P , [/p, /P ], [/q, /P ], [/p, /q], [/p, /q, /P ]
}
,
Λ±(P ) = 12 (1± /ˆP ) ,
(3.74)
where the tensor product is understood as (f ⊗ g)αβγσ = fαβ gγσ. The factors γ5 C, where C = γ4γ2 is the
charge-conjugation matrix, follow as a consequence of dealing with two fermions (instead of a fermion and
antifermion) and even occurrences of γ5 account for positive parity. The positive-energy projector Λ+(P ) enters
through the Green function (3.70) and selects a positive-energy baryon; one could equally contract the index σ
with a nucleon spinor u(P ) = Λ+(P )u(P ). Note that the projector eliminates half of the eight tensor structures
because of /P Λ+(P ) = iM Λ+(P ), and therefore we indeed end up with 64 independent elements.
In analogy to the case of mesons that we discussed earlier, one can cast the basis into eigenstates of quark
spin and orbital angular momentum in the baryon’s rest frame. Here we will just sketch the basic ideas and
refer to App. B.2 and B.3 of Ref. [306] for the detailed construction. The three-quark spin operator has the
form Sµ = Sµ⊗1⊗1+1⊗Sµ⊗1+1⊗1⊗Sµ and the orbital angular momentum is the sum of the operators
for both relative momenta: Lµ = Lµ(p) +L
µ
(q), cf. (3.57). The first step is to orthogonalize the momenta p, q and
P that appear in the amplitude. In principle this yields three mutually orthogonal unit vectors. However, from
three vectors one can construct another axialvector using εµαβγ that is orthogonal to all of them:
Pµ → Pˆµ, pµ → nµ3 = p̂⊥µ , qµ → nµ2 =
q̂⊥µ − y nµ3√
1− y2 , n
µ
1 = ε
µαβγnα2 n
β
3 Pˆ
γ , (3.75)
where y = p̂⊥ · q̂⊥ and we employed the notation of (3.52). In that way we have constructed four covariant and
orthonormal momenta nµ1 , n
µ
2 , n
µ
3 and Pˆ
µ which, in the rest frame of (3.43), simply become the four Euclidean
unit vectors (and therefore /n1 = γ1, etc.). Such a strategy also saves us from the trouble of putting explicit
instances of δµν and γµ into the basis because they can be reconstructed from the unit vectors:
TµνP = δ
µν − PˆµPˆ ν =
3∑
i=1
nµi n
ν
i , γ
µ
⊥ = γ
µ − Pˆµ /ˆP =
3∑
i=1
nµi /ni . (3.76)
This is clearly true in the rest frame but because these relations are covariant they hold in any frame. Hence
we can equally write the basis as
D′i Λ±(P ) γ5 C ⊗D′j Λ+(P ) ,
γ5D
′
i Λ±(P ) γ5 C ⊗ γ5D′j Λ+(P ) ,
D′i =
{
1, γ5 /n1, /n2, /n3
}
, γ5 /n1 = /n2 /n3 /ˆP . (3.77)
The next step is to find the eigenfunctions of L2 when acting on products of the nαi which appear in the
basis elements. Similarly to (3.61) one finds
l = 1 : nαi , l = 2 : n
α
i n
β
i − 13 TαβP (i = 2, 3) and nαi nβj + nαj nβi (i 6= j) . (3.78)
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For l ≥ 2 these are again the transverse, symmetric and traceless combinations. Take for example the nine
combinations nαi n
β
j : they produce the five symmetric and traceless elements above which carry l = 2; three
antisymmetric combinations
nαi n
β
j − nαj nβi = εαβγδ nγk Pˆ δ (3.79)
where {i, j, k} is an even permutation of {1, 2, 3}, which are equivalent to the three elements with l = 1; and
the sum in (3.76) gives the trace TαβP with l = 0. To cast the basis (3.77) into eigenstates of L
2, it is then
sufficient to arrange the 16 combinations appearing in D′i ⊗D′j ,
1⊗ 1 , 1⊗ /nj , /nj ⊗ 1 , /ni ⊗ /nj = (γα⊥ ⊗ γβ⊥)nαi nβj , (3.80)
into eigenstates of L2. We omitted the γ5 attached to /n1 since it can always be put back in again in the final
basis to give the correct parity. The first element has l = 0, the next six elements carry l = 1, and the nine
combinations nαi n
β
j produce one s wave, three p waves and five d waves as explained above. Combining this
with the eigenfunctions of S2, the 64 basis elements for a J = 1/2 Bethe-Salpeter amplitude are decomposed as
(s, l) =
(
1
2 , 0
) × 8, (12 , 1) × 24, (32 , 1) × 12, (32 , 2) × 20 . (3.81)
That is, we arrive at eight s waves, 36 p waves and 20 d waves.
Once again we see that with respect to orbital angular momentum in the baryon’s amplitude there are a
number of p waves, in contrast to the non-relativistic quark model which permits s and d waves only. The p
waves are a consequence of Poincaré covariance and they would not be present in a non-relativistic description.
Of course, their true magnitude is a dynamical question, but as we will see in Sec. 3.6 they can be as large as
30% for the nucleon and an astonishing 60% for the Roper resonance. Hence, the dominant orbital angular
momentum in the nucleon comes from p waves and not from d waves. This is perhaps not fully appreciated
even in relativistic treatments of the nucleon. With a relativistic spinor notation as in Ref. [321], the p waves
come disguised as three-spinors with negative parity; however, the ‘wrong’ parity is matched by the parity of
the relative momenta which enter as unit vectors in the basis (3.77) and do not produce visible momentum
dependencies (see also the discussion around Eq. (4.27) in Ref. [305]). In general only the γ5 matrices in the
basis can truly flip the parity of a baryon with quantum numbers JP , i.e., by multiplying all elements with γ5
either on the left or right side of the tensor product.
To accommodate baryons of higher spin J = n+ 1/2, one has to replace in the basis (3.77)
D′j Λ+(P ) → D′jµ1...µn Pµ1...µnν1...νn(P ) , (3.82)
where Pµ1...µnν1...νn(P ) is the generalised Rarita-Schwinger projector of rank 2n; for example in the case n = 1
for the ∆ baryon:
Pµν(P ) = Λ+(P )
(
TµνP −
1
3
γµ⊥γ
ν
⊥
)
. (3.83)
In principle this implies that the D′j
µ1...µn must be constructed from a set of Dirac matrices. However, our
analysis above entails that we can simply take over the D′j from before and multiply them with spinless objects
that are expressed by the Lorentz vectors nµi only. The Rarita-Schwinger projector satisfies P
µPµν = 0 and
γµPµν = 0, which from Eq. (3.76) implies that nµ1 P
µν is linearly dependent, and therefore the vectors nµ2 and
nµ3 are sufficient for the construction. The recipe for obtaining the basis for J = 3/2 baryons then goes as follows:
take the basis (3.77), multiply it with nµ2 and n
µ
3 , work out the new eigenfunctions of the orbital angular
momentum and put them back into the basis, take appropriate linear combinations that are eigenfunctions
of S2, contract the open Lorentz index with the Rarita-Schwinger projector, and multiply with γ5 to reinstate
positive parity. The construction is detailed in Ref. [316] and yields 128 elements for the ∆ baryon:
(s, l) =
(
3
2 , 0
) × 4, (32 , 1) × 12, (32 , 2) × 20, (32 , 3) × 28, (12 , 1) × 24, (12 , 2) × 40 . (3.84)
Summary: In a covariant three-body approach a baryon is a very complicated object. The relevant tensor
structures carrying the quantum numbers of the baryon are 64 for spin-1/2 and 128 for spin-3/2 baryons. These
can be grouped in s-, p- and d-wave components for spin-1/2; in addition, even f waves appear for spin-3/2
baryons. In principle, all of these have to be included in a full calculation and approaches that neglect part of
this structure may deliver incomplete results.
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Figure 3.12: Simplification of the Faddeev equation (3.87) (top left) to the quark-diquark Bethe-Salpeter equation (3.90) (top right).
The bottom panel shows the ingredients that enter in the equation and in principle have to be calculated beforehand: the quark
propagator, diquark Bethe-Salpeter amplitudes and diquark propagators.
Baryons as quark-diquark bound states. While the three-body Bethe-Salpeter equation Fig. 3.11 is con-
ceptually simple and transparent, it also poses a numerical challenge due to the complicated structure of the
amplitudes in terms of many Lorentz invariants and tensor structures. In this respect, quark-diquark models
provide a welcome alternative to simplify the problem and offer additional insight into the underlying physics.
A diquark clustering in baryons has been suggested long ago to resolve the problem of missing resonances
predicted by the quark model; see [4, 138] for reviews. Simply speaking, if two quarks combine to a diquark
they freeze out degrees of freedom and produce fewer possibilities to excite a baryon. Consequently, diquarks
have been introduced under many different guises in the attempt to construct dynamical models of baryons, in
particular with regards to spectroscopy, and quark-diquark models in the spirit of the quark model have enjoyed
great popularity until today [322–324]. On the other hand, some of those ‘missing’ states have now started to
appear with photoproduction experiments, and also recent mass spectra from lattice QCD find a multitude of
states which are closer to those in the symmetric quark model [281, 325, 326], which has led to the occasional
claim that diquarks cannot truly play an important role.
Nevertheless, before drawing conclusions too quickly one should perhaps appreciate the different levels of
sophistication encountered in quark-diquark approaches. They span the range from simple models to functional
approaches derived from QCD’s Green functions, where diquarks are introduced as quark-quark correlations
that appear in the same T-matrices as those discussed in the beginning of this section. Those ‘diquarks’ carry
a rich dynamical structure and have more in common with the actual three-body system in Fig. 3.11 than the
early quark-diquark models. In fact, in the following we will show that only a few assumptions are needed to
derive the quantum field theoretical version of the quark-diquark model from the three-body equation.
The reduction of the description of baryons as bound states of three quarks to one that involves quark-
diquark degrees of freedom is a two-step process. The first is simply a rewriting of the three-quark Bethe-
Salpeter equation. Neglecting irreducible three-body forces, it takes the form
Γ =
3∑
i=1
Γi =
3∑
i=1
Ki G0 Γ , (3.85)
where the Faddeev components Γi correspond to the three individual diagrams in Fig. 3.11. The Ki are the
two-body kernels and we temporarily refer to G0 as the product of two quark propagators. We can eliminate
the two-body kernels in the equation in favor of the two-body T-matrices, which are related to each other via
Dyson’s equation (3.36):
Ti = (1+ Ti G0) Ki . (3.86)
Applying this to the Faddeev amplitude gives
Ti G0 Γ = (1+ Ti G0) Γi ⇒ Γi = Ti G0 (Γ− Γi) = Ti G0 (Γj + Γk) (3.87)
with {i, j, k} an even permutation of {1, 2, 3}. The equation is depicted in the upper left panel of Fig. 3.12 and
this is what is usually referred to as ‘Faddeev equations’ in the literature. Thus far we have made no further
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approximations beyond the omission of the irreducible three-body kernel; the Faddeev components Γi retain
the same momentum dependence and Dirac tensor structure as the full baryon amplitude Γ.
However, the presence of the T-matrices enables one to consider a resonant expansion in terms of diquark
correlations as a viable approximation. The quark-antiquark scattering matrix contains all possible meson
poles, which allows one to derive homogeneous Bethe-Salpeter equations at the poles. In the same spirit one
can approximate the quark-quark scattering matrix as a sum over separable (scalar, axialvector, . . . ) diquark
correlations: [
T(q, q′, pd)
]
αγ;βδ
'
∑[
Γµ...D (q, pd)
]
αβ
Dµ...ν...(p2d)
[
Γν...D (q
′, pd)
]
δγ
, (3.88)[
Γi(p, q, P )
]
αβγσ
'
∑[
Γµ...D (q, pd)
]
αβ
Dµ...ν...(p2d)
[
Φν...(p, P )
]
γσ
. (3.89)
Here, Γµ...D is the diquark Bethe-Salpeter amplitude and Γ
µ...
D its conjugate; the diquark propagator is D
µ...ν...;
pd is the diquark momentum and q, q′ are the relative quark momenta in the diquark amplitudes. In the
second line the same assumption was made for the Faddeev components, thus introducing the quark-diquark
Bethe-Salpeter amplitude Φν...(p, P ). What results is an approximation of the three-quark system to a two-body
problem, namely to a coupled system of quark-diquark bound-state equations. They are illustrated in the upper
right panel of Fig. 3.12:
[
Φµ...(p, P )
]
ασ
=
ˆ
d4k
(2pi)4
[
Kµ...ν...Q-DQ
]
αβ
[
S(kq)
]
βγ
Dν...ρ...(kd)
[
Φρ...(k, P )]γσ , (3.90)
and the quark-diquark kernel is given by
Kµ...ν...Q-DQ = Γ
ν...
D (kr, kd)S
T (q) Γµ...D (pr, pd) . (3.91)
Here, P is the baryon’s total momentum, p is the quark-diquark relative momentum and the remaining mo-
menta can be inferred from the figure (see Sec. 5.2 in [305] for details). Note that there are no additional
gluon lines connecting the quarks and diquarks. The baryon is bound by quark exchange [327–329]; gluons no
longer appear explicitly but they are rather absorbed into the building blocks: the quark propagator, diquark
amplitudes and diquark propagators. The quark-diquark equation is apparently a great simplification, both
in terms of kinematic variables and tensor structures, and the rather mild assumptions required to derive it
suggest that it may still capture the essential dynamics of the three-body system.
How good is then the approximation? Diquarks are of course not observable because they carry colour.
Nevertheless, there are several observations that support a quark-diquark interpretation of baryons. As we
already mentioned above, on a diagrammatic level the leading irreducible three-body force (the three-gluon
vertex that connects three quarks) vanishes simply due the colour traces [239], which suggests that two-quark
correlations are more important. Second, the colour interaction between two quarks (3⊗3 = 3⊕6) is attractive
in the colour-3 channel and supports the formation of diquarks as coloured ‘bound states’ of quarks. The
question is then whether the two-quark scattering matrix T indeed has such poles, because this is what allows
one to define a diquark Bethe-Salpeter amplitude from their residues and derive a diquark Bethe-Salpeter
equation, which is analogous to (3.48) for mesons and features the common exchange kernel K:
[
Γµ1...µJD (p, P )
]
αβ
=
ˆ
d4q
(2pi)4
[K(p, q, P )]αγ;βδ
[
S(q+) Γ
µ1...µJ
D (q, P )S
T (−q−)
]
γδ
. (3.92)
It turns out that the question is dynamical and depends on the form for the interacting kernel K. The rainbow-
ladder truncation discussed in Sec. 3.5 indeed generates diquark poles. The addition of crossed ladder ex-
change removes them from the spectrum, which is known to happen in the Munczek-Nemirovsky model [330],
although it was recently argued that an effective resummation of such diagrams can also bring them back
again [331]. In any case, diquark correlations may well persist in one form or another simply due to the colour
attraction: it is conceivable that the qq scattering matrix has some quite involved singularity structure, e.g.,
cuts, that allows one to identify diquark mass scales, and in that sense (3.88) may well be a reasonable ansatz.
The formal similarity of the meson and diquark Bethe-Salpeter equations allows one to compute diquark
properties in close analogy to those of mesons from their BSEs. Also the structure of the diquark amplitudes
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is analogous to that in (3.49): scalar diquarks have the same tensor decomposition as pseudoscalar mesons
except for an additional multiplication with the charge-conjugation matrix C (note that a two-fermion system
has the opposite intrinsic parity as a fermion-antifermion system), axialvector diquarks are partnered with
vector mesons, pseudoscalar diquarks with scalar mesons and so on. Scalar and axialvector diquarks are the
lightest ones, hence they are most important for describing the positive-parity nucleon and ∆ baryons. The
typical mass scales obtained with rainbow-ladder calculations are about 800 MeV for scalar diquarks, 1 GeV
for axialvector diquarks, followed by pseudoscalar and vector diquarks [52, 332]. Thus, the mass pattern for
mesons is repeated in the diquark spectrum, which also provides an underlying link between meson and baryon
properties. This is clearly visible, for instance, in the NJL calculation of Ref. [333] and we will return to this
point in Sec. 3.5.
In contrast to mesons, the Pauli principle enforces that scalar diquarks carry isospin I = 0 and axialvector
diquarks I = 1. Therefore, the nucleon and its resonances with I = 1/2 can feature both diquark isospins
whereas ∆ resonances (I = 3/2) can only consist of I = 1 diquarks. An analysis of the nucleon and ∆
excitation spectrum based on its diquark content, including also pseudoscalar and vector diquarks, can be
found in Ref. [52]. Compared to their three-body analogues, the quark-diquark amplitudes Φµ...(p, P ) for the
nucleon and ∆ depend on a manageable number of tensor basis elements, namely eight for the nucleon (two
associated with scalar and six with axialvector diquarks) and also eight for the ∆, coming from axialvector
diquarks only [302]. Once again they can be classified with respect to their (quark-diquark) spin and orbital
angular momentum in the rest frame [302–304], leading to similar breakdowns as in (3.81) and (3.84). The
explicit formulas are collected, for example, in Table I of Ref. [334].
As we will discuss in Sec. 3.5, the quark-diquark equation provides ample opportunities for further simpli-
fications. One could employ pointlike diquarks and constituent propagators, which leads to the NJL version of
the model, or momentum-dependent parametrizations for the propagators and amplitudes. However, a draw-
back of such strategies is that the approximation for T is designed to capture its timelike behaviour where the
squared diquark momentum p2d is negative, whereas the quark-diquark equation samples its structure predom-
inantly at spacelike momenta. This is analogous to the parabola in Fig. 3.8 if it is interpreted as the complex
plane in p2d. The onshell diquark poles never actually enter in the integration (and instead provide practical
limits for the baryon masses), whereas on the spacelike side the scattering matrix must eventually become
independent of pd. The Dyson equation (3.86) implies T → K for p2d → ∞, because each intermediate quark
propagator induces suppression, and K asymptotically becomes a one-gluon exchange which only depends on
the gluon momentum but not on the total momentum of the two quarks. If the diquark amplitudes are provided
by onshell solutions of their Bethe-Salpeter equations they are essentially fixed; however, a systematic way to
implement the offshell behaviour is to put the diquark ansatz (3.88) back into the scattering equation (3.86),
which gives equations for the diquark propagators:
D−1 = −N + N
2
K , N = ΓD G0 ΓD , K = ΓD G0 K G0 ΓD . (3.93)
They are schematically illustrated in Fig. 3.12. The resulting propagators still have onshell diquark poles
but become constant at large spacelike momenta, which guarantees the correct integrated behaviour of the
scattering matrix that enters in the quark-diquark BSE. The precise relations can be found in App. A.4 of
Ref. [305]. In that way the quark-diquark model can be put on solid footing within QCD and represents again
an essentially parameter-free calculation for baryons whose ingredients are calculated consistently as shown
in the bottom panel of Fig. 3.12. Ultimately, this strategy is also responsible for the similarity between the
quark-diquark results and those obtained with the three-body equation.
Summary: The three-body Bethe-Salpeter equation for baryons may be approximated by a two-body quark-
diquark Bethe-Salpeter equation. This can be done in a systematic way, leading to diquarks with a rich internal
structure. The quality of this approximation relies on the size of irreducible three-body forces inside the baryon,
which may very well be small, and the appearance of diquark correlations due to the attractive colour interac-
tion between two quarks.
45
Bethe-Salpeter equations vs. lattice QCD. Let us pause for a moment and review the information we have
collected so far. We have seen that both lattice QCD and functional methods are intrinsically nonperturbative.
The great advantage of lattice QCD is that the nonperturbative dynamics is fully contained within the path
integral (3.10), which transforms the classical action into the partition function and combinations of classical
fields into their quantum expectation values. Given infinite precision, the calculation of observables on the
lattice then amounts to their ‘extraction’ from any suitable correlator. Of course there are practical issues
involved: volume and discretization artifacts, the need for disentangling the effects from excited states and
scattering states, and the efforts that have been invested in constructing ‘good’ lattice actions, reducing the
statistical errors and reaching physical pion masses.
The sources for systematic errors in functional approaches are almost disjunct. Statistical errors are absent
and the numerical errors are generically below the 1% level. The dominant source for systematic errors is
inherent in the approach itself: the structure properties are generated dynamically from solving a set of self-
consistent equations, which in practice have to be truncated to achieve numerical results. Systematic truncation
schemes are available but also numerically expensive to implement, and most current applications concern the
‘art’ of identifying the phenomenologically relevant features of the quark-gluon interaction.
Apart from systematizing the truncations, much effort in recent years has been invested in an efficient
implementation of the model-independent parts of the equations, namely the spin and momentum structure
of the Green functions and hadronic bound-state amplitudes. In contrast to lattice QCD, where at least in
principle any tensor structure that has enough overlap with the state is sufficient to extract a mass or some other
observable, the self-consistent nature of Bethe-Salpeter equations generates a baryon’s spin and momentum
structure dynamically. It is therefore important not to ‘miss’ anything, which is the underlying motivation for
constructing complete tensor bases and implementing the full momentum dependencies in the equations. This
is quantitatively important because a reduction of the tensor basis to a subset can change the results, as we
will see in the later sections. The partial wave decompositions outlined above provide welcome organizing
principles: s waves are more important than p waves, which are more important than d waves, etc. These
efforts have been completed for the two- and three-body systems investigated so far. For the full-fledged
three-quark calculations all possible tensors carrying the baryons’ quantum numbers in question are taken into
account, which means that the only remaining error source is the structure of the kernel itself.
In our opinion, the different sources for errors provide the main reason for the complementary nature of
the two approaches and make systematic comparisons interesting and fruitful. Where lattice QCD can provide
quantitative precision, a constructive approach provides insight in the underlying dynamics and may answer
questions such as: What is the origin of the level ordering in the baryon excitation spectrum? What is the
importance of two-quark versus three-quark correlations? How does the structure of the quark-gluon vertex
affect the spectrum? What has to happen for dynamical chiral symmetry breaking to occur and what are the
signatures for confinement? We will address more such questions when discussing the structure properties of
baryons in Sec. 4 and 5, where the microscopic features play an even more cohesive role for the dynamics of
form factors and scattering amplitudes.
3.5 Approximations and truncations
Having specified the general properties of QCD’s correlation functions and their reformulation in terms of
Bethe-Salpeter equations in the vicinity of hadronic poles, we will now review methods to approximate these
equations. While in principle truncation schemes are available that can be made systematic within QCD, many
of the approximations done in practice do not have this property and are instead tailored to meet specific needs.
The reason for this is the sheer analytical and numerical complexity of the systematic schemes which have
prohibited their applicability to many interesting problems in the past and to some extent also in the present.
In turn, simple approximations that capture essential properties of QCD, such as the pattern of dynamical
chiral symmetry breaking, are still capable of delivering qualitative explanations for many phenomena that we
encounter within hadron physics and therefore they have their merits despite potential shortcomings. In the
following survey we review the approximations made in connection to the Bethe-Salpeter equation in Fig. 3.11
and its application to the baryon spectrum, from its relativistic reduction to NJL and quark-diquark models to
the full three-quark equation.
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Relativistic reductions of the three-body system. One way to simplify the complicated Bethe-Salpeter equa-
tion for the baryon three-body system is to sacrifice full covariance by a reduction to the so-called Salpeter
equation. This is performed by replacing the full interaction kernel between the three quarks by an instanta-
neous potential with two-body and three-body parts. Although retardation effects are neglected in this way,
the resulting equations can be made formally covariant such that they are frame-independent. A study of
the reliability of this type of approximation can be found in [335]. In addition to the reduction, the fully
dressed quark propagators of the internal constituents are replaced by their tree-level counterparts which,
instead of the current quarks in the Lagrangian, depend on large constituent-quark masses as model param-
eters [130, 132–134, 336]. The purpose of such a scheme is twofold. On the one hand one tries to make
contact with non-relativistic quark models, while on the other hand one may hope to capture essential QCD
dynamics in the details of the interaction potentials. To this end, the three-body part is chosen to represent a
potential linearly rising with distance and the two-body parts are derived using an effective instanton induced
interaction vertex between quarks, see [132] for details.
The resulting baryon spectrum has been calculated for a wide range of quantum numbers and up to several
radial excitations. From a general perspective, the results share the successes but also the drawbacks of the
quark models. In many channels, the structure of the experimental spectrum is well reproduced and linear
Regge trajectories obey a universal slope for all flavours. In addition, the instanton induced two-body interac-
tion has been claimed to generate the low mass of the Roper resonance. On the other hand, the level ordering
between the positive and negative parity nucleon states remains inverted as compared to experiment, the
Λ(1405) with JP = 1/2− remains a problem and several states in the ∆-spectrum are problematic [132–134]. A
phenomenological extension to the potentials used in [132–134] with ten additional parameters improved the
situation but did not resolve all issues [336].
NJL-type models. The structure of NJL-type models has already been discussed in Sec. 3.2 around (3.21).
The general idea is to neglect the momentum dependence of the gluon propagator in the quark DSE and
thus make the equation algebraically solvable. The resulting quark propagator has a mass function that is
momentum independent and resembles a constituent quark. The quarks interact with one another via a contact
interaction, much like in the Fermi theory of electroweak interactions. This comes at the expense of asymptotic
freedom and renormalisability and consequently the momentum cutoff generates a scale that becomes one of
the parameters of the model, in addition to the coupling strength and the current-quark masses.
In turn, the NJL model is sufficiently simple so that many exploratory calculations are feasible without
great numerical effort. Since the essential features (although not the dynamical details) of spontaneous chiral
symmetry breaking are preserved, the model has enjoyed great popularity until today. For reviews on the
physics of the NJL model see e.g. [337, 338]; applications for ground states of baryons are discussed in [339–
343] and recent applications also to excited states and baryons with strangeness can be found in [333, 344].
We discuss some of these results below in Sec. 3.6. In addition to the NJL dynamics, all of these publications
have used the quark-diquark approximation of baryons as depicted in Fig. 3.12. Studies on the impact of pion
cloud effects in this framework (also in the quark-diquark approximation) can be found in [345, 346]. Results
for the genuine three-body system have not been published so far.
In addition to the ‘conventional’ description of baryons as three-quark states, the NJL model has also been
invoked to describe baryons as chiral solitons. We will not touch upon this topic here since there are excellent
specialised reviews available, see e.g. [347–349].
Momentum-dependent quark-diquark models. One of the generic problems of the NJL model is its lack
of dynamics, leading e.g. to drastically simplified wave functions for the baryon. An alternative strategy that
aims at the preservation of such dynamics has been pursued in [302, 327, 350] for ground-state baryons and
very recently also for the Roper [25]. Here one works again with the quark-diquark Bethe-Salpeter equation
from Fig. 3.12, but where the quark and diquark propagators as well as the diquark amplitudes are modelled
by momentum-dependent ansätze. The merit of such a treatment is that it enables one to go beyond pointlike
diquark approximations and explore the effects of momentum dependencies in the ingredients of the equation
on the properties and dynamics of baryon. On the other hand, the drawback is that one never solves a Dyson-
Schwinger or Bethe-Salpeter equation for the baryon’s constituents, thus losing the direct connection to the
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underlying properties of QCD at the expense of introducing model parametrizations. Thus, similarly to the
previous types of approximations, one trades formal consistency for simplicity and practical feasibility of a
wider range of problems. However, once the model parameters (diquark masses and couplings, etc.) are fixed
to nucleon and ∆ properties, other states are genuine model predictions. Beyond masses, this treatment also
allows one to calculate form factors with realistic momentum dependencies, see Sec. 4 for details. Again, we
discuss some of the results obtained within this framework in Sec. 3.6 below.
Rainbow-ladder: from quark-diquark to three-body calculations. Moving to more and more complex
approximation schemes, we now discuss the rainbow-ladder truncation of QCD’s Dyson-Schwinger equations.
This approximation is more sophisticated than those previously discussed since, rather than constructing a
phenomenological model of hadrons, the approach is based upon the dynamics contained within the quark-
gluon vertex of QCD. While in principle the latter is a complicated object, see (3.24), the basic idea of rainbow-
ladder is to reduce it to its leading tensor structure:
Γµqg(p, k) = iγ
µ Γ(k2) ta , (3.94)
where ta = λa/2 are the colour generators for SU(3). The dressing function Γ(k2) is stripped of its full
momentum dependence to a function of the squared gluon momentum k2 only, i.e., the dependence on the
relative momentum p is neglected. Upon insertion into the quark DSE (3.18), it can be combined with the
gluon dressing Z(k2) of (3.22) into a renormalisation-point independent effective running coupling:
α(k2) =
Z1f
Z22
g2
4pi
Z(k2) Γ(k2) . (3.95)
The momentum dependence of this function in the ultraviolet momentum region is known from (resummed)
perturbation theory, thus preserving the important property of asymptotic freedom of QCD together with mul-
tiplicative renormalisability.
In absence of self-consistent Dyson-Schwinger solutions for the quark-gluon vertex and gluon propagator
one subsequently employs a model parametrization for α(k2). One of the more frequently used effective
interactions is that of Maris and Tandy [351] shown in Fig. 3.13, which is composed of an ultraviolet part
αUV(k
2) matched to resummed perturbation theory and an infrared component modelled by a Gaussian:
α(k2) = piη7x2e−η
2x + αUV(k
2) , αUV(k
2) =
2piγm
(
1− e−k2/Λ2t )
ln
[
e2 − 1 + (1 + k2/Λ2QCD)2] , (3.96)
where the UV parameters are Λt = 1 GeV, ΛQCD = 0.234 GeV, and γm = 12/25 for four active quark flavours.
The UV term ensures the correct perturbative running but is otherwise not essential; one could neglect it
without causing serious damage in the light-quark sector [352]. The nonperturbative physics is encoded in the
first term with x = k2/Λ2, which is characterised by two parameters10: an infrared scale Λ and a dimensionless
parameter η. Since the scale Λ (together with the quark masses) is fixed to experimental input, only one free
parameter η remains to which many observables are insensitive within the range plotted in Fig. 3.13.
As discussed in connection with Fig. 3.17 below, rainbow-ladder can be identified with the leading order
term in a systematic truncation scheme. The resulting Bethe-Salpeter kernel is a gluon exchange between
quark and (anti-) quark, again with two tree-level vertices and the same effective interaction α(k2). That it is
consistent with chiral symmetry can be easily verified from the axialvector Ward-Takahashi identity in the top
left of Fig. 3.10: a tree-level vertex anticommutes with γ5, and because the quark-gluon vertex only depends
on the total (gluon) momentum kµ and not on the relative momentum the injection of the external momentum
passes through the vertex and thereby ensures the equality. As a consequence, the Goldstone nature of the
pion in (3.69) is preserved. Hence, with respect to meson and baryon Bethe-Salpeter equations, the effect
of rainbow-ladder is to compress the full structure of the quark-gluon vertex into an effective dressing of the
tree-level vertex and absorb the full structure of the kernel into an effective gluon exchange.
10The relationship with the parameters {ω,D} used in Ref [351] is ω = Λ/η and D = ηΛ2. A typical value for Λ would be 0.72 GeV.
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Figure 3.13: Left: Effective interaction of Eq. (3.96) for a range of η values. Right: Analogous quantity αqg of Eq. (3.95) extracted from
realistic Dyson-Schwinger solutions for the gluon propagator and quark-gluon vertex, and the vector-vector vs. scalar-scalar projection
of the Bethe-Salpeter kernel discussed in Ref. [209].
Obviously, the reduction of the quark-gluon vertex to a single term leads to a significant loss of the dynam-
ics encoded therein, including the sizeable quark-gluon couplings of subleading tensor structures as well as
components that are enhanced by dynamical chiral symmetry breaking. This is illustrated in Fig. 3.13, where
the model interaction is compared to the corresponding quantity in (3.95) extracted from a self-consistent cal-
culation of the gluon propagator and quark-gluon vertex [209]. For completeness we also show the γµ⊗γµ and
1⊗ 1 projections of the Bethe-Salpeter kernel at a representative momentum slice. Carefully noting the differ-
ences in scale, clearly the bump in the model interaction is not realistic but merely absorbs the strength coming
from the subleading vertex components, which is necessary to reproduce the phenomenologically required
strength of dynamical chiral symmetry breaking; see also the corresponding discussion in Ref. [353].
We further note that the infrared k4 behaviour in (3.96) is only for technical convenience, as it cancels not
only the 1/k2 factor in the gluon propagator (3.22) that enters in the quark Dyson-Schwinger equation but
also the kinematic singularity stemming from the transverse projector in Landau gauge. It is then straightfor-
ward to calculate the quark propagator in the entire complex plane, which leads for example to the plot in
Fig. 3.9. Interactions with one less power in k2 produce branch cuts in the integrand, which requires more
sophisticated methods to evaluate the quark propagator for complex momenta (see App. A.1 in [305] for a
discussion and [243, 354–358] for corresponding techniques). In any case, many observables are insensitive
to the deep-infrared behaviour of the interaction due to the freeze-out of the dynamical quark mass and for
those such a change has almost no effect [201]. This is also true for the replacement piη7x2 → 2piη5x which
was suggested in Ref. [359]; with a slight readjustment of parameters the results are essentially the same.
Certainly then, with respect to full QCD the rainbow-ladder truncation is still a severe approximation.
However, it has some important properties that are in marked contradistinction to phenomenological models:
it preserves asymptotic freedom and agrees with perturbation theory, and it preserves chiral symmetry and
the Goldstone nature of the pion. While the physics of QCD’s Yang-Mills sector and the quark-gluon vertex
is encoded in one simple function, it allows for the subsequent calculation of the quark mass function or any
kind of observable without further input. Thus, rainbow-ladder may be viewed as the transition point between
phenomenological modeling and systematic truncations of QCD. Of course, the numerical effort to determine
observables such as the masses and wave functions of ground and excited states, form factors and decays is
highly increased compared for instance to the NJL model or the momentum-dependent quark-diquark models
discussed above. In turn, however, rainbow-ladder allows for a calculation of those observables in close contact
to QCD and it serves as the starting point for a systematic improvement beyond rainbow-ladder, as detailed
further below.
Quark-diquark approximation. Rainbow-ladder also offers a highly welcome systematic method to connect the
quark-diquark model with QCD. As discussed in Sec. 3.4, the rainbow-ladder interaction produces diquark
poles in the quark-quark scattering matrix, which in turn allows one to solve Bethe-Salpeter equations for the
diquarks and determine their masses and amplitudes in analogy with mesons [52, 332]. The necessary steps
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are outlined in Fig. 3.12 and have been implemented in Refs. [360–362]; a detailed collection of formulae can
be found in Ref. [305] and in Sec. 4.3 we will also briefly discuss results for form factors. It turns out that the
resulting nucleon and ∆ masses only differ by 5− 10% from the results obtained with the three-quark equation
(cf. Fig. 5 in [334]). Although this seems to corroborate the quark-diquark picture, we should note that the
consistent treatment of the ingredients plays a crucial role in this, including the calculation of the diquark
‘propagators’ which to some extent already absorb effects beyond the diquark approximation.
An interesting perspective on the baryon spectrum can be drawn from the inherent connection between
meson and diquark properties [344]. Their Bethe-Salpeter equations (3.48) and (3.92) in rainbow-ladder are
in fact so similar that after working out the Dirac, colour and flavour traces they only differ by a factor 1/2 – di-
quarks are ‘less bound’ than mesons. In that way one has a correspondence between pseudoscalar, vector, scalar,
axialvector, . . . mesons on the one hand and scalar, axialvector, pseudoscalar, vector, . . . diquarks on the other
hand. Whereas pseudoscalar and vector mesons are well described in rainbow-ladder, scalar and axialvector
mesons come out too light [308, 332] – which can be remedied with more sophisticated truncations [209, 244].
Thus the diquarks will inherit this behaviour: the scalar and axialvector diquarks which are mainly responsible
for positive-parity baryons are reliable, whereas the pseudoscalar and vector diquarks will produce negative-
parity baryons that are also too light and acquire repulsive shifts beyond rainbow-ladder. These features are
clearly visible in the contact interaction model of Refs. [333, 344] and also persist in rainbow-ladder cal-
culations as we will see in Sec. 3.6. They explain why rainbow-ladder type approaches underestimate the
negative-parity baryon spectrum and therefore also lead to the wrong mass ordering between the Roper and
the parity partner N∗(1535) of the nucleon.
On a more general note, we remark that the clustering of subsystems is a quite natural feature of Bethe-
Salpeter equations. A similar mechanism has been identified with four-body calculations for tetraquarks [319]:
the rainbow-ladder four-body amplitude is dominated by the lowest-lying two-body poles (the pseudoscalar
mesons), whereas diquarks turn out to be much less important simply because of their higher mass scales. This
leads to a ‘meson-molecule’ interpretation for the light scalar mesons, which can be made explicit in a meson-
meson/diquark-antidiquark approximation [363] – the analogue of the quark-diquark model for baryons.
By contrast, the lightest subclusters in a baryon are the diquarks themselves; and although they are gauge-
dependent and not observable, the mere appearance of the quark-quark T-matrix in the Faddeev equation of
Fig. 3.12 suggests that diquark clustering, hidden in the analytic structure of the T-matrix, will always play a
certain role for the two-body interactions in baryons.
Genuine three-body approach. Although the underlying diquark properties can provide insight into the structure
of baryons, there are also several good reasons to forgo the quark-diquark approximation. Baryons with neg-
ative parity require more than scalar and axialvector diquark channels [52], and the sheer effort to put the
quark-diquark model on a solid basis in QCD can become quite large as one can infer from Figs. 3.12 and 4.8.
In this respect, while the original three-body equation pictured in Fig. 3.11 is technically more demanding it
is also much cleaner on a conceptual level and therefore preferable from a microscopic point of view. Here
diquarks no longer appear explicitly and the equation instead depends on the original two- and three-body
kernels made of quarks and gluons. Clearly, the advantage is that effects beyond rainbow-ladder but also
irreducible three-body interactions can be implemented in a clean and systematic way.
The first solution of the three-body system has been achieved in Ref. [315], with an extension in [306]
where a remaining angular approximation in the Bethe-Salpeter amplitude was lifted to provide the full
rainbow-ladder result without further approximations. Since then the methods have been applied to obtain
the baryon octet and decuplet spectrum [316, 317], with further applications to form factors and Compton
scattering (to be discussed in Sec. 4 and 5). In such calculations only the flavour content of the valence quarks
is specified and no prejudice regarding how the baryon’s internal structure may be expressed in terms of di-
quarks is made. The only input is the effective coupling, for example (3.96); the dressed quark propagator is
then determined from its Dyson-Schwinger equation and the three-body Bethe-Salpeter equation solved explic-
itly, including the full set of covariant tensor structures that constitute the amplitudes. Thus the framework is
highly self-consistent and can help judge where the quark-diquark approximation described above is valid. Last
but not least, this is also the setup that provides the majority of the results that we will discuss in the following
sections.
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Figure 3.14: Left: Pion self-energy correction to the quark propagator, stemming from hadronic resonance effects in the dressed
quark-gluon vertex. Right: Corresponding pion exchange in the Bethe-Salpeter kernel.
Pion cloud. A recent extension of rainbow-ladder type models has been discussed in Refs. [252, 364, 365].
Since the early days of QCD, the general idea of a pion cloud surrounding the quark core of QCD bound
states has existed and been implemented in many phenomenological models, starting with the cloudy bag
model [366–368]. Within the framework of functional methods, the emission and absorption of pions from
quarks is encoded in the quark four-point function. It appears in the Dyson-Schwinger equation for the quark-
gluon vertex and therefore implicitly has an impact on the quark propagator via vertex corrections. This
has been worked out in [364] together with an approximation scheme that enables these contributions to be
written in terms of a rainbow-ladder like pion-dressing of the quark propagator, see Fig. 3.14. Constructing
a Bethe-Salpeter kernel in accord with the axial Ward-Takahashi identity leads to a pion exchange diagram
analogous to the rainbow-ladder gluon exchange. Therefore, although in principle the inclusion of pion cloud
effects goes beyond rainbow-ladder, in such an approximation they resemble rainbow-ladder like corrections.
Pion cloud effects on the masses of mesons and baryons have been explored in this framework [252, 365]
and will be discussed below. Note, however, that a complete inclusion of pion cloud effects has to take into
account not only contributions to the quark propagator and quark-quark two-body interaction but also resonant
contributions to the three-body interaction, e.g. in the form of piN intermediate states. This is work anticipated
for the future.
Beyond Rainbow-Ladder towards full QCD. Thus far we have discussed the rainbow-ladder truncation and
the inclusion of pion cloud effects, both of which have been simultaneously applied to meson and baryons by
employing the notion of a universal two-body interaction kernel. In these two cases, through specification of
the quark-gluon vertex together with other simplying assumptions, the form of the quark self-energy is fixed.
Then, by inspection a Bethe-Salpeter kernel can be constructed in accordance with the axial Ward-Takahashi
identity, giving rise to the gluon-ladder and pion exchange discussed above whilst preserving the pseudo-
Goldstone character of the pion. However, beyond the simplest self-energy corrections it quickly becomes
irksome to construct appropriate Bethe-Salpeter kernels. Since our focus has been on Green functions and
their Dyson-Schwinger equations derived from the 1PI effective action (3.14), one might hope that the Bethe-
Salpeter kernel could similarly be obtained by deriving and solving the four-quark DSE. Unfortunately, the
Bethe-Salpeter kernel is two-particle irreducible (2PI) with respect to the constituents, and is thus a very
different object. Moreover, it is not clear that blindly truncating at the level of vertices would respect e.g.
current conservation, see (3.12). We therefore briefly describe the transition from 1PI to 2PI (and subsequently
to nPI) effective actions in the following.
Recall that the 1PI effective action Γ1PI[φ˜] is a functional of the one-point function φ˜. We can introduce
the 2PI effective action Γ2PI[φ˜,D], a functional of both φ˜ and the connected two-point function D through an
additional Legendre transformation with respect to some bilocal source. This is the CJT effective action [369],
see also Ref. [193] for an overview, and can be further generalised to nPI effective actions ΓnPI[φ˜,D, U, . . .]
by introducing the appropriate source terms for higher vertices U , V , and so on. In the absence of these
additionally introduced sources the actions are equivalent
Γ1PI[φ˜] = Γ2PI[φ˜,D = D] = · · · = ΓnPI[φ˜,D = D,U = U, . . .] , (3.97)
and lead to stationary conditions
δΓnPI
δφ˜
∣∣∣∣
φ˜=0
=
δΓnPI
δD
∣∣∣∣
D=D
=
δΓnPI
δU
∣∣∣∣
U=U
= · · · = 0 , (3.98)
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Figure 3.15: Non-interacting (left) and interacting part (right) of the 3PI effective action to three-loop order. All propagators (dashed
for ghost, straight for quark and springs for gluons) are dressed, with small circles denoting bare vertices and large circles dressed
vertices.
from which the n-point functions are determined in the absence of sources. Note that this implies e.g. that we
treat D, U etc. as independent variables until the source terms are set to zero.
In a compact notation, we write the nPI effective action as [370–372]
ΓnPI
[
φ˜,D, U, . . .
]
= Scl[φ˜] +
i
2
Tr LnD−1 +
i
2
Tr
[
D−1(0)D
]
− iΦnPI[φ˜,D, U, . . .] + const , (3.99)
where ΦnPI[φ˜,D, U, . . .] is usually separated into Φ0nPI[φ˜,D, . . .] and Φ
int
nPI[φ˜,D, . . .], which are referred to as
the non-interacting and interacting parts respectively. Note, however, that these cannot be written exactly but
are instead represented by e.g. a (nonperturbative) skeleton expansion in powers of ~. This introduces a very
systematic and natural way for prescribing truncations of the action, see Fig. 3.15 for the non-interacting and
interacting parts of the 3PI effective action to three-loop order in QCD.
nPI effective action. Now, let us return to our original problem of the Bethe-Salpeter kernel K, and discuss it
together with the quark-self energy Σ, which is the loop integral component of (3.16). In the language of the
nPI effective action, they are obtained by
Σ[D,U, . . .] =
∂ΦintnPI[D,U, . . .]
∂D
∣∣∣∣∣
D=D, U=U,...
, K[D,U, . . .] =
∂2ΦintnPI[D,U, . . .]
∂D∂D
∣∣∣∣∣
D=D, U=U,...
, (3.100)
where after differentiation the stationary condition replaces D by their solution D, U by U and so on. Similarly,
DSEs for vertices would arise from a functional derivative of ΦintnPI[D,U, . . .] with respect to U , followed by
setting sources to zero. Crucially, because the functional derivatives are strictly applied before imposition of
the stationary condition, viz. D, U, . . . are independent variables, the DSEs and Bethe-Salpeter kernel do not
contain higher n-point functions than those already present in the action. Thus they form a closed system of
equations, a subset of which are shown in Fig. 3.16; for an application of these methods to meson bound-states
beyond rainbow-ladder, see Ref. [209]. Note that to simplify the discussion somewhat, we restrict to the case
of the two-body kernel featured in the flavour non-singlet channel.
Figure 3.16: Quark self-energy (left), quark-gluon vertex (middle) and Bethe-Salpeter kernel (right) derived from the 3PI effective
action to three-loop order, see Fig. 3.15.
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Figure 3.17: Contributions to the DSE for the quark-gluon vertex (top); their corresponding self-energy correction to the quark DSE
(middle); resultant term in the Bethe-Salpeter kernel following 2PI cutting [373] (bottom) . The five- and six-point kernels arise from
the implicit cutting of vertices and are determined by solving auxiliary Bethe-Salpeter equations.
2PI effective action. However, an interesting observation can be made in the case of the 2PI effective action
where the quark self-energy and kernel can be defined in relation to each other
Σ[D] =
∂Φint2PI[D]
∂D
∣∣∣∣∣
D=D
, K[D] =
∂2Φint2PI[D]
∂D∂D
∣∣∣∣∣
D=D
=
∂
∂D
[
∂Φint2PI[D]
∂D
∣∣∣∣∣
D=D
]
=
∂Σ[D]
∂D
. (3.101)
That is, and for this special case alone, we can impose the stationary condition before taking derivatives. Then,
the Bethe-Salpeter kernel is equivalently defined as the functional derivative of the quark self-energy with
respect to the quark propagator. The benefit here is that we do not require an underlying effective action to be
defined, although it is implied, and that regardless of the form it takes it is 2PI in structure [373].
The net result is that our quark self-energy is implied to be a loop expansion of dressed propagators but
with bare perturbative vertices. Hence, functional derivatives act explicitly upon this object and “cut” quark
lines, thus promoting the two-point function to a four-point function that is identified with the Bethe-Salpeter
kernel. Now, for convenience we may define a quark-gluon vertex as an auxiliary function that represents
the resummation of these higher order corrections [248–250, 374–378]. Then, being a functional of the
quark propagator Γµ = Γµ[S], it must be cut implicitly, see [379, 380] for a discussion, where an integral
representation of the vertex is necessary so as to avoid an ambiguity in defining the momenta. The downside
of this is that functionally differentiating a quark-gluon vertex leads to a five-point function that must satisfy an
auxiliary Bethe-Salpeter equation, derivable from the auxiliary equation for the vertex. If that vertex equation
similarly depends upon higher n-point functions, as is the frequently the case in DSEs, then a second infinite
hierarchy of coupled auxiliary Bethe-Salpeter equations is induced.
An example of this can be seen in the top row of Fig. 3.17 where we give the exact DSE for the quark-gluon
vertex, notably dependent upon the quark propagator, quark-gluon vertex and glue-glue-quark-quark vertex;
the latter obviously comes equipped with its own DSE. In the second row, we show the quark self-energy that
this prescribes written in a convenient and symmetric form. Assuming that the functional dependence is 2PI in
nature, the result of both explicit and implicit cuts is given in the bottom row of Fig. 3.17. Note the appearance
of the five- and six-point functions that satisfy auxiliary Bethe-Salpeter equations (not shown).
Obviously, the structure is different to that of the kernel derived from the three-loop 3PI effective action,
but this is a consequence of the action here being implicitly 2PI and, given the coupled resummation that the
Figure 3.18: Resonant expansion of the glue-glue-quark-quark vertex (left) ; its contribution to the quark-self energy after simplification
(middle); resulting pion exchange in the Bethe-Salpeter kernel (right).
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Figure 3.19: Bethe-Salpeter equation for the dressed qq¯ vertex. The first equality shows the usual equation depending on the kernel K,
whereas the second version is obtained by coupling the current to all ingredients of the quark DSE in Fig. 3.2. The last diagram only
contributes to flavour-singlet quantum numbers.
DSE for the quark-gluon vertex induces, is infinite rather than fixed order. As it stands, the system of equations
is intractable until truncations are imposed. As an example, and in analogy with the pion cloud corrections
discussed in the previous section, we sketch in Fig. 3.18 how a resonant expansion of the glue-glue-quark-
quark vertex gives rise to – amongst several other diagrams not shown – pion self-energy and pion exchange
contributions in the quark DSE and Bethe-Salpeter kernel, respectively.
Other methods. The kernel constructions discussed thus far rely upon functional derivatives of either the effec-
tive action, or the quark self-energy in combination with an integral representation of the quark-gluon vertex.
There is, however, a different scheme [244, 245] by which a Bethe-Salpeter kernel can be constructed that is
also in accord with the axial WTI. To explain the basic ideas we need to anticipate some of the discussion in
Secs. 4.1 and 4.2. There, Fig. 4.5 shows how a Bethe-Salpeter equation for the quark-antiquark vertex follows
from the observation that the quantity 〈0|Tψα ψβ j[µ] |0〉, defined in (4.13), is the contracted qq¯ four-point func-
tion which satisfies a Dyson equation. The vertex contains all possible meson poles with the quantum numbers
prescribed by the index [µ], so one can extract their masses from it. At the same time, however, this quantity
is also the gauged quark propagator, which allows one to derive the same equation by coupling the external
current to all ingredients of the quark Dyson-Schwinger equation, as illustrated in Fig. 3.19:
Γ[µ] = Γ
[µ]
0 + K G0 Γ
[µ] = Γ
[µ]
0 + K
′G0 Γ[µ] + Λ[µ] . (3.102)
Here, K is the usual Bethe-Salpeter kernel whereas K′ denotes the combination of a dressed gluon propagator
together with a bare and a dressed vertex. For flavor-nonsinglet quantum numbers we can drop the last diagram
in Fig. 3.19, so that the remaining quantity Λ[µ] contains the four-point function Γν[µ]αβ , the 1PI analogue of the
quantity 〈0|Tψα ψβ Aνj[µ] |0〉 which includes in addition the gluon field.
The key idea is then to make the equation self-consistent by reexpressing Λ[µ] through the vertex Γ[µ] itself.
To this end one exploits the PCAC relation (3.13) to derive the axial WTI for Γν[µ] or, more precisely, for the
combination of the axialvector and pseudoscalar vertices analogous to Eq. (4.27). In momentum space it reads
Qµ Γν[µ,5] + 2mΓν[5] = Γνqg,+ iγ5 + iγ5 Γ
ν
qg,− , (3.103)
where the quark-gluon vertex appears on the right-hand side and we dropped the momentum arguments for
brevity. Contracting also the gluon leg with Lorentz index ν with the gluon momentum then produces a sum of
Slavnov-Taylor identites for the quark-gluon vertex. With simplifying assumptions, among them that the quark-
gluon vertex satisfies an Abelian-like Ward identity analogous to (4.26), one can relate Γν[µ] and therefore also
Λ[µ] with the original qq¯ vertex Γ[µ] that is subject to the equation (3.102) and thereby make it closed and
solvable. As a result, the equation preserves chiral symmetry and relies on the quark-gluon vertex and gluon
propagator as model inputs.
While from the nPI point of view this approach is perhaps less systematic, it exhibits greater flexibility since
one can employ (Abelian-like) quark-gluon vertices with arbitrary transverse components and test their impact
on the meson spectrum. Notably, the importance of terms that are correlated with dynamical chiral symmetry
breaking and the anomalous chromomagnetic moment has been argued [245, 246, 381]. Their coefficients
are provided by ansatz, whose judicious choice enables the model to improve upon rainbow-ladder in several
respects; e.g. it reproduces the mass splitting between a1, b1 and the ρ meson and generates repulsive shifts for
the scalar mesons. So far, however, the framework has been limited to studies in the meson sector.
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Figure 3.20: Bottomonium spectrum obtained from the qq¯ Bethe-Salpeter equation with a rainbow-ladder truncation [384].
.
3.6 Results for the baryon spectrum
In the following we discuss results for the ground and excited states of baryons in the non-strange and strange
sectors of QCD. Due to restrictions in space, our focus is on light quarks and we skip the interesting topic of
baryons with one or more charmed valence quarks. Methodologically, we concentrate on results from functional
methods and lattice QCD (see e.g. [382] for a short review), with quark models acting as a standard background
for the distinction between ordinary and non-standard or ‘exotic’ states in the sense already discussed in the
introduction. By comparing these approaches, our general aim is to elucidate the underlying physics behind
the theoretical and experimental numbers.
Before we embark on our discussion we would first like to make clear what we can expect from functional
methods. In the previous section we discussed the state of the art with respect to truncations. As of today,
rainbow-ladder is the most advanced approximation used in the baryon sector of QCD, in that it is applied
to both spectroscopy and the study of form factors. However, a programme for a systematic improvement
upon it beyond rainbow-ladder is currently under way in both meson and baryon sectors. A very significant
step forward on the technical side was taken in [383], where for the first time a fully covariant three-body
calculation of the nucleon and ∆ masses was performed using a gluon exchange kernel with a full quark-
gluon vertex (i.e. with 12 tensor structures). This work is the technical baseline for the implementation of the
systematic kernels discussed above.
Mesons. We have already discussed the merits and drawbacks of rainbow ladder from a systematic point
of view in the previous section, notably its reliance upon a phenomenologically constructed effective gluon
exchange that is restricted to vector-vector interactions. In order to appreciate the applicability of such an
approximation it is useful to take a glance at the complementary meson spectrum.
For illustration, let us start with the bottomonium spectrum displayed in Fig. 3.20. Bottomonia are suffi-
ciently heavy so that a non-relativistic description in terms of quark potential models works very well. There the
potential is constructed as the sum of a linearly rising confining part plus the non-relativistic limit of one-gluon
exchange (the Breit-Fermi interaction) in analogy to positronium. The latter consists of a Coulomb term and
spin-dependent parts: the spin-spin contact interaction which produces the hyperfine splitting between pseu-
doscalar and vector mesons, the spin-spin tensor force, and spin-orbit interactions. Of those only the contact
term contributes to 0−+, 1−− and only the tensor force to 1+−, 2−+ states, whereas both tensor and spin-orbit
interactions are important for the remaining channels. On the other hand, the radial excitations within a given
channel predominantly probe the linearly rising confining part of the interaction.
In Fig. 3.20 we compare the experimental spectrum with the rainbow-ladder Bethe-Salpeter calculation
of Ref. [384], with similar results obtained in [385, 386]. We see an overall reasonable agreement in most
channels, especially for the pseudoscalar and vector mesons including their ground states and radial excitations.
In the quark model these are the ‘s wave’ states with vanishing orbital angular momentum. Of the remaining
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states, the scalars and axialvectors show the largest discrepancies, in particular the 1+− channel which in
the quark model is governed by the tensor force. (The additional state in the 1++ channel turns out to be a
truncation artifact that disappears beyond rainbow-ladder.)
These trends continue when lowering the current-quark mass; the discrepancies are enhanced in the char-
monium spectrum but they become especially striking in the light meson sector [146, 308, 352]. The light
pseudoscalar (non-singlet) mesons are governed by spontaneous chiral symmetry breaking and therefore au-
tomatically reproduced as long as the truncation respects the axial-vector Ward-Takahashi identity [299]. The
ground-state mass in the vector channel is also in good agreement with experiment [351]. However, the defi-
ciencies of rainbow-ladder are obvious for scalar and axialvector states (the ‘p waves’ in the quark model). In
the scalar channel there is some evidence that the members of the lowest-lying nonet may be better described as
tetraquarks than quark-antiquark states, see e.g. [319, 387–392] and references therein. However, also the ax-
ialvectors are underestimated by 20–40%. These shortcomings are well documented and have been frequently
discussed in the literature. Whereas in quark potential models it is the appropriate mixture of spin-spin, tensor
and spin-orbit forces that generates the splittings between different quantum numbers, in the fully relativistic
framework these are encoded in the relative strengths of the different tensor structures in the nonperturbative
quark-gluon vertex and the quark-antiquark kernel [146, 309]. Since rainbow-ladder retains only one of these
structures, the γµ piece of (3.94), it is certainly deficient in this respect. Similar shortcomings are also observed
in the heavy-light meson sector [358, 393, 394].
On the other hand, it is interesting to note that the situation is still acceptable for the lowest-lying tensor
mesons with 2++ and 3−− [301, 384]; i.e., the states lying on the Regge trajectory JPC = {1−−, 2++, 3−−}
are well reproduced. In the potential language, what distinguishes these channels from the others is that the
tensor force is either vanishing or particularly small. Of course, the notion of a potential as such is highly
questionable in the light quark sector where matters are additionally complicated by the consequences of
spontaneous chiral symmetry breaking and the sizeable widths of resonances. Nevertheless one may conclude
that the rainbow-ladder interaction roughly reproduces the size of the spin-spin contact part and the spin-orbit
force, but materially overestimates the binding in the tensor part of the spin-spin interaction.
The takeaway message of the discussion in view of the light baryon spectrum is the following: rainbow-
ladder works well for the pseudoscalar and vector ground states, together with some of their radial excitations.
While this does not speak for its broad applicability in the meson sector, the same features also hold for their
structure properties such as form factors, decays and more [188, 395]; thus for processes involving pions,
kaons, ρ mesons etc. rainbow-ladder can be considered reliable. It turns out that the situation is similar
for baryons: in the quark-model language also the ground-state octet and decuplet baryons are s waves and
therefore we may expect rainbow-ladder to provide a reliable framework for the nucleon and ∆ baryons.
These expectations are also corroborated in a quark-diquark interpretation, where the deficiencies for scalar
and axialvector mesons have direct consequences for negative-parity diquarks and therefore negative-parity
baryons; as we will see below, those states are indeed bound too strongly.
Finally, Fig. 3.21 exemplifies the systematic improvements that have become possible when going beyond
rainbow-ladder. We display the isovector states with J = 0 and J = 1 including exotic quantum numbers,
as well as the first radial excitations of the pion and ρ meson. In the 3PI scheme developed in [209] the
quark-gluon vertex is explicitly calculated from its Dyson-Schwinger equation which generates all independent
tensor structures dynamically. So far the approach has been applied to determine the ground-state masses of
light mesons, which in most channels are now in good agreement with the experimental values and indicate a
faithful representation of the relative magnitudes of the vertex components. Similar results have been found in
Ref. [245] using a different framework. Notice in particular the results for the three exotic channels obtained in
the 2PI truncation: the pi1(1400) and pi1(1600) with 1−+, which are nonrelativistically forbidden as qq¯ states, are
well reproduced beyond rainbow-ladder. In any case, these truncations are very involved in terms of numerical
complexity so that – at present – no corresponding results for the baryon sector beyond the early 2PI study
of [383] are available.
Nucleon and Delta masses. Let us begin our discussion of baryons with the mass evolution of the ground
state nucleon and ∆ baryons shown in the right panel of Fig. 3.21. In lattice QCD as well as in the functional
framework, the current-quark masses appearing in the Lagrangian of QCD are input parameters and may be
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Figure 3.21: Left: Isovector meson spectrum for J = 0 and J = 1 beyond rainbow-ladder, obtained with 2PI and (where available) 3PI
truncations [209]. Right: Masses of the ρ meson, the nucleon and the ∆ baryon as functions of the squared pion mass. We compare
results from the three-body Faddeev equation [306, 315, 316] with corresponding lattice data. The lattice results for the ρ-meson mass
below m2pi = 0.2 GeV
2 are extracted from resonance dynamics and identical to those in Fig. 4.15. The remaining data are from LHPC
(open [396] and filled [397] triangles down), ETMC (open [398] and filled [399] triangles up), PACS-CS (open diamonds [400]) and
RQCD (open squares [401]).
tuned at will. As discussed above, lattice calculations become prohibitively more expensive for small quark
masses and therefore current-mass evolutions have been frequently used in the past to perform chiral extrapo-
lations to the physical point [265, 396, 402–404]. In recent years, simulations at or close to the physical point
have become available due to increasing computer power and improved algorithms [405]. Nevertheless, it is
still interesting to study the mass evolution of these states for systematic and physical reasons. On the one hand,
they allow one to extract the nucleon-sigma term from the Feynman-Hellman theorem: σpiX = mq ∂mX/∂mq,
with baryon mass mX and quark mass mq. On the other hand, the curves may serve to study potential system-
atic sources of errors when comparing different methods.
In this respect it is highly encouraging that the results from the three-body Bethe-Salpeter equation in
rainbow-ladder, shown in the right panel of Fig. 3.21, are comparable to the mass evolution of the data from
different lattice groups. The pion mass is calculated from the pion’s Bethe-Salpeter equation using the same
interaction kernel and thereby mapped to the current-quark mass. The bands in the figure show the variation
with the parameter η that appears in the effective interaction (3.96), the same variation that is plotted in
Fig. 3.13, thus demonstrating their insensitivity to this parameter as mentioned earlier. The remaining scale Λ
is fixed to reproduce the pion decay constant, and this is what yields the results mN = 0.94 GeV and m∆ = 1.22
GeV at the physical point which are also quoted in Table 3.1. Similar results have also been obtained in the
quark-diquark approximation [305, 361, 362].
Observe that, as long as the kernel of the equation is flavour-independent, one can also read off the mass of
the Ω baryon from the interception at the strange-quark mass. Although the flavour wave function of the sss
state differs from those of the ∆ baryons, the equation does not see this difference and the only change is the
input quark mass. There is no nucleon-like sss state because the nucleon has mixed flavour symmetry, but the
analogous situation for mesons produces ideally mixed ss¯ pseudoscalar and vector mesons. The former does
not exist in nature due to η-η′ mixing, but because the ρ, ω and φ are nearly ideally mixed the latter can be
identified with the φ meson. The experimental masses of Ω and φ therefore serve as an additional check on the
mass evolution.
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The nucleon-sigma term can be extracted from the mass evolution via the Feynman-Hellman theorem or
from a direct calculation of the scalar form factor. Values around σpiN ≈ 37 – 44 MeV [399, 406–409] have
been found with fairly small error bars. In particular, the most recent evaluations have been performed at
the physical point with realistic pion masses, thus excluding systematic errors due to the chiral extrapolation.
These values are in tension with a phenomenological extraction based on analyticity, unitarity and crossing
symmetry, which results in σpiN ≈ 59 MeV [410] and leaves a discrepancy on the level of 2.2 – 4.9 σ depending
on which lattice result is taken (see also [411] for an earlier, similar result). The origin of this discrepancy is
currently unclear and needs to be resolved, see e.g. the detailed discussion in Ref. [412]. The rainbow-ladder
BSE calculation typically provides values for the nucleon and ∆ sigma terms that are slightly too low [365],
e.g. σpiN = 30(3), as a result (amongst other effects) of the lack of quark-mass dependence of the interaction.
Coming back to the mass evolution in Fig. 3.21, we wish to discuss another important point. In the coupled-
channel approaches discussed in Sec. 2.2 the resonant nature of the ∆, Roper etc. above the Npi, Npipi, . . .
thresholds is dynamically generated by meson-baryon interactions. This is inherent in the nature of these
approaches as they start with bare hadronic states as input and the dynamics is produced entirely at the
hadronic level. Phenomenologically, this amounts to a picture of the baryon’s ‘quark core’ surrounded by a
‘meson cloud’. From a fundamental point of view it is difficult to disentangle such effects because ultimately
they must also originate from the quark-gluon level, and their implementation would be a rather difficult
task in a QCD’s Green functions approach. Rainbow-ladder is the first step towards a systematic description
of baryons and as such it does not reproduce the resonant nature of states above thresholds, at least not for
quark-antiquark and three-quark systems.11 Hence one may compare it with a quark core subsequently dressed
by meson-cloud effects. Such an interpretation will indeed arise in the discussion of form factors in Sec. 4.
The transition from bound states to resonances depends on the quark mass. For example, the ∆ decays into
Npi; for small quark masses the Goldstone nature of the pions makes them extremely light, whereas for heavy
quark masses the ‘pion’ becomes heavy and the decay channel closes for mpi > m∆ −mN , thus transforming
the ∆ resonance into a bound state. Therefore, pion cloud effects will be most pronounced close to the chiral
limit where they change the internal structure of a hadron: the nucleon is surrounded by a pion cloud and
resonances may change their nature from being three-quark states to (partially) molecular states, whereas for
heavy quark masses such effects will decrease substantially.
How will such corrections be reflected in Fig. 3.21? In the simplest manifestation meson-cloud effects are
attractive and will reduce the masses of hadrons, but moreover they also decrease the pion decay constant and
the chiral condensate by a similar amount. The pion decay constant sets the scale Λ in a rainbow-ladder interac-
tion such as (3.96). Thus, instead of using the experimental value of fpi, the strategy adopted in Refs. [361, 413]
in view of modelling the quark core was to inflate the scale to leave room for chiral corrections. Based on esti-
mates for the ρ meson this leads to consistently overestimated results for baryon masses, where the inclusion
of meson cloud effects would then reduce their masses as well as fpi. On the other hand, such a strategy can
become ambiguous when including beyond rainbow-ladder effects because attractive and repulsive effects can
compete nontrivially, and thus the perhaps cleanest way (which we adopt here) is to use the experimental value
for fpi from the beginning. As a consequence, those parts of the pion cloud and other beyond rainbow-ladder
effects that reduce a hadron’s mass and fpi by the same amount will drop out in plots like Fig. 3.21 and only
the net effects remain visible, such as for example chiral non-analyticities.
In any case, the size of meson-cloud effects is not clear a priori but has to be determined by calculations.
Within the three-body framework, an explicit calculation of (a subset of) the diagrammatical contributions
generated by meson cloud effects has been presented in Ref. [365] following similar studies for mesons [252,
364]. The net effect as described above was ∼ 80 MeV attraction for the nucleon together with a repulsive
mass shift of ∼ 70 MeV for the ∆ baryon. This pioneering calculation is, however, only a first step towards a
full inclusion of meson could effects. It must be further augmented by including also K and η effects as well
as resonant diagrams (piN , . . . ) in the three-quark interaction and, ideally, the use of effective meson degrees
freedom should be lifted by including the corresponding diagrams explicitly on the level of the quark-gluon
vertex. Whether this has a material quantitative impact on the results remains to be seen.
11By contrast, in a four-body system rainbow-ladder automatically generates a threshold for the decay into two pions and therefore
the resulting tetraquarks are genuine resonances [319].
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N Λ Σ Ξ ∆ Σ∗ Ξ∗ Ω
Quark-diquark model [302] 0.94(∗) 1.13 1.14 1.32 1.23(∗) 1.38 1.52 1.67
Quark-diquark (RL) [305, 362] 0.94 1.28
Three-quark (RL) [306, 316, 317] 0.94 1.07 1.07 1.24 1.22 1.33 1.47 1.65
Lattice [399] 0.94(∗) 1.12 (2) 1.17 (3) 1.32 (2) 1.30 (3) 1.46 (2) 1.56 (2) 1.67 (2)
Experiment (PDG) 0.938 1.116 1.193 1.318 1.232 1.384 1.530 1.672
Table 3.1: Octet and decuplet masses in different approaches. For the lattice simulation we quote the statistical error given in the
original publication; the nucleon mass is used to set the scale and therefore an input. In the quark-diquark model the nucleon and ∆
masses are used to fix input parameters. All other numbers are predictions.
Octet and decuplet baryons. A selection of octet and decuplet masses (in the isospin limit) is given in Ta-
ble 3.1, including results from Bethe-Salpeter equations and lattice QCD withNf = 2+1+1 quark flavours. The
lattice data are a typical example of such calculations [399]; many other groups have performed similar simu-
lations with results that agree very well with each other [400, 405, 414–418], see e.g. Fig. 26 of Ref. [399] for
a graphical overview. Within error bars, the lattice results agree well with the ones extracted from experiment.
Thus it is fair to say that ground state baryons are under good control by now in contemporary calculations.
Let us now focus on the results from functional approaches. In Table 3.1 we display results from a quark-
diquark model, where the corresponding quark-diquark BSE is solved using ansätze for the quark propagators
and diquark amplitudes [302].12 This is contrasted with a rainbow-ladder calculation in the quark-diquark
approximation [305, 362], where all propagators and amplitudes are determined from an underlying effective
interaction on the quark-gluon level, cf. the discussion in Sec. 3.5. In the three-body Bethe-Salpeter calculations
of Refs. [306, 315–317] the same underlying effective interaction has been used but the assumption of diquark
clustering inside baryons is absent. In the last two frameworks all parameters (the scale Λ and the current
quark masses mu/d,ms) are fixed in the meson sector (via fpi, mpi and mK) and η = 1.8 is inside the interval
where results are independent of η on the level below 5 MeV. Overall, all three approaches deliver very good
results for the nucleon and ∆ and acceptable results for other states within a 5% range of experiment.
A very interesting topic is the potential flavour dependence of the interactions inside baryons. It is well
known that the Λ-Σ splitting is a dynamical effect which cannot be explained by symmetry considerations alone.
Thus, flavour-dependent forces need to generate this splitting. In generic quark-models these are introduced by
hand (see e.g. the reviews [3, 4, 22] and refs. therein), whereas in the functional approach the general idea is
to explore the origin of these forces from the underling quark-gluon interaction of QCD. In the covariant three-
body framework one clearly has to go beyond the (flavour-blind) rainbow-ladder approximation, which does
not generate a Λ-Σ splitting as one can see from Table 3.1. An explicit calculation of the non-perturbative quark-
gluon vertex shows that such a flavour dependence is indeed present [256] and first steps in such a direction
were taken in [317]. In addition, pion exchange between the quarks has been taken into account, introducing a
flavour dependence as discussed e.g. in [22]; it produces a Λ-Σ splitting with the correct sign but its magnitude
turns out to be much too small. Since the pion exchange contributions are also completely determined from
the underlying interaction, there is no adjustable parameter to remedy the situation. Nevertheless, the setup of
Ref. [317] leaves room for improvements (e.g., kaon exchange has not been included) and therefore one cannot
rule out Goldstone boson exchange as an underlying mechanism for the Λ-Σ splitting yet. In the quark-diquark
approximation some of these forces are encoded in the exchange of a quark between the quark and diquark
constituents. Since they may be of up/down or strange nature, some splitting is generated but the magnitude is
again much too small, cf. the first line of Table 3.1. Certainly also the available alternative, flavour-dependent
three-body forces as for example in [130, 132–134, 336], needs to be explored in the covariant framework.
12In the NJL/contact model the corresponding spectrum has been determined in [333], but with the above discussed philosophy to
include a guesstimated offset due to missing meson cloud effects.
59
Nucleon and ∆ resonances. As discussed in Sec. 3.3, the extraction of baryon resonances on the lattice is a
difficult endeavour that has seen great progress in the past years but still needs to be refined in several aspects.
This includes the use of a sufficiently large sets of operators, the systematic identification of scattering states
and the need to extend the simulations to the physical point. Results so far are therefore still on the preliminary
level, although very promising [264, 265, 281, 399, 415–420]. In the functional framework results for excited
baryons are still scarce. In the NJL/contact model the first radial excitations of the positive- and negative-parity
N , ∆ and Ω baryons have been studied in Ref. [344] and the properties of the Roper were calculated within
a momentum dependent diquark model [25]. Very recently, results for nucleon and ∆ resonances have also
become available in the rainbow-ladder three-body framework [421]. In the following we concentrate on the
Roper N(1440), whose nature has been debated since decades, and the N(1535).
In both the NJL/contact interaction based work [344] and the momentum-dependent quark-diquark model
of Ref. [25] a similar strategy to determine the properties of the Roper has been employed: anticipating at-
tractive mass shifts from a meson cloud that is not explicitly contained in the models, the model parameters
(in particular the scale) were tuned to overestimate the nucleon mass, i.e. mN = 1.14 and mN = 1.18 GeV,
respectively. As a consequence, also the mass of the first radial excitation comes out large: mN∗ = 1.82 and
mN∗ = 1.73 GeV, respectively. The underlying idea is that these numbers represent the quark core contribution
to the mass of the N∗ which needs to be augmented by coupled-channel effects to generate the physical Roper.
Indeed, such effects are predicted e.g. in the analysis of the EBAC group [73], whereas in the Jülich frame-
work no such bare state is needed [422]. The result is interesting because it shows that a mutually consistent
description of quark-core states for the nucleon and its first radial excitation is in principle possible in such
models. However, as already noted above, since there is no unambiguous reference value for the magnitude
of pion cloud effects in the nucleon, the size of detuning the model parameters is to some extent arbitrary and
therefore the agreement between the models and EBAC results may very well be accidental.
A different strategy has been followed in the very recent work [421] within the rainbow-ladder three-body
framework. Guided by the discussion of the merits and drawbacks of the rainbow-ladder approximation in the
meson sector, one may expect the radial excitations in ‘good’ channels for rainbow-ladder to work reasonably
well. In the baryon sector these are the nucleon and to some extent the ∆ channel, which already showed the
correct hyperfine splitting in the ground states. Indeed, a similar feature is seen for the first radial excitations
as displayed in Fig. 3.22. The masses of the excited states are
mN∗ = 1.45(5) GeV m∆∗ = 1.49(6) GeV (3.104)
and therefore close to the experimental masses of the Roper and the ∆(1600). The systematic errors correspond
to the range 1.6 ≤ η ≤ 2.0 for the width parameter in the effective interaction (3.96). The wave functions of
these states show distinct zero crossings in the relative quark momenta which support their interpretation as
radial excitations. In other channels, however, in particular for the parity partners of the nucleon and the
∆, the calculated masses of even the ground states are much too low as is evident from Fig. 3.22. Thus the
pattern already observed in the meson sector is repeated in the baryon sector and underlines the interpretation
discussed above. In particular, it seems that a rainbow-ladder based scheme cannot resolve the level ordering
issue between the Roper and the negative parity ground state discussed in the beginning of this review. One
should also note that the superficial disagreement between the model results of [25, 344] and the rainbow-
ladder calculation of [421] is not a matter of principle but merely the consequence of a different perspective
on setting the scale and interpreting the corresponding results.
For the negative parity ground states, a similar effect is seen in the quark-diquark rainbow-ladder framework
also shown in the left panel of Fig. 3.22. Here, additional insight may be gained when one analyses the diquark
content of the states as in Table 3.2. As already discussed in Sec. 3.5, for diquarks the argumentation in the
meson sector is valid for the opposite parity channels. Rainbow-ladder works well for pseudoscalar and vector
mesons and produces the correct hyperfine splitting in between, hence the properties of scalar and axialvector
diquarks should be similarly reliable. By contrast, pseudoscalar and vector diquarks are too light because the
same happens for scalar and axialvector mesons. This translates directly to the corresponding three-body states.
In Ref. [421] a simple method has been used to compensate for the deficiencies of the rainbow-ladder
framework within the quark-diquark approximation. To this end, the effective interaction (3.96) in the BSEs
for the pseudoscalar and vector diquarks are modified by a constant factor c smaller than one. This reduces the
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Figure 3.22: Left: Masses of baryons in selected parity partner channels determined within a rainbow-ladder three-body and quark-
diquark framework [421]. Right: Spectrum in the diquark-quark framework with compensated rainbow-ladder deficiencies [421].
binding in the problematic channels. The size of this extra parameter is fixed from the ρ − a1 splitting in the
corresponding meson sector; everything else is left unchanged. The resulting spectrum is shown in the right
panel of Fig. 3.22. One finds a dramatic improvement in the problematic channels, with hardly any changes
in the channels that already had good results before. Overall, the spectrum is in very good agreement with
experiment with a one-to-one correspondence of the number of observed states. The level ordering between
the Roper and the N(1535) is correct without any additional adjustments. Considering that the two relevant
parameters are fixed in the meson sector (the scale Λ via the pion decay constant and the parameter c by the
ρ− a1 splitting), the agreement with experiment is remarkable and highly non-trivial. The significance of this
very recent result is discussed in more detail in Ref. [421] and needs to be explored further in future work.
As we have seen, the mass of the Roper is well described in both the three-body rainbow-ladder framework
and the diquark-quark approximation. Its wave function suggests an interpretation in terms of the first radial
excitation of the nucleon. It is also interesting to study the internal structure of this state by comparing the
relative size of different partial wave contributions in the Bethe-Salpeter wave functions. Whereas the nucleon
is dominated by s-wave contributions with 30% admixture of p waves [306], the Roper is predominantly made
of p waves together with a sizeable d-wave component [421]. Thus, the inclusion of orbital angular momentum
in terms of p waves is mandatory for the Roper. This is also true for the negative-parity ground state N(1535),
which has again a different structure than both the nucleon and the Roper.
Finally, let us compare these findings with corresponding ones on the lattice. As already discussed in
Sec. 3.3, excited states in general are difficult to extract on the lattice and the Roper makes no difference. This
can be seen from the results displayed in the left diagram of Fig. 3.23, where we show the mass evolution
of the nucleon and its first radial excitation as a function of the squared pion mass. We compare the results
N N(1535) ∆(1232) ∆(1700) ∆(1910) ∆(1620)
sc 1 0.45
av 0.37 0.56 1 −0.10 0.39 −0.40
ps 0.02 1
v 0.03 0.27 −0.02 1 1 1
% N N∗(1440) N(1535)
s wave 66 15 36
p wave 33 61 58
d wave 1 24 6
Table 3.2: Left: Strength of the leading (scalar, axialvector, pseudoscalar, vector) diquark components for various nucleon reso-
nances [52]. Right: Magnitude of the orbital angular momentum contributions for the nucleon, Roper and N(1535).
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Figure 3.23: Left: Mass evolution of the nucleon and the first radially excited state (Roper) [421] compared to lattice data of [264,
281, 398, 420, 423–425]. Right: Mass evolution of the ∆ and its first radial excitation [421]. Only lattice data for the ∆ ground state
are shown; data for the excited ∆ give values too high to be visible in the plot [396, 400, 402, 418].
of different lattice groups with the ones from the three-body Faddeev framework [421]. The lattice results
seem to be somewhat scattered which reflects the different systematic errors in the respective setups. In
Refs. [419, 426] the authors verified that the wave function of the Roper has indeed a single node, thus
suggesting the identification of the observed state with the first radial excitation of the nucleon. Furthermore,
it has been recently argued [427] that the differences of the mass evolution results from the Jefferson Lab
HSC [281], CSSM [423, 424] and Cyprus groups [264, 425] can be accounted for and brought to consensus
with each other. It is, however, not clear from an outsider’s perspective where the results from the χQCD
group [420] fit in and therefore it seems fair to state that there may not be an overall agreement in the lattice
community concerning the status of the Roper and the last word is by far not spoken. In any case, we find that
the mass evolution in the three-body Faddeev framework is consistent with the results from χQCD. In the ∆
channel, displayed in the right diagram of Fig. 3.23, the situation is even less clear. While for the ground state
reasonable agreement may be claimed between the Faddeev results and the lattice evolution, the existing lattice
data for the excited state gives values too high to be visible in our plot. This situation needs to be resolved.
Concerning negative-parity ground states on the lattice, the situation is complicated by the presence of a
piN scattering state below the mass of the N(1535). Thus the physical ground state has to be extracted as
the first ‘excitation’ on the lattice. Consequently, also here the errors are substantial and the results by far do
not have the quality of the positive-parity ground state calculations. Nevertheless, within error bars there is
agreement between different groups that the N(1535) is seen although the extracted mass is still larger than
the experimental one, see [264, 279, 416, 417, 425, 427] and references therein. The structure of this state
has been investigated in Ref. [428] with the help of light-cone distribution amplitudes and found to be very
different than that of the nucleon. This ties in with the results displayed in Table 3.2, although the translation
of Bethe-Salpeter wave functions to distribution amplitudes is of course not one-to-one.
Excitations in the strange baryon sector. The experimental excitation spectrum in the strange baryon sector
shows interesting common features but also differences compared to that of the nucleon discussed in Sec. 2.
For one, the level ordering between the positive and negative parity states is affected by the appearance of
additional flavour-singlet states, which may also mix with the isosinglet flavour octet Λ. This problem is
connected with the appearance of the Λ(1405) in the negative-parity channel, which is anomalously low when
compared with the negative parity nucleon spectrum despite its strange quark content. A clarification of the
underlying mechanism that leads to this difference is very interesting and important and may shed further light
on the flavour dependence of the nonperturbative QCD forces.
With the exception of the contact-interaction calculation of Ref. [333], results on the excitation spectrum
in the strange baryon sector are not yet available in the functional framework. On the lattice, there are only a
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couple of studies [35, 36, 416], agreeing with each other in the identification of the Λ(1405) with a dominant
flavour singlet component in the operator basis. On the other hand, there is no trace of the radially excited state
in the positive parity sector and therefore nothing can be said at the moment concerning the level ordering.
These calculations may be hampered by the restricted operator basis used so far which employs three-quark
operators only, cf. the discussion in Sec. 3.3. The structure of the Λ(1405) has furthermore been studied in
Ref. [429] using the interesting idea to measure magnetic form factors in order to extract the quark content
of this state. If the Λ(1405) could be described by a K¯N -molecule instead of a three-quark state, the strange
quark is trapped inside a spin-0 cluster and cannot contribute to the form factors. Thus by extracting the strange
quark contribution to the form factor one may distinguish between these two possibilities. In fact, the authors
of Ref. [429] find that close to the physical point this contribution is highly suppressed, indeed indicating the
five quark nature of the Λ(1405). If confirmed, the Λ(1405) thus may very well be the lightest pentaquark state
found in nature.
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4 Form factors
Since quarks and gluons are confined in hadrons, our best chance to learn about their properties is to perform
scattering experiments involving hadrons or leptons. Among the simplest observables extracted from such
processes, apart from the hadron spectrum, are the form factors of hadrons. They encode their momentum-
dependent interactions with external currents such as photons, W and Z bosons, which are expressed through
electromagnetic and axial form factors, but also their coupling to other hadrons as for example the nucleon-pion
interaction or the electromagnetically induced transitions Nγ∗ → ∆, Nγ∗ → N∗, etc. Consider for example
electron-nucleon scattering: due to the smallness of the electromagnetic coupling constant αQED ≈ 1/137 the
process is dominated by one-photon exchange, and the corresponding elastic electromagnetic form factors
provide intrinsically nonperturbative information on the substructure of the nucleon. Similarly, the inelastic
reaction Nγ∗ → X allows one to extract nucleon resonances and resolve their electromagnetic properties.
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Figure 4.1: Sketch of a generic form factor in the spacelike and timelike region.
The generic shape of an electromagnetic nucleon or nucleon-to-resonance transition form factor is sketched
in Fig. 4.1. Its spacelike behaviour (Q2 > 0) is experimentally extracted from eN scattering or, in the case
of a resonance, pion photo- and electroproduction. The elastic form factors at Q2 = 0 encode the charge
and magnetic moment but potentially also higher quadrupole and octupole moments, whereas the slope at
vanishing momentum transfer defines the charge radius which gives a basic measure of the size of the hadron.
On the other hand, also the timelike properties of form factors are of interest. Experimental information on
timelike nucleon form factors above threshold (Q2 < −4m2N) comes from the reaction e+e− → NN or its
inverse. For nucleon resonances, the region below threshold is only indirectly accessible via the Dalitz decays
N∗ → Ne+e− that contribute to the dilepton ‘cocktail’ in NN and heavy-ion collisions. The characteristic
features in this regime are the vector-meson bumps that are produced when the photon fluctuates into ρ and
ω mesons. The bump landscape in Fig. 4.1 is drawn from the pion form factor, experimentally measured via
e+e− → pi+pi−, where this property is exposed due to the much smaller threshold (2mpi < mρ).
From these considerations it is clear that form factors encode a wealth of information on the substructure
of hadrons which connects different aspects of QCD. The collection of experimental data on nucleon elastic
and transition form factors provides a benchmark test for theoretical approaches, and it is constantly growing
thanks to existing and future facilities such as Jefferson Lab, ELSA, MAMI, BES-III and PANDA. The traditional
picture of electromagnetic form factors in terms of Fourier transforms of charge distributions has already come
under scrutiny because relativity plays a major role. In addition, experiments have presented us with several
new puzzles: from the form factor ratio of the proton to the question of the proton radius and, if we count in
the form factors of leptons too, the muon g-2 puzzle. The main task for theorists is then to understand and
explain the interplay of the various features that enter into such form factors, from model-independent aspects
and perturbative constraints to nonperturbative properties which are encoded in their low-Q2 and timelike
structure, through the level of quarks and gluons in QCD.
In the following we will first discuss model-independent aspects in the theoretical description of form
factors. In Sec. 4.1 we discuss current matrix elements in general and in Sec. 4.2 the structure of the vector,
axialvector and pseudoscalar vertices which couple to the quarks in a baryon. In Sec. 4.3 we give an overview
of nonperturbative methods to evaluate form factors with a particular focus on lattice QCD and the Dyson-
Schwinger framework, and we discuss applications and results in the remainder of this chapter.
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4.1 Current matrix elements
General properties. The electromagnetic, axial and pseudoscalar form factors of a baryon are defined as
the Lorentz-invariant, Q2−dependent coefficients in a tensor decomposition of the respective current matrix
elements
J [µ]λλ′(pf , pi) = 〈λ| j[µ](0) |λ′〉 . (4.1)
Here, |λ′〉 is the Fock state of the incoming baryon with momentum pi, |λ〉 is the outgoing baryon with mo-
mentum pf , and Q = pf − pi is the four-momentum transfer. If the incoming and outgoing states are different,
J [µ] describes the transition current matrix element between two different baryons. We generalize the notation
of (3.12) and denote the renormalized quark-antiquark currents by a generic label [µ] that distinguishes vector,
axialvector and pseudoscalar currents and also absorbs their flavour indices:
j[µ](z) = ψ(z) Γ
[µ]
0 ψ(z) , Γ
[µ]
0 ∈ {Z2 iγµ ta, Z2 γ5γµ ta, Z4 iγ5 ta } ⇒ j[µ] ∈
{
jµa , j
µ
5,a, j5,a
}
. (4.2)
The Dirac-flavour structures Γ[µ]0 contain the SU(Nf ) flavour matrices ta as given below (3.12) and the quark
renormalization constants Z2 and Z4 = Z2 Zm have been defined in (3.9). For example, the electromagnetic
current that induces electromagnetic elastic or transition form factors has the form
jµem(0) = Z2 ψ(0) iγ
µQψ(0) = iZ2
(
qu u¯ γ
µu+ qd d¯ γ
µd
)
, (4.3)
where Q = diag (qu, qd) = 12(qu + qd) t0 + (qu − qd) t3 is the quark charge matrix in the two-flavour case. The
individual components in (4.3) define the flavour contributions to the form factors and the contributions from
t0 and t3 their isoscalar and isovector components, respectively.
In models based on relativistic quantum mechanics, current matrix elements of the form 〈λ| j[µ](0) |λ′〉 are
typically realized through simple convolutions of wave functions. In fact, this point of view has become so
commonly adopted that it is often taken for granted as a generic feature. One should nevertheless appreciate
that matrix elements in quantum field theory are much more complicated objects. Light-cone quantization bears
the perhaps closest similarity to quark models in terms of overlaps of (light-cone) wave functions, although
one requires infinitely many of them to construct matrix elements [161]. As we will see below, the manifestly
covariant formulation with Bethe-Salpeter wave functions provides another intuitive understanding of matrix
elements which is conceptually similar but also differs in decisive aspects. In any case, the ‘wave functions’ in a
quantum field theory are gauge-dependent, and so are its Green functions, whereas hadronic matrix elements
are gauge-invariant objects. What is then the general strategy to determine gauge-invariant current matrix
elements in QCD?
In principle the starting point for extracting baryon form factors is the same as in Sec. 3.3: baryons appear
as poles in higher n-point functions through their spectral representation. The simplest object where a current
matrix element can be extracted from is the analogue of (3.25), which is illustrated in Fig. 4.2:
G
[µ]
αβγ,α′β′γ′(x1, x2, x3; y1, y2, y3; z) := 〈0|Tψα(x1)ψβ(x2)ψγ(x3)ψα′(y1)ψβ′(y2)ψγ′(y3) j[µ](z) |0〉 . (4.4)
It is the seven-point function made of three incoming and three outgoing quarks at positions xi and yi, to-
gether with a quark-antiquark current at the point z. Inserting QCD’s completeness relation yields the spectral
decomposition in the baryon channels, which takes the following form in momentum space:
G
[µ]
αβγ,α′β′γ′(kf , qf , pf ; ki, qi, pi) '
∑
λλ′
Ψλαβγ(kf , qf , pf )
p2f +m
2
λ
J [µ]λλ′(pf , pi)
Ψλ
′
α′β′γ′(ki, qi, pi)
p2i +m
2
λ′
. (4.5)
The sum over λ, λ′ is again formal because it involves integrations over relative momenta; in practice we are
mainly interested in the ground-state contribution. The residue is given by the baryon’s current matrix element
J [µ] and its Bethe-Salpeter wave function Ψλαβγ(k, q, p) defined in (3.65), where we denoted the total momenta
by p and the relative momenta by k and q.
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Figure 4.2: Top: Green function for the coupling of a current to three quarks and its pole behaviour. The half-circles are the baryons’
Bethe-Salpeter wave functions, the dashed lines are Feynman propagators, and the residue defines the current matrix element. Bottom:
Three-point correlator that is evaluated in lattice calculations of form factors.
Current correlators and lattice QCD. Once again, the strategy to compute form factors in lattice QCD is to
construct gauge-invariant current correlators by contracting the quark fields with suitable projection operators
Γαβγσ. The resulting interpolating baryon fields are the same as in (3.28), and instead of the full Green
function (4.4) one then has to deal with the three-point current correlator
G
[µ]
σσ′(x, y, z) = 〈0|T Jσ(x) J¯σ′(y) j[µ](z) |0〉 . (4.6)
It depends on the interpolating baryon fields at the source y and sink x which are coupled to a current at the
space-time point z. In momentum space its spectral decomposition becomes (see Fig. 4.2)
G
[µ]
σσ′(pf , pi) '
∑
λλ′
rλ u
(λ)
σ (pf )
p2f +m
2
λ
J [µ]λλ′(pf , pi)
rλ′ u
(λ′)
σ′ (pi)
p2i +m
2
λ′
, (4.7)
from where the current matrix element can be extracted. As before, rλ is the integrated Bethe-Salpeter wave
function of (3.30) which determines the overlap with the baryon.
In practice, form factors in lattice QCD are extracted from the large Euclidean time behaviour of the three-
point correlator (4.6). Due to translation invariance it only depends on two coordinates; for example, setting
z = 0 and taking two three-dimensional Fourier transforms yields
G
[µ]
σσ′(pf , τf ,pi, τi) '
∑
λλ′
e−Ef |τf |
2Ef
e−Ei|τi|
2Ei
rλ rλ′ u
(λ)
σ (pf )J [µ]λλ′(pf , pi)u(λ
′)
σ′ (pi) . (4.8)
For large Euclidean time separations τf − τi this expression is dominated by the ground state contribution. The
time dependence approximately cancels when taking appropriate ratios of three- and two-point correlation
functions, and in the most basic version the current matrix element can be extracted by fitting to the resulting
plateaus (see also the discussion in Sec. 4.3 below).
Microscopic decomposition. As we have seen, extracting current matrix elements from the large Euclidean
time decay effectively amounts to singling out the pole residue of the corresponding current correlator G[µ].
Given sufficiently sophisticated tools, its determination from the path integral on the lattice is conceptually
straightforward as it does not require knowledge of the microscopic interactions apart from what is contained
in the QCD action – in other words, the complete dynamics enters through the path integral itself. The strategy
to calculate form factors in functional approaches is complementary in the sense that one would first have to
generate the original n-point function (4.4) dynamically from the quark level by solving a set of functional
equations and isolate the pole behaviour therein. This would be a rather challenging task because, after all,
these equations relate the n-point functions and not the current correlators derived from them. Fortunately,
such a course is also not necessary because it is possible to derive an expression for the current matrix element
J [µ] directly.
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Figure 4.3: Elastic or transition current matrix element of a baryon.
The basic observation is that G[µ] is obtained from the six-point function G by insertion of an external
current j[µ](z). In the path-integral language this amounts to a functional derivative, which entails that the
current couples linearly to all diagrams that appear in G. In that way the operation G → G[µ] carries the
properties of a derivative, i.e., it is linear and satisfies the Leibniz rule, which is referred to as ‘gauging of
equations’ [430–433]. Hence we can formally write
G[µ] = −G (G−1)[µ] G p2f=−m2f , p2i=−m2i−−−−−−−−−−−→ − ΨfΨf
p2f +m
2
f
(
G−1
)[µ] ΨiΨi
p2i +m
2
i
, (4.9)
where we have employed a compact notation: we omitted momentum arguments and integrals; pi and pf are
the baryon momenta and Ψi = Ψ(ki, qi, pi), Ψf = Ψ(kf , qf , pf ) the respective baryon wave functions with
different momentum dependencies. By comparison with (4.5) one obtains the current matrix element as the
gauged inverse Green function between the onshell hadron wave functions:
J [µ] = −Ψf
(
G−1
)[µ]
Ψi . (4.10)
The relation can be worked out explicitly by applying (3.36), which relates the Green function with the
kernel: G = G0 + G0 K G or, equivalently, G−1 = G0−1 −K. Therefore(
G−1
)[µ]
=
(
G0
−1)[µ] −K[µ] , (4.11)
where
(
G0
−1)[µ] is obtained by gauging the product of three inverse quark propagators:(
G0
−1)[µ] = (S−1 ⊗ S−1 ⊗ S−1)[µ] = Γ[µ] ⊗ S−1 ⊗ S−1 + perm. (4.12)
The quark-antiquark vertex Γ[µ] will be discussed in detail in Sec. 4.2. It is obtained by inserting a current
j[µ](z) into the quark propagator,
Sαβ(x, y) = 〈0|Tψα(x)ψβ(y) |0〉 → S[µ]αβ(x, y, z) = 〈0|Tψα(x)ψβ(y) j[µ](z) |0〉 , (4.13)
and removing two dressed propagators so that in momentum space S[µ] = −S Γ[µ]S ⇒ Γ[µ] = (S−1)[µ]. Hence
we arrive at the current matrix element that is visualized in Fig. 4.3. J [µ] is the sum of impulse-approximation
diagrams, where the current couples to the quarks only, plus terms where it couples to the kernel of the Bethe-
Salpeter equation, namely
K =
(
S−1 ⊗K(2) + perm.
)
+K(3) ⇒ K[µ] =
(
Γ[µ] ⊗K(2) + S−1 ⊗K [µ](2) + perm.
)
+K
[µ]
(3) . (4.14)
K(2) and K(3) are the irreducible two- and three-body kernels. The Bethe-Salpeter wave functions are the
bound-state amplitudes with dressed quark propagators attached, so the inverse propagators that appear in(
G0
−1)[µ] and K[µ] cancel with the propagators in the spectator legs.
The resulting formula is complementary to the discussion above but completely equivalent. Instead of
extracting the pole residue of G[µ], we have derived the microscopic decomposition of the current matrix
element directly in terms of baryon Bethe-Salpeter amplitudes, quark propagators and two- and three-quark
kernels. Fig. 4.3 also provides an intuitive understanding of form factors. The incoming baryon splits into its
valence quarks which emit and reabsorb gluons in all possible ways, obtain a boost from the current (photons,
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Figure 4.4: Left: Scalar form factor integral of (4.15). Right: Domain in the angular variable z = qˆ · Pˆ needed in the form factor integral
as opposed to that of the rest-frame solution (−1 < z < 1).
W and Z bosons, etc.) and finally recombine into the outgoing baryon. This is conceptually very similar to the
quark model point of view and thereby establishes a link between model approaches and the exact expression
of the current matrix element in quantum field theory.
One should keep in mind, however, that the expression is only consistent in combination with the baryon’s
Faddeev equation in Fig. 3.11, which must be solved beforehand together with the remaining ingredients. Only
then the symmetries of QCD are rigorously preserved: electromagnetic currents will be conserved, axial form
factors will satisfy the Goldberger-Treiman relation, etc. For example, if we neglect three-body interactions
by setting K(3) = 0 and work in a rainbow-ladder truncation where K
[µ]
(2) = 0, the two rightmost diagrams in
Fig. 4.3 disappear. However, there is still a remaining graph that contains the two-body kernel as a spectator.
Hence the impulse approximation alone is not sufficient for baryons; we cannot set all kernels simultaneously
to zero because in that way we would strictly speaking not even obtain a bound state.13
An explicit example. In concluding this section we discuss some properties of Euclidean current matrix
elements such as those in Fig. 4.3. We refrain from giving the explicit three-body formulas since they can
be found in the literature [306] and do not provide any insight over the diagrammatic expressions. Let us
instead revisit the simple scalar example of Fig. 3.8 in Sec. 3.2 describing a bound state of mass M with two
constituents with equal massesm. Consider a scalar two-body amplitude Γ(q, P ) = Γ(q2, z,−M2) with z = qˆ·Pˆ ,
and assume that we have found it by solving its Bethe-Salpeter equation. A typical impulse-approximation form
factor integral is illustrated in Fig. 4.4:
J µ(P,Q) =
ˆ
d4q
(2pi)4
Γ(qf , Pf )D(q
+
+) Γ
µ(q+, Q)D(q
−
+) Γ(qi, Pi)D(q−) , (4.15)
where Γµ(q+, Q) is for example the dressed vector vertex that depends on the relative momentum q+ and the
total (photon) momentum Q, D(k) are the scalar propagators, and we have routed the momenta symmetrically
so that
Pf,i = P ± Q
2
, qf,i = q ± Q
4
, q± = q ± P
2
, q±+ = q+ ±
Q
2
. (4.16)
If the constituents were fermions then Γ(q, P ) = C Γ(−q,−P )TCT would be the charge-conjugate amplitude,
where C = γ4γ2 is the charge-conjugation matrix; for our scalar case it is just Γ(q, P ) = Γ(−q,−P ).
The first question concerns the ‘Euclidean domain’ of the diagram which is inferred from the poles in the
propagators. Observe that because Pf,i are the onshell momenta one has
P 2f,i = P
2 +
Q2
4
± P ·Q = −M2 ⇒ P ·Q = 0 , P 2 = −M2 (1 + τ) , (4.17)
where τ = Q2/(4M2), and therefore only Q2 remains as an independent variable. Hence, for spacelike photon
virtualities Q2 > 0 the momenta Q and q are real (the loop momenta are always real) whereas the average
13By comparison, the analogous current matrix element for mesons has only two topologies: the impulse approximation and a
diagram with K [µ](2). In that case a rainbow-ladder truncation does indeed induce the impulse approximation.
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momentum P is imaginary. P enters in the propagators so once again we need them in the complex plane.
Applying the pole analysis around (3.46) to the present case yields for M < 2m:
0 < 1 +
Q2
4M2
<
4m2
M2
, (4.18)
and therefore a practical limit for both timelike and large spacelike Q2. The same restrictions apply for meson
form factors in QCD if M is identified with the meson mass and m = mP with the quark ‘pole mass’ discussed
below (3.49), and analogous considerations hold for baryons (cf. App. B.3 of Ref. [305]). The quark propaga-
tor singularities pose restrictions on the accessible Q2 interval; beyond those limits residue calculus becomes
mandatory (see, e.g., [303]) which would be analogous to a calculation in Minkowski space.
The second point concerns ‘boosting’ the wave functions, which is a rather delicate issue in quark models as
discussed in Sec. 4.3 below. In a manifestly covariant approach, Green functions and Bethe-Salpeter amplitudes
are covariant objects whose irreducible representation matrices under Lorentz transformations cancel each
other to leave an overall Lorentz transformation for the current matrix element – or in other words, covariant
loop integrals transform covariantly. As a consequence, one only needs to evaluate them for the new momenta
as in (4.15): Γ(qf , Pf ) and Γ(qi, Pi) instead of Γ(q, P ). Still, there are associated issues: Γ(q, P ) was calculated
in the rest frame of the total momentum P , where q2 > 0 and z are real with |z| < 1. In the form factor
integral q2f,i > 0 is still real (for Q
2 > 0), but because the average momentum P is imaginary the angular
variables zf,i become complex: |zf,i| <
√
1 + τ , τ = Q2/(4M2), which is illustrated in Fig. 4.4. Since the
angular dependencies are usually small (as demonstrated in Fig. 3.8), analytic continuations for instance via
Chebyshev expansions are well justified as long asQ2 is not too large. In principle the problem can be rigorously
solved by calculating the amplitudes directly in the moving frame, so that instead of one complex variable zf or
zi one solves for two real variables in the domain [−1, 1]. However, this is a numerically expensive procedure
especially for baryons and so far it has only been implemented for the pion [395].
4.2 Vector, axialvector and pseudoscalar vertices
The crucial ingredient of the current matrix element in Fig. 4.3 is the dressed quark-antiquark vertex Γ[µ] that
appears whenever the external current is coupled to a quark propagator. It shows up directly in the first two
diagrams but indirectly also in the last two diagrams when the kernels are resolved diagrammatically. As a
consequence, the electromagnetic, axial or pseudoscalar structure of the various form factors is entirely carried
by the respective vertices, whereas the remainder of these diagrams is universal – it is also what appears in
the definition of generalized parton distributions or the ‘handbag’ topologies in Compton scattering, cf. Sec. 5.
Electromagnetic current matrix elements depend on the quark-photon vertex, which is a vector vertex, whereas
axial and pseudoscalar form factors test the respective axialvector and pseudoscalar vertices. As we will see
below, the structure properties of these vertices have several model-independent consequences for the form
factors, including timelike meson poles and the implications of symmetry relations induced by vector current
conservation and the PCAC relation.
General properties. With the help of the Dirac-flavour matrices Γ[µ]0 in (4.2), we can define the corresponding
vector, axialvector and pseudoscalar quark-antiquark vertices Γ[µ] ∈ {Γµ, Γµ5 , Γ5 } by inserting the respective
current j[µ](z) into the quark propagator, cf. Eq. (4.13). In analogy to the distinction between Bethe-Salpeter
amplitudes and wave functions, Γ[µ] is obtained from S[µ] by removing dressed quark propagators in momentum
space,
−S[µ](k,Q) = S(k+) Γ[µ](k,Q)S(k−) , (4.19)
where Q is the incoming total momentum, k is the average momentum of the quarks, and k± = k ±Q/2.
The definition (4.13) also makes clear that S[µ] originates from the quark-antiquark four-point function
where one qq¯ pair has been converted into a current by contraction with Γ[µ]0 . This is illustrated in Fig. 4.5 and
we write it in compact notation as
−S[µ] = G0 Γ[µ] = G Γ[µ]0 . (4.20)
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Figure 4.5: Top: Definition of the quark-antiquark vertex as the contracted four-point function, together with the meson poles it
contains. The half-circles are the mesons’ Bethe-Salpeter wave functions, the dashed line is a Feynman propagator, and the residue
defines the decay constant. Bottom left: Inhomogeneous Bethe-Salpeter equation for the vertex. Bottom right: Vector-vector current
correlator which defines the hadronic vacuum polarisation.
G and G0 denote the full and disconnected four-point functions, respectively, and we dropped the momentum
arguments and integrations for brevity. As a consequence, a two-point current correlator follows from another
contraction of S[µ] with Γ[ν]0 together with a momentum integration. On the other hand, the Green function
satisfies G = G0 + G0 K G and thus one obtains an inhomogeneous Bethe-Salpeter equation for the vertex by
multiplying (4.20) with G−10 from the left, which is also shown in Fig. 4.5:
Γ[µ] = Γ
[µ]
0 + K G0 Γ
[µ] . (4.21)
It allows one to determine the vertex selfconsistently and in consistency with other Bethe-Salpeter equations.
Timelike meson poles. The four-point Green function G contains all meson poles. Therefore, the vertices
Γ[µ] will inherit those poles for which the overlap of Γ[µ]0 with the respective Bethe-Salpeter wave function is
nonzero. For example, the isovector-vector vertex has ρ-meson poles in its transverse part:
Γµ(k,Q)
Q2→−m2ρ−−−−−−→ ifρmρ
Q2 +m2ρ
TµνQ Γ
ν
ρ(k,Q) , (4.22)
where Γνρ(k,Q) is the ρ−meson Bethe-Salpeter amplitude and TµνQ = δµν −QµQν/Q2 the transverse projector.
As indicated in Fig. 4.5, the residue is determined from the overlap of the ρ−meson Bethe-Salpeter wave
function with Γ[µ]0 = Z2 iγ
µ. Since this is the transition matrix element of the isovector-vector current between
the vacuum and the ρ−meson Fock state, it defines the ρ−meson decay constant:
Tr
ˆ
d4k
(2pi)4
Z2 iγ
µ S(k+) Γ
ν
ρ(k,Q)S(k−) = ifρmρ T
µν
Q . (4.23)
Similarly, the axialvector and pseudoscalar vertices contain pseudoscalar poles, such as the pion pole:
Γµ5 (k,Q)
Q2→−m2pi−−−−−−→ Qµ 2ifpi
Q2 +m2pi
Γpi(k,Q) , Γ5(k,Q)
Q2→−m2pi−−−−−−→ 2irpi
Q2 +m2pi
Γpi(k,Q) , (4.24)
where Γpi(k,Q) is the onshell pion amplitude. One can formally separate the vertices into pseudoscalar pole
contributions and remainders which are finite at these poles (‘formally’ because the respective Bethe-Salpeter
amplitudes are only meaningful objects on their mass shells Q2 = −m2λ):
Γµ5 = Q
µ
∑
λ
2ifλ
Q2 +m2λ
Γλ + Γ˜
µ
5 , Γ5 =
∑
λ
2irλ
Q2 +m2λ
Γλ + Γ˜5 . (4.25)
Pseudoscalar poles only appear in the longitudinal part of the axialvector vertex. The remainder Γ˜µ5 is regular
forQµ → 0 and it is the sum of a non-transverse and a transverse part, where the latter also contains axialvector
poles. Similarly, the pseudoscalar vertex can be split into pole contributions and non-resonant terms.
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From inspection of the current-matrix element in Fig. 4.3 it is clear that the timelike pole structure of these
vertices, which only depends on the external variable Q2, will be inherited by the form factors as well. The
quark-photon vertex that enters electromagnetic current matrix elements has vector-meson poles, and thus any
electromagnetic form factor will inherit them – which is the microscopic origin of ‘vector-meson dominance’.
Similarly, the transverse parts of axial currents contain axialvector poles whereas their longitudinal parts carry
pseudoscalar poles, and pseudoscalar poles will also appear in any pseudoscalar form factor. Therefore, the
timelike resonance structure sketched in Fig. 4.1 originates from the underlying vertices (and ultimately from
the four-point function that appears in their definition) along with the photon-induced cut structure: the photon
fluctuates into ρ0 and ω mesons, which decay into pions, etc.
Ward-Takahashi identities. QCD’s global symmetries provide further model-independent constraints on the
structure of the quark-antiquark vertices apart from their singularity structure. The vector current conservation
and PCAC relations from (3.13) translate into Ward-Takahashi identities (WTIs) for the Green functions at the
quantum level. For the vector, axialvector and pseudoscalar vertices they take the form
Qµ Γµ(k,Q) = S−1(k+)− S−1(k−) , (4.26)
Qµ Γµ5 (k,Q) + 2mΓ5(k,Q) = S
−1(k+) iγ5 + iγ5 S−1(k−) . (4.27)
The first relation is the vector WTI which can be equally derived from electromagnetic gauge invariance. The
second is the axial WTI and it only holds for flavour non-singlet vertices, because in the singlet channel there
would be an additional term from the axial anomaly (see e.g. [152]). Both of them have numerous conse-
quences for hadron physics. The vector WTI states that the longitudinal part of the vector vertex is completely
determined by the quark propagator. Its solution is the Ball-Chiu vertex [434, 435], together with a further
transverse part which is not constrained by gauge invariance:
Γµ(k,Q) = iγµ ΣA + 2k
µ(i/k∆A + ∆B) +
8∑
j=1
ifj(k
2, z2, Q2) τµj (k,Q) . (4.28)
The functions ΣA, ∆A and ∆B are averages and difference quotients of the dressing functions A(k2) and
B(k2) = M(k2)A(k2) of the quark propagator S−1(k) = i/k A(k2) +B(k2), cf. Eq. (3.16):
ΣA =
A(k2+) +A(k
2−)
2
, ∆A =
A(k2+)−A(k2−)
k2+ − k2−
, ∆B =
B(k2+)−B(k2−)
k2+ − k2−
. (4.29)
The remaining transverse part depends on eight dressing functions fj(k2, z2, Q2), with z = kˆ · Qˆ, and supple-
ments the vector-meson poles in the timelike region. It satisfies further transverse WTIs which, however, do not
provide closed constraints in practice [436]. The transverse part vanishes linearly for Qµ → 0 due to transver-
sality and analyticity; a tensor basis that automatically implements these features can be found in App. B. As a
consequence, the Ball-Chiu vertex alone is what ensures current conservation and therefore charge conserva-
tion at Q2 = 0. It also encodes the perturbative limit of the vertex for Q2 →∞, where Γµ(k,Q)→ Z2 iγµ.
Hadronic vacuum polarisation. Let us illustrate these features with an explicit example, namely the hadronic
vacuum polarisation which constitutes the simplest system testing the structure of the quark-photon vertex. It
is defined as the Fourier transform of the hadronic part of the vector-vector current correlator, cf. Fig. 4.5:
Πµν(Q) =
ˆ
d4x eiQ·x 〈0|Tjµ(x)jν(0) |0〉 . (4.30)
From the discussion above (cf. Fig. 4.5) this is just the loop diagram with one dressed quark-photon vertex, one
tree-level vertex and two dressed quark propagators:
Πµν(Q) = Tr
ˆ
d4k
(2pi)4
Z2 iγ
µ S(k+) Γ
ν(k,Q)S(k−) = Π(Q2)Q2 T
µν
Q + Π˜(Q
2) δµν . (4.31)
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Figure 4.6: Left: Adler function obtained from dispersion relations [437] compared to a Dyson-Schwinger calculation in rainbow-ladder
truncation [438]. The Ball-Chiu and transverse contributions sum up to the full result; the bare vertex is only included for illustration.
Right: Sketch of the analogous decomposition for an electromagnetic form factor.
The second equality states its most general Poincaré-covariant form in momentum space. Gauge invariance
enforces Π˜(Q2) = 0; however, with a cutoff regularization this is not the case and Π˜(Q2) diverges quadratically
(see also the discussion around (5.16)). The physical, transverse contribution Π(Q2) only has a logarithmic
divergence. Taking the trace gives
Π(Q2) =
1
(2pi)3
ˆ
dk2 k2
ˆ
dz
√
1− z2 σv(k2+)σv(k2−)
(
KBC +
8∑
i=1
fj(k
2, z2, Q2)Kj
)
, (4.32)
where the kernels KBC and Kj originate from the Ball-Chiu and the transverse part of the vertex, respectively.
Their explicit expressions are collected in App. B. They are scalar functions of k2, z2 = (kˆ · Qˆ)2 and Q2 and
completely determined by the quark propagator dressing functions A(k2) and M(k2), and the same is true for
the vector dressing function σv(k2) defined in (3.16).
Eq. (4.32) is a model-independent, exact result for the vacuum polarisation. It depends on 10 functions
which must be known beforehand: the quark dressing functions A(k2) andM(k2) and the eight transverse form
factors fi(k2, z2, Q2) of the offshell quark-photon vertex.14 In Fig. 4.6 we show the Dyson-Schwinger result for
the Adler function D(Q2) = −Q2 dΠ(Q2)/dQ2 obtained by calculating the quark propagator and quark-photon
vertex consistently in a rainbow-ladder truncation [438]. Apart from small deviations in the mid-momentum
region it agrees very well with the result obtained from dispersion relations [437]. Notice, however, how the
Ball-Chiu vertex and the transverse part containing the vector-meson poles both conspire to give the final result.
This is a quite non-trivial feature which highlights the necessity to take into account all parts of the dressed
quark-photon vertex. Furthermore, the results agree although the vector mesons obtained in rainbow-ladder
are stable bound states and their poles do not have widths. The resulting timelike structure therefore differs
from that of full QCD, where the hadronic vacuum polarisation is an analytic function in the entire complex
plane except for a branch cut starting at Q2 = −4m2pi and extending to minus infinity (with poles in the second
Riemann sheet), which is also what goes into the dispersion relations via the cross section e+e− → hadrons.
In any case, the separation into Ball-Chiu plus transverse part itself is model-independent and also holds for
electromagnetic form factors, as illustrated in the right panel of Fig. 4.6. The Ball-Chiu part recovers the electric
charge, so that charge normalization follows automatically and does not have to be imposed by hand, whereas
the transverse part produces the timelike vector-meson structure and in principle also the various physical cuts.
An example is the pion’s electromagnetic form factor, where the rainbow-ladder Dyson-Schwinger result [439]
reproduces the spacelike experimental data very well although both contributions are individually large. The
transverse part vanishes at Q2 = 0 but produces roughly half of the squared pion charge radius, and similarly
to Fig. 4.6 it drops only slowly with Q2. The same principles apply for the form factor results to be discussed
in the following sections.
14Upon neglecting the transverse part of the vertex and inserting a tree-level propagator with A(p2) = Z2 and M(p2) = mq, the
Ball-Chiu vertex turns into a bare vertex and one recovers the textbook result for the vacuum polarisation in perturbation theory.
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Goldstone theorem. Let us return to the axial Ward-Takahashi identity (4.27), which constrains a particular
combination of the axialvector and pseudoscalar vertex. With its help we will take a quick detour to prove the
Goldstone theorem in QCD. Recall the relation fλm2λ = 2mq rλ from (3.68), which is a simple consequence of
the PCAC relation and holds for all pseudoscalar mesons. So far it tells us nothing about spontaneous chiral
symmetry breaking: it only states that in the chiral limit (mq = 0) either the mass or the decay constant of a
pseudoscalar meson vanishes. Hence, if we can show that the pion decay constant does not vanish in the chiral
limit (as a consequence of spontaneous chiral symmetry breaking), we must have a massless pion. To prove
this, we insert the relation together with (4.25) into the axial WTI, which yields
Qµ Γµ5 + 2mq Γ5 =
∑
λ
2ifλ Γλ +Q
µ Γ˜µ5 + 2mq Γ˜5 = S
−1(k+) iγ5 + iγ5 S−1(k−) . (4.33)
Observe that all hadronic poles contained in the vertices have disappeared, which is consistent because the
right-hand side of the axial WTI does not exhibit any such poles. The pseudoscalar poles have canceled with
the numerator and the axialvector poles drop out because they are transverse. In the limit Qµ → 0 and mq → 0
this becomes the chiral-limit relation ∑
λ
fλ Γλ(k, 0) = B(k
2)γ5 . (4.34)
The sum goes over all pseudoscalar 0−+ mesons with identical flavour quantum numbers, i.e., ground states
and radial excitations. In the chiral limit, B(k2) is only nonzero if chiral symmetry is spontaneously broken. If
chiral symmetry were realized and B(k2) = 0, all combinations fλ Γλ(k, 0) would have to vanish as well; if it is
spontaneously broken there is at least one mode with fλ 6= 0. From (3.68) we must have mλ → 0 in that case,
i.e. a massless Goldstone boson.
In turn, the decay constants fλ vanish for the remaining excited states with mλ 6= 0, so we can remove the
sum in the equation above to arrive at the celebrated relation [311]
fpi Γpi(k, 0) = B(k
2)γ5 . (4.35)
It states that the chiral-limit pion amplitude is entirely determined from the quark propagator. The remaining
dressing functions do not vanish but they decouple from the physics because their tensor structures vanish in
the chiral limit. Finally, taking the trace of (4.35) with S(k) γ5 S(k) and integrating over the momentum k
yields fpi rpi = −〈ψψ〉/Nf in the chiral limit, and substituting this back into (3.68) gives us the Gell-Mann-
Oakes-Renner relation:
f2pim
2
pi = −2mq 〈ψψ〉/Nf . (4.36)
4.3 Methodological overview
In the following we give a brief overview of some of the theoretical tools used in the calculation of baryon
form factors. Naturally, our own bias is towards the Dyson-Schwinger/Bethe-Salpeter approach and therefore
we will mainly concentrate on pointing out its connections with other methods and the inherent similarities
and differences. We apologize to those colleagues whose work is not mentioned here; for more comprehensive
discussions we refer to the existing reviews focusing on nucleon spacelike electromagnetic form factors [440–
446], axial form factors [447, 448], transition form factors [11–14], and timelike form factors [445, 449].
Lattice QCD. Nucleon form factor calculations in lattice QCD have made substantial progress in recent years.
Whereas the early quenched calculations are summarized in the review articles [442, 450], nowadays essen-
tially all calculations are performed using dynamical fermions. Studies of electromagnetic nucleon form factors
are available from various collaborations for Nf = 2 [451–455], Nf = 2+1 [397, 456–462] and Nf = 2+1+1
flavours [463, 464], including calculations nearly at the physical pion mass [397] which agree reasonably well
with the experimental data. However, they are so far restricted to moderately low Q2 and still carry sizeable
statistical errors; for example, the necessary precision for an unambiguous determination of the proton’s charge
radius is not yet within reach. Among other nucleon properties of interest are the axial coupling constant gA,
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which has been traditionally hard to reproduce on the lattice, as well as moments of structure functions and
generalized parton distributions [257, 397, 465, 466].
Concerning form factors, most efforts up to now have concentrated on the ground state octet baryons in
the positive parity sector. With the exception of the ∆ [467–469] and Ω [470], unquenched calculations of
decuplet baryon form factors have not yet been performed to our knowledge. First results for Roper as well as
negative-parity nucleon and Λ(1405) form factors [429, 471–473] await confirmation from other groups.
In principle, the systematic difficulties associated with the calculation of form factors on the lattice are the
same as for the hadron spectrum discussed in Sec. 3.3: a noise-to-signal ratio that exponentially grows with
time, finite-volume effects, contaminations from excited states and so on. For example, the three-point corre-
lator in (4.8) singles out the ground state matrix element for asymptotically large Euclidean time separations,
but in practice one has to deal with the admixture from excited states whose magnitude is encoded in the
overlaps rλ. Several methods have been developed to address the problem such as the summation method or
employing two-state fits; see [397, 455, 464] for details. For form factors involving unstable particles such as
the ∆ or the Roper resonance, disentangling the physical from the scattering states becomes an additional obsta-
cle. The ∆ form factor studies available so far were obtained by fitting to plateaus, which is justified as long as
the pion masses are sufficiently large and the ∆ is a stable bound state, i.e., for mpi > m∆−mN ∼ 300 MeV. For
lighter pion masses the ∆ acquires a width, and in a finite volume the Npi continuum becomes a discrete set of
scattering states which in principle requires a generalization of the Lüscher method to form factors [474, 475].
Another issue in form factor calculations are disconnected quark-loop diagrams. The current can couple
directly to one of the valence quarks but also to sea-quark loops which connect points all over the lattice
(‘all-to-all propagators’). The computational costs to determine them are extremely large and, consequently,
disconnected diagrams have not been considered in the baryon sector until recently, see e.g. [406, 476, 477].
It turns out that they are important for many observables related to nucleon structure, giving contributions of
more than ten percent to the total values. Others, like the electromagnetic form factors are almost insensitive
to disconnected contributions [476] and their smallness has also been studied [478] and confirmed [477] in
calculations of the strangeness content of nucleon form factors.
Timelike properties. An important aspect of form factors is their timelike structure at negative Q2 which is
governed by particle production off the photon; see [445, 449] for reviews. Form factors are analytic functions
in the physical sheet apart from a branch cut starting at the two-pion threshold Q2 < −4m2pi and extending
to minus infinity. Knowledge of their imaginary parts along the cut, i.e., their spectral functions, thus allows
one to employ dispersion relations to determine them everywhere in the complex Q2 plane. Unfortunately,
experiments in the timelike region cannot measure the imaginary parts of individual form factors but only
relative phases, and the ‘unphysical’ window −4m2pi < Q2 < 0 as well as the large timelike Q2 domain are not
directly accessible in experiments. Several successful parametrizations are based on vector-meson dominance
models where form factors are expressed by a sum of vector-meson poles [479–481]. More sophisticated
approaches aim to reconstruct the spectral function via the optical theorem from summing over intermediate
states (pipi, KK, etc.); the resulting parametrizations are fitted to the data and have been used to predict, e.g.,
the proton charge radius [482] – which was found to agree with the muonic hydrogen result, cf. Sec. 5.1.
Timelike form factors have traditionally not received as much attention as their spacelike counterparts from
the theoretical point of view, which is perhaps not surprising considering the experimental difficulties men-
tioned above. Timelike properties are also difficult to extract in lattice QCD [483, 484] and they are hard to
reproduce in microscopic calculations because an infinite summation of gluons is required to dynamically gen-
erate the characteristic meson poles as described in Sec. 4.2. Dispersion theory makes it clear that the timelike
and spacelike properties are intrinsically related, and in this respect it is curious that many quark models capa-
ble of providing a good spacelike description do not have such mechanisms implemented at all (with exceptions
discussed further below). In any case, the experimental situation may change in the future with new precision
data on timelike nucleon form factors expected from Novosibirsk, BESIII/Beijing and PANDA/FAIR [449], and
timelike reactions are also promising tools to extract the properties of nucleon resonances [485–487].
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3B. Kinematics and definitions
The nucleon Compton amplitude Γµν(p,Q′, Q) de-
pends on three independent momenta. We will alterna-
tively use the two sets {p, Q, Q′} and {p, Σ, ∆} which
are related via
p = 12 (pi + pf ) ,
Σ = 12 (Q+Q
′) ,
∆ = Q−Q′ = pf − pi , (8)
with the inverse relations
pi = p− ∆2 ,
pf = p+
∆
2 ,
Q = Σ+ ∆2 ,
Q′ = Σ− ∆2 .
(9)
With the constraints p2i = p
2
f = −m2 the Compton am-
plitude depends on four Lorentz invariants. We work
with the dimensionless variables
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
,
λ =
p · Σ
m2
=
p ·Q
m2
=
p ·Q′
m2
,
(10)
or, vice versa,{
Q2
Q′2
}
= Σ2 +
∆2
4
± Σ ·∆ = m2 (η+ ± ω),
Q ·Q′ = Σ2 − ∆
2
4
= m2 η−,
(11)
so that the Compton form factors in Eq. (3) are dimen-
sionless functions ci(η+, η−, ω, λ). The variables η+ and
η− are even under photon crossing and charge conjuga-
tion, whereas λ and ω switch signs (see Eq. (??) below).
We work with Euclidean conventions but all relations be-
tween Lorentz-invariant quantities, such as the Compton
form factors that we derive in Tables I, II and V, are the
same in Minkowski space.
The variables η+, η− and ω also admit a simple geo-
metric understanding of the phase space, cf. Fig. 2. The
spacelike region that we need to integrate over in order to
extract two-photon corrections to observables is subject
to the constraints
t > 0, σ > 0, −1 < Z < 1, −1 < Y < 1 (12)
where t, σ, Z and Y are the ‘spacelike’ variables intro-
duced in Ref. [1]:
t =
∆2
4m2
, σ =
Σ2
m2
, Z = Σ̂ · ∆̂ , Y = p̂ · Σ̂T . (13)
Here, a hat denotes a normalized four-momentum (e.g.,
Σ̂ = Σ/
√
Σ2) and the subscript ‘T’ stands for a transverse
projection with respect to the total momentum transfer
∆. These variables are related to the ones in Eq. (10) via
t =
η+ − η−
2
, σ =
η+ + η−
2
, Z =
ω√
η2+ − η2−
,
λ = −Y
2
√
ω2 + η2− − η2+
√
1 +
2
η+ − η− .
(14)
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FIG. 2: Compton scattering phase space in the variables η+,
η− and ω (alternatively: τ , τ ′, η−, or t, σ, ω.) The interior of
the cone is the spacelike region that is integrated over. Real
Compton scattering (RCS) lives on the η− axis and virtual
Compton scattering (VCS) on the plane τ ′ = 0. The bound-
ary of the cone contains the forward limit at t = 0 (FWD)
and the VCS limit where the generalized polarizabilities are
defined (GP, τ ′ = 0 and η− = 0).
The first three constraints in Eq. (12) entail
− η+ < η− < η+, ω2 + η2− < η2+ . (15)
This is a circular 45◦ cone in η+ direction, with η− and
ω as the x and y variables. The opposite corners of the
cone are spanned by the {σ, t} and {τ, τ ′} axes because
from Eq. (11) we also have
τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
.
A cross section through the planes of fixed t leads to the
upper panel of Fig. 4 in Ref. [1].
We can also localize the various kinematic limits in this
plot:
• Real Compton scattering (RCS):
Q2 = Q′2 = 0 ⇒ η+ = ω = 0.
• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
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Figu e 4.7: Left: Representative rai b w-ladder-like contribution to a current matrix element. Right: Timelike meson poles in the Bethe-
Salpeter approach emerge from the dressed vertex through an infinite summation of gluons encoded in the vertex equation (4.21),
whereas in light-cone quantized QCD they would arise from summing over the light-cone wave functions of infinitely many Fock sta es.
Three-quark Bethe-Salpeter approach. In contrast to lattice QCD, the goal in Dyson-Schwinger approaches
is to reconstruct the current matrix element from the underlying Green functions in QCD. The relevant equa-
tions are given by Figs. 3.11 and 4.3 which can be solved if the ingredients are determined beforehand. In
practice, truncations must be made: irreducible three-quark interactions have not been implemented yet, and
all form factor studies so far have employed a rainbow-ladder truncation where t e qq i teraction is reduced
to an effective gluon exchange. In that case the two rightmost diagrams in Fig. 4.3 disappear, and after settling
on the form of the interaction the current matrix element is determined by solving the quark propagator, the
baryon’s Bethe-Salpeter amplitude and the quark-current vertex. The quark-gluon topologies arising from the
iterative nature of these equations are exemplified by Fig. 4.7. Since the qq interaction is entirely fixed from the
meson sector, one is equipped with a parameter-free calculation for baryons because no further approximations
or assumptions have to be made.
One can say that rainbow-ladder has performed relatively well for the form factors calculated s f r, in-
cluding the electromagnetic form factors of the nucleon [306] and ∆ [488] as well as the remaining octet
and decuplet baryons [489], the N → ∆γ transition [490], and the nucleon’s axial and pseudoscalar form
factors [491] which we will review in the following sections. This owes to several features. Rainbow-ladder
reproduces perturbation theory at large momenta, so the correct large-Q2 behaviour of fo m f ctor is i plicit.
It preserves chiral symmetry through the vector and axialvector WTIs (4.26–4.27), wh ch translate into the
consistency relations between the quark self-energy and the Bethe-Salpeter kernel discussed earlier in connec-
tion with Fig. 3.10. As long as symmetry-preserving kernels are employed in their BSEs, the resulting vertices
satisfy their WTIs automatically, thus ensuring the structure of (4.28) for the quark-photon vertex which guar-
antees electromagnetic current and charge conservation. Similarly, the axial and pseudoscalar form factors
satisfy the Goldberger-Treiman relation as a consequence of the axial WTI for the vertices. In addition, the
vertices calculated from their BSEs dynamically acquire meson poles which govern the timelike behaviour of
the form factors; and as we discussed earlier, their impact on the spacelike domain is size ble. Another note-
worthy aspect is the implementation of the full covariant structure of the Bethe-Salpeter amplitudes as detailed
in Sec. 3.4, also including p waves which naturally appear in a covariant formulation. They have several im-
portant consequences for observables as they provide the major fraction of orbital angular momentum. As
discussed in connection with Table. 3.2, p waves contribute roughly 30% to the nucleon and 60% to the Roper,
and they turn out to be important for the N → ∆γ transition as well [334].
The main missing effects in these calculations can be attributed to pion-cloud corrections which are impor-
tant at low Q2 and for quark masses close to the chiral limit. The nucleon’s interaction with its pion cloud leads
to logarithmically divergent charge radii in the chiral limit and the decay of vector mesons into pions is impor-
tant for timelike form factors. In principle, pion cloud effects would correspond to complicated quark-gluon
topologies (resummation of gluons in crossed channels, production of decay channels etc.) and thus they are
naturally absent in rainbow-ladder calculations. One possible avenue is to implement them through effective
pion exchanges in the quark DSE and the Bethe-Salpeter kernel, which originate from the qq¯ four-point function
that enters in the quark-gluon vertex DSE [252, 364, 365] as discussed in Sec. 3.5. Their consequences have
been investigated for meson and baryon spectra but their implementation in form factors remains a task for
the future. In comparison to lattice QCD, rainbow-ladder bears some similarities to quenched QCD although
the analogy has its limitations: quark loops in the gluon propagator are absorbed by the effective interaction
whereas those appearing in higher n-point function are missing. The same can be said for the disconnected
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Figure 4.8: Current matrix element in the quark-diquark approach (right panel). The quark propagator, diquark amplitudes and diquark
propagators form the input of the quark-diquark BSE, cf. Fig. 3.12, and the current matrix element needs in addition the quark-photon
vertex, the diquark-photon vertices and the seagull amplitudes. The ingredients can be calculated from their own equations in rainbow-
ladder truncation, as shown in the left panel.
diagrams discussed earlier which contribute to isoscalar quantities; corresponding efforts in the DSE/BSE com-
munity are so far limited to the flavour-singlet meson sector [152, 153].
While first steps beyond rainbow-ladder have been made for the baryon spectrum [365, 492], calculating
form factors poses an additional challenge due to the additional diagrams in Fig. 4.3 which increase the con-
ceptual and numerical effort drastically. For example, the implementation of diagrammatic expression for the
kernel such as in Figs. 3.16 or 3.17 has become feasible for spectrum calculations, but to obtain form factors
one still needs to determine the coupling of the kernel to the photon and calculate the quark-gluon-photon
vertex, etc. Such efforts have not yet been undertaken and remain a task for the future. To this date, the exist-
ing rainbow-ladder studies are therefore still the most sophisticated Dyson-Schwinger form factor calculations
available.
Quark-diquark approaches. As discussed in Sec. 3.4, the quark-diquark model follows from the three-body
equation upon neglecting irreducible three-body interactions and assuming that the qq scattering matrix fac-
torizes into diquark correlations. The quark-diquark results for nucleon and ∆ masses are similar to their
three-body analogues and thus one may ask how well the approximation holds up for form factors. The elec-
tromagnetic current in the quark-diquark model was constructed and then applied in Refs. [493, 494] and is
depicted in the right panel of Fig. 4.8: it is the sum of impulse-approximation diagrams, where the photon
couples to the quarks and diquarks, and the ‘gauged’ kernel where it couples to the exchanged quark and the
scalar and axialvector diquark Bethe-Salpeter amplitudes. As before, the sum of all diagrams is electromagnet-
ically gauge invariant. While the resulting expressions are simpler to handle in practice, they also depend on
quite a number of building blocks and therefore the associated systematic model uncertainty is typically larger.
In Refs. [52, 305, 360, 361] an effort was made to calculate these ingredients systematically from the
quark level, employing the same rainbow-ladder quark-gluon interaction as above. This is visualized in the left
panel of Fig. 4.8: in addition to the quark propagator and quark-photon vertex, also the diquark amplitudes
and propagators were calculated, together with resolving the scalar, axialvector and scalar-axialvector transi-
tion diquark-photon vertices. The seagull amplitudes were constructed from their Ward-Takahashi identities
involving the full diquark tensor structure and supplemented by a prescription for their transverse part. In
that way one arrives again at an essentially parameter-free calculation for baryon form factors, now within the
quark-diquark approach, where all building blocks react consistently to a change of the underlying quark-gluon
interaction. So far the approach has been applied to the calculation of nucleon and ∆ electromagnetic form
factors [305, 495, 496], the γN → ∆ transition form factors [334] and the N → ∆pi transition [497]. It turns
out that also here the overall results are similar to the three-body calculations (where available) although the
details may differ. An example discussed below in Sec. 4.6 concerns the ∆ electromagnetic form factors, where
Fig. 4.13 shows the comparison between the three-quark and quark-diquark results. Similar findings apply to
the nucleon elastic form factors, so that aside from details one can say that the quark-diquark approximation
also works reasonably well for form factors.
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An advantage of the Dyson-Schwinger approach is that it offers the opportunity for simplifications. Elec-
tromagnetic gauge invariance still necessitates the solution of the quark-diquark BSE and the inclusion of all
diagrams in the current matrix element of Fig. 4.8. However, instead of determining the various ingredi-
ents from their own equations, for instance in a rainbow-ladder truncation, one may equally employ model
parametrizations for the quark and diquark propagators, amplitudes and photon vertices. Extending early
quark-diquark form factor calculations [350, 493, 494, 498–501], this is the avenue taken in the QCD-based
model developed in Refs. [502] where the parameters were adjusted to reproduce the nucleon and ∆ masses
(potentially leaving room for pion cloud effects) and to some extent also their electromagnetic form factors.
This makes it possible to study the effects of the individual diquark components and investigate the response
to changing ingredients such as the quark mass function [503, 504]. Here the quarks and diquarks are still
momentum-dependent (i.e., non-pointlike) and modelled using realistic parametrizations. The photon vertices
are constructed from their Ward-Takahashi identities, together with transverse parts either based on ρ-meson
pole ansätze or implementing a quark anomalous magnetic moment [505]. Several studies are available for the
nucleon electromagnetic form factors [502] as well as for the ∆ electromagnetic and γN → ∆ transition form
factors [506], among other observables; they are summarized in Refs. [192, 505, 506]. Recently the approach
was applied to calculate the nucleon-to-Roper transition form factors [25] which, using the established inputs
for the ingredients, are then genuine predictions.
Further insight can be gained by consulting the simplest version of the Dyson-Schwinger approach retain-
ing its basic features, namely the NJL model. In that case the quark-diquark equation in Fig. 3.12 and the
current matrix element in Fig. 4.8 remain the same, but since the gluon propagator is now a constant the
quark and diquark propagators become constituent propagators, the diquark Bethe-Salpeter amplitudes be-
come point-like and the seagull contributions to the form factors vanish. In that way one arrives again at a
systematic description starting at the level of the quark propagator since the model parametrizations discussed
above are eliminated in favor of self-consistent Dyson-Schwinger and Bethe-Salpeter solutions, however with
reduced momentum dependencies. For example, the rainbow-ladder truncation becomes a vector-vector con-
tact interaction and in the quark-diquark equation an additional static approximation for the exchange quark
propagator is made. The NJL model was recently employed to calculate elastic nucleon and hyperon form
factors [346, 507], building upon a body of work on other structure properties such as parton distribution
functions and nuclear medium effects; see also [508] and references therein. Closely related is the contact-
interaction model developed in Refs. [344, 509] which requires some modifications to the kernels to make
it applicable to excited states; it has since been applied to nucleon, ∆ and Roper elastic and transition form
factors [510–512]. A compilation of results together with a comparison with the quark-diquark model using
momentum-dependent ingredients can be found in [506].
Quark models. Turning from quantum field theoretical to quantum mechanical approaches, we continue with
a brief overview on quark models. There is a long history of form factor calculations in quark models, beginning
with the early non-relativistic constituent-quark models [102, 110]. The non-relativistic approaches turned out
to be problematic since form factors acquire relativistic recoil corrections at nonzero Q2 which already affect
their charge radii. The main question in ‘relativizing’ quark models is then how the wave function obtained
from a given Hamiltonian potential changes when going from the rest frame to the moving frame. This can
depend on the interactions and leads to the distinction between instant, point and light-front forms, where
certain generators of the Poincaré group remain ‘kinematical’ and others become dynamical and interaction-
dependent [513]; see [446] for a pedagogical overview. The point and light-front forms are advantageous for
form factor calculations because they allow one to boost quark wave functions independently of the details of
the interaction. In the former the whole Lorentz group is kinematical whereas the latter has the maximum
number of kinematical generators, including longitudinal boosts and light-front transverse boosts.
The typical strategy is then to start with a wave function that is either modelled or obtained from a quark
model designed to study the baryon spectrum, obtain its point or light-front form by appropriate transforma-
tions, and calculate the current matrix element from the overlap of two wave functions in combination with
a quark current. The currents are either pointlike or dressed with Dirac and Pauli form factors, potentially
based on chiral dynamics or vector-meson dominance. In the case of light-front constituent quark models this
can be viewed as a Fock-space truncation of QCD in light-cone quantization, where hadronic matrix elements
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do have exact representations in terms of light-cone wave functions [161]. In the Drell-Yan-West frame where
q+ = 0, the contribution from pair creation or annihilation is forbidden and form factors can be expressed as
overlaps of light-cone wave functions with the same number of Fock space constituents [514–516], which is
also illustrated in Fig. 4.7.
Nucleon form factors have been calculated in light-front constituent-quark models [517–522], also includ-
ing dressed quark form factors which effectively add higher Fock components to the wave functions [523–
526]. Light-front quark model calculations are also available for nucleon resonances [21, 527, 528]. Form
factor calculations in the point form approach have been performed within the chiral quark model based on
Goldstone-boson exchange [529–532], the hyperspherical constituent-quark model [533] and a recent quark-
diquark model [534]. The Goldstone-boson exchange model achieved remarkably good results for a range of
baryon properties also beyond nucleon form factors [535–538] using pointlike constituent quarks only. The
comparative calculation of Ref. [539] in all three forms of dynamics demonstrated that this is not necessarily
exclusive to the point form but rather depends on the spatial extent of the wave functions. A simple algebraic
ansatz of the wave function allowed for a good combined description of nucleon electromagnetic, axial and
transition form factors, however with very different parameters: instant and front form demand a spatially
extended wave function whereas in point-form kinematics it can be narrow.
A formally covariant calculation was performed using the Bethe-Salpeter equation with instantaneous forces
and an instanton-induced interaction [540]. In that case all model parameters were fixed in the calculation of
the baryon mass spectrum, and the resulting nucleon electroweak and transition form factors are in qualitative
agreement with experiment. Another covariant approach is the covariant spectator model of Ref. [541], which
has been actively explored for a range of observables including various elastic and transition form factors of
octet and decuplet baryons [542–547]; a recent overview can be found in Ref. [548]. Here the baryon wave
functions are not determined dynamically but instead modelled based on internal symmetries, and the current
matrix elements are calculated in the impulse approximation. Despite this, the approach is perhaps the most
similar one with respect to the Dyson-Schwinger form factor calculations mentioned above, and in turn it has
been applied to a large number of observables including also timelike transition form factors [549].
A possible strategy to improve quark models is to include pion cloud effects. The interaction of baryons with
their light meson cloud is a natural consequence of QCD’s spontaneous chiral symmetry breaking. Pions are
light and abundantly produced and therefore they modify the structure of baryons at large distances. Since the
early days of the cloudy bag model [367, 368] it has become a rather popular view that baryons are composed
of a short-range three-quark ‘core’ that is augmented with long-range meson cloud effects. Several models have
been constructed in this spirit to implement the coupling of quarks to the pion and applied to nucleon form
factors, from the cloudy bag model [550–552], the chiral quark models of Refs. [553–556], the chiral quark
soliton model [348, 557–559], and the light-front quark-diquark model of Ref. [560]. More generally, this ties
into the question to what extent baryons can be described as three-quark states and what percentage owes to
molecular components which may even generate new resonances dynamically.
In summary one can say that many models are able to reproduce the qualitative and in several cases also
the quantitative behaviour of form factors. It is then the question whether one prefers a pointwise description
of experimental data or genuine insight in the underlying dynamics, which requires at least some connection to
QCD. Dyson-Schwinger approaches are defined in quantum field theory, but the inherent possibility of making
approximations and the formal similarity of the diagrams in Figs. 4.3 or 4.8 to quark models allows one to
identify common features. For example, one could retain the impulse approximation only, although this would
break electromagnetic gauge invariance (and gauge invariance is indeed not automatic in quark models). One
could simplify the Bethe-Salpeter amplitudes to their leading components and set the quarks onshell as in
the NJL model; in that case the quark-photon vertex becomes the sum of a pointlike vertex together with a
transverse ρ−meson part obtained from its bubble sum. With pointlike quarks only one would also lose the
vector-meson poles, but as exemplified by the hadronic vacuum polarisation in Fig. 4.6 the vector-meson tails
typically extend to large Q2. Even if spacelike form factors could be reproduced in such a setup it would still
fail spectacularly in the timelike region – but as we argued above, the spacelike and timelike properties cannot
truly be separated from each other. From this perspective one should perhaps begin to measure the quark
model landscape by more rigorous standards, although one has to acknowledge that the amount of insight they
have provided so far is indeed remarkable.
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4.4 Nucleon electromagnetic form factors
In the following subsections we discuss form factors of the ground-state nucleon, ∆ and other octet and de-
cuplet baryons on a case-by-case basis. We report on results obtained in the Dyson-Schwinger/Bethe-Salpeter
framework and contrast them with experimental data and lattice results where appropriate. We start with the
electromagnetic and axial form factors for the nucleon, continue with the ∆ baryon, discuss selected examples
for nucleon transition form factors such as the γN → ∆ transition and ∆ → Npi decay, and finally conclude
with elastic hyperon form factors.
Electromagnetic current. The electromagnetic form factors of hadrons parametrize the matrix elements of
the electromagnetic current in (4.3). A spin-1/2 particle has two electromagnetic form factors, the Dirac and
Pauli form factors F1(Q2) and F2(Q2), which are encoded in the electromagnetic current matrix element
J µ(p,Q) = iu(pf )
(
F1(Q
2) γµ +
iF2(Q
2)
4m
[γµ, /Q]
)
u(pi) . (4.37)
Here (and in the following subsections) pi and pf denote the incoming and outgoing momenta, Q = pf − pi
is the four-momentum transfer, p = (pf + pi)/2 is the average momentum, and m is the nucleon mass. Since
both nucleons are onshell only Q2 remains an independent variable: p2f = p
2
i = −m2 and therefore p · Q = 0
and p2 = −m2 (1 + τ), with τ = Q2/(4m2). The nucleon spinors are solutions of the Dirac equation and thus
eigenspinors of the positive-energy projector:15
Λ+(p)u(p) = u(p) , u(p) Λ+(p) = u(p) , Λ+(p) =
1
2(1+ /ˆp) , (4.38)
where pˆµ denotes a normalized four-momentum, i.e. pˆµ = pµ/
√
p2 = pµ/(im) for an onshell momentum.
The nucleon’s Dirac and Pauli form factors are related to the electric and magnetic Sachs form factors
GE(Q
2) and GM (Q2) via
GE = F1 − τF2 , GM = F1 + F2 , τ = Q
2
4m2
. (4.39)
The Sachs form factors are experimentally more convenient because they diagonalize the Rosenbluth cross
section, cf. Eq. (5.10):
dσ
dΩ
=
(
dσ
dΩ
)
Mott
εG2E + τ G
2
M
ε (1 + τ)
, ε =
(
1 + 2 (1 + τ) tan2
θ
2
)−1
, (4.40)
where θ is the laboratory scattering angle. The Mott cross section describes lepton scattering off a pointlike
scalar particle and the deviation from it accounts for the nucleon’s spin 1/2 together with its composite nature:
for a pointlike proton, GE = GM = 1.
Form factor phenomenology. The Dirac and Pauli form factors at vanishing photon momentum transfer
Q2 = 0 encode the proton and neutron charges and their anomalous magnetic moments:
F p1 (0) = 1 , F
n
1 (0) = 0 , F
p
2 (0) = κp = 1.79 , F
n
2 (0) = κn = −1.91 .
Their slopes at Q2 = 0 are related to the Dirac and Pauli ‘charge radii’:
F1(Q
2) = F1(0)− r
2
1
6
Q2 + . . . , F2(Q
2) = F2(0)
[
1− r
2
2
6
Q2 + . . .
]
, (4.41)
which correspond to the standard definition of a charge radius through the slope of the form factor at vanishing
momentum transfer:
r21 = −6
dF1(Q
2)
dQ2
∣∣∣∣
Q2=0
, r22 = −
6
F2(0)
dF2(Q
2)
dQ2
∣∣∣∣
Q2=0
. (4.42)
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Figure 4.9: Three-body Dyson-Schwinger results for the nucleon’s electromagnetic form factors as a function of the photon momentum
transfer Q2 [306]. The references for the experimental data can be found therein.
The Sachs form factors GE and GM play a special role because in the Breit frame the temporal component
of the vector current matrix element J µ(p,Q) is proportional to GE and its spatial component to GM , see
footnote (15); hence the name ‘electric’ and ‘magnetic’ form factors. They contain the charges and magnetic
moments
GpM (0) = µp = 1 + κp = 2.79 , G
n
M (0) = µn = κn = −1.91 ,
and the electric and magnetic Sachs radii of proton and neutron (rp,nE and r
p,n
M ) are defined accordingly. Em-
pirically it turns out that the magnetic form factors are reasonably well described by a dipole form over a wide
range of Q2, which also agrees with the (naive) scaling predictions of perturbative QCD [561]. For this reason
the form factors are frequently divided by the dipole to magnify their deviations from it:
GD(Q
2) =
1
(1 +Q2/Λ2)2
, Λ = 0.84 GeV . (4.43)
The charge radius of a pure dipole form factor is given by ri = ~c
√
12/Λ ∼ 0.8 fm, with ~c = 0.197 GeV fm,
which already provides a crude estimate for the magnetic charge radii of proton and neutron. The electric
form factors, on the other hand, have not yet been measured up to quite as high values of Q2 and also behave
differently. GnE vanishes at the origin because the neutron carries no charge, whereas G
p
E deviates from the
dipole behaviour and even points towards a zero crossing at larger Q2 (to which we will return below). The
electric charge radius rpE of the proton is also subject to the ongoing proton radius puzzle which is discussed
in more detail in Sec. 5.1. The experimental data for the electromagnetic Sachs form factors and their dipole
ratios are shown in Figs. 4.9 and 4.11.
15In practice it is often more convenient to replace the spinors by the positive-energy projectors and work with a matrix-valued
current J µ(p,Q) = iΛ+(pf ) (. . . ) Λ+(pi). The Sachs form factors are then extracted from the traces GE(Q2) = Tr
{J · pˆ}/(2i√1 + τ)
and GM (Q2) = Tr
{J µγµ⊥} i/(4τ), where γµ⊥ is transverse to the average momentum p. In the Breit frame one has for example
Qˆµ = eµ3 , pˆ
µ = eµ4 and therefore J · pˆ = J 4 and J µγµ⊥ = J · γ.
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Form factors are Lorentz invariant and uniquely specify the electromagnetic structure of a hadron, but their
interpretation can depend on the reference frame. Their traditional non-relativistic interpretation is that of
three-dimensional Fourier transforms of charge distributions in the Breit frame, where the energy transfer from
the photon vanishes and thus Q2 = −q2. Assume that we can write a generic form factor F (Q2) as
F (Q2) =
ˆ
d3x ρ(r) eiq·x = 4pi
ˆ
dr r2ρ(r)
sin |q|r
|q|r , (4.44)
where r = |x| and ρ(r) is a spherically symmetric charge distribution. In that way a pointlike charge produces
a constant form factor, an exponential charge distribution corresponds to a dipole form factor, and a homoge-
neous sphere (similar to the typical charge densities of heavy nuclei) produces an oscillating form factor. The
coefficients in a Taylor expansion at small |q| define the charge and the mean-square charge radius:
F (Q2) = 4pi
ˆ
dr r2ρ(r)
[
1− 1
6
|q|2r2 + . . .
]
= 1− 1
6
|q|2〈r2〉+ . . . , (4.45)
which motivates the definitions (4.41–4.42). Plugging in the measured Sachs form factors then gives a positive
charge density for the proton and a neutron density that is positive at its core with a negative long-range tail,
which has led to the picture of the neutron sometimes being a proton surrounded by a pion cloud [562].
Unfortunately these relations only hold non-relativistically because relativistic boost corrections enter with
Q2/m2 and obscure the interpretation in terms of charge densities. Such effects are negligible as long as the
binding energies are tiny, which is still the case for nuclei, but the typical masses of hadrons are small enough
to induce corrections at all values of Q2 and even affect their charge radii [563]. In this sense, the Sachs
form factors are not directly related to charge distributions and the definitions (4.42) only reflect a generic
measure for the size of a hadron. On the other hand, an unambiguous interpretation can be found in the
infinite momentum frame: there, the Dirac form factor F1(Q2) is the two-dimensional Fourier transform of
the transverse charge distribution, and the resulting transverse charge densities are positive for the proton and
negative for the neutron at the center [564–566].
Experimental status. The proton’s electromagnetic form factors are experimentally measured in elastic e−p
scattering, whereas those of the neutron are extracted from electron-deuteron or electron-helium scattering
due to the lack of a free neutron target in nature. The current world data for GpE , G
n
E , G
p
M and G
n
M extend
up to photon virtualities Q2 of about 8.5 GeV2, 3.5 GeV2, 30 GeV2 and 10 GeV2, respectively; see [567] for
a compilation. Traditionally they have been extracted under the assumption of one-photon exchange via the
Rosenbluth cross section in (4.40). It came as quite a surprise when the polarisation transfer measurements at
Jefferson Lab revealed a ratio GpE/G
p
M that falls off and points towards a zero crossing at larger Q
2 [568–571],
in stark contrast to the Rosenbluth measurements which had predicted a constant ratio. The question of the
zero crossing for GpE is not yet settled because the experimental errors are still too large, but the situation is
expected to change in the near future with the Jefferson Lab 12 GeV program where measurements in Halls A,
B and C will extend the data range for GpE , G
n
E , and G
n
M up to the 10 – 14 GeV
2 region [572]. It is established
by now that two-photon exchange corrections can explain the discrepancy in principle [573, 574], although the
effect is still not completely understood because it cannot be calculated model-independently and the existing
model calculations rely on different underlying mechanisms. More surprises have also been found at low Q2,
where the present data forGpE are incompatible with the muonic hydrogen result for the proton’s charge radius.
We will discuss these points in more detail in Sec. 5, but what they clearly tell us is that our knowledge of the
nucleon’s electromagnetic structure is still not very well understood.
Dyson-Schwinger calculations. With precise experimental data available, nucleon form factors provide a
stringent test for theory calculations whose current status has been discussed in Sec. 4.3. In Fig. 4.9 we show
the results obtained from the three-body Dyson-Schwinger calculation in Ref. [306], whose only input is the
effective quark-gluon interaction of (3.96) and no further approximations are made. That is, all ingredients
of the current matrix element in Fig. 4.3 are calculated self-consistently from their rainbow-ladder Dyson-
Schwinger and Bethe-Salpeter equations, and the bands show the sensitivity to the model dependence of the
interaction.
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Figure 4.10: Quark-mass dependence of nucleon static electromagnetic properties compared to lattice results [397, 454, 456, 458–
460, 463, 464, 577]. Left panel: squared isovector Dirac radius (rv1)2. Right panel: isovector and isoscalar anomalous magnetic
moments κv and κs in units of nuclear magnetons. Stars denote the experimental values, either from the PDG [9] or using the muonic
hydrogen value for the electric proton radius [578]. Figures adapted from Ref. [306].
The plots show that the behaviour at larger Q2 is reasonably well reproduced, whereas the results at low Q2
exhibit discrepancies. The electric proton form factor agrees with the data but the bump in the electric neutron
form factor is absent, and both magnetic form factors of proton and neutron are underestimated. As demon-
strated in Ref. [306], this can be attributed to the absence of chiral meson-cloud effects. The leading-order
chiral corrections estimated from heavy-baryon chiral effective field theory are compatible with the discrepan-
cies for the magnetic moments in Fig. 4.9, which suggests an interpretation of rainbow-ladder as the ‘quark
core’ of the nucleon that is stripped of its pion cloud. Qualitatively similar features have been found in quark-
diquark approaches, using either model inputs [502] or self-consistently calculated ingredients [305].
The absence of chiral corrections is especially striking in Fig. 4.10, which shows examples for nucleon
charge radii and magnetic moments as a function of m2pi. The plots cover the domain from the chiral limit to the
strange-quark mass and show isovector and isoscalar quantities as linear combinations of proton and neutron.
Isovector form factors are directly comparable to lattice QCD since they are free of disconnected contributions.
Meson-cloud effects would increase the charge radii close to the chiral limit where they eventually diverge
because of the massless pion, and they contribute to the magnetic moments of baryons. The absence of pion
cloud effects is clearly visible in the isovector Dirac radius which agrees with lattice data at larger pion masses
but remains finite in the chiral limit. On the other hand, leading-order pion loops in chiral perturbation theory
come with an opposite sign for the proton and neutron anomalous magnetic moments [575, 576], so they are
enhanced in the isovector combination κv = κp− κn and cancel out in the isoscalar quantity κs = κp + κn. The
experimental and theoretical values κs = −0.12 are in excellent agreement, which suggests that the dominant
corrections to rainbow-ladder form factors are indeed of pionic nature.
Another interesting topic is the origin of the nucleon’s magnetic moments. Quark models often implement
phenomenological Dirac and Pauli form factors for the vertex dressing of the quark, where the latter encodes the
quark anomalous magnetic moment (AMM). As discussed in Sec. 4.2 and App. B, in general such a dressing is
contained in the offshell quark-photon vertex with its Ball-Chiu part and eight transverse components. It turns
out that the quark AMM in the rainbow-ladder solution for the quark-photon vertex (Fig. 4.5) is negligible,
which has the interesting consequence that the nucleon’s magnetic moments extracted from its current matrix
element are essentially reproduced by the Ball-Chiu vertex alone. Therefore, the feature sketched in Fig. 4.6
of the transverse part not contributing at Q2 = 0 effectively also applies to the nucleon magnetic form factors
even though they are not subject to charge conservation.
In Ref. [245] it was argued that a large chromomagnetic AMM in the quark-gluon vertex beyond rainbow-
ladder would also translate into a large electromagnetic AMM for the quark-photon vertex. Such AMMs have
since been introduced in nucleon form factor model calculations where they were found to improve agreement
with the data at moderately low Q2 [505]. One should note that in the quark-diquark approximation also the
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Figure 4.11: Left: Electric proton form factor normalized by the dipole and compared to experimental data [306]. Right: Pauli over
Dirac ratio for the proton and its precocious scaling behaviour.
diquarks carry AMMs, but since the diquarks in the nucleon are always offshell their effective contributions to
κp and κn are small [502]. The effect is explicitly demonstrated in Fig. 6.5 of Ref. [305], where the diquark-
photon vertices were resolved from the quark level according to Fig. 4.8. Recently Dyson-Schwinger solutions
for the quark-gluon vertex have become available which do exhibit a sizeable chromomagnetic AMM in its
transverse part (see Fig. 9 in Ref. [256]), but self-consistent calculations for the quark-photon vertex beyond
rainbow-ladder, and form factors in general, have not yet been performed to our knowledge.
Large Q2−behaviour. The transition from nonperturbative to perturbative QCD is implicit in the large-Q2
behaviour of form factors. At sufficiently high momentum transfer, asymptotic scaling sets in and elastic form
factors follow simple counting rules based on the minimum number of gluon exchanges that are required to
distribute the momentum transfer equally among the quarks. In the nucleon, at least two gluon exchanges are
required and thus perturbative QCD predicts the scaling behaviour of the Dirac and Pauli form factors as [561]
F1 → 1/Q4 , F2 → 1/Q6 , S := τF2/F1 → c, (4.46)
where τ = Q2/(4m2) and c is an undetermined constant. Correspondingly, the Sachs form factors would scale
as GE , GM → 1/Q4 which implies that the ratio GE/GM should become constant, which is indeed what had
been traditionally observed using the Rosenbluth separation method. However, these predictions have come
under scrutiny with the polarisation-transfer measurements at Jefferson Lab, where the ratio GpE/G
p
M shows
a roughly linear decrease with Q2 and points toward a zero crossing at some larger value of Q2. Because the
magnetic form factor is still reasonably well described by a dipole, the falloff and possible zero are entirely due
to GpE as shown in Fig. 4.11.
The discrepancy between the perturbative prediction and the experimental data has been attributed to
helicity non-conservation and the presence of non-zero quark orbital angular-momentum in the nucleon wave
function [521, 579, 580]. Indeed, with an updated perturbative prediction for F2(Q2) that accounts for wave-
function components with orbital angular momentum [581] one finds S → c ln2 (Q2/Λ2), and the onset of
perturbative scaling in the proton’s Pauli to Dirac ratio already appears to happen at moderately low Q2 of a
few GeV2, cf. Fig. 4.11. Here Λ is a soft scale parameter that is related to the size of the nucleon. Such a
relation can accommodate a zero crossing for both GpE/G
p
M and G
n
E/G
n
M through (4.39):
GE
GM
=
1− S
1 + S/τ
→ 1− c ln2 (Q2/Λ2) . (4.47)
Such a zero has been found in many model calculations and it is also a typical feature of Dyson-Schwinger
approaches. Fig. 4.11 shows the rainbow-ladder DSE result for the proton electric form factor normalized
by the dipole. The calculation stops at Q2/m2 ∼ 8 due to the quark singularities in the integrands (see the
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discussion at the end of Sec. 4.1), but the curve indeed points towards a zero at large Q2. Also the neutron
ratio GnE/GD exhibits a turnover at Q
2/m2 ≈ 5 – 6, indicating a possible zero crossing as well. Similarly, the
quark-diquark model calculation of Refs. [502, 503] predicts zeros for both GpE and G
n
E at Q
2 ∼ 8 – 10 GeV2,
where the exact location depends on the momentum dependence of the microscopic ingredients.
Additional insight can be gained by separating the proton and neutron form factors into their flavour contri-
butions. They are defined from the matrix element of the electromagnetic current (4.3), where one can neglect
the small strange-quark admixture to good approximation. Exploiting isospin symmetry, the up/down-quark
contributions in the proton equal the down/up-quark contributions in the neutron and thus they can be directly
extracted from experiment:
F p = qu F
u + qd F
d ,
Fn = qd F
u + qu F
d
⇒ F
u = 2F p + Fn ,
F d = F p + 2Fn .
(4.48)
Consider for the moment the case where F u1 = 2F
d
1 and F
u
2 = −F d2 . This entails a vanishing Dirac form factor
Fn1 = 0 for the neutron and Pauli form factors for proton and neutron with same magnitude but opposite signs:
F p2 = −Fn2 , and hence also κp = −κn. Experimentally, Fn1 (Q2) is uniformly negative which can only happen
if the down quark contribution to the Dirac form factor is suppressed relative to the up quark: 2F d1 /F
u
1 < 1.
This suppression was explicitly confirmed in Ref. [582] for both F1 and F2 using the latest data for the electric
neutron form factor. The faster falloff of the d-quark form factors implies that the u quarks have a significantly
tighter distribution than the d quarks in impact-parameter space [566]. A quark-diquark picture provides an
intuitive explanation for this: in addition to the doubly represented u quark in the proton (and d quark in the
neutron), the photon predominantly couples to u quarks in the proton because the direct coupling to the d
quark only comes in combination with an axialvector diquark correlation [217, 502]. However, similar results
have been obtained in Ref. [306] as well as in the symmetric quark model of Ref. [532].
4.5 Nucleon axial and pseudoscalar form factors
The nucleon’s axial and pseudoscalar form factors are of fundamental significance for the properties of the
nucleon that are probed in weak interaction processes; see [447, 448, 583] for reviews. They are experi-
mentally hard to extract and therefore considerably less well known than their electromagnetic counterparts.
Precisely measured is only the low-momentum limit of the axial form factor, the nucleon’s isovector axial
charge gA = 1.2723(23), which is a key quantity in nuclear physics and determined from neutron β decay [9].
Its determination in lattice QCD has been traditionally difficult: the axial charge may be quite sensitive to
finite-volume effects and excited state contaminations, making the extrapolation to the physical point difficult.
Although simulations close to the physical pion mass are now available most of them still underestimate the
experimental value, see Fig. 4.12 and Ref. [464] for a compilation of results, although agreement may be
within reach [401, 465, 584]. It is interesting to note that also in chiral perturbation theory one finds strong
cancellations at leading and next-to-leading order in the chiral expansion for gA [447, 585].
Axial and pseudoscalar current-matrix elements. In the isospin-symmetric limit the nucleon’s axialvector
current is characterized by two form factors: the axial form factor GA(Q2) whose value at zero momentum
transfer is the nucleon’s axial coupling constant gA, and the induced pseudoscalar form factor GP (Q2). They
constitute the nucleon matrix elements of the isovector axialvector current in (4.2) via
J µ5 (p,Q) = u(pf ) γ5
(
GA(Q
2) γµ +GP (Q
2)
iQµ
2m
)
u(pi) , (4.49)
where we suppressed the flavour matrices and employed the same kinematics as in Sec. 4.4. Defining a longi-
tudinal form factor GL(Q2) via GA = GL + τGP [491], where τ = Q2/(4m2), the current-matrix element can
be written as
J µ5 (p,Q) = u(pf ) γ5
(
GA(Q
2) γµT +GL(Q
2)
Qµ /Q
Q2
)
u(pi) , (4.50)
which can be verified from the identity u(pf ) γ5 (/Q+ 2im)u(pi) = 0. Therefore, GA and GL correspond to the
purely transverse and longitudinal contributions with respect to the momentum transfer, and the properties of
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Figure 4.12: Left: Dyson-Schwinger result for the nucleon’s axial charge gA as a function of the pion mass [491] compared to recent
lattice data [257, 401, 456, 459, 463–465, 584, 586–588]. The star denotes the experimental values. Right: Dyson-Schwinger result for
GA(Q
2) [491] compared to a selection of lattice results at different pion masses [459, 589, 590]. The dashed line is the experimental
dipole form (4.54) with an axial mass mA = 1.15± 0.15 GeV.
the underlying vertices in (4.25) entail that axialvector poles can only appear in GA and pseudoscalar poles
only in GL, whereas GP contains both and thus it is dominated by the pion pole.
Similarly, the pseudoscalar current is parametrized by the pseudoscalar form factor G5(Q2):
J5(P,Q) = G5(Q2)u(pf ) iγ5 u(pi) . (4.51)
On the pion’s mass shell, the residue of the pseudoscalar form factor G5 is the pion-nucleon coupling constant,
which can be made explicit by defining a form factor GpiNN (Q2) as
G5(Q
2) =
m2pi
Q2 +m2pi
fpi
mq
GpiNN (Q
2) , (4.52)
with GpiNN (−m2pi) = gpiNN . It is straightforward to work out the PCAC relation in (3.13) at the level of the
current matrix elements using translation invariance of the quark fields. It connects the longitudinal with the
pseudoscalar form factor and leads to the Goldberger-Treiman relation, which is valid for all current-quark
masses:
QµJ µ5 + 2mq J5 = 0 ⇒ GL =
mq
m
G5 =
m2pi
Q2 +m2pi
fpi
m
GpiNN ⇒ GA(0) = fpi
m
GpiNN (0) . (4.53)
Thus, the axial and pseudoscalar currents (4.49)–(4.51) are described by only two independent form factors,
GA(Q
2) and GpiNN (Q2), which at Q2 = 0 are additionally related through the Goldberger-Treiman relation.
Axial and pseudoscalar form factors. Experimental data for the momentum dependence of GA(Q2) come
from quasielastic neutrino scattering off nucleons or nuclei and charged pion electroproduction [447]. Similarly
to the electromagnetic form factors, the data can be parametrized by a dipole ansatz which determines the ‘axial
mass’ mA and the axial radius rA from the slope of the form factor at Q2 = 0:
GA(Q
2) =
gA(
1 +Q2/m2A
)2 , GA(Q2) = gA(1− r2A6 Q2 + . . .
)
⇒ r2A = −6
G′A(0)
gA
=
12
m2A
. (4.54)
The experimental value for mA is not well constrained due to model-dependent extractions of GA(Q2) from
the respective cross sections. Pion electroproduction and older neutrino scattering experiments suggest values
around mA ∼ 1 GeV [447, 591] whereas more recent data from MiniBooNE and K2K favor higher central
values up to mA ∼ 1.3 GeV [592, 593]. The origin of this discrepancy is unclear and could be a consequence
of nuclear medium effects [594] or a deviation from the dipole form [595].
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The Q2−evolution of GA is depicted in the right panel of Fig. 4.12, where the Dyson-Schwinger result from
the rainbow-ladder three-body calculation [491] is compared to lattice data and the phenomenological dipole
parametrization of (4.54). At low Q2, the Dyson-Schwinger result underestimates the lattice data and the
dipole curve whereas they converge above Q2 ∼ 1 – 2 GeV2. This is similar to what happens for magnetic form
factors and therefore it would also point towards missing chiral cloud effects in the low-momentum region. The
corresponding axial charge is shown in the left panel as a function of the squared pion mass. At the physical
u/d-quark mass it underestimates the experimental value by 20− 25% but slowly increases with the pion mass.
In principle an interpretation in terms of missing chiral corrections is compatible with finite-volume effects on
the lattice: if the lattices are too small, they might not be able to hold the full extent of the pion cloud [596].
What is interesting to note is that the observed spread in the lattice results for GA(Q2) for different values of
the pion mass [456, 590] disappears when plotting them over Q2/m2, so that they are in fact well compatible
with the dipole parametrization. This can be easily understood from the timelike structure: form factors
are dimensionless functions of dimensionless variables, and GA(Q2) is dominated by the axialvector meson
a1(1260) with quantum numbers JPC = 1++ whose mass is roughly proportional to that of the nucleon when
changing the current-quark mass. Thus the expected bump position at Q2/m2 = −m2a1/m2 changes only
weakly with the quark mass and so does the spacelike shape of the form factor.
The pseudoscalar form factor GpiNN (Q2) is not directly observable except at the onshell point Q2 = −m2pi
where it becomes the pion-nucleon coupling constant gpiNN , and at Q2 = 0 where it is related to gA. The form
factor is often parametrized by extending the Goldberger-Treiman relation (4.53) to non-zero Q2 using the
dipole parametrization for GA(Q2). However, due to the different pole structures – axialvector poles in GA,
pseudoscalar poles in GpiNN starting with the first radial excitation pi(1300) of the pion – there is no reason for
this to hold at spacelike momentum transfer. The Dyson-Schwinger result for the pseudoscalar form factor in
Ref. [491] indeed deviates from the Goldberger-Treiman relation at Q2 > 0 whereas it is compatible with the
lattice data of Ref. [589].
The induced pseudoscalar form factor GP (Q2), on the other hand, is dominated by the pion pole at
Q2 = −m2pi, and therefore pion pole dominance describes its spacelike properties reasonably well: from the
above relations between the form factors one derives GP (Q2) = 4m2GA(Q2)/(Q2 + m2pi) + O(m2pi). Since
GP is the linear combination of the axial and longitudinal form factors GA and GL, it must include all
further pseudoscalar (0−+) and axialvector (1++) pole structures as well. Experimental data for GP (Q2)
are similarly sparse. Its Q2 dependence can be extracted from pion electroproduction, whereas ordinary
muon capture on the proton (µ− + p → νµ + n) determines the induced pseudoscalar coupling constant
gp := mµ/(2m)GP (Q
2 = 0.88m2µ). The value reported by the MuCap Collaboration, gp = 7.3 ± 1.1 [597], is
consistent with chiral perturbation theory but smaller than the previous world average [447, 583].
4.6 Delta electromagnetic form factors
The lowest-lying nucleon resonance is the ∆ baryon with massm∆ = 1.232 GeV, width Γ∆ = 114 – 120 MeV and
I(JP ) = 32(
3
2
+
). It contributes a prominent and well-separated peak to the inelastic Ne− cross section, to Npi
scattering, electroproduction and other processes, and it plays an important role in Compton scattering where
it gives a large contribution to the nucleon’s magnetic polarisability. Unfortunately the ∆ is very short-lived
which implies that measuring its elastic electromagnetic properties is extremely challenging. Therefore, most
of our experimental knowledge on its electromagnetic structure comes from the γN → ∆ transition (discussed
in Sec. 4.7), which in itself contributes only a tiny fraction to the total decay width which is dominated by the
∆ → Npi decay. Due to the strong ∆ → Npi coupling, pionic effects are expected to contribute significantly to
the properties of the ∆ baryon.
Experimental information on the ∆ electromagnetic form factors is sparse. To date, only the magnetic
moments of ∆+ and ∆++ are known, although with large uncertainties:
µ∆++ = 3.7 – 7.5µN , µ∆+ = 2.7
+1.0
−1.3 (stat.)± 1.5 (syst.)± 3 (theo.)µN . (4.55)
The value for the ∆++ is extracted from radiative pion-nucleon scattering (pi+p −→ pi+pγ) [9, 598–600], and
that for the ∆+ from radiative photoproduction of neutral pions (γp −→ pi0pγ′) [601]. Information on the ∆0
and ∆− magnetic moments and all other electromagnetic properties of the ∆ isomultiplet is totally missing. In
particular, there are no experimental data for the Q2 evolution of its electromagnetic properties.
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In principle such knowledge would allow one to study the deformation of baryons: whereas for the nucleon
(being a spin-1/2 particle) such information is not directly accessible via its elastic form factors, for spin-3/2
baryons deviations from sphericity are signaled by non-vanishing values of the electric quadrupole and mag-
netic octupole form factors. Understanding the structure of the ∆ baryon and its deformation, together with
the study of the γN → ∆ quadrupole transitions, indirectly also allows one to investigate the deformation of
the nucleon, see e.g. [13] for a review.
Electromagnetic current. The ∆ elastic electromagnetic current (or, in general, for any spin-3/2 baryon with
positive parity) can be written as
J µ(p,Q) = iuα(pf )
[(
F ?1 γ
µ +
iF ?2
4m∆
[γµ, /Q]
)
δαβ −
(
F ?3 γ
µ +
iF ?4
4m∆
[γµ, /Q]
)
QαQβ
4m2∆
]
uβ(pi) , (4.56)
see for example App. B.2 of Ref. [496] for a derivation. The kinematics are the same as in the previous
subsections except for the replacement mN → m∆. The Rarita-Schwinger vector-spinors are eigenspinors of
the Rarita-Schwinger projector Pαβ(p) onto positive energy and spin J = 3/2:
uα(p) = uρ(p)Pρα(p) , uβ(p) = Pβσ(p)uσ(p) , Pαβ(p) = Λ+(p)
(
Tαβp − 13γα⊥ γβ⊥
)
(4.57)
with the positive-energy projector Λ+(p), the transverse projector T
αβ
p = δαβ − pˆαpˆβ and γα⊥ = Tαβp γβ.
The electromagnetic current is expressed in terms of four form factors F ?i (Q
2), whose linear combinations
constitute the Coulomb monopole GE0, magnetic dipole GM1, electric quadrupole GE2, and magnetic octupole
GM3 form factors [13, 602]:
GE0 =
(
1 + 23τ
)
∆12 − 13τ(1 + τ) ∆34 ,
GM1 =
(
1 + 45τ
)
F12 − 25τ(1 + τ)F34 ,
GE2 = ∆12 − 12(1 + τ) ∆34 ,
GM3 = F12 − 12(1 + τ)F34 ,
(4.58)
with τ = Q2/(4m2∆), Fij = F
?
i + F
?
j and ∆ij = F
?
i − τF ?j . In a non-relativistic picture, the electric monopole
and magnetic dipole form factors can be seen as the analogues of GE and GM for the nucleon, describing
the momentum-space distribution of the nucleon’s charge and magnetisation. The electric quadrupole and
magnetic octupole are associated with the deformation (non-sphericity) of those distributions. Their static
(dimensionless) values
GE0(0) = e∆ , GM1(0) = µ∆ , GE2(0) = Q , GM3(0) = O (4.59)
define the charge e∆ ∈ {2, 1, 0,−1} of the ∆ baryon, its magnetic dipole moment µ∆, the electric quadrupole
moment Q, and the magnetic octupole moment O. Expressed in terms of the dimensionless quantity GM1(0),
the numbers in (4.55) correspond to µ∆ = 7.4± 2.5 for the ∆++ and µ∆ = 3.6+1.3−1.7 ± 2± 4 for the ∆+.
Form factors. Given the lack of experimental information, model calculations are usually compared to lattice
QCD simulations. The most recent lattice calculations of GE0, GM1 and GE2 using dynamical quarks were pre-
sented in [398, 467, 470] for different values of the pion mass, the lowest one being ∼ 350 MeV, whereas GM3
has only been calculated using the quenched approximation [603]. The data provided by these calculations
still show large uncertainties which are visible in Fig. 4.13. When taking them as a benchmark for the situation
at physical pion masses one must keep in mind that the pion mass is still in the region where mpi > m∆ −mN ,
so the ∆ is a stable bound state below Npi threshold. Note that under the assumption of exact isospin symmetry
and due to the symmetry properties of the ∆ flavour amplitudes, the form factors of all other members of the ∆
isomultiplet can be obtained by multiplying those of the ∆+ with the appropriate baryon charge, which implies
in particular that all form factors of the ∆0 vanish identically.
In Fig. 4.13 we compare the lattice data for the ∆+ electromagnetic form factors of Ref. [398] with results
from two rainbow-ladder Dyson-Schwinger calculations. One of them solves the three-body equation without
further approximations [488]16 and the other uses the quark-diquark approximation [496]; in both cases the
16We present here an update of the results in [488] where the numerical accuracy has been increased.
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Figure 4.13: Electric monopole, magnetic dipole, electric quadrupole and magnetic octupole form factors for the ∆+ baryon. We
compare lattice data [398] with the Dyson-Schwinger three-quark [488] and quark-diquark calculations [496]; the coloured bands
show the sensitivity to varying the η parameter in (3.96). The plot on the bottom right shows the current-mass evolution of the
static quantities from the quark-diquark calculation [496], where stars denote the experimental magnetic moments of the ∆+ and Ω−
baryon.
input is the effective quark-gluon interaction of (3.96). The comparison is interesting because it can shed light
on the reliability of the quark-diquark approximation. A first inspection of Fig. 4.13 reveals a fair agreement
for GE0 and GM1 in the whole Q2 range, whereas GE2 and GM3 show interesting differences.
The deformation of the ∆ is encoded in its electric quadrupole and magnetic octupole form factors. Non-
relativistically, a negative sign for the electric quadrupole moment GE2(0) indicates an oblate charge distribu-
tion for the ∆ in the Breit frame, with a different interpretation arising in the infinite-momentum frame [398].
From the measurement of the γN → ∆ transition one can infer the value GE2(0) = −1.87(8) in the large-NC
limit [398, 604]; comparable values are predicted by a range of constituent-quark models [605] and they are
in the ballpark of the lattice results. Similar numbers arise from the Dyson-Schwinger calculations in Fig. 4.13.
However, in contrast to the three-body result the quark-diquark calculation GE2(Q2) develops a zero crossing,
which is an unexpected feature but not clearly excluded from the lattice data.
Also the magnetic octupole form factor GM3(Q2) appears to be a very sensitive quantity. Its lattice signal is
weak and plagued by large error bars but compatible with zero. At next-to-leading order in a chiral expansion,
the magnetic octupole moment also vanishes [606]. Both Dyson-Schwinger calculations yield non-zero values
but they differ in their signs, as can be seen in Fig. 4.13: the quark-diquark result is negative whereas the three-
body result is positive. A similar observation applies to the quark-diquark model calculations of Ref. [506],
where depending on the pointlike or non-pointlike nature of the ingredients the result is either negative or
positive but in both cases larger in magnitude. In the covariant spectator quark model of Refs. [545, 605] the
magnetic octupole form factor is strongly dependent on the d-wave content of the wave function; two different
parametrizations for the ∆ wave function lead to different signs although in both cases the result is negative
at zero photon momentum. We note again that in the Dyson-Schwinger calculations the partial-wave content
of the nucleon and ∆ amplitudes in terms of s, p, d and f waves is not restricted in any way but determined
dynamically when solving the bound-state equations. This is certainly desirable, as the details of the form
factors which could depend on the precise internal structure of the state act as a probe of the quark-gluon
interaction.
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Another observation concerns the similarity of the Dyson-Schwinger and lattice results below Q2 ∼ 1 GeV2,
which is somewhat in contrast to the previously discussed nucleon form factors where a certain discrepancy
is seen which can be attributed to the absence of pion cloud effects in rainbow-ladder calculations. Although
such a disagreement is also expected to occur for the ∆ baryon, the lattice calculations were performed for
unphysical pion masses above 350 MeV. Therefore, non-analyticities arising from the ∆ → Npi decay and
the associated ‘pion-cloud effects’ are absent in both approaches. On the lattice, the static electromagnetic
properties of the ∆ remain more or less constant for pion masses above ∼ 400 MeV [607]. From the bottom
right panel in Fig. 4.13 one can see the same is true for the Dyson-Schwinger results: the static values for
the magnetic dipole, electric quadrupole and magnetic octupole moments are practically independent of the
current-quark mass.
The evolution with the quark mass (or equivalentlym2pi) has another interesting consequence. For two quark
flavours with equal masses the ∆− becomes identical to the Ω− baryon when evaluated at the strange-quark
mass because the Ω− is a pure sss state. Experimentally, µΩ− = −2.02(5)µN which implies |GM1(0)| = 3.60(9).
It is encouraging that the quark-diquark result for GM1(0) agrees reasonably well with that value, because
pionic effects should have diminished in the vicinity of the strange-quark mass above which the baryon is
increasingly dominated by its ‘quark core’. The same can be said for the Q2−dependence of the form factors:
when plotted over Q2/m2∆, the overall shape of Fig. 4.13 persists throughout the current-quark mass range and
the same behaviour is visible in the lattice results. Thus, in the absence of chiral effects the Ω− form factors are
not materially different from those of the ∆ once their inherent mass dependence is scaled out.
4.7 Nucleon transition form factors
Coming back to our discussion in Sec. 2.2, let us now discuss results for the electromagnetically induced
transition form factors from the nucleon to its resonances. Nucleon transition form factors are of particular
recent interest because they can be accurately extracted from meson electroproduction experiments and provide
additional information on the electromagnetic structure of resonances in addition to their masses and widths.
In recent years the data collected with CLAS at Jefferson Lab over a wide Q2 range have enlarged the data pool
by a substantial amount. In addition to the ∆ resonance, data for several other states have become available as
well, including the Roper and the negative-parity resonances N(1535) and N(1520); see [11, 12] for reviews.
γN → ∆(1232) transition. The γN → ∆(1232) transition current is determined by the three Jones-Scadron
form factors G?M (Q
2), G?E(Q
2) and G?C(Q
2) which are experimentally extracted from the multipole amplitudes
in pion electroproduction. There are various equivalent ways to define the onshell 1/2+ → 3/2+ transition
current; the most common one is the Jones-Scadron current itself [54]:
J µ(p, p′) =
√
6 δ+
4m4 λ+λ−
uα(p) iγ5
(
m2λ− (G∗M −G∗E) εαµpQ −G∗E εαβpQ εβµpQ +
G∗C
2
QαQβ tβµpQ
)
u(p′) . (4.60)
The spinors are the same as before; however, for transition form factors we slightly change our notation com-
pared to the previous sections: p is now the momentum of the resonance, p′ is the nucleon momentum and
Q = p− p′ the momentum transfer. The current depends on the quantities
tµνab = a · b δµν − bµaν , εµνab = γ5 εµναβaαbβ, δ± =
m∆ ±m
2m
, λ± = δ2± + τ , τ =
Q2
4m2
. (4.61)
The amplitudes that appear in effective field theory expansions and dynamical reaction models also de-
pend on offshell currents and in that case additional requirements apply. Apart from electromagnetic gauge
invariance, the offshell transition current must also be invariant under spin-3/2 gauge transformations and point
transformations [608, 609] and satisfy the analyticity conditions that those imply. The Jones-Scadron current
does not meet these criteria but the following form [610, 611] does:
J µ(p, p′) =
√
6 δ+
4m2
uα(p) iγ5
(
gM ε
αµ
pQ − gE tαµpQ −
gC
m∆
itαβpγ t
βµ
QQ
)
u(p′) . (4.62)
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Figure 4.14: γN → ∆ transition form factors from the Dyson-Schwinger approach compared to experimental data [334].
An equivalent form has been used in Ref. [612]. The form factors gM , gE and gC are free of kinematic con-
straints17 and the onshell relations between the two sets of form factors are (with δ = δ+δ−)
G∗M −G∗E = λ+gM , G∗E =
τ − δ
2
gE + τ gC , G
∗
C = (τ − δ) gC −
m2∆
2m2
gE . (4.63)
The γN → ∆(1232) transition is dominated by a magnetic dipole transition which, in a quark-model picture,
amounts to a spinflip of a quark and is encoded in the form factor G?M (Q
2). Its static experimental value is
G?M (0) = 3.02(3); experimental data exist in the range up to Q
2 ∼ 8 GeV2 (see [11, 13] for detailed reviews).
The remaining electric and Coulomb quadrupole contributions are much smaller and measure the deformation
in the transition. They are expressed by the form factors G?E(Q
2) and G?C(Q
2) which are related to the magnetic
dipole form factor through the form factor ratios
REM = −G
?
E
G?M
, RSM = −m
2
m2∆
√
λ+λ−
G?C
G?M
. (4.64)
Note that the Jones-Scadron form factors are kinematically related at λ+ = 0: G∗E = G
∗
M and therefore
REM = −1, and the ratio RSM has kinematic zeros at λ± = 0 (which corresponds to Q2 ≈ −4.7 GeV2 and
Q2 ≈ −0.09 GeV2) and becomes imaginary in between.
In Fig. 4.14 we show results from the rainbow-ladder Dyson-Schwinger approach in the quark-diquark
approximation [334]. Dyson-Schwinger based results are also available from the contact-interaction and
momentum-dependent quark-diquark models [506] and first three-body rainbow-ladder results have been re-
ported in [488]. The magnetic dipole transition form factorG?M (Q
2) follows the characteristics of the previously
discussed magnetic and axial form factors: it agrees with experimental data at larger Q2 and underestimates
them by ∼ 25% at Q2 = 0. This is consistent with quark-model results and the expected behaviour of the pion
cloud from coupled-channel analyses. What is particularly interesting are the ratios REM and RSM because the
former encodes the orbital angular momentum in the transition. Perturbative QCD predicts REM → +100% at
Q2 →∞which is, however, not seen in the available data: REM remains small and negative up toQ2 ∼ 7 GeV2.
In non-relativistic quark models, non-zero values for these ratios would require d−wave components in the
nucleon and ∆ wave functions or the inclusion of pion-cloud effects. Indeed, the analysis of pion electro-
production data via dynamical reaction models suggests that these ratios are almost entirely dominated by
meson-baryon interactions [613].
By contrast, Fig. 4.14 shows that REM and RSM are quite well reproduced even in the absence of a pion
cloud. In the case of REM , this behaviour originates from the relativistic p waves in the nucleon and ∆ bound-
state amplitudes which are a consequence of Poincaré covariance as discussed in Sec. 3.4. They carry the
dominant fraction of orbital angular momentum but are absent in quark models. If p waves are switched off
entirely, the ratio starts at ∼ −1%, crosses zero and increases rapidly with a trend towards the asymptotic
17We trivially modified the expression in [610] by replacing {gM , gE , gC}/λ+ → {gM , gE , gC}, so that the form factors do not have
kinematic zeros at λ+ = 0.
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Figure 4.15: Left: Current-mass evolution of the ρ→ pipi coupling constant extracted from the rainbow-ladder electromagnetic current
matrix element analogous to Fig. 4.4 and compared to lattice results [614–622]. Right: Analogous ∆→ Npi coupling obtained from a
quark-diquark calculation in rainbow-ladder. Figures adapted from Ref. [497].
prediction REM → 1 for Q2 → ∞; its value at Q2 = 1.2 GeV2 is already +9% [334]. The contribution from d
waves, on the other hand, is almost negligible. Hence, REM is presumably not a pion-cloud effect; instead, the
results entail that the form factors G∗E and G
∗
C compare to their experimental values in a similar fashion as G
∗
M
and chiral effects would contribute a similar fraction to all of them at low Q2. Above Q2 ∼ 2 GeV2 the model
uncertainties stemming from the effective interaction (3.96) and the seagull amplitudes in Fig. 4.8 become
too large to make reliable predictions. Nevertheless these results make clear that p waves do have observable
consequences even if they are subleading, which underlines the necessity of implementing complete tensor
bases for the Poincaré-covariant nucleon and ∆ Bethe-Salpeter amplitudes.
γN → Roper transition. Another interesting case is the γN → Roper transition discussed already in Sec. 2.1,
as it has the potential to clarify the underlying composition of the Roper resonance. A recent quark-diquark
model calculation [25] produces indeed results that are qualitatively similar to the experimental data shown
in Fig. 2.1, including the observed zero crossing and a corresponding zero crossing in the Pauli-like form
factor F2(Q2). Together with the results from the three-body Bethe-Salpeter equation displayed in Fig. 3.22
this provides further evidence that the Roper is indeed the first radial excitation of the nucleon, although
meson-cloud effects may play a significant role. Work on nucleon to resonance transition form factors in the
Dyson-Schwinger approach has only begun and we may expect to see more results in the future.
∆→ Npi decay. Let us finally return to the comment we made in Sec. 3.6. Most hadrons are resonances and
they decay: the ρ meson decays into two pions, the ∆ and Roper mainly decay into Npi, etc. A complete de-
scription of hadrons should incorporate these properties and dynamically generate widths for such resonances.
However, none of the truncations that are currently employed in functional methods are yet capable of doing
so and instead of resonances they produce ‘bound states’ without widths. On the other hand, it is important to
note that this does not mean that one cannot calculate the ρ → pipi, ∆ → Npi decays in rainbow-ladder. The
ρ → pipi decay is proportional to the residue of the pion’s electromagnetic form factor at the timelike ρ-meson
pole (Q2 = −m2ρ). The ∆ → Npi decay is the residue of the pseudoscalar N → ∆ transition form factor at
the pion pole (Q2 = −m2pi) constructed from the same diagrams as in Fig. 4.3, and the same is true for other
resonances. As it turns out, the existing calculations yield quite reasonable values for these decays. Ultimately,
the decay mechanisms would have to be backfed into the Bethe-Salpeter equations and this is what would shift
their T-matrix poles into the complex plane and thereby generate the desired widths. This is perhaps also the
point where the hadronic coupled-channel and quark-level philosophies most clearly differ: while in the for-
mer the resonant nature is a fundamental component of a state whose underlying quark-gluon properties are
inaccessible, in the latter acquiring a width is often viewed as a ‘correction’ that comes on top of dynamically
generating a hadron as a qq¯, qqq or multiquark system in the first place.
The decay width of the ∆(1232) is almost exclusively produced by the ∆ → Npi decay, whereas the only
other decay channel, the electromagnetic ∆ → Nγ transition, has a branching fraction of less than 1%. The
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experimental decay width is Γ∆ = 117(3) MeV from where the coupling strength g∆Npi = 29.2(4) can be
inferred. Theoretically it can be extracted from the residue of the Q2-dependent pseudoscalar transition form
factor G∆Npi(Q2) at the pion pole Q2 = −m2pi. In Ref. [497] that form factor was calculated in the rainbow-
ladder quark-diquark approach using the decomposition in Fig. 4.8, however without the (pseudoscalar) seagull
terms because in contrast to the electromagnetic case there is no Ward-Takahashi identity to constrain their
structure. The resulting transition form factor was found to be compatible with lattice calculations [468] and
the resulting value g∆Npi = 28.1 for the coupling constant turned out to be remarkably close to the experimental
number, cf. Fig. 4.15. Similarly to the analogous ρ → pipi decay also shown in the figure, G∆Npi(Q2 = 0) is
almost independent of the current-quark mass. The moderate rise in g∆Npi is simply due to the rise of the form
factor toward the pion pole which moves away from the origin with increasing pion masses. By contrast, the
phase space for the decay closes at mpi = m∆ −mN (shown by the vertical band) and thus the actual decay
width of the ∆ vanishes rapidly with the current-quark mass; hence it is mainly governed by the kinematic
phase space factor multiplying the coupling constant g∆Npi.
4.8 Hyperon form factors
The study of electromagnetic properties of baryons has been historically focused, both theoretically and ex-
perimentally, on the nucleon, the ∆ and their transitions, whereas the strange members of the octet and the
decuplet (the hyperons) have received much less attention. Knowledge of their structure, however, could shed
light on the role played by strangeness in the determination of baryon properties or, more generally, the quark
mass and flavour dependence of QCD interactions. In particular, as we discuss below, the comparison of model
predictions for form factors with experimental or lattice results (where available) allows one to evaluate the
effect of the meson cloud and, for example, the interplay of kaon and pion clouds.
From the experimental point of view, the information on the electromagnetic properties of hyperons is
scarce – which is natural as they are more difficult to produce and decay very fast. To date, experimental data
exist for the magnetic moments of all octet members except Σ0 and for the electric radius of the Σ− (and, of
course, the nucleon). For the strange members of the decuplet, however, nothing is known. First experimental
results for the hyperon form factors at large timelike momentum (|Q2| ∼ 14 GeV2) have been reported by the
CLEO collaboration [43, 623, 624]. As part of the N∗ program of the CLAS12 upgrade at Jefferson Lab, it
is planned to measure KY electroproduction (Y being a hyperon) and to extract from there some hyperon
transition form factors at non-vanishing Q2 [625].
The calculation of electromagnetic properties of hyperons began in earnest once experimental investigations
were planned. A number of quark models provided predictions for their static properties, such as magnetic
moments and electric radii, see e.g. [626, 627] for a collection of results and references. The validity of
such models for non-vanishing momentum transfer is questionable and more sophisticated quark models have
been developed. For example, a reduction of the Bethe-Salpeter equation by using instantaneous interactions
was used in [628, 629] to study electromagnetic form factors of octet hyperon resonances. A reduction to a
quark-diquark system has been used in [507] within an NJL model for the interactions and in the covariant
spectator formalism in [630]. In the latter the emphasis was placed on studying the role of pion cloud effects
in form factors. Static properties have also been studied using chiral perturbation theory [631–633] and at
low momentum transfer in [634]. The different role played by pion, kaon and eta clouds as a tool for the
extrapolation of lattice calculations to the physical regime has been studied in full, quenched and partially
quenched chiral perturbation theory in [635, 636].
A calculation of the elastic electromagnetic form factors for the octet and decuplet form factors using DSEs
has been presented in [489]. From lattice QCD, very precise data for the electromagnetic form factors of
octet baryons up to Q2 = 1.3 GeV2 have been recently published [461, 462]. This calculation is performed
using Nf = 2 + 1 dynamical flavours and omitting disconnected diagrams. The lattice results were obtained
at unphysical pion masses and extrapolated to the physical point using partially quenched chiral perturbation
theory. We show these results for the Σ and Ξ isomultiplets and compare with the corresponding DSE results
from [489] as well as with the experimental values for the magnetic moments [9]. In interpreting the differ-
ences between these results it proves useful to make use of the works cited above [635, 636] on the role played
(such as sign of the effect, its magnitude, etc.) by kaon, eta and pion clouds.
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Figure 4.16: Magnetic (upper panel) and electric (lower panel) form factors for the baryon octet’s Σ triplet (left) and Ξ doublet (right).
The magnetic form factor is given in units of the nuclear magneton µN . Coloured bands represent the result of the numerical DSE
calculation [489] for η = [1.6, 2.0] in (3.96). Vertical dotted lines indicate the region beyond which the singularities of the quark
propagator are probed. Stars indicate experimental values. Lattice data for non-vanishing Q2 are from [461, 462].
For the charged Σ baryons and for the Ξ doublet the DSE results show an overall good agreement with
the corresponding lattice data. This is particularly true for the electric form factors, which are protected in
the infrared by charge conservation. It is in the magnetic sector where one can more easily see the effect of
the meson cloud. While GM from the Σ− and Ξ− Dyson-Schwinger results agrees well with the lattice data at
finite Q2, there is a significant deviation for the Σ+ and the Ξ0. Also, at Q2 = 0 the deviation of the DSE result
for the magnetic moment with respect to the experimental value is similar in relative size for the Σ+ and the
Σ−, whereas it is much smaller for the Ξ+ than for the Ξ0. This pattern may be understood from the different
influence and the interplay of pion and kaon cloud effects on the various states [635, 636]. For the Σ± states,
pion cloud effects play an important role for both states at small Q2, leading to the observed discrepancies
between the DSE magnetic moments and the experimental values. For larger values of Q2 also kaon cloud
effects are important, which are strong only in the Σ+-channel, where one sees a larger discrepancy of the DSE
results with lattice QCD. For the Ξ states, pion cloud effects are small in all cases and kaon cloud effects are
much larger in the Ξ0 than in the Ξ−. As a consequence we observe only small deviations of the magnetic
moment of the Ξ− from the DSE calculation with both experiment and lattice QCD.
It is interesting to bring back a technical issue discussed earlier. As explained in Sec. 4.1 in the context
of Eq. (4.18), form factor calculations in the DSE approach are limited to a maximum value of Q2 due to the
presence of complex conjugate poles in the quark propagators. The specific values of these limits depend on the
masses of the baryons of interest. We show those limits in Figs. 4.16 and 4.17 as dotted vertical lines. Although,
in principle, calculations beyond those limits are rigorously forbidden, it turns out that in most cases results
are still smooth beyond these regions. On a phenomenological level, and with due caution, extrapolations of
DSE results for high-Q2 values seem thus possible.
Coming back to the discussion of results, it is clear that a pressing issue in DSE calculations of baryon form
factors is the inclusion of the effects of the pion and kaon clouds. However, judging from the results presented
in Fig. 4.16 as well as from the corresponding results for the nucleon and ∆ presented earlier, it seems fair
to say that even a simplistic truncation of the DSE system, namely the rainbow-ladder truncation, already
provides an excellent description of (ground-state) baryon structure. With this idea in mind, we tackle now the
interpretation of the decuplet form factor results from [489], shown in Fig. 4.17.
As already mentioned above, for decuplet hyperons there is no information from experiment or from any
realistic lattice QCD calculation to rely upon. The only lattice results available to date [607] concern static
properties only and are calculated in the quenched approximation. With the information gathered so far, one
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Figure 4.17: Electromagnetic form factors for hyperons in the baryon decuplet. Coloured bands represent the result of the numerical
DSE calculation [489] for η = [1.6, 2.0] in (3.96). Vertical dotted lines indicate the region beyond which the singularities of the quark
propagator are probed.
can thus interpret the results in Fig. 4.17 as qualitative predictions, especially for moderate Q2.
As a first remark, it is interesting to note that the form factors of neutral states are, in contrast with those
of the ∆0, not vanishing due to the presence of strange quarks. Moreover, the electric monopole form factors
of both Σ∗0 and Ξ∗0 are of the same order as the analogous GE of their octet counterparts.
As for the ∆, the electric quadrupole form factor provides a measure of the deviation of the charge distribu-
tion from sphericity. Keeping in mind that the extraction ofGE2 andGM3 for very lowQ2 is numerically difficult
(as explained in [489]), the DSE calculation predicts a prolate shape (positive GE2) for the charge distribution
in Σ∗ + and an oblate one (negative sign) for the Σ∗−. In the case of the Σ∗0 one obtains a zero crossing at
Q2 ∼ 0.7 GeV2, the charge distribution changing from an oblate to a prolate shape as the electromagnetic probe
increases in energy. It will be interesting to check whether this feature survives a more sophisticated calculation
in an extension of the present framework including meson cloud effects. An analogous result is seen for the
Ξ∗ 0 and Ξ∗ − hyperons. The quadrupole form factor GE2 also features a zero crossing for the Ξ∗ 0, but this
time in the region in which the singularities of the quark propagator are probed and the DSE predictions are
less reliable.
As for the the magnetic dipole form factor GM1 , the most interesting feature is again a zero crossing for both
neutral members Σ∗0 and Ξ∗0. Finally, with respect to the magnetic octupole form factors, extracting accurate
results is again impossible with the current accuracy. Only the sign of the corresponding form factor seems
to be stable. As with GE2 , a non-vanishing GM3 indicates a deformation of the magnetic distribution, with a
positive (negative) sign signalling a prolate (oblate) shape.
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5 Compton scattering
Nucleon resonances have been traditionally extracted from Npi scattering, and only in recent years meson
photo- and electroproduction experiments have become the main tools for gathering information on the baryon
excitation spectrum. Understanding the structure and dynamics of scattering amplitudes is clearly of great
importance: dynamical reaction models and amplitude analyses based on general principles such as unitarity,
analyticity and crossing symmetry are necessary to organize the experimental data and disentangle the various
partial-wave contributions in order to extract resonance properties from Npi, photo- and electroproduction
amplitudes. On the other hand, scattering amplitudes contain an abundance of information in addition to
hadronic poles and thus their study also serves a purpose beyond the extraction of resonance physics.
An especially interesting example is nucleon Compton scattering (CS). It encodes a broad and fascinating
range of physical applications spanning from nucleon (generalized) polarisabilities to structure functions, pp¯
annihilation, two-photon corrections to form factors and the proton radius puzzle. The CS amplitude also
provides access to structure properties that cannot be accessed in deep inelastic scattering, for example gen-
eralized parton distributions (GPDs) that encode the transverse spatial and spin structure and allow one to
establish a three-dimensional tomography of the nucleon. Our experimental knowledge of the CS amplitude
is mainly restricted to a few kinematic limits including the (generalized) polarisabilities in real and virtual CS,
the forward limit, and deeply virtual CS (DVCS) from where generalized parton distributions are extracted. In
addition, the crossed process pp → γγ will be measured by PANDA. We will give a brief overview of some of
these topics in Sec. 5.1.
Before doing so, let us fix the kinematics and discuss some basic properties. The nucleon CS amplitude
depends on three independent momenta (see Fig. 5.1): the average nucleon momentum p = (pf + pi)/2, the
average photon momentum Σ = (Q+Q′)/2, and the momentum transfer ∆ = Q−Q′. The nucleon is onshell
(p2f = p
2
i = −m2) and therefore the process is described by four Lorentz-invariant kinematic variables which
we define as
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
, λ = −p · Σ
m2
, (5.1)
where m is the nucleon mass. This is completely analogous to pion electroproduction18 discussed in Sec. 2.2,
except that Q′2 is arbitrary and not fixed to be Q′2 = −m2pi. Occasionally we will make use of the alternative
variables
t =
∆2
4m2
=
η+ − η−
2
, σ =
Σ2
m2
=
η+ + η−
2
, τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
(5.2)
and refer to the Mandelstam variables{
s
u
}
= −(p± Σ)2 = m2 (1− η− ± 2λ). (5.3)
The kinematic phase space in the variables {η+, η−, ω} is illustrated in the right of Fig. 5.1. The spacelike
region that is integrated over in nucleon-lepton scattering (see Fig. 5.3 below) forms a cone around the η+
axis. In that case t remains an external variable, so the relevant phase space is the intersection of the plane
t = const. with the interior of the cone. The apex of the cone is where the static polarisabilities are defined,
with momentum-dependent extensions to real CS (η+ = ω = 0), virtual CS (τ ′ = 0 ⇒ η+ = ω) including the
generalized polarisabilities at η− = 0 and λ = 0, the doubly-virtual forward limit (t = 0, τ = τ ′ ⇒ η+ = η−,
ω = 0), the timelike process pp¯→ γγ for t < −1, and so on.
Fig. 5.1 shows the decomposition of the CS amplitude into an ‘elastic’ part, namely the Born terms which
depend on the nucleon electromagnetic form factors, and an inelastic one-particle-irreducible (1PI) part that
carries the structure and dynamics. Such a separation is formally always possible but in general not gauge
18Once again, Lorentz-invariant scalar products differ from their Minkowski counterparts only by minus signs and therefore these
variables are the same in Minkowski space if one defines them as η+ = −(q2 + q′2)/(2m2), η− = −q · q′/m2 and so on.
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Figure 5.1: Left: Kinematics of the nucleon Compton scattering amplitude together with its decomposition into Born terms and a
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invariant. This point is important because defining polarisabilities as the coefficients of the structure part is
only sensible if the structure part satisfies electromagnetic gauge invariance alone; otherwise the polarisabilities
have to be extracted from the complete CS amplitude. The intermediate nucleons in the Born terms are
offshell and thus it is the half-offshell nucleon-photon vertex that appears in these diagrams, which has a
richer structure than the onshell current. Individual gauge invariance of both Born and structure parts is
only guaranteed by implementing an onshell Dirac current with Q2-dependent Pauli and Dirac form factors
(see [637] for a discussion), and in the following such a choice is implicitly understood. We will return to this
issue in Sec. 5.2 below.
5.1 Overview of two-photon physics
Polarisabilities. There has been much recent interest in a precision determination of the nucleon’s polaris-
abilities, which is reflected in a number of reviews on the topic [441, 638–643]. The electric polarisability
α and magnetic polarisability β tell us how the nucleon responds to an external electromagnetic field, with
current PDG values α = 11.2(4) × 10−4 fm3 and β = 2.5(4) × 10−4 fm3 for the proton [9]. The polarisabilities
are proportional to the volume and their smallness indicates that the proton is a rigid object due to the strong
binding of its constituents. Whereas α + β is constrained by a sum rule (see (5.8) below), the small value for
β is commonly believed to be due to a cancellation between the paramagnetic nucleon ‘quark core’ and the
interaction with its diamagnetic pion cloud.
While lattice calculations for polarisabilities are underway, see e.g. [644–649] and Refs. therein, the main
theoretical tools to address CS are ‘hadronic’ descriptions such as chiral perturbation theory, which provides a
systematic expansion of the CS amplitude at low energies and low momenta, and dispersion relations which
establish a direct link to experimental data. The main ideas behind these approaches are best understood by
considering the forward CS amplitude as an example, which is related to the inelastic photoabsorption cross
section via unitarity. In the following we will sketch the basic principles and refer to the aforementioned
reviews for detailed discussions and a comprehensive list of references.
In the forward limit the two photons are still virtual but the momentum transfer vanishes, ∆µ = 0, and
thus Q = Q′ and pi = pf . In that case only two independent variables remain, η+ = η− = η = Q2/m2 and
λ = −p ·Q/m2 (whereas ω = 0), or equivalently the Mandelstam variables s and u. The CS amplitude reduces
to four independent tensor structures and it is given by
Mµν(p,Q) = 1
m
u(p)
(
c1
m4
tµαQp t
αν
pQ +
c2
m2
tµνQQ +
c3
m
iεµνQγ +
c4
m2
λ
[
tµαQγ , t
αν
γQ
])
u(p) . (5.4)
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Here u(p), u(p) are nucleon spinors and we defined
tµνAB = A ·B δµν −BµAν , εµνAB = γ5 εµναβAαBβ , (5.5)
where A and B can denote four-vectors as well as γ−matrices. The Compton form factors (CFFs) ci(η, λ) are
Lorentz-invariant dimensionless functions which are even in λ due to crossing symmetry.19 The four tensor basis
elements have the lowest possible powers in the photon momenta without introducing kinematic singularities,
and thus the only singularities contained in the CFFs are physical poles and cuts.
The forward phase space in the variables η and λ is sketched in Fig. 5.2. Nucleon resonances appear at
fixed s and u, starting with the Born poles at s = m2 and u = m2 (or λ = ±η/2). The resonance regions are
indicated by the shaded (red) areas in the plot, where at larger s and u the resonances are eventually washed
out. In addition, at fixed η one has branch cuts from multiparticle production: the right-hand cut starts at the
first threshold s = (m + mpi)2 and extends to infinity and the left-hand cut begins at u = (m + mpi)2. The
cut structure is visualised in the figure on the right. The cuts overlap in the timelike region η < 0, where in
principle one has additional vertical cuts due to particle production off the photons. In any case, for spacelike
photon momenta the CFFs are analytic functions in the physical sheet, apart from the Born poles and branch
cuts which are confined to the real λ axis. The right figure also shows the ‘Euclidean’ domain |Imλ| < √η along
the imaginary axis where the CFFs are purely real. This is the analogue of the spacelike cone in Fig. 5.1 and it
contributes to the two-photon exchange (TPE) integral in the nucleon-lepton cross section.
The forward CS amplitude is of special interest because the optical theorem, which follows from unitarity,
relates its imaginary part to the total photoabsorption cross section γ∗N → X and thus to the nucleon’s
structure functions f1,2(x,Q2) and g1,2(x,Q2). In the physical region the Bjorken variable x = η/(2λ) goes
from x ∈ [0, 1] which corresponds to λ ∈ [η/2,∞). Since at fixed η the imaginary parts of the CFFs along the
cuts are known from the cross section data, one can exploit Cauchy’s formula to determine them everywhere
in the complex λ plane. This leads to dispersion relations of the form
ci(η, λ) =
1
pi
ˆ ∞
λ2el
dλ′2
Im ci(η, λ′)
λ′2 − λ2 − i , (5.6)
19Their relation to the standard forward amplitudes, as defined for example in Ref. [643], is given by {T1, T2, S1, S2} =
4piαQED/m× {λ2c1 + η c2, η c1, c3, −2λ c4}.
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where the dispersion integrals extend from the elastic threshold λel = η/2 to infinity. Depending on whether
the integrals converge or not for |λ′| → ∞, it may be necessary to use subtracted dispersion relations for the
quantities ci(η, λ)−ci(η, 0). Hence, apart from potential subtraction functions ci(η, 0) the forward CS amplitude
is completely determined from the experimental data.
On the other hand, for small values of λ the CFFs can be expanded in powers of λ2. This is technically also
how the polarisabilities are defined, namely as the coefficients in a low-energy expansion (LEX). For instance,
the Q2−dependent generalized electric and magnetic polarisabilities appear in the expansion of the scalar CFFs
c1 and c2:
c1(η, λ) = c
Born
1 (η, λ) +
m3
αQED
(α+ β) +O(λ2) , c2(η, λ) = cBorn2 (η, λ) +
m3
αQED
β +O(λ2) . (5.7)
The Born terms are singular in the limits λ = ±η/2 and depend on the electromagnetic Dirac and Pauli form
factors which contain the nucleon’s magnetic moments and charge radii. Upon expanding also the right-hand
sides of the dispersion integrals and comparing the coefficients one obtains sum rules that relate these quantities
with moments of the structure functions, for example:
α+ β =
αQED
m3
ˆ ∞
λ0
dλ2
f1(x,Q
2)
λ4
,
κ2
2
= lim
η→0
ˆ ∞
λ0
dλ2
η g2(x,Q
2)− λ2 g1(x,Q2)
λ5
, (5.8)
where λ0 = η/2 + mpi/m + m2pi/(2m
2) is the pion production threshold. The first relation is the Baldin
sum rule [650] for the polarisability sum α + β and the second is the Gerasimov-Drell-Hearn (GDH) sum
rule [651, 652] for the nucleon’s anomalous magnetic moment κ. In principle both relations hold for arbitrary
η, which defines the generalized polarisabilities α(η) and β(η) and the generalized GDH integral. For extensive
discussions of the various sum rules derived from CS we refer to the reviews [642, 643].
On the other hand, at low momenta and low energies (which translates into low powers of η and λ) the
CFFs can be calculated dynamically from chiral effective field theory. In the forward limit this is particularly
relevant for determining the subtraction function c2(η, 0) that appears in the dispersion relations and is related
to the magnetic polarisability; see our comments on the proton radius puzzle below. The role of chiral effective
field theory and its application to Compton scattering is discussed in the recent reviews [641, 643].
We have discussed the forward limit but the situation in real and virtual CS is similar. In real CS there are
six CFFs which depend on two independent variables (η− and λ), whereas in virtual CS one has twelve CFFs
and three Lorentz invariants (η+, η− and λ). In the off-forward case t 6= 0 the link to the photoabsorption cross
section and the nucleon structure functions is lost. However, one can still set up dispersion relations analogous
to (5.6), where unitarity relates the imaginary part of the CS amplitude to the sum over all intermediate
hadronic (Npi, Npipi, etc.) states. In addition to the s- and u-channel poles and cuts induced by Nγ∗, one
must also take into account timelike production off single photons as well as two-photon singularities in the
t channel, which complicate the analyses considerably. Real and virtual CS are conceptually similar to the
pion photo- and electroproduction processes discussed in Sec. 2.2, including the makeup of the phase space in
Fig. 2.3 which would be identical for a vanishing pion mass. Deeply virtual CS is especially important in this
respect as it allows one to probe the partonic nature of the Compton scattering process and extract generalized
parton distributions; see [170–173] for reviews.
Two-photon corrections to form factors. An important application of CS concerns two-photon exchange
(TPE) contributions to nucleon form factors. The issue resurfaced after measurements of the proton’s form
factor ratio µpGE/GM and its deviation from unity; see [653, 654] for reviews. The main problem is visu-
alised in Fig. 5.3. The electromagnetic form factors of the nucleon are experimentally extracted from Ne−
scattering, traditionally under the assumption of dominant one-photon exchange (Born approximation) since
each additional photon contributes a factor αQED ≈ 1/137. If we stick to the kinematics in Fig. 5.1 and denote
the average nucleon and lepton momenta by p and k, respectively, then the scattering amplitude depends on
two Lorentz invariants: the momentum transfer t = ∆2/(4m2) and the crossing variable ν = −p · k/m2. For
convenience one defines the variable
ε =
ν2 − t (1 + t)
ν2 + t (1 + t)
=
(
1 + 2 (1 + t) tan2
θ
2
)−1
∈ [0, 1] , (5.9)
98
ݐ ߝ
ݐܩޗҍ
ߪޜ(ݐ, ߝ)ͼ= + + . . .ܳʍ ܳ߂݈
ܰ
Figure 5.3: Left: Nucleon-lepton scattering amplitude and its contributions in terms of one- and two-photon exchanges. Small circles
are the nucleon and lepton electromagnetic currents and large circles denote their Compton amplitudes. Right: Sketch of the reduced
Rosenbluth cross section in the variables t > 0 and 0 < ε < 1. At fixed t the ε−dependence is linear.
where θ is the laboratory scattering angle. The Born approximation then yields the Rosenbluth cross section:
dσ
dΩ
=
(
dσ
dΩ
)
Mott
σ0R(t, ε)
ε (1 + t)
, σ0R(t, ε) = εG
2
E(t) + tG
2
M (t) . (5.10)
The Mott cross section describes lepton scattering off a pointlike scalar particle, and the deviation from it
accounts for the spin-1/2 nature of the nucleon together with its electric and magnetic form factors. The
reduced cross section σ0R is sketched in Fig. 5.3. At fixed t, its dependence on ε is linear and thus allows one
to extract the magnetic form factor from the intercept at ε = 0 and the electric form factor from the slope in ε.
This is referred to as the Rosenbluth method [655], and the extracted form factor ratio satisfies µpGE/GM ≈ 1
in agreement with perturbative scaling arguments.
The drawback of the Rosenbluth method is that the contribution from GE becomes small at larger t, which
makes GE sensitive to (even small) ε−dependent corrections to the cross section. In this respect, new exper-
iments with polarised beams and/or polarised targets performed at Jefferson Lab allowed to extract the ratio
GE/GM directly. However, the resulting ratio disagrees with the scaling predictions and shows a falloff with t,
even pointing towards a zero crossing at larger t [568–571].
Can TPE effects resolve the discrepancy? From an analysis of the general structure of the Ne− scattering
amplitude it was concluded in Ref. [573] that TPE corrections can indeed generate large corrections to the ratio
obtained with the Rosenbluth separation, whereas they would have a minimal impact on the ratio extracted
from the polarisation transfer measurements. Explicit TPE calculations were subsequently performed using
hadronic approaches including the elastic Born terms [656, 657] and inelastic resonance contributions of the
CS amplitude [658, 659], as well as employing dispersion relations [660–662] and perturbative analyses at the
quark level based on handbag and perturbative QCD mechanisms [653, 663–666].
Because the polarisation experiments measure the ratio and not GM itself, they only determine the ε slope
at fixed t in Fig. 5.3, which turns out to be flatter than the one obtained from the Rosenbluth separation. TPE
effects on the cross section are most pronounced at small ε, which implies that the true Born contribution σ0R
inferred from the polarisation measurements should be larger than the full cross section: σR = σ0R (1 + δ), with
a negative TPE contribution δ(t, ε) for small ε. It turns out that the sign of δ is clearly sensitive to structure
effects: whereas the Born terms for pointlike nucleons (and thus also pointlike quarks) produce a positive sign,
the hadronic calculations yield negative values for δ at larger t which are in the right ballpark to explain the
discrepancy. In summary, most of these studies can explain parts of the difference in terms of TPE effects,
although the precise interplay between hadronic and partonic effects remains an open question. To this end,
the ratio of the elastic e+p/e−p cross sections has been measured by several experiments to provide a definitive
test of the magnitude of TPE effects [667–670].
Proton radius puzzle. A closely related issue that also depends on the magnitude of TPE corrections is the
proton radius puzzle. We will only briefly sketch the problem here and refer to [1, 643, 671–674] for detailed
reviews. The basic outline is the same as in Fig. 5.3: both the scattering of electrons and muons on nucleons
as well as their energy levels in electronic and muonic atoms are sensitive to the structure of the proton. This
entails in particular a dependence on the proton charge radius RE , as defined in analogy to (4.42) from the
slope of the proton’s electric form factor. The values for RE extracted from electron measurements (electron-
proton scattering and hydrogen spectroscopy) essentially agree with each other and are reflected in the CODATA
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value RE = 0.8775(51) fm [675].
Since the muon is about 200 times heavier than the electron, experiments with muons are more sensitive
to proton structure effects. Phenomenologically speaking, a muon orbits closer to the proton than an electron
and its energy levels are more strongly affected by the proton size. The CREMA collaboration has performed
precision measurements of the 2P – 2S transitions in muonic hydrogen [578, 676]. The experimental result for
the Lamb shift is Eexp = 202.3706(23) meV, which has to be compared to the theoretical value [672]
Eth = 206.0336(15)− 5.2275(10) (RE/fm)2 + ETPE . (5.11)
The first term contains QED effects including vacuum polarisation and self-energy corrections which are inde-
pendent of the proton radius. The third term comprises two-photon effects and its currently accepted value is
ETPE = 0.0332(20) meV [677], with similar numbers obtained by various authors (see Table 6.1 in Ref. [643]
for a compilation). Therefore, fitting theory to experiment allows one to extract the proton charge radius
RE = 0.84087(39). Its value is an order of magnitude more precise than the one obtained with electron mea-
surements, but it is also by 7σ smaller than the CODATA value – hence the proton radius puzzle.
Possible origins of the discrepancy include: (1) a problem with the electron measurements in the sense that
the uncertainty in the proton radius extraction may be larger than expected; (2) missing hadronic effects; or
(3) new physics beyond the Standard Model through so far undiscovered new interactions that violate lepton
universality. The first point may seem obsolete in light of the available precise low-Q2 electron scattering data
which support the upper value for the proton radius [678]. It has been argued, however, that the data may
be equally compatible with the smaller radius [679–681] although the issue is disputed [682]. In this respect,
forthcoming data at extremely low Q2 from the PRAD experiment at Jefferson Lab [683] may help to resolve
the problem. In any case, even if the smaller radius turned out to be the correct one this does still not explain
the larger radius inferred from atomic spectroscopy. The second and third explanations, on the other hand,
highlight the similarity of the proton radius puzzle with the muon g-2 problem [684]. In both cases it is the
muon measurement that deviates from the established or expected result. This could either point towards a
common origin beyond the Standard Model, or also to missing QCD effects since they are greatly magnified in
the muonic system compared to the electronic environment. Whereas in the g-2 case the QCD contributions
are encoded in the hadronic vacuum polarisation and the light-by-light scattering amplitude, the proton radius
puzzle is sensitive to TPE effects whose origin is the nucleon CS amplitude.
Since it is essentially the forward limit of the CS amplitude that is relevant for the proton radius problem, its
two contributions, elastic Born terms and inelastic structure part, are both constrained by experimental data.
The Born terms are determined by the nucleon electromagnetic form factors and the inelastic part is related to
the nucleon structure functions via dispersion relations, as discussed above. The bigger contribution to ETPE
comes from the Born terms; it is encoded in the 3rd Zemach moment [685] together with its recoil corrections.
The Q2-dependent subtraction function that appears in the inelastic part can be determined from the magnetic
polarisability in combination with low-energy expansions, chiral perturbation theory and perturbative QCD
constraints [677, 686–689]. However, the resulting value for ETPE is too small to resolve the problem – to
obtain a proton radius consistent with the CODATA value, the TPE contributions would have to be larger by an
order of magnitude (requiring ETPE ∼ 0.360 meV). Therefore, at present it seems unlikely that TPE effects can
resolve the proton radius puzzle unless one is willing to account for ‘haywire’ hadronic effects [1, 690]. In any
case, given that our overall knowledge of the CS amplitude is still rather sparse more detailed investigations
are certainly desirable.
5.2 Hadronic vs. quark-level description
A question that is common to all systems discussed so far is the interplay of hadronic and quark-level effects.
At the hadronic level the CS amplitude is given by the sum of Born terms, which are determined by the nu-
cleon form factors, and the 1PI structure part that carries the dynamics and encodes the polarisabilities, see
Fig. 5.4. The latter contains s/u−channel nucleon resonances beyond the nucleon Born terms (including the ∆,
Roper, etc.), t−channel meson exchanges (pion, scalar, axialvector, . . . ), and pion loops, with well-established
low-energy expansions in chiral effective field theory. This is usually viewed as the ‘correct’ description at low
energies. On the other hand, handbag dominance in DVCS is well established and a key ingredient to factor-
ization theorems, and the handbag picture is interpreted as the ‘correct’ approach at large photon virtualities.
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3B. Kinematics and definitions
The nucleon Compton amplitude Γµν(p,Q′, Q) de-
pends on three independent momenta. We will alterna-
tively use the two sets {p, Q, Q′} and {p, Σ, ∆} which
are related via
p = 12 (pi + pf ) ,
Σ = 12 (Q+Q
′) ,
∆ = Q−Q′ = pf − pi , (8)
with the inverse relations
pi = p− ∆2 ,
pf = p+
∆
2 ,
Q = Σ+ ∆2 ,
Q′ = Σ− ∆2 .
(9)
With the constraints p2i = p
2
f = −m2 the Compton am-
plitude depends on four Lorentz invariants. We work
with the dimensionless variables
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
,
λ =
p · Σ
m2
=
p ·Q
m2
=
p ·Q′
m2
,
(10)
or, vice versa,{
Q2
Q′2
}
= Σ2 +
∆2
4
± Σ ·∆ = m2 (η+ ± ω),
Q ·Q′ = Σ2 − ∆
2
4
= m2 η−,
(11)
so that the Compton form factors in Eq. (3) are dimen-
sionless functions ci(η+, η−, ω, λ). The variables η+ and
η− are even under photon crossing and charge conjuga-
tion, whereas λ and ω switch signs (see Eq. (??) below).
We work with Euclidean conventions but all relations be-
tween Lorentz-invariant quantities, such as the Compton
form factors that we derive in Tables I, II and V, are the
same in Minkowski space.
The variables η+, η− and ω also admit a simple geo-
metric understanding of the phase space, cf. Fig. 2. The
spacelike region that we need to integrate over in order to
extract two-photon corrections to observables is subject
to the constraints
t > 0, σ > 0, −1 < Z < 1, −1 < Y < 1 (12)
where t, σ, Z and Y are the ‘spacelike’ variables intro-
duced in Ref. [1]:
t =
∆2
4m2
, σ =
Σ2
m2
, Z = Σ̂ · ∆̂ , Y = p̂ · Σ̂T . (13)
Here, a hat denotes a normalized four-momentum (e.g.,
Σ̂ = Σ/
√
Σ2) and the subscript ‘T’ stands for a transverse
projection with respect to the total momentum transfer
∆. These variables are related to the ones in Eq. (10) via
t =
η+ − η−
2
, σ =
η+ + η−
2
, Z =
ω√
η2+ − η2−
,
λ = −Y
2
√
ω2 + η2− − η2+
√
1 +
2
η+ − η− .
(14)
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FIG. 2: Compton scattering phase space in the variables η+,
η− and ω (alternatively: τ , τ ′, η−, or t, σ, ω.) The interior of
the cone is the spacelike region that is integrated over. Real
Compton scattering (RCS) lives on the η− axis and virtual
Compton scattering (VCS) on the plane τ ′ = 0. The bound-
ary of the cone contains the forward limit at t = 0 (FWD)
and the VCS limit where the generalized polarizabilities are
defined (GP, τ ′ = 0 and η− = 0).
The first three constraints in Eq. (12) entail
− η+ < η− < η+, ω2 + η2− < η2+ . (15)
This is a circular 45◦ cone in η+ direction, with η− and
ω as the x and y variables. The opposite corners of the
cone are spanned by the {σ, t} and {τ, τ ′} axes because
from Eq. (11) we also have
τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
.
A cross section through the planes of fixed t leads to the
upper panel of Fig. 4 in Ref. [1].
We can also localize the various kinematic limits in this
plot:
• Real Compton scattering (RCS):
Q2 = Q′2 = 0 ⇒ η+ = ω = 0.
• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
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Figure 5.4: Hadronic vs. quark-level decomposition of the nucleon Compton scattering amplitude. The first row depicts the hadronic
contributions as the sum of Born terms and a 1PI struc ure part. The latter encodes the polarisabilities and contains s/u−chann l
nucleon resonances, t−chann l meson exchang s and pion loops. The second row shows the microscopic decomposition (in rainbow-
ladder) featuring Bethe-Salpeter amplitud s, quark propagators, quark-photon and quark Compto vertices, a d the three-quark scat-
tering matrix [691].
Is it then possible to connect these two fa ets by a common, underlying description at the level of quarks and
gluons that is valid in all kinematic regions and reproduces all established features, from hadronic poles to the
handbag picture?
Microscopic expressi n for the scattering am litude. In analogy to the form factor diagrams in Fig. 4.3
one can derive a closed nonperturbative expression for the CS amplitude and other scattering amplitudes at
the quark level [691, 692]. The onshell scattering amplitudeMµν is the residue of the quark six-point function
that is coupled to two external currents with qq¯ quantum numbers:
Gµν
P 2f=−m2f , P 2i =−m2i−−−−−−−−−−−→ ΨfM
µν Ψi
(P 2f +m
2
f )(P
2
i +m
2
i )
, (5.12)
where Ψf and Ψi again de ote the Bethe-Salpeter wave functions, and mi = mf if the incoming and outgoing
baryons are the same. Following similar steps as in Sec. 4.1 one arrives at the following expression for the
scattering amplitude:
Mµν = Ψf
[(
G−1
){µ
G
(
G−1
)ν} − (G−1)µν]Ψi . (5.13)
The curly brackets denote a symmetrization of the indices and the quantities
(
G−1
)µ and (G−1)µν read (in a
slightly simplified notation):(
G−1
)µ
=
(
G0
−1)µ −Kµ = [Γµ ⊗ S−1 ⊗ S−1 − Γµ ⊗K(2) − S−1 ⊗Kµ(2) + perm. ]−Kµ(3)(
G−1
)µν
=
(
G0
−1)µν −Kµν = [Γµν ⊗ S−1 ⊗ S−1 − Γµν ⊗K(2) + Γ{µ ⊗ Γν} ⊗ S−1
− Γ{µ ⊗Kν}(2) − S−1 ⊗Kµν(2) + perm.
]
−Kµν(3) .
(5.14)
Depending on the types of hadrons and currents involved, the resulting scattering amplitudes describe a variety
of different reactions such as Compton scattering, pion electroproduction, Npi scattering, or crossed-channel
processes such as pp¯ annihilation into two photons or meson production. The approach can be applied to
mesons as well to derive the expressions for pion Compton scattering, pipi scattering (from the residue of the
correlator of four pseudoscalar currents) or the hadronic light-by-light amplitude (as the correlator of four
vector currents). This is worked out in detail in Refs. [692, 693]. For example, for a scattering amplitude with
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external pion legs one has to take the residue of the pseudoscalar vertex at the pion pole, which has the same
effect as replacing the vertex Γµ by the onshell pion amplitude.
The physics content of (5.13) is best assessed diagrammatically. The second row of Fig. 5.4 illustrates the
generic topologies (apart from permutations and symmetrizations) that survive in a rainbow-ladder truncation
where the gauged kernels Kµ(2,3) and K
µν
(2,3) do not contribute. The diagrammatics represents a convenient
reformulation of (5.13) along the following lines. The first term forMµν in (5.13) contains the quark six-point
function G which contributes all possible baryon poles. At any such pole location, G takes the form
G
P 2=−m2−−−−→ Ψ Ψ
P 2 +m2
, (5.15)
and by comparison with (4.10) one confirms that the resulting contributions toMµν are indeed the products
of two currents with an intermediate propagator. Hence, this term reproduces the nucleon Born terms in the
CS amplitude together with all intermediate s- and u-channel resonances which contribute to diagram (a) of
Fig. 5.4. On the other hand, G also contains disconnected diagrams which produce quark Born terms. In
Fig. 5.4 those were combined with the 1PI quark two-photon (Compton) vertex Γµν , which appears in the
second term of (5.13), into the full Compton vertex shown in diagram (b). Thus this quantity has the same
decomposition as in Fig. 5.1, i.e., it is given by the sum of quark Born terms and a 1PI part containing all
further structure [691]. The quark Born terms are important in that they provide the handbag topologies
which reproduce the perturbative handbag diagrams in DVCS. Furthermore, note that the hatched amplitudes
in both diagrams abbreviate the Bethe-Salpeter wave functions of the baryons multiplied with S−1⊗S−1−K(2),
i.e., the combination that appears in (5.14) denoting the interactions of the spectator quarks. The remaining
cat’s-ears topologies in diagram (c) originate from contributions of the form Γ{µ ⊗ Γν} ⊗ S−1 together with
further disconnected parts that originate from G in (5.13). Here the photons couple to different quark lines
without a T-matrix insertion.
We mentioned in the discussion around (4.20) that the quark-photon vertex is the quark-antiquark Green
function that is contracted with the tree-level tensor γµ (modulo propagator legs). Similarly, one can show that
the quark Compton vertex is the quark-antiquark Green function contracted with the quark Born terms plus
a further piece that vanishes in rainbow-ladder [691]. As a consequence, it contains all possible intermediate
mesons in the t channel which reproduce the meson exchanges in the first row of Fig. 5.4, but for example also
quark-disconnected diagrams in the form of multi-gluon exchange. This property also allows one to derive an
inhomogeneous Bethe-Salpeter equation for the vertex from where it can be determined dynamically, including
its Born and 1PI parts, in consistency with the dynamical equations for other vertices and wave functions.
In summary, one finds that the microscopic decomposition reproduces all onshell hadron pole contribu-
tions, whereas ambiguities stemming from intermediate offshell hadrons never arise because hadronic degrees
of freedom do not appear explicitly. On the other hand, neither the handbag nor the cat’s-ears contributions
from diagram (c) have a direct analogue in the hadronic expansion where they are rather absorbed into coun-
terterms. In any case, the sum of all graphs in the box of Fig. 5.4 satisfies electromagnetic gauge invariance
so that the resulting CS amplitude is purely transverse; it is s/u−channel crossing symmetric; it reproduces all
known hadronic poles; and it contains the handbag contributions which are perturbatively (and presumably
also nonperturbatively) important. In this respect it is perhaps not surprising that the aforementioned hadronic
and partonic TPE calculations for form factors each reproduce roughly half of the required effect, because they
correspond to different quark-gluon topologies: the ‘hadronic’ aspects are encoded in diagram (a) whereas the
‘partonic’ contributions essentially come from diagram (b).
A more fundamental question concerns the identification of pion loops and hadronic coupled-channel ef-
fects, because this is where the hadronic and quark-gluon descriptions begin to overlap. In the microscopic
decomposition such offshell hadronic loops never appear; at best they can be viewed as an effective way of
dealing with more complicated quark-gluon topologies. For example, the gauged kernel diagrams in (5.14),
which drop out in rainbow-ladder, contain topologies with four- and six-point Green functions that can conspire
to reproduce the Npi loops shown in the top row of Fig. 5.4, but pion effects are also inherent in diagram (a)
which contains the nucleon resonances. While the hadronic and quark-level approaches should be ultimately
equivalent, one still has to keep in mind that hadronic equations are derived from non-renormalizable effective
Lagrangians which depend upon input from experiment or the underlying theory which is QCD.
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Gauge invariance. Among the theoretical cornerstones of Compton scattering is electromagnetic gauge in-
variance, which requires that the CS amplitude is transverse with respect to the photon momenta: Q′µMµν = 0
and QνMµν = 0. In combination with analyticity, it entails that the 1PI part in Fig. 5.1 must be at least
quadratic in the photon momenta. Transversality and analyticity allow one to establish low-energy expansions
for the non-Born parts, and they form the origin of the low-energy theorem in CS which states that in the limit
where the static polarisabilities are defined, the cross section (which is then completely determined by the Born
terms) reproduces the Thomson limit of a structureless Dirac particle.
A problem in practice is the following: what if the CS amplitude is decomposed into several parts as in
Fig. 5.1, where only the sum is gauge invariant but not the individual terms alone? For example, a sensible
definition of polarisabilities requires both the Born and 1PI parts to be individually gauge invariant, but this
is not guaranteed from the definition. Similarly, what happens if the microscopic calculation is approximated
by a subset of diagrams, so that gauge invariance is broken by an incomplete calculation? Since transversality
is connected with analyticity, a simple transverse projection does not suffice because an approximation that
breaks electromagnetic gauge invariance can induce kinematic singularities that render its results meaningless.
The problem can be illustrated with a textbook example, namely the photon vacuum polarisation whose
general form is Πµν(Q) = a δµν + bQµQν . The coefficients a and b are functions of Q2 and must be analytic
at Q2 = 0; poles would correspond to intermediate massless particles but since the vacuum polarisation is
1PI intermediate propagators are excluded by definition. Gauge invariance entails transversality, QµΠµν = 0,
which fixes a = −bQ2. The vacuum polarisation can then be written as the sum of a transverse part and a
‘gauge part’ (which is not longitudinal):
Πµν(Q) = Π(Q2) tµνQQ + Π˜(Q
2) δµν , (5.16)
with tµνAB defined in (5.5). The transverse dressing function Π(Q
2) is free of kinematic singularities and zeros.
The gauge part δµν is the tensor that we eliminated in the first place, so Π˜(Q2) must vanish due to gauge
invariance. This is what happens in dimensional regularization, whereas a cutoff breaks gauge invariance and
induces a quadratic divergence (only) in the gauge part. If we did not know about the decomposition (5.16)
and performed a transverse projection,(
δµα − Q
µQα
Q2
)
Παν(Q) =
(
Π(Q2) +
Π˜(Q2)
Q2
)
tµνQQ , (5.17)
we would pick up a 1/Q2 pole from the gauge part which invalidates the extraction at zero momentum. The
transverse/gauge separation is also necessary if gauge invariance is broken by more than a cutoff, for instance
by an incomplete calculation: ultimately the sum of all gauge parts must vanish, but the partial result for Π(Q2)
is still free of kinematic problems and – ideally – not strongly affected by gauge artifacts.
This example also provides the template for the CS amplitude, where a complete decomposition into trans-
verse and gauge parts free of kinematic singularities is necessary as well. Extending the forward expression
in (5.4) to the general case, the CS amplitude can be written as
Mµν(p,Q′, Q) = 1
m
u(pf )
[ (
c1
m4
tµαQ′p t
αν
pQ +
c2
m2
tµνQ′Q + . . .
)
︸ ︷︷ ︸
transverse part, 18 tensors
+
(
c˜1 δ
µν + . . .
)
︸ ︷︷ ︸
gauge part,
14 tensors
]
u(pi) , (5.18)
which is the analogue of (2.4) and (2.6) for pion electroproduction. The transverse part depends on 18 tensors
which have been derived in [694], see also Ref. [638]. In analogy to the forward case, one can insert factors
of ω, λ and m where necessary so that all CFFs ci(η+, η−, ω, λ) are dimensionless and symmetric under photon
crossing and charge conjugation (and thus quadratic in ω and λ). The gauge part is worked out in Ref. [611]
and vanishes for the full CS amplitude. However, even if one breaks gauge invariance by retaining only a subset
of diagrams, the transverse CFFs still yield a well-defined prediction as we will see shortly.
Returning to the separation of Born and 1PI terms, electromagnetic gauge invariance generally entails that
the CS amplitude can be decomposed into [691]
Mµν =MµνBorn +Mµν1PI =MµνBorn +MµνWTI +Mµν⊥ . (5.19)
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Figure 5.5: Left: Dominant Compton form factors corresponding to the residues of the nucleon Born terms after removing the common
pole factor [696]. The bands contain the full kinematic dependence on all four variables inside the spacelike cone in Fig. 5.1. Right:
Microscopic expressions for pipi and hadronic light-by-light scattering in rainbow-ladder (permutations are not shown).
Here the structure part is further split intoMµνWTI, which satisfies a Ward-Takahashi identity and is thus related to
the offshell nucleon propagator and nucleon-photon vertex, and a fully transverse contributionMµν⊥ . Because
Mµν and Mµν⊥ are both gauge invariant, also the sum MµνBorn +MµνWTI must be gauge invariant – but not the
Born terms alone. In any case, the expansion (5.18) holds for each individual contribution and allows one to
isolate the gauge part. A simple example is tree-level Compton scattering on a scalar particle: the Born terms
alone are not gauge invariant, but upon projecting onto the basis (5.18) the gauge part is −2δµν , which is
cancelled by the seagull termMµνWTI = 2δµν stemming from the Lagrangian of scalar QED [695].
Considering nucleon Compton scattering, a gauge-invariant Born term can be ensured by implementing a
nucleon-photon vertex with Q2-dependent Pauli and Dirac form factors only, as given in (4.37) without the
positive-energy projectors. In that case MµνWTI = 0 and thus the Born and structure parts are individually
transverse. The resulting CFFs stemming from the Born terms can be worked out analytically and they share
common pole factors 1/(η2− − 4λ2). Their residues for the leading CFFs are plotted in Fig. 5.5. As required,
the gauge part is exactly zero. The implementation of offshell form factors destroys this property: MµνBorn then
carries a gauge part which cancels with that ofMµνWTI, but it turns out that within a reasonable range of model
parametrizations the transverse CFFs remain almost unchanged [696].
The bottom line of the discussion is the following: dealing with gauge-dependent expressions is not a
problem as long as one uses a basis decomposition that can separate gauge artifacts from the physical content.
As a surplus, the transverse amplitudes are simple functions whose only singularities are physical poles and
cuts. This is visible in Fig. 5.5: all CFFs are well-behaved and approach constant values for η+ → 0. Note that
the bands contain the full kinematic dependence on all four variables η+, η−, ω and λ inside the spacelike cone
in Fig. 5.1, but effectively they only depend on η+. The residues of the nucleon Born terms therefore scale
with η+, which reflects the symmetric makeup of the phase space and the choice of a ‘good’ tensor basis whose
amplitudes are free of kinematic artifacts.
5.3 Applications
In practice, the expression for the scattering amplitude in (5.13) is only truly useful if it is amenable to cal-
culations. There are several obstacles involved, including the appearance of higher n−point functions (such
as the quark six-point function G) which are difficult to calculate, or limited kinematic access to the relevant
physical regions. Similarly to Fig. 5.2, the spacelike (or ‘Euclidean’) region is directly accessible whereas an
extension to the physical (or ‘Minkowski’) domain, where experimental data are available, requires more effort:
solving Bethe-Salpeter equations for complex relative momenta, implementing residues associated with quark
singularities, etc. These are not fundamental obstructions but they will require substantial investments in fu-
ture developments. Nevertheless, Fig. 5.1 shows that several applications are directly accessible: the Euclidean
cone is identical to the integration domain for two-photon exchange and it contains the limits of forward CS
and the generalized polarisabilities in virtual CS. Similar conclusions apply to other processes such as pion
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Figure 5.6: Left panel: Phase space in pipi scattering; the scattering lengths are extracted at the threshold s = 4m2pi, u = t = 0. Right:
pipi scattering lengths as determined from chiral perturbation theory, experiments, lattice QCD and Dyson-Schwinger equations. Figure
adapted from Ref. [700].
electroproduction (whose domain for massless pions is identical to the virtual CS plane), pipi scattering etc. In
the following we will give a brief overview of existing applications based on the expression in (5.13).
pipi scattering. Among the technically simpler applications are the correlators of four qq¯ currents, from where
for instance the pipi scattering amplitude can be determined. In that case the decomposition in Fig. 5.4 becomes
a sum of symmetrized dressed quark loops (‘impulse approximation’) together with diagrams that contain the
qq¯ scattering matrix, cf. Fig. 5.5. Once again the quark four-point function contains all possible intermediate
meson poles and thus they are automatically inherited by the pipi scattering amplitude.
The phase space for pipi scattering is the Mandelstam plane in Fig. 5.6. If we employ the same kinematics as
in Compton scattering it is spanned by the variables t and λ. The physical s, t and u-channel regions above the
respective pipi thresholds are illustrated together with the ‘Euclidean’ region that is free from singularities. In
Refs. [697, 698] the rainbow-ladder expression for the pipi scattering amplitude in the forward limit t = 0 was
calculated and the scattering lengths at threshold (s = 4m2pi) were extracted. (A similar calculation has been
recently performed in the covariant spectator approach [699].) Fig. 5.6 shows the theoretical and experimental
status for the pipi scattering lengths a00 and a
2
0 in the two isospin channels. The inclusion of pion loops moves
the chiral perturbation theory (ChPT) values towards the right where they eventually converge with lattice
results, which implies that a00 is sensitive to loop corrections but a
2
0 is not. The Dyson-Schwinger results
essentially agree with the tree-level ChPT prediction, including the Adler zero in the chiral limit, whereas
at larger energies they reproduce the meson poles in the scattering amplitude. Once again this underlines the
observation that rainbow-ladder is mainly missing pion-cloud effects, which can be as large as 25% in some
observables in consistency with the discrepancies in various form factors at low Q2. Clearly, rainbow-ladder
is not yet a precision tool, but 25% accuracy would still represent a far advance towards determining the QCD
corrections to the proton radius puzzle or the muon g-2 problem, where the current discrepancies between
theory and experiment span multiple standard deviations.
Hadronic light-by-light amplitude. Conceptually closely related is the hadronic light-by-light (HLbL) ampli-
tude, i.e., the correlator of four vector currents, which has seen much recent interest due to its relevance for
the muon g-2 problem. The anomalous magnetic moment of the muon is encoded in the muon-photon vertex,
whose leading contribution is Schwinger’s result for the vertex correction: aµ = αQED/(2pi) +O(α2QED) [701].
Its experimental value is extremely precisely measured but differs from the Standard Model prediction by 3σ.
The main uncertainties enter through QCD via the hadronic vacuum polarisation and HLbL amplitude, with a
typical theoretical estimate aHVPµ = 685.1(4.3)× 10−10 and aHLbLµ = 11.6(3.9)× 10−10 [684]. Although they are
much smaller than the QED corrections they dominate the theoretical uncertainty by far. The HLbL estimate
comes from model calculations, see e.g. [702] for an overview. There are ongoing efforts in lattice QCD [703]
and dispersive approaches [704, 705] to provide model-independent information on the magnitude of the HLbL
contribution.
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3B. Kinematics and definitions
The nucleon Compton amplitude Γµν(p,Q′, Q) de-
pends on three independent momenta. We will alterna-
tively use the two sets {p, Q, Q′} and {p, Σ, ∆} which
are related via
p = 12 (pi + pf ) ,
Σ = 12 (Q+Q
′) ,
∆ = Q−Q′ = pf − pi , (8)
with the inverse relations
pi = p− ∆2 ,
pf = p+
∆
2 ,
Q = Σ+ ∆2 ,
Q′ = Σ− ∆2 .
(9)
With the constraints p2i = p
2
f = −m2 the Compton am-
plitude depends on four Lorentz invariants. We work
with the dimensionless variables
η+ =
Q2 +Q′2
2m2
, η− =
Q ·Q′
m2
, ω =
Q2 −Q′2
2m2
,
λ =
p · Σ
m2
=
p ·Q
m2
=
p ·Q′
m2
,
(10)
or, vice versa,{
Q2
Q′2
}
= Σ2 +
∆2
4
± Σ ·∆ = m2 (η+ ± ω),
Q ·Q′ = Σ2 − ∆
2
4
= m2 η−,
(11)
so that the Compton form factors in Eq. (3) are dimen-
sionless functions ci(η+, η−, ω, λ). The variables η+ and
η− are even under photon crossing and charge conjuga-
tion, whereas λ and ω switch signs (see Eq. (??) below).
We work with Euclidean conventions but all relations be-
tween Lorentz-invariant quantities, such as the Compton
form factors that we derive in Tables I, II and V, are the
same in Minkowski space.
The variables η+, η− and ω also admit a simple geo-
metric understanding of the phase space, cf. Fig. 2. The
spacelike region that we need to integrate over in order to
extract two-photon corrections to observables is subject
to the constraints
t > 0, σ > 0, −1 < Z < 1, −1 < Y < 1 (12)
where t, σ, Z and Y are the ‘spacelike’ variables intro-
duced in Ref. [1]:
t =
∆2
4m2
, σ =
Σ2
m2
, Z = Σ̂ · ∆̂ , Y = p̂ · Σ̂T . (13)
Here, a hat denotes a normalized four-momentum (e.g.,
Σ̂ = Σ/
√
Σ2) and the subscript ‘T’ stands for a transverse
projection with respect to the total momentum transfer
∆. These variables are related to the ones in Eq. (10) via
t =
η+ − η−
2
, σ =
η+ + η−
2
, Z =
ω√
η2+ − η2−
,
λ = −Y
2
√
ω2 + η2− − η2+
√
1 +
2
η+ − η− .
(14)
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FIG. 2: Compton scattering phase space in the variables η+,
η− and ω (alternatively: τ , τ ′, η−, or t, σ, ω.) The interior of
the cone is the spacelike region that is integrated over. Real
Compton scattering (RCS) lives on the η− axis and virtual
Compton scattering (VCS) on the plane τ ′ = 0. The bound-
ary of the cone contains the forward limit at t = 0 (FWD)
and the VCS limit where the generalized polarizabilities are
defined (GP, τ ′ = 0 and η− = 0).
The first three constraints in Eq. (12) entail
− η+ < η− < η+, ω2 + η2− < η2+ . (15)
This is a circular 45◦ cone in η+ direction, with η− and
ω as the x and y variables. The opposite corners of the
cone are spanned by the {σ, t} and {τ, τ ′} axes because
from Eq. (11) we also have
τ =
Q2
4m2
=
η+ + ω
4
, τ ′ =
Q′2
4m2
=
η+ − ω
4
.
A cross section through the planes of fixed t leads to the
upper panel of Fig. 4 in Ref. [1].
We can also localize the various kinematic limits in this
plot:
• Real Compton scattering (RCS):
Q2 = Q′2 = 0 ⇒ η+ = ω = 0.
• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
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• Virtual Compton scattering (VCS):
Q′2 = 0 ⇒ η+ = ω.
• Generalized polarizabilities:
Q′µ = 0 ⇒ η+ = ω, η− = λ = 0.
• Forward limit: ∆µ = 0 ⇒ η+ = η−, ω = 0.
• Polarizabilities: η+ = η− = ω = λ = 0.
Figure 2: Ratio of proton electric to magnetic form factors as extracted using Rosenbluth
(LT) separation [11] (squares) and polarization transfer measurements [16, 18] (circles).
Figure adapted from Ref. [12].
In a series of recent experiments at Jefferson Lab [16, 17, 18, 19, 20, 21, 22, 23, 24, 25], the polarization
transfer (PT) technique has been used to accurately determine the ratio GE/GM up to Q
2 = 8.5 GeV2.
In addition, there have been complementary measurements using polarized targets at MIT-Bates [26]
and Jefferson Lab [27]. The results, illustrated in Fig. 2, are in striking contrast to the ratio obtained
via LT or Rosenbluth separations, showing an approximately linear decrease of R with Q2 which is in
strong violation of the Q2 scaling behavior (see also Refs. [1, 2, 28, 29]).
The discrepancy between the LT and PT measurements of GE/GM has stimulated considerable
activity, both theoretically and experimentally, over the past decade. Attempts to reconcile the mea-
surements have mostly focused on improved treatments of radiative corrections, particularly those
associated with two-photon exchange, which can lead to additional angular (and thus ε) dependence
of the cross section. In the following sections we discuss experimental efforts to better understand the
discrepancy, and then describe theoretical efforts to compute TPE corrections and assess their impact
on various observables.
3 Experimental observables and measurements
3.1 Verification of the discrepancy
The striking difference between Rosenbluth [30] and the early polarization transfer [16, 18] measure-
ments of the proton electromagnetic form factors shown in Fig. 2 led to significant activity aimed at
understanding and resolving this discrepancy. It was noted early [16] that there was significant scatter
between the results of different Rosenbluth extractions [11, 31, 32, 33, 34], as illustrated in Fig. 3,
suggesting that the problem was related to the cross section measurements. At high Q2, GE yields only
a small, angle-dependent correction to the cross section, leading to the possibility that a systematic
difference between small- and large-angle measurements could yield large corrections to GE/GM , which
would increase in importance with increasing Q2. It was therefore argued that the observed difference
may have been due to some experimental error in one or more of the cross section measurements that
significantly change the high Q2 extractions of GE . Thus, the first step was a careful examination of the
cross section data to determine if the observed discrepancy could be explained by problems with one
or two experiments, or resolved by adjusting the normalization of some data sets within the assumed
uncertainties.
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Figure 5.7: Proton polarisabilities as functions of η+ [696]. The bands were obtained from diagram (b) of Fig. 5.4 with and without
the ∆ contribution. The dots were extracted f om Ref. [640] and the stars are the experimental values [9].
Although the microscopic decompositio of the LbL amplitude is ide tical to that of pipi scattering (see
Fig. 5.6), the problem is more complicated i practice. The photon four-point function depends on six in-
ependent variables i stead of two, and i stead of one scalar function one has to deal with 41 transverse
tensor structures (and 136 non-transverse tensors in general). Electrom gnetic gauge invariance additionally
complicates the problem since one needs a Bose-symmetric transverse/gauge separation analogous to (5.18).
These issues were addressed in Ref. [318], where the LbL phase space was rranged into multiplets of the
permutation group S4, and a Bose-symmetric transverse tensor basis free f kinematic singularities and with
minimal powers in the photon momenta was con tructed. In addition, t e dressed quark loop in Fig. 5.6 was
calculated in [693, 706]. Although no t ansverse/gauge separation was made therein, a transv se projection
with different gauge parameters suggested that g uge artifacts were negligible. Interestingly, the value for the
quark loop turns out to be quite large, aQLµ = 10.7(2) × 10−10, which would already reduce the discrepancy
between theory and experiment to about 2σ. It remains to be seen whether a full calculation including the
T-matrix diagrams (which automatically reproduce the meson exchanges) corroborates that result or indu es
further notable changes.
Compton scattering. Coming back to nucleon Compton scattering, what has been done so far is to calculate
diagram (b) in the decomposition of Fig. 5.4. This involves a self-consistent calculation of the quark Compton
vertex which depends on 6 Lorentz invariants and 128 tensor structures (72 of which are transverse) [691]. The
resulting CS amplitude reproduces both the Born terms as well as the t−channel meson poles at the hadronic
level. The dominant meson contribution is pion exchange, so in principle one can extract the pi0 → γγ transition
form factor from the CS amplitude. This was explicitly checked in Ref. [691], where the extracted form factor
was compared with the direct rainbow-ladder result which has been first calculated in [707].
First results for polarisabilities were reported in Ref. [696]. The scalar polarisabilities α and β are related
to the CFFs c1 and c2 (without Born terms) in the limit where all kinematic variables are zero, cf. Eq. (5.7):
{α+ β, β} = {c1, c2} × αQED/m3. Note that the nucleon Born terms would come from diagr m (a) so th y are
automatically excluded. The hatched bands in Fig. 5.7 are the outcome of diagram (b) inside the spacelike cone;
the total result includes ∆ exchange as the dominant approximation to diagram (a). The dispersion relation
results for the generalized polarisabilities from Refs. [638, 640] are shown for comparison. It turns out that
the sum α+ β, which in the forward limit is constrained by the Baldin sum rule, is dominated by the handbag
contributions whereas the magnetic polarisability β is mainly produced by the ∆ pole. The discrepancy for β at
low η+ is presumably due to missing pion loops – β is subject to cancellations between the quark core (which
then mainly comes from ∆ exchange) and pion cloud effects.
In the future it will be further interesting to investigate spin polarisabilities and gather knowledge on the
spacelike momentum dependence of the CS amplitude, which will improve our understanding of two-photon
corrections to form factors as well as the proton radius puzzle. Finally, the same framework can be adapted
to other processes such as pion electroproduction, which has contributed much to our knowledge of nucleon
resonances and transition form factors. For their clean extraction one needs to know the non-resonant ‘QCD
background’ beyond hadronic exchanges, which is information that a microscopic approach can provide.
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6 Outlook
Baryon spectroscopy, baryon structure and baryon dynamics remain very active and lively fields. Dedicated
experiments at many facilities such as Jefferson Lab, BESIII, ELSA, J-PARC, LHCb, MAMI and the future
PANDA/FAIR experiment are contributing and will continue to contribute to the rich tapestry that makes up
the baryonic world. New surprises seem to await us around each corner, ensuring that the field will continue
to engage scientists for decades to come.
Challenges remain on the experimental side, in particular the completion of single and double polarisa-
tion experiments, the systematic combination of hadronic and photoproduction data and the refinement of
coupled-channel analyses. On the theory side, the past years have seen continuous advances in connecting the
underlying quark and gluon world with that of baryon phenomenology. However, there remains much to be
done, with many important questions that have not been settled so far. For the lattice community, one goal is
to place the extraction of data for the excited states on the same firm ground as that of the ground states. This
includes in particular the need to perform analogous simulations that employ physical pion masses as well as
further refinements to the methods of analysis.
For the functional methods community, the challenges are to capitalize on continuous improvements to the
truncation/approximation schemes involved. While the aim is not to enter the realm of high precision physics
on the sub-percent level, much can be achieved in the way of understanding the underlying physical mecha-
nisms that generate the observed phenomena. A prime example of this is dynamical chiral symmetry breaking
and the associated dynamical generation of a momentum dependent quark mass, but also the corresponding
effect in the quark-gluon interaction and higher Green functions. Much progress has been made in this respect.
The recently achieved access to excited states is furthermore crucial for systematic studies of the details of the
underlying QCD interactions generating the rich spectrum of baryons.
An important issue where functional methods can contribute is to pin down the role of diquark correlations
in the baryon structure. This needs to be studied in one of the advanced approximation schemes discussed in
this review, which includes not only quark-quark interaction terms but also three-body kernels derived from
QCD. In all modern treatments, the pointlike diquarks of the early models become extended objects with
internal structure. We have argued that observables like ground state masses and the first radial excitation
in the nucleon and ∆ channel are indeed dominated by the presence of quark-quark correlations inside the
baryons. Whether this is also true for other excited states remains to be clarified. Moreover, form factors
such as GM3 of the ∆ baryon discussed in this review may serve to distinguish the two pictures beyond mere
spectral considerations. Thus it will be very interesting as to what other methods like lattice QCD – or even
future experiments – can say about this quantity.
Other still open questions are the nature of the Roper, the Λ(1405) and the associated level orderings
between different spin, parity and flavour channels which need to be better understood. Recent results indicate
that the level ordering between the Roper and the N(1535) is reproduced in the functional approach [421].
The precise identification of the origin of flavour dependent forces large enough to generate the Σ-Λ splitting,
however, is still missing. The implementation of terms representing meson cloud effects can and should be
improved and carried over from spectroscopy to form factors.
Furthermore, it will be very interesting whether already existing states and potential new ones can be
cleanly identified as exotic in the sense that they cannot be described in the simple three-body quark pic-
ture. Distinctive patterns of ground and excited state masses, salient features in their decay patterns or even
structural properties like form factors are necessary for a clean identification.
Ultimately, deciphering the underlying structure of QCD requires a machinery that relates the properties of
quarks and gluons with the vast pool of hadron structure observables that contemporary scattering experiments
provide us with. Applications of functional methods to elastic and transition form factors are underway, and the
current efforts to extend them to hadronic scattering amplitudes represent first steps towards understanding
some of the present puzzles in hadron physics, from two-photon effects and the proton radius to the anomalous
magnetic moment of the muon. A microscopic description of scattering amplitudes may also be useful in the
experimental extraction of resonance properties, and it can provide a nonperturbative link to the spin and
transverse momentum structure of the quarks and gluons inside baryons. In this respect we believe that exciting
times are ahead of us.
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A Conventions and formulas
Euclidean conventions. As noted throughout this review we work with Euclidean conventions. In the context
of Bethe-Salpeter equations in Sec. 3.4 we argued that they are convenient as they simplify matters in practical
calculations. More generally, they arise from the imaginary-time boundary conditions in the action S of a
quantum field theory that enters in the generating functional and the corresponding Green functions as in
Eq. (3.10). In the operator formalism these are necessary when taking expectation values of operators and
projecting them onto the interacting vacuum, whereas in the path integral formalism they are needed to arrive
at a non-negative probability measure. In any case, when starting in Minkowski space the spacetime volume
becomes
lim
T→∞(1−i)
i
Tˆ
−T
dx0
ˆ
d3x = lim
τ→∞
τˆ
−τ
dx4
ˆ
d3x =
ˆ
d4xE , (A.1)
which motivates to introduce a Euclidean vector xµE = (x, ix0) with an imaginary four-component. For a
general Euclidean four-vector aµE , this means that its square changes sign compared to the Minkowski version:
a2E = −a2. Therefore, a vector is spacelike if a2 > 0 and timelike if a2 < 0. Because the metric is now
positive, the distinction between upper and lower indices disappears. To preserve the meaning of the slash
/a = a0γ0−a ·γ we should also redefine the γ−matrices, so that the resulting replacement rules for vectors aµ,
tensors Tµν , and γ−matrices can be summarized as
aµE =
(
a
ia0
)
, γµE =
( −iγ
γ0
)
, TµνE =
(
T ij iT i0
iT 0i −T 00
)
, γ5E = γ
5 , (A.2)
where ‘E’ stands for Euclidean and no subscript refers to the Minkowski quantity. As a consequence,
aE · bE =
4∑
k=1
akE b
k
E = −a · b, /aE = aE · γE = i/a, {γµE , γνE} = 2δµν (A.3)
and we see that the Lorentz-invariant scalar product of any two four-vectors differs by a minus sign from its
Minkowski counterpart.
Our sign convention for the Euclidean γ−matrices changes all signs in the Clifford algebra relation (A.3) to
be positive, and since this implies (γiE)
2 = 1 for i = 1 . . . 4 we can choose them to be hermitian: γµE =
(
γµE
)†.
For example, in the standard representation they read
γkE =
(
0 −iτk
iτk 0
)
, γ4E =
(
1 0
0 −1
)
, γ5 =
(
0 1
1 0
)
, (A.4)
where the τk are the usual Pauli matrices. Also the generators of the Clifford algebra are then hermitian:
σµν =
i
2
[γµ, γν ] ⇒ σµνE = −
i
2
[γµE , γ
ν
E ] , (σ
µν
E )
† = σµνE . (A.5)
Despite appearances, this does not alter the Lorentz transformation properties and the definition of the con-
jugate spinor as ψ = ψ†γ4 (which was necessary to make a bilinear ψψ Lorentz-invariant) remains intact.
Denoting the representation matrix ψ′(x′) = D(Λ)ψ(x) of the Lorentz transformation by
D(Λ) = exp
[
− i
4
ωµν σ
µν
]
= exp
[
− i
4
ωµνE σ
µν
E
]
, (A.6)
then irrespective of γ4 (σµνE )
† γ4 6= σµνE the relation γ4D(Λ)† γ4 = D(Λ)−1 still holds, because the infinitesimal
Lorentz transformation ωµνE which is related to its Minkowski counterpart via (A.2) is now complex. Hence
ψ′(x′) = ψ†(x)D(Λ)† γ4 = ψ†(x) γ4D(Λ)−1 = ψD(Λ)−1 , (A.7)
and therefore ψ(x)ψ(x) is Lorentz-invariant, ψ(x) γµE ψ(x) transforms like a Lorentz vector, etc.
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The replacement rules furthermore imply ∂ · a = (∂ · a)E , /∂ = i/∂E and  = −E , so that for example in
the case of a fermionic action we arrive at
eiS = exp
[
i
ˆ
d4xψ (i/∂ −m)ψ
]
= exp
[
−
ˆ
d4xE ψ (/∂E +m)ψ
]
=: e−SE . (A.8)
In practical applications, this means that when starting from a Euclidean action all calculations are performed
in Euclidean space until at the very end one arrives at Lorentz-invariant quantities. Those are for example
the momentum-dependent dressing functions of Green functions and Bethe-Salpeter amplitudes or observables
such as masses, form factors or the coefficients of scattering amplitudes. Lorentz invariant scalar products
only differ by minus signs in Minkowski and Euclidean conventions so they are trivially connected. Note,
however, that although the transcription rules (A.2) can always be applied to transform Minkowski formulas
into Euclidean ones and vice versa, this does not imply that the integrations are trivially possible because usually
one must take care of singularities in the (complex) integration domain as discussed in Sec. 3.4. Expressed in
terms of the ‘phase space’ of the resulting Lorentz invariants, e.g., the squared total momentum P 2 in a Bethe-
Salpeter equation such as in Fig. 3.9, this leads to domains where Euclidean calculations are straightforward
(‘where the Wick rotation is possible’) and others where they require residue calculus.
Formulas. Dropping now the index ‘E’, we collect some useful formulas. As already stated above, we have
σµν = − i
2
[γµ, γν ] and γ5 = −γ1γ2γ3γ4 = − 1
24
εµνρσγµγνγργσ with ε1234 = 1 . (A.9)
It is convenient to define the fully antisymmetric combinations of Dirac matrices via the commutators
[A,B] = AB −BA , (A.10)
[A,B,C] = [A,B]C + [B,C]A+ [C,A]B , (A.11)
[A,B,C,D] = [A,B,C]D + [B,C,D]A+ [C,D,A]B + [D,A,B]C . (A.12)
Inserting γ−matrices, this yields the antisymmetric combinations mentioned in Eq. (3.50):
[γµ, γν ] = γ5 ε
µναβ γαγβ , (A.13)
1
6 [γ
µ, γν , γρ] = 12 (γ
µγνγρ − γργνγµ) = −γ5 εµνρσγσ , (A.14)
1
24 [γ
µ, γν , γα, γβ] = −γ5 εµναβ . (A.15)
The various contractions of ε−tensors are useful for working out the squares of the spin and orbital angular
momentum operators in Eq. (3.57):
εµνρλ εαβγλ = δµα (δνβ δργ − δνγ δρβ) + δµβ (δνγ δρα − δνα δργ) + δµγ (δρβ δνα − δρα δνβ) ,
1
2 ε
µνλσ εαβλσ = δµα δνβ − δµβ δνα ,
1
6 ε
µλστ εαλστ = δµα ,
1
24 ε
λστω ελστω = 1 .
(A.16)
Four-momenta such as in Eq. (3.43) are most conveniently expressed through hyperspherical coordinates:
pµ =
√
p2

√
1− z2
√
1− y2 sinφ√
1− z2
√
1− y2 cosφ√
1− z2 y
z
 = √p2

sinψ sin θ sinφ
sinψ sin θ cosφ
sinψ cos θ
cosψ
 , (A.17)
and a four-momentum integration reads:
ˆ
d4p
(2pi)4
=
1
(2pi)4
1
2
ˆ ∞
0
dp2 p2
ˆ 1
−1
dz
√
1− z2
ˆ 1
−1
dy
ˆ 2pi
0
dφ . (A.18)
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If p describes the onshell momentum of a bound state with mass m, then p2 = −m2; and the rest frame
corresponds to z = 1 which means
pµ =
(
0
im
)
. (A.19)
Note, however, that in Euclidean space the fourth component of a vector is not preferred in any way over
any other component. For example, a Lorentz-invariant Bethe-Salpeter equation such as in Eq. (3.42) remains
invariant if we swap all four-components with all three-components of the involved vectors. This has the
curious consequence that an onshell particle with energy E = m and momentum p = 0 is physically equivalent
to a four-vector with energy E = 0 and imaginary momentum p = ime3.
Onshell spinors. From the fermionic action (A.8) we can read off the Dirac equations for the positive- and
negative-energy onshell spinors with spin 1/2:
(i/p+m)u(p) = 0 = u(p) (i/p+m) ,
(i/p−m) v(p) = 0 = v(p) (i/p−m) ,
(A.20)
where the conjugate spinor is again u(p) = u(p)†γ4. Since the onshell spinors only depend on p they are the
same as in Minkowski space; for example in the standard representation:
us(p) =
√
Ep +m
2m
(
ξs
p·σ
Ep+m
ξs
)
, ξ+ =
(
1
0
)
, ξ− =
(
0
1
)
, Ep =
√
p2 +m2 . (A.21)
We have normalized them to unity,
us(p)us′(p) = −vs(p) vs′(p) = δss′ , us(p) vs′(p) = vs(p)us′(p) = 0 , (A.22)
and their completeness relations define the positive- and negative-energy projectors:∑
s
us(p)us(p) =
−i/p+m
2m
= Λ+(p) ,
∑
s
vs(p) vs(p) =
−i/p−m
2m
= −Λ−(p) , (A.23)
so that Λ±(p) = (1± /ˆp)/2. Therefore, Λ+(p)u(p) = u(p), Λ−(p)u(p) = 0 and so on, and the spinors for higher
spin follow accordingly.
Charge conjugation. The charge conjugation matrix is defined as
C = γ4γ2, CT = C† = C−1 = −C ⇒ C γT5 CT = γ5 , C γTµ CT = −γµ . (A.24)
The conjugate Bethe-Salpeter amplitudes and wave functions that appear throughout the main text are in fact
the charge-conjugate amplitudes; for example for qq¯ bound states:
Γ(p, P ) = C Γ(−p,−P )T CT , Γµ(p, P ) = −C Γµ(−p,−P )T CT . (A.25)
For eigenstates of C parity with eigenvalue C = ±1, the amplitudes satisfy
Γ(p, P ) = C Γ(p,−P ) , Γµ(p, P ) = −C Γµ(p,−P ) . (A.26)
This explains the prefactors p · P in the tensor bases (3.51) and (3.64): they ensure that each basis element
is charge-conjugation invariant by itself, which implies fi(p2, p · P, P 2) = fi(p2,−p · P, P 2) for the dressing
functions and thus they can only depend on (p ·P )2. The same reasoning applies for the factors λ in the tensor
bases (2.6) for pion electroproduction and (5.4) for Compton scattering.
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B Quark-photon vertex and hadronic vacuum polarization
Quark-photon vertex. In the following we give the explicit form of the offshell quark-photon vertex in
Eq. (4.28). The vertex Γµ(k,Q) depends on the relative momentum k and total momentum Q and the fermion
momenta are k± = k ±Q/2. Its Ball-Chiu part [434]
ΓµBC(k,Q) = iγ
µ ΣA + 2k
µ(i/k∆A + ∆B) (B.1)
follows from a straightforward evaluation of the Ward-Takahashi identity (4.26). The transverse part is derived
by starting from the most general Poincaré-covariant form of the vertex in momentum space (see Eq. (75) in
Ref. [691]), written such that all tensors are symmetric under charge conjugation and thus all dressing functions
depend on k2, Q2 and (k ·Q)2 = k2Q2 z2. One then applies the transversality condition Qµ Γµ(k,Q) = 0, which
leads to four constraints that have to be solved so that no kinematic singularities are introduced in the process.
The resulting eight transverse tensors are given by [691, 708, 709]
τµ1 = t
µν
QQ γ
ν ,
τµ2 = t
µν
QQ k ·Q i2 [γν , /k] ,
τµ3 =
i
2 [γ
µ, /Q] ,
τµ4 =
1
6 [γ
µ, /k, /Q] ,
τµ5 = t
µν
QQ ik
ν ,
τµ6 = t
µν
QQ k
ν/k ,
τµ7 = t
µν
Qk k ·Qγν ,
τµ8 = t
µν
Qk
i
2 [γ
ν , /k] ,
(B.2)
where tµνAB = A·B δµν−BµAν and the three-commutator is defined in Eq. (A.11). Transversality and analyticity
are manifest in this basis. It is also ‘minimal’ in the sense that the eight tensors have the lowest possible powers
in the photon momentum: τµ3 , τ
µ
4 and τ
µ
8 are linear in Q
µ whereas all others depend on higher powers. As a
consequence, the dressing functions fj(k2, z2, Q2) are free of kinematic singularities and constraints and go to
constants as Q2 → 0 or k2 → 0. A simple parametrization for the fj from the rainbow-ladder solution of the
quark-photon vertex can be found in Ref. [710]; it turns out that f3, which encodes the anomalous magnetic
moment of the quark, is practically zero therein.
Dirac and Pauli form factors. We would further like to establish a connection between the offshell fermion-
photon vertex Γµ(k,Q) and the onshell Dirac and Pauli form factors F1(Q2) and F2(Q2). On the one hand,
the nucleon’s electromagnetic current (4.37) can be derived as the onshell projection of an offshell nucleon-
photon vertex with the form given above. On the other hand, in quark models Dirac and Pauli form factors
often serve as a means to introduce structure into the photon’s coupling to the quark, assuming that the quarks
can be expressed in terms of onshell spinors. Thus, relating them with the offshell vertex that appears in the
current-matrix element in Fig. 4.3 also helps to connect the quark model with QCD.
The onshell current is obtained by sandwiching the offshell vertex between positive-energy projectors and
taking the fermion momenta onshell:
J µ(k,Q) = Λ+(k+) Γµ(k,Q) Λ+(k−)
∣∣
onshell , (B.3)
where the limit k2+ = k
2− = −m2 entails k2 = −m2−Q2/4 and k ·Q = 0, and so the only remaining independent
variable is Q2. In principle the above form follows from a pole condition: in a hadronic loop diagram the
offshell nucleon-photon vertex is contracted with nucleon propagators, whose residues on the mass shell are
proportional to the positive-energy projector Λ+ defined in Eq. (A.23). For the analogous quark-photon vertex
this is not legitimate since the quarks do not have a mass shell, but let us nevertheless continue under such an
assumption. First of all, note that J µ(k,Q) is automatically transverse because also the Ball-Chiu part (B.1)
becomes transverse in the projection; for example:
Qµ Λ+(k+) γ
µΛ+(k−)
∣∣
onshell = 0 , (B.4)
and the same is true for the remaining tensors in Eq. (B.2) because k ·Q = 0 on the mass shell. As a result, the
12 offshell tensor structures collapse into two tensors and the current takes the standard Dirac form:
J µ(k,Q) = iΛ+(k+)
[
F1(Q
2) γµ +
iF2(Q
2)
4m
[γµ, /Q]
]
Λ+(k−) . (B.5)
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The Dirac and Pauli form factors F1(Q2), F2(Q2) are related to the offshell dressing functions via [691]
F1(Q
2) = ΣA + 2m (∆B −m∆A) +Q2
[
f1 − f4
2
−m
(
f5 +mf6 − f8
2
)]
,
F2(Q
2)
2m
= f3 −mf4 − (∆B −m∆A) + Q
2
2
(
f5 +mf6 − f8
2
)
,
(B.6)
with the dressing functions evaluated at the onshell point. On the mass shell, however, the fermion propagator
is that of a free particle which implies via Eq. (4.29):
ΣA = A(−m2) = 1, ∆A = A′(−m2) = 0, ∆B = B′(−m2) = 0 (B.7)
and therefore the combination f3 −mf4 is what contributes to the anomalous magnetic moment at Q2 = 0.
Hadronic vacuum polarization. As explained in Sec. 4.2, the hadronic vacuum polarization is the simplest
observable that tests the structure of the quark-photon vertex, since apart from the vertex it only involves the
dressed quark propagator and the tree-level vertex. Inserting the expressions (B.1) and (B.2) into Eq. (4.31)
and taking traces yields
Π(Q2) =
1
(2pi)3
ˆ Λ2
0
dk2 k2
ˆ 1
−1
dz
√
1− z2 σv(k2+)σv(k2−)
(
KBC +
8∑
j=1
fj(k
2, z2, Q2)Kj
)
,
Π˜(Q2) =
1
(2pi)3
ˆ Λ2
0
dk2 k2
ˆ 1
−1
dz
√
1− z2 σv(k2+)σv(k2−) K˜BC ,
(B.8)
where the kernels coming from the Ball-Chiu part are given by
KBC = −ΣA
2
(1 + 4k2z2∆2M )−∆A k2z2 Y − 2k2
1− 4z2
3Q2
(ΣAY + ∆A X+) ,
K˜BC = ΣA (X+ − 2k2z2 Y)− k2z2∆A
(
2X+ −Q2 Y
) (B.9)
and those from the transverse part read
K1 = X− − w ,
K2 = −k2Q2 z2 (Z− 2w∆M ),
K3 = −Z ,
K4 = −w ,
K5 = wΣM ,
K6 = w
(
1
2 X− − k2
)
,
K7 = k
2 z2 X−,
K8 = wΣM − k2 Z ,
w =
2k2
3
(1− z2) . (B.10)
ΣM and ∆M are defined from the quark mass function in analogy to (4.29) and we abbreviated
X± = k2 ± Q
2
4
+ Σ2M ± k2 z2Q2 ∆2M , Y = 1 + 2 ΣM ∆M , Z = ΣM − 2k2 z2 ∆M . (B.11)
The kernels only depend on the quark propagator’s dressing functions A(k2) and M(k2). In principle Π˜(Q2)
must vanish due to gauge invariance; however, with a momentum cutoff it is nonzero and produces a quadratic
divergence. For a tree-level propagator with A(p2) = Z2 and M(p2) = mq one has
ΣA = Z2, ΣM = mq, ∆A = ∆M = 0, X± = k2 ± Q
2
4
+m2q , Y = 1, (B.12)
which yields
KBC = −Z2
(
1
2
+ 2k2
1− 4z2
3Q2
)
, K˜BC = Z2
(
k2 +
Q2
4
+m2q − 2 k2z2
)
, (B.13)
and upon neglecting the transverse part of the vertex one recovers the expression for the vacuum polarization
in perturbation theory. Note that the 1/Q2 term in KBC is not singular at Q2 → 0 becauseˆ 1
−1
dz
√
1− z2 (1− 4z2) = 0 . (B.14)
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