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Abstract. Derivatives of fractional order are introduced in different ways: as left-inverse of
the fractional integral or by generalizing the limit of the difference quotient defining integer-
order derivatives. Although the two approaches lead (under standard smoothness assumptions)
to equivalent operators, the first one does not involve the function at the left of the initial
point where, instead, the latter forces the function to assume selected values. With fractional
delay differential equations new problems arise: the presence of the delay imposes to assign
the solution not just at the initial point but on an entire interval. Due to the freedom in
the choice of the initial function, some inconsistencies with the values forced by the fractional
derivative are possible and the operators may no longer be equivalent. In this paper we discuss
the initialization of fractional delay differential equations, we investigate the effects of the initial
condition not only on the solution but also on the fractional operator as well and we study the
difference between solutions obtained by incorporating or not the initial function in the memory
of the fractional derivative. The exact solution of a family of linear equations is obtained by the
Laplace transform whilst numerical methods are used to solve nonlinear problems; the different
results are therefore shown and commented.
1. Introduction
In the last decades the interest toward models incorporating derivatives of fractional (i.e., non-
integer) order has increased in a noteworthy way. Indeed, fractional differential equations (FDEs)
describe in a more accurate way anomalous relaxation processes in which the external excitation
does not have an instantaneous effect but depends on the past history of the system. Fields
in which FDEs are satisfactorily employed range from biology to control theory, engineering,
finance, optics, physics and so on.
In more complex interconnected systems, time delays are also introduced since changes in one
variable may affect other variables with some lags. For example, in feedback control systems,
time delays account for delayed feedback. In models arising from biology, delays are incorporated
to describe incubation time or time to maturity. In economic models, delays are included for a
better modeling of transportation or information transmission.
Unlike standard integer-order delay differential equations (DDEs) for which well-grounded
theories have been already established (see, for instance, [1, 2, 3, 4] and references therein), the
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analysis and application of models incorporating fractional delay differential equations (FDDEs)
rely on a theoretical basis which still presents some not completely clear aspects.
This is the case of the initial conditions to couple to the selected fractional derivative. Different
definitions are indeed possible and each of them demands for specific conditions to initialize the
problem. For instance, while the Caputo derivative allows classical initial conditions of Cauchy
type, FDEs with the Riemann-Liouville (RL) derivative require initial conditions expressed as
fractional derivatives of the unknown function. A further problem however arises with FDDEs.
The presence of a delay demands not just a finite number of conditions at the initial point but
it is also necessary to assign an initial function over an interval to the left of the initial point.
A generic FDDE can be formulated as
(1)
{
CDα0 y(t) = g(t, y(t), y(t − τ)) , t > 0
y(t) = φ(t) , −τ ≤ t ≤ 0
where τ > 0 is a constant delay and g : [0, T ] × R × R → R and φ(t) : [−τ, 0] → R are given
functions. Just for simplicity we focus here on FDDEs (1) with the Caputo fractional derivative
CDα0 of order 0 < α < 1 but it is possible to extend the discussion to more involved problems
(e.g., other fractional derivatives, higher order derivatives, more or non constant delays, so on).
There are different ways to derive the Caputo derivative. One approach introduces CDα0 as
the left-inverse operator of the fractional RL integral and substantially ignores the behavior of
the function to the left of the origin. An alternative approach, instead generalizes the limit of
the difference quotient defining integer-order derivatives; this generalization, which is known as
the Gru¨nwald-Letnikov (GL) fractional derivative, forces the function to assume suitable values
(the constant y0 = y(0) in our case) to the left of the origin to ensure the convergence of the
series in the limit defining the GL derivative.
Under standard continuity assumptions, the two approaches lead to equivalent operators.
However, whenever the function is forced to assume specific values in [−τ, 0] due to the initial
condition φ(t), the two approaches may no longer lead to equivalent operators.
It is therefore necessary to analyze the impact on the derivative of the initial condition y(t) =
φ(t), t ∈ [−τ, 0], and try to establish which operator is more appropriate in order to avoid
inconsistencies. We think that clarifying this aspect may help other researchers in handling
fractional derivatives in systems with delay.
Obviously, one could initialize the derivative at −τ instead of at 0, since the process described
by (1) actually originates at −τ . However, changing the starting point modifies the derivative
and leads to a different problem; we prefer here to just discuss the consequences of coupling CDα0
with the condition y(t) = φ(t), t ∈ [−τ, 0], as usually proposed in the literature, and refer to [5]
for results related to changes in the initial point.
We must also mention that the initialization of FDEs is, in general, an open and debated
issue, earning considerable attention [6, 7, 8, 9, 10]. For instance, even though initial conditions
associated to the RL derivative have previously been thought to lack physical meaning, Heymans
and Podlubny [11] contradicted this claim, by offering pertinent examples and by introducing
the concept of “inseparable twins”. On the other hand, Caputo’s derivative has been criticized
[12] since its initial condition assumes non-vanishing values for all negative time, thus implicitly
leading to systems which require an infinite amount of energy to initialize; with this respect,
Lorenzo and Hartley have studied possible corrections to the initialization process (e.g., see
[13]). Assigning proper initial conditions to fractional-order differential equations is of utmost
importance with respect to the solution of the problem, as well as its interpretation in the
framework of the modeled real world phenomenon. However, it is beyond the scope of this
paper to discuss the general problem of the initialization of FDEs; we prefer to just focus on
specific issues related to FDDEs.
The paper is organized in the following way. In Section 2 we recall some preliminary results
from the theory of FDDEs. A general discussion regarding the way by which some of the
most used fractional derivatives are obtained is presented in Section 3. We therefore observe
that fractional derivatives force the function to assume values to the left of the initial point
which may conflict with the initial function φ(t) which is, instead, a data from the model. To
analyze the consequences of initial data conflicting with the values imposed by the fractional
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derivative, by means of the Laplace transform in Section 4 we first derive the exact solution of
some linear test FDDEs with different initial conditions. The solutions of the same FDDEs are
also obtained in Section 5 after modifying the fractional derivative in order to take into account
the values of the initial function: the obtained results are therefore compared and a similar
comparison is made for nonlinear problems by means of numerical methods in Section 6. Some
concluding remarks are finally presented in Section 7 and an alternative proof concerning the
exact solution of linear FDDEs, and based on induction arguments, is presented for completeness
in an appendix at the end of the paper.
2. Fractional delay differential equations
Let C([a, b],R) denote the space of continuous functions ξ : [a, b] → R endowed with the sup
norm
‖ξ‖∞ := sup
t∈[a,b]
|ξ(t)|.
Throughout this paper we assume that in the initial value problem (1), the function g :
[0, T ]× R× R→ R is continuous and φ ∈ C([−τ, 0],R).
A function ϕ(·, φ) ∈ C([−τ, T ),R) is a solution of the initial value problem (1) if{
CDα0ϕ(t, φ) = g(t, ϕ(t, φ), ϕ(t − τ, φ)) , 0 < t ≤ T
ϕ(t, φ) = φ(t) , −τ ≤ t ≤ 0
Several recent papers [14, 15, 16, 17] have investigated the existence and uniqueness problem
related to the initial value problem (1). The most general result up to date regarding the
existence and uniqueness of a global solution of the initial value problem (1) has been proved
in [18], subject to a mild Lipschitz condition on the function g with respect to its second (non-
delay) variable. Moreover, if the initial value problem (1) is considered on the whole semi-axis
[−τ,∞), the exponential boundedness of the global solution, which is mandatory when Laplace
transform techniques are used in the qualitative analysis (as in the remainder of this paper), has
also been proved.
Theorem 1 (see Theorem 4.1 in [18]). If g : [0,∞)×R×R→ R is continuous and satisfies the
following two assumptions:
(H1) There exists a positive constant L > 0 such that
|g(t, x, y) − g(t, xˆ, yˆ)| ≤ L(|x− xˆ|+ |y − yˆ|), ∀t ≥ 0, x, y, xˆ, yˆ ∈ R.
(H2) There exists a constant β > 2L such that
sup
t≥0
∫ t
0 (t− r)
α−1|g(r, 0, 0)|dr
Eα(βtα)
<∞.
Then the unique global solution ϕ(·, φ) defined on the interval [−τ,∞) of the initial value problem
(1) is exponentially bounded; more precisely, there exists a constant C > 0 such that
|ϕ(t, φ)| ≤ CEα(βt
α), ∀ t ≥ 0.
Nevertheless, another important problem which arises in the setting of FDDEs is the asymp-
totic behaviour of solutions. Stability and asymptotic properties of linear systems of fractional-
order differential equations involving delayed and/or non-delayed terms have been explored in
[19, 20, 21]. Moreover, a linearization theorem has been proved in [22], showing that an equilib-
rium of a nonlinear Caputo FDDE is asymptotically stable if its linearization at the equilibrium
is asymptotically stable.
Recent applications of FDDEs in the modelling of real world phenomena include the inves-
tigation of neural network models [23, 24], gene regulatory networks [25], multi-agent systems
[26] epidemiological models [27] and competition models [28, 29].
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3. Generalizing integer-order derivatives to fractional order
To focus on the main issues related to the initialization of FDDEs, we first present, in some
detail, the mathematical process at the basis of the introduction of fractional derivatives.
A common way to introduce fractional derivatives consists in first deriving a generalization
to any order α > 0 of the integer-order integral, namely the fractional RL integral
(2) Jαt0y(t) =
1
Γ(α)
∫ t
t0
(t− τ)α−1y(τ)dτ, ∀t > t0,
and hence finding inverse operators which are therefore recognized as fractional derivatives.
Actually, more than one operator performs the left-inversion of the integral (2): one is the RL
fractional derivative
(3) RLDαt0y(t) := D
mJm−αt0 y(t) =
1
Γ(m− α)
dm
dtm
∫ t
t0
(t− τ)m−α−1y(τ)dτ, t > t0
and a further one is the Caputo fractional derivative
(4) CDαt0y(t) := J
m−α
t0 D
my(t) =
1
Γ(m− α)
∫ t
t0
(t− τ)m−α−1y(m)(τ)dτ, t > t0,
where m = ⌈α⌉ is the smallest integer greater or equal to α, Dm and y(m) denote integer-order
differentiation and Γ(β) is the Euler-Gamma function. Under reasonable assumptions about the
function f , one can indeed verify that RLDαt0J
α
t0f =
CDαt0J
α
t0f = f (e.g., see [30, 31, 32]).
Although quite subtle, this procedure turns out to be convenient for devising a solid theory
and, actually, the majority of the existing fractional derivatives are introduced by following an
approach of this kind. However, obtaining fractional derivatives by inversion of the integral
presents some drawbacks since it hides the contribution of the function to the left of the starting
point t0 which, as we will see, may have an important role in fractional calculus and for FDDEs
in particular. It is therefore useful to present an alternative approach.
To this purpose, in the difference quotient definition of n-th integer-order derivatives
(5) f (n)(t) = lim
h→0
1
hn
n∑
j=0
ω
(n)
j y(t− jh), ω
(n)
j = (−1)
j
(
n
j
)
,
observe that coefficients ω
(n)
j can be formulated in terms of the Euler-Gamma function, as
(6)
(
n
j
)
=
n!
j!(n − j)!
=


Γ(n+ 1)
j!Γ(n+ 1− j)
j = 0, 1, . . . , n,
0 j > n.
To generalize (5) to any real order α > 0 it is necessary to first exploit the fact that ω
(n)
j = 0
for j > n, thus to be able to equivalently rewrite (5) as an infinite series, and hence replace the
integer order n with any real α > 0 to obtain
(7) GLDαy(t) = lim
h→0
1
hα
∞∑
j=0
ω
(α)
j y(t− jh), ω
(α)
j =
(−1)jΓ(α+ 1)
j!Γ(α − j + 1)
,
(see, for instance, [33] for a more complete discussion). The operator GLDα is known as the
Gru¨nwald-Letnikov (GL) fractional derivative, as it has been introduced almost simultaneously
by Gru¨nwald [34] and Letnikov [35], and represents one of the most straightforward ways to
generalize the usual definition of the integer-order derivative. It should be therefore quite natural
to adopt (7) as a standard way to introduce fractional derivatives but, unfortunately, some
inconveniences arise:
(1) the knowledge of y(t) on the whole interval [−∞, t] is necessary to evaluate GLDαy(t)
and this may be a serious issue when the function describes a system state for which the
history from −∞ to the starting point is not available;
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(2) the range of functions for which the series from (7) converges, and hence GLDαy(t) exists,
is restricted to bounded functions (when 0 < α < 1) or functions which do not increase
too fast as t→ −∞ [32, §4.20].
For practical applications, some modifications are necessary to the operator GLDα and the
most frequently used approach is to select a starting point, which for convenience we choose at
0, and force the function y(t) to assume some suitably selected values in (−∞, 0). For instance,
when 0 < α < 1, one may assume y(t) = 0 or y(t) = y0 for t < 0 and, quite surprisingly, the
fractional derivatives RLDα0 y(t) or
CDα0 y(t) are obtained. In particular, when 0 < α < 1 it is
possible to show that
RLDα0 y(t) =
GLDαyR(t), yR(t) =
{
0 t ∈ (−∞, 0)
y(t) t ≥ 0
and
(8) CDα0 y(t) =
GLDαyC(t), yC(t) =
{
y0 t ∈ (−∞, 0)
y(t) t ≥ 0.
These replacements have the advantage of avoiding infinite series in the representation (7) as
well; this is obvious for the RL derivative and we observe that, since (e.g., see [33])
(9)
N∑
j=0
ω
(α)
j = −
∞∑
j=N+1
ω
(α)
j ,
it is possible to obtain a more convenient representation for the Caputo derivative as well
(10) CDα0 y(t) =
GLDαyC(t) = lim
h→0
1
hα
⌊t/h⌋∑
j=0
ω
(α)
j
[
y(t− jh) − y0
]
, 0 < α < 1.
The above discussion discloses the real nature of the RL and Caputo fractional derivatives:
neither is actually a pure and straightforward generalization of the integer-order derivatives (5)
but instead, they both stem from the the integer-order derivatives only after modifying the value
of the function at the left of the selected starting point.
It is therefore mandatory to investigate the consequences of this peculiar nature of fractional-
order derivatives on the solution of FDDEs in which the values for −τ ≤ t ≤ 0 are determined
by the initial condition y(t) = φ(t) as well.
To avoid inconsistencies, one could just impose initial functions compatible with the selected
operator, for instance φ(t) = y0, −τ ≤ t ≤ 0 for FDDEs with the Caputo derivative of order
0 < α < 1, but such a limitation of the initial data may be too restrictive for several models.
Indeed, even if in many mathematical models which include time delays, the history is considered
to be constant, non-constant history functions are also routinely encountered, such as in models
arising from epidemiology and population dynamics [36, 37]. For instance, in epidemiological
models, it is often assumed that the history of the number of infected individuals is a continuous,
strictly increasing function I0(t) defined on the interval [−τ, 0], such that I0(−τ) = 0 and
I0(0) > 0 [38].
In the next sections we will therefore investigate two aspects. For a class of linear FDDEs of
order 0 < α < 1 we will first derive in Section 4 the solution obtained with the operator CDα0 ,
relying on the assumption y(t) = y0 for t ≤ 0, and then, we will also derive the exact solution for
different initial functions φ(t): in fact, we consider the case in which the initial function affects
the solution but not the operator. Moreover, in Section 5 we will present the solution obtained
by suitably modifying the fractional operator in order to comply with the initial data and force
the solution to satisfy the initial condition y(t) = φ(t), −τ ≤ t ≤ 0, and not just the condition
y(t) = y0, t ≤ 0, imposed by the Caputo derivative.
We will not only show and compare the solutions obtained by the different approaches but we
will also discuss the differences between the two operators and find the relationship connecting
them.
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4. Exact solution of linear FDDEs
With the aim of a better illustration of the effects of the initial function not just on the
solution of the FDDE, but also on the nature of the fractional derivative, we derive here the
exact solution for a family of linear FDDEs with the Caputo derivative (4)
(11)
{
CDα0 y(t) = λy(t− τ) + f(t) , t > 0
y(t) = φ(t) , −τ < t ≤ 0
where τ > 0, φ(t) : [−τ, 0]→ R and f(t) : [0,+∞)→ R are two given functions and λ a constant
(usually, but not necessarily, real) parameter. Since we restrict to FDDEs of order 0 < α < 1
with starting point t0 = 0, the Caputo derivative is defined as
CDα0 y(t) := J
α
0 y
′(t).
Although this section is mainly intended to illustrate the effects of the initial function φ(t),
we think that presenting exact solutions of linear FDDEs may have its own interest as well;
analogous results were already presented in [19, 20] for linear homogeneous FDDEs of non
scalar type.
Based on Theorem 1, it is easy to see that the exponential boundedness of the solution of
(11) is guaranteed by the existence of two constants M > 0 and β > 2λ such that
(12)
∫ t
0
(t− r)α−1|f(r)|dr ≤MEα(βt
α), ∀t ≥ 0.
Therefore, if inequality (12) is fulfilled for the function f(t), we can solve (11) by means of
the Laplace transform (LT).
We preliminarily recall some function definitions and some results on the LT which will be
useful in what follows. To this purpose we remember that for a continuous and exponential
bounded function f(t) : [0,+∞) → R, its LT is
F (s) := L
(
f(t) ; s
)
=
∫ ∞
0
e−stf(t)dt,
with s belonging to the region in the complex plane where the above integral converges.
4.1. Preliminary results. For any a ∈ R the Heaviside unit step function is defined as
ua(t) =
{
1 t ≥ a
0 t < a
and we can consider, for any real β > −1, its generalization
u[β]a (t) =
(t− a)β
Γ(β + 1)
ua(t) =


(t− a)β
Γ(β + 1)
t ≥ a
0 t < a.
Clearly, it is ua(t) = u
[0]
a (t). We present here the following result on the LT of u
[β]
a (t).
Proposition 2. Let a > 0. For any β > 0 the LT of u
[β]
a (t) is
L
(
u[β]a (t) ; s
)
=
e−sa
sβ+1
Proof. It is immediate to observe that
L
(
u[β]a (t) ; s
)
=
∫ ∞
0
e−st
(t− a)β
Γ(β + 1)
ua(t)dt =
∫ ∞
a
e−st
(t− a)β
Γ(β + 1)
dt
and after the change of variable v = t− a it is
L
(
u[β]a (t) ; s
)
= e−sa
∫ ∞
0
e−sv
vβ
Γ(β + 1)
dv = e−saL
( vβ
Γ(β + 1)
; s
)
=
e−sa
sβ+1
which concludes the proof. 
For the sake of completeness, we recall here the following results (e.g., see [20, 39]).
Proposition 3. Let τ > 0, y(t) : [−τ,+∞)→ R and Y (s) its LT. Then
• L
(
y(t− τ)uτ (t) ; s
)
= e−sτY (s);
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• L
(
y(t− τ) ; s
)
= e−sτ Yˆτ (s) + e
−sτY (s), Yˆτ (s) =
∫ 0
−τ e
−sty(t)dt.
It is well-known that the LT of the first-order derivative of y(t) is L
(
y′(t) ; s
)
= sY (s) − y0,
with y0 = y(0). To obtain the LT of the Caputo derivative
CDα0 y(t) it is possible to start from the
RL integral (2), which is actually the convolution of the two functions tα−1/Γ(α) and y(t), and
its LT is easily evaluated as L
(
Jα0 y(t) ; s
)
= Y (s)/sα. Therefore, the LT of CDα0 y(t) := J
1−αy′(t)
follows standard rules in LT calculus and hence
(13) L
(
CDα0 y(t) ; s
)
=
1
s1−α
L
(
y′(t) ; s
)
=
sY (s)− y0
s1−α
= sαY (s)− sα−1y0.
Remark 4. Although, as discussed in Section 3, the Caputo derivative of order 0 < α < 1 is
equivalent to the operator obtained from the GL derivative when the function is forced to assume
constant value y0 for t < 0, the LT of
CDα0 y(t) is obtained only on the basis of the integral
representation and is therefore independent of any further change imposed on the behavior of the
function as consequence of the initial condition in (3). Obviously, the same invariance is not
expected when the derivative is obtained from the approach outlined by (8) which instead reflects
changes of the function to the left of the origin. Thus, the solution we are going to compute will
present a certain level of contradiction: the operator considers the solution y(t) = y0 for t < 0
but at the same time, the equation imposes y(t) = φ(t), t ∈ [−τ, 0], with the initial function φ(t)
which could differ from y0.
4.2. Exact solution of linear fractional-order DDEs. Just for notational convenience, we
introduce the following generalized integral
J0,τ,λf(t) :=
⌊t/τ⌋∑
k=0
λk
Γ
(
αk + α
) ∫ t−kτ
0
(t− kτ − r)αk+α−1f(r)dr.
and we provide a first general representation of the exact solution of (11).
Proposition 5. Let τ > 0. For any t ≥ 0 the exact solution of the linear FDDE (11) can be
expressed in the form
y(t) = y0 +
⌊t/τ⌋∑
k=0
λk+1
Γ((k + 1)α + 1)
∫ t
0
(t− kτ − r)(k+1)αpτ (r;φ)dr + J0,τ,λf(t),
where y0 = φ(0) and the function pτ (t;φ) is the inverse LT of e
−sτPτ (s;φ), with
Pτ (s;φ) = φ(0) + s
∫ 0
−τ
e−srφ(r)dr.
Proof. By exploiting the results from Proposition 3 and the LT (13) of the Caputo’s derivative,
it is possible to represent the LT of the solution of (11) as
sαY (s)− sα−1y0 = λe
−sτ Φˆτ (s) + λe
−sτY (s) + F (s)
with Y (s) and F (s) the LT of y(t) and f(t) respectively. It is hence immediate to show that
Y (s) =
(
1
sα − λe−sτ
)[
sα−1y0 + λe
−sτ
∫ 0
−τ
e−srφ(r)dr + F (s)
]
=
1
sα
(
1− λ
e−sτ
sα
)−1 [
sα−1
(
1− λ
e−sτ
sα
)
y0 + λ
e−sτ
s
Pτ (s;φ)
]
+
1
sα
(
1− λ
e−sτ
sα
)−1
F (s)
=
1
s
y0 +
(
1− λ
e−sτ
sα
)−1
λ
e−sτ
s1+α
Pτ (s;φ) +
1
sα
(
1− λ
e−sτ
sα
)−1
F (s).
For sufficiently large |s| consider the series expansion(
1− λ
e−sτ
sα
)−1
=
∞∑
k=0
λk
e−sτk
skα
in order to represent the LT of the solution of (11) as
(14) Y (s) =
1
s
y0 +
∞∑
k=0
λk+1
e−sτk
s(k+1)α+1
e−sτPτ (s;φ) +
∞∑
k=0
λk
e−sτk
s(k+1)α
F (s)
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and, after inverting the LT and using the results in Proposition 2, we obtain
y(t) = y0 +
∞∑
k=0
λk+1
∫ t
0
u
[(k+1)α]
kτ (t− r)pτ (r;φ)dr +
∞∑
k=0
λk
∫ t
0
u
[(k+1)α−1]
kτ (t− r)f(r)dr.
The conclusion now follows by replacing each function u
[β]
a with the corresponding power
function, and in the proper domain in which it does not vanish, thus to be able to truncate the
infinite series. 
To better observe the influence of the initial function on the solution and provide easily
evaluable formulas, we must select the function φ(t). For a free value y0 ∈ R, throughout this
paper we will consider two exemplifying functions:
(1) the constant function φ(t) ≡ y0 which agrees with the assumption made on the solution
y(t) to obtain the equivalence between the Caputo and the GL derivatives;
(2) a first order polynomial φ(t) = (t/τ + 1)y0 which instead imposes a different behavior
to the solution y(t), compared to the one which ensures the equivalence between the
Caputo and the GL derivatives.
Corollary 6. Let τ > 0 and φ(t) ≡ y0, t ∈ [−τ, 0], for some y0 ∈ R. For any t ≥ 0 the exact
solution of the linear FDDE (11) is
(15) y(t) =
⌊t/τ⌋+1∑
k=0
λk(t+ τ − kτ)αk
Γ
(
αk + 1
) y0 + J0,τ,λf(t).
Proof. It is immediate in this case to verify that
e−sτPτ (s;φ) =
[
e−sτ + e−sτs
∫ 0
−τ
e−srdr
]
y0 =
[
e−sτ + e−sτ (esτ − 1)
]
y0 = y0
and therefore the representation (14) of the LT of the solution of (11) is
Y (s) =
[
1
s
y0 +
∞∑
k=0
λk+1
e−sτk
s(k+1)α+1
y0
]
+
∞∑
k=0
λk
e−sτk
s(k+1)α
F (s).
Thanks to Proposition 2, the inversion of the LT leads to
y(t) =
[
1 +
∞∑
k=0
λk+1u
[(k+1)α]
τk (t)
]
y0 +
∞∑
k=0
λk
∫ t
0
u
[(k+1)α−1]
kτ (t− r)f(r)dr
and the corollary follows by replacing the functions u
[β]
a (t) with the corresponding powers in the
proper domain and after reorganizing some terms. 
In Figure 1 we show the solution (15) for the homogeneous case f(t) = 0 (left plot) and for
the forcing function f(t) = 12 cos 3t (right plot); the values α = 0.8, λ = −1, τ = 1 and y0 = 1
have been used. The integral J0,τ,λf(t) is evaluated by exploiting the exact formula of the RL
integral of the cosine function in terms of the Mittag-Leffler (ML) function (e.g., see [33]), with
the ML function evaluated by means of the Matlab code developed in [40].
Remark 7. Observe that (15) straightforwardly generalizes the well-known variation-of-constants
formula (see, e.g., [41])
y(t) = eα,1
(
t;λ
)
y0 +
∫ t
0
eα,α
(
(t− r);λ
)
f(r)dr
for the linear (non-delayed) FDE CDα0 y(t) = λy(t) + f(t), where eα,β(t;λ) is the generalized ML
function
eα,β(t;λ) = t
β−1Eα,β(t
αλ), Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
.
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Figure 1. Plot of the solution (15) for λ = −1.0, τ = 1.0, φ(t) = y0 and f(t) = 0
(left plot) and f(t) = 12 cos 3t (right plot)
Corollary 8. Let τ > 0 and φ(t) =
(
t/τ +1)y0, t ∈ [−τ, 0], for some y0 ∈ R. For any t ≥ 0 the
exact solution of the linear FDDE (11) is
(16) y(t) =
1
τ

⌊t/τ⌋+1∑
k=0
λk(t+ τ − τk)αk+1
Γ
(
αk + 2
) − ⌊t/τ⌋∑
k=0
λk(t− τk)αk+1
Γ
(
αk + 2
)

 y0 + J0,τ,λf(t)
Proof. By standard integration we preliminarily observe that when φ(t) =
(
t/τ + 1)y0 it is
e−sτPτ (s;φ) = e
−sτ
[
1 +
1
τ
∫ 0
−τ
re−srsdr +
∫ 0
−τ
e−srsdr
]
y0
= e−sτ
[
1 +
1
sτ
(−sτesτ + esτ − 1) + esτ − 1
]
y0 =
[
−
e−sτ
sτ
+
1
sτ
]
y0
and hence the representation (14) of the LT of the solution of (11) becomes
Y (s) =
[
1
s
y0 +
∞∑
k=0
λk+1
e−sτk
s(k+1)α+1
[
−
e−sτ
sτ
+
1
sτ
]
y0
]
+
∞∑
k=0
λk
e−sτk
s(k+1)α
F (s)
=
[
1
s
−
1
τ
∞∑
k=0
λk+1
e−sτ(k+1)
s(k+1)α+2
+
1
τ
∞∑
k=0
λk+1
e−sτk
s(k+1)α+2
]
y0 +
∞∑
k=0
λk
e−sτk
s(k+1)α
F (s).
By inversion of the LT it is therefore
(17)
y(t) =
[
1−
1
τ
∞∑
k=0
λk+1u
[(k+1)α+1]
τk+τ (t) +
1
τ
∞∑
k=0
λk+1u
[(k+1)α+1]
τk (t)
]
y0
+
∞∑
k=0
λk
∫ t
0
u
[(k+1)α−1]
kτ (t− r)f(r)dr
and, again, a proper replacement of the functions u
[β]
a (t) with the corresponding power functions,
together with the reorganization of some of the summations, allows to conclude the proof. 
The solution (16) is presented in Figure 2 for the same data λ, τ and f(t) used to plot the
solution (15) in Figure 1 (the selected data are anyway reported in the caption).
5. Incorporating the initial function in the GL fractional derivative
Let us consider now the FDDE (1) with a fractional derivative obtained after generalizing the
limit of the difference quotient defining the integer-order derivative, according to the process
already described in Section 3.
Because of the initial condition y(t) = φ(t), −τ ≤ t ≤ 0, to avoid the infinite memory and
ensure the convergence, we cannot simply force y(t) = y0 for t ≤ 0 as in (8). We can consider
the following three different options which resemble the same process leading to the Caputo
derivative and, at the same time, fulfill the initial condition:
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Figure 2. Plot of the solution (16) for λ = −1.0, τ = 1.0, φ(t) =
(
t/τ + 1)y0
and f(t) = 0 (left plot) and f(t) = 12 cos 3t (right plot)
(1) assuming y(t) = φ(t) for any t ≤ 0: this option may apply when φ(t) is defined on
(−∞, 0] and not only on [−τ, 0] but, unfortunately, it is in general an unfeasible option
since for several functions φ(t) the series from (7) might not converge;
(2) assuming y(t) = φ(t) for −τ ≤ t ≤ 0 and y(t) = y0 for t < −τ : although this choice
would appear as a natural and light adjustment of the Caputo derivative for this problem,
it would introduce an undesirable discontinuity when φ(0) 6= φ(−τ) (we must remember
that the Caputo derivative has been introduced just to regularize a similar discontinuity
induced by the RL derivative);
(3) assuming y(t) = φ(t) for −τ ≤ t ≤ 0 and y(t) = φ(−τ) for t < −τ : in our opinion,
this last option appears to be the most reasonable, since it ensures the convergence of
the series from (7) and the fulfillment of the initial condition without introducing an
unwanted discontinuity.
To apply the above third option we just replicate the process for the construction of the
Caputo derivative (i.e. replacing in the GL derivative the function with another function), but
instead of (8) we operate the replacement
φτDα
0
y(t) := GLDαyφτ (t), yφτ (t) =
{
φτ (t) t ≤ 0
y(t) t > 0
where
φτ (t) = φ(−τ) +
[
φ(t)− φ(−τ)
]
u−τ (t) =
{
φ(−τ) t ∈ (−∞,−τ)
φ(t) t ∈ [−τ, 0]
.
The resulting operator is therefore given by
(18)
φτDα
0
y(t) = lim
h→0
1
hα
∞∑
j=0
ω
(α)
j y
φτ (t)(t− jh)
= lim
h→0
1
hα

 J1∑
j=0
ω
(α)
j y(t− jh) +
J2∑
j=J1+1
ω
(α)
j φ(t− jh) +
∞∑
j=J2+1
ω
(α)
j φ(−τ)


where
J1 := J1(t, h) =
⌊
t
h
⌋
, J2 := J2(t, h, τ) =
⌊
t+ τ
h
⌋
.
The infinite series can be avoided by applying (9) for N = J2. We therefore obtain the more
convenient representation of φτDα
0
y(t)
(19) φτDα
0
y(t) = lim
h→0
1
hα

 J1∑
j=0
ω
(α)
j
(
y(t− jh) − φ(−τ)
)
+
J2∑
j=J1+1
ω
(α)
j
(
φ(t− jh)− φ(−τ)
) .
Due to the change operated in the replacement of y(t) in [−τ, 0] we can no longer expect the
equivalence between φτDα
0
and CDα0 . It is useful to explore the relationship between these two
operators in order to disclose the true nature of the new operator φτDα
0
.
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Theorem 9. Let τ > 0. Then
φτDα
0
y(t) = CDα0 y(t) +
CDα−τφ(t)−
CDα0 φ(t).
Proof. It is sufficient to add and subtract the same terms in (19) and reorganize the resulting
summations to observe that
φτDα
0
y(t) = lim
h→0
1
hα
[
J2∑
j=0
ω
(α)
j
(
y(t− jh) − φ(−τ)
)
+
J2∑
j=0
ω
(α)
j
(
φ(t− jh)− y(t− jh)
)
−
−
J1∑
j=0
ω
(α)
j
(
φ(t− jh) − y(t− jh)
)]
.
The first summation is clearly the Caputo fractional derivative of y(t) with initial point at
−τ . Moreover, because of the initial conditions, it is φ(−τ) − y(−τ) = 0 and φ(0) − y(0) = 0
and also the second and third summations are Caputo derivatives of φ(t) − y(t) with starting
point respectively at −τ and 0. Therefore it is
φτDα
0
y(t) = CDα−τy(t) +
CDα−τ
(
φ(t)− y(t)
)
− CDα0
(
φ(t)− y(t)
)
and the proof follows from the linearity of CDα−τ and
CDα0 . 
From Theorem 9 we infer that solving the FDDE (1) with the fractional derivative φτDα
0
obtained as a generalization of the integer-order derivative which, at the same time, satisfies the
initial condition of the FDDE, is equivalent to solving the equation
(20)
{
CDα0 y(t) = g(t, y(t), y(t − τ)) +
CDα0 φ(t)−
CDα−τφ(t) , t > 0
y(t) = φ(t) , −τ ≤ t ≤ 0.
For the linear FDDE (11) we are now able to compare the exact solution when using the
derivative CDα0 with the exact solution obtained by emplying the modified derivative
φτDα
0
. It
is indeed sufficient to add the corrective term CDα0 φ(t)−
CDα−τφ(t) to the forcing term f(t) and
hence use the results presented in Section 4. We perform this comparison for the two examples
of initial data φ(t) we are considering throughout this paper.
5.1. Constant initial function. Whenever φ(t) ≡ y0 the corrective term
CDα0 φ(t)−
CDα−τφ(t)
clearly vanishes and hence φτDα
0
y(t) = CDα0 y(t).
Assuming a constant history of the solution before the initial time is actually the assumption
made in the case of the Caputo derivative in (8) and the two operators coincide.
5.2. First degree polynomial initial function. When φ(t) = (t/τ + 1)y0 we can easily
evaluate that the corrective term as
(21) CDα0 φ(t)−
CDα−τφ(t) =
y0
τΓ(2− α)
(
t1−α − (t+ τ)1−α
)
and the action of φτDα
0
is expected to differ from that of CDα0 .
To evaluate the exact solution of (11) under the operator φτDα
0
it is sufficient to consider the
solution under the operator CDα0 after adding the corrective term (21) to the source term f(t).
To this purpose we first introduce the following preliminary results.
Lemma 10. Let β > −1 and α > 0. Then
(1)
1
Γ(β)
∫ t
0
(t− r)β−1
r1−α
Γ(2− α)
dr =
t1−α+β
Γ(2− α+ β)
;
(2)
1
Γ(β)
∫ t
0
(t− r)β−1
(r + τ)1−α
Γ(2− α)
dr =
(t+ τ)1−α+β
Γ(2− α+ β)
−
(t+ τ)1−α+β
Γ(2− α+ β)
I τ
t+τ
(2− α, β),
where Ix
(
a, b
)
is the incomplete beta function [42, Formula 6.6.2]
Ix
(
a, b
)
=
1
B(a, b)
∫ x
0
ra−1(1− r)b−1dr.
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Proof. The first point is an immediate consequence of the formula for the RL integral of power
functions (e.g., see [30, Example 2.1]). For the second point, simple changes of variables allow
to observe that
1
Γ(β)
∫ t
0
(t− r)β−1
(r + τ)1−α
Γ(2− α)
dr =
1
Γ(β)
∫ t+τ
τ
(t+ τ − r)β−1
r1−α
Γ(2− α)
dr =
=
1
Γ(β)
∫ t+τ
0
(t+ τ − r)β−1
r1−α
Γ(2− α)
dr −
1
Γ(β)
∫ τ
0
(t+ τ − r)β−1
r1−α
Γ(2− α)
dr =
=
1
Γ(β)
∫ t+τ
0
(t+ τ − r)β−1
r1−α
Γ(2− α)
dr −
(t+ τ)1−α+β
Γ(β)Γ(2 − α)
∫ τ
t+τ
0
(1− r)β−1r1−αdr
and the proof follows after applying the first point and the definition of the incomplete beta
function. 
From the above Lemma we first observe that when we add the corrective term CDα0 φ(t) −
CDα−τφ(t) to the source term of the linear FDDE (11), since∫ t
0
(t− r)α−1
∣∣CDα0 φ(r)− CDα−τφ(r)∣∣dr
= |y0|Γ(α)
[
1−
t+ τ
τ
I τ
t+τ
(2− α,α)
]
≤ |y0|Γ(α), ∀t ≥ 0
it is sufficient to chose M = |y0|Γ(α), as Eα(βt
α) ≥ 1, for any β > 0 and t ≥ 0, in order to
ensure that the assumption (12) is verified.
Let us now denote by yˆ(t) the solution of the linear FDDE (11) with the Caputo derivative
CDα0 replaced by the fractional derivative
φτDα0 , namely
(22)
{
φτDα0 yˆ(t) = λyˆ(t− τ) + f(t) , t > 0,
yˆ(t) = φ(t) , −τ < t ≤ 0,
which in turn, in view of (20), is solution of the equivalent FDDE
(23)
{
CDα0 yˆ(t) = λyˆ(t− τ) + f(t) +
CDα0 φ(t)−
CDα−τφ(t) , t > 0,
yˆ(t) = φ(t), , −τ < t ≤ 0.
It is possible to provide an explicit representation of the difference between yˆ(t) and the
solution y(t) of (11) by means of the following result.
Proposition 11. Let τ > 0 and φ(t) =
(
t/τ +1)y0, t ∈ [−τ, 0], for some y0 ∈ R. For any t > 0
the difference between the solution yˆ(t) of (22) and the solution y(t) of (11) is
yˆ(t)− y(t) =
y0
τ
⌊t/τ⌋∑
k=0
λk
[
(t− kτ)αk+1
Γ(αk + 2)
−
(t+ τ − kτ)αk+1
Γ(αk + 2)
(
1− I τ
t+τ−kτ
(2− α, (k + 1)α)
)]
.
Proof. Since yˆ(t) is solution of (23) as well, we can use Corollary (8) to write yˆ(t) as solution of
(11) with the source term f(t) + CDα0 φ(t)−
CDα−τφ(t). Therefore it is
(24) yˆ(t) = y(t) + J0,τ,λ
(
CDα0 φ(t)−
CDα−τφ(t)
)
and we can apply Lemma 10 to evaluate
J0,τ,λ
(
CDα0 φ(t)−
CDα−τφ(t)
)
=
=
y0
τ
⌊t/τ⌋∑
k=0
λk
Γ
(
αk + α
) ∫ t−kτ
0
(t− kτ − r)αk+α−1
r1−α − (r + τ)1−α
Γ(2− α)
dr =
=
y0
τ
⌊t/τ⌋∑
k=0
λk
[
(t− kτ)αk+1
Γ(αk + 2)
−
(t+ τ − kτ)αk+1
Γ(αk + 2)
(
1− I τ
t+τ−kτ
(2− α, (k + 1)α)
)]
.
which allows to conclude the proof. 
It is also possible to provide the exact solution yˆ(t) of (22) in a more compact form.
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Proposition 12. Let τ > 0 and φ(t) =
(
t/τ +1)y0, t ∈ [−τ, 0], for some y0 ∈ R. For any t > 0
the solution yˆ(t) of (22) is
yˆ(t) =
y0
τ
[
λp+1
(t− pτ)α(p+1)+1
Γ(α(p + 1) + 2)
+
p∑
k=0
λk
(t+ τ − kτ)αk+1
Γ(αk + 2)
I τ
t+τ−kτ
(2− α, (k + 1)α)
]
+J0,τ,λf(t),
where p ∈ Z+ is such that t ∈ [pτ, (p + 1)τ).
Proof. From Eq. (17) and after replacing the source term f(t) with f(t) + CDα0 φ(t)−
CDα−τφ(t)
we obtain
y(t) =

1 + 1
τ
⌊t/τ⌋∑
k=0
λk+1
(
u
[(k+1)α+1]
kτ (t)− u
[(k+1)α+1]
(k+1)τ (t)
) y0+J0,τ,λf(t)+J0,τ,λ(CDα0 φ(t)−CDα−τφ(t))
and hence, thanks to Proposition 11 and by reordering some terms it is
y(t) = y0 +
y0
τ
⌊t/τ⌋∑
k=0
λk+1u
[(k+1)α+1]
kτ (t)−
y0
τ
⌊t/τ⌋+1∑
k=1
λku
[kα+1]
kτ (t) + J0,τ,λf(t)
+
y0
τ
⌊t/τ⌋∑
k=0
λku
[kα+1]
kτ (t)−
y0
τ
⌊t/τ⌋−1∑
k=−1
λk+1u
[(k+1)α+1]
kτ (t)
+
y0
τ
⌊t/τ⌋∑
k=0
λku
[kα+1]
(k−1)τ (t)I τt+τ−kτ (2− α, (k + 1)α)
We now denote p = ⌊t/τ⌋ and we simplify some terms in order to obtain
y(t) = y0 +
y0
τ
[
λp+1u[(p+1)α+1]pτ (t)− λ
p+1u
[(p+1)α]+1
(p+1)τ (t) + u
[1]
0 (t)− u
[1]
−τ (t)
]
+
+ J0,τ,λf(t) +
y0
τ
p∑
k=0
λku
[kα+1]
(k−1)τ (t)I τt+τ−kτ (2− α, (k + 1)α).
Observing that u
[(p+1)α]+1
(p+1)τ (t) = 0, as t ∈ [pτ, (p + 1)τ), and u
[1]
0 (t) − u
[1]
−τ (t) = −τ , we finally
obtain
y(t) =
y0
τ
[
λp+1u[(p+1)α+1]pτ (t) +
p∑
k=0
λku
[kα+1]
(k−1)τ (t)I τt+τ−kτ (2− α, (k + 1)α)
]
+ J0,τ,λf(t)
from which the proof follows. 
In order to show the different behaviors due to the two different operators CDα0 and
φτDα0 ,
in the left plot of Figure 3 we present the solutions y(t) and yˆ(t) of the linear FDDEs (11)
and (22). We consider here a problem without forcing term (namely f(t) ≡ 0). The difference
yˆ(t)− y(t) between the two solutions is presented in the right plot together with the generalized
integral J0,τ,λ
(
CDα0 φ(t)−
CDα−τφ(t)
)
; one can clearly appreciate that the two plots overlap, thus
confirming that yˆ(t)− y(t) = J0,τ,λ
(
CDα0 φ(t)−
CDα−τφ(t)
)
as expected from Eq. (24).
We observe that the main difference between the two solutions occurs for small values of time
t, whilst asymptotically they tend to coincide as t→∞.
Similar results are presented in Figure 4 for a problem with a source term f(t) = sin t.
6. Nonlinear FDDEs: solution by means of numerical methods
Finding explicit solutions of the nonlinear FDDE (1) is, in general, not possible and therefore,
numerical methods are necessary.
Since the aim of this paper is just to highlight the impact of the initial data on the solution
and on the fractional operator, and not to devise highly efficient numerical methods, we consider
here basic methods with just a first-order accuracy with respect to the step-size. We refer to
the existing literature for specific works concerning numerical methods for FDDEs (e.g., see
[16, 43, 44, 45, 46]).
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Figure 3. Solutions of the linear FDDEs (11) and (22) for λ = −1.0, τ = 1.0,
f(t) = 0 and φ(t) =
(
t/τ + 1)y0
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Figure 4. Solutions of the linear FDDEs (11) and (22) for λ = −1.0, τ = 1.0,
f(t) = sin t and φ(t) =
(
t/τ + 1)y0
As usual, on the integration interval [0, T ] we consider an equispaced grid tn = nh, n =
0, 1, . . . , N , where N = ⌈T/h⌉ and h > 0 is the step-size.
To compute numerical approximations of the solution of FDDEs with the standard Caputo de-
rivative CDα0 we can apply a standard product-integration rule based on the integral formulation
of (1) which, for 0 < α < 1, reads as
y(tn) = y0 +
1
Γ(α)
n−1∑
j=0
∫ tj+1
tj
(tn − u)
α−1g(u, y(u), y(u − τ))du,
and where in each interval [tj, tj+1] the vector field g(u, y(u), y(u − τ)) is approximated by the
constant g(tj , yj, y(tj − τ)). The numerical approximation is hence given by
yn = y0 + h
α
n−1∑
j=0
bn−jg(tj , yj, y(tj − τ)), bn =
nα − (n− 1)α
Γ(α+ 1)
.
This method is known as the rectangular product-integration rule or 1-step Adams-Bashforth
method and it is widely used and studied in fractional calculus since the pioneering works by
Diethelm and co-authors [47, 48].
The simplest approximation scheme for the operator φτDα
0
is instead obtained by just fixing
h > 0 in (19) and replacing the finite differences in (1) thus to obtain the computational scheme
yn = φ(−τ)−
J1∑
j=1
ω
(α)
j
(
yn−j −φ(−τ)
)
−
J2∑
j=J1+1
ω
(α)
j
(
φ(tn− jh)−φ(−τ)
)
+hαg(tn, yn, y(tn− τ)),
where J1 = ⌊tn/h⌋ and J2 = ⌊(tn + τ)/h⌋. An error O
(
h
)
, h → 0, is expected as in the usual
GL scheme derived in the same way from (10). The last term g(tn, yn, y(tn − τ)) can be hence
replaced by g(tn−1, yn−1, y(tn−1 − τ)) in order to obtain an explicit scheme and reduce the
computational complexity.
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Note that in both schemes the values y(tj − τ) are not available if tj − τ is outside the mesh-
grid
{
tn
}
n∈N
. Therefore it can be necessary to select the two closest mesh points tk and tk+1,
i.e. such that tj − τ ∈ [tk, tk+1], and perform an interpolation of (tk, yk) and (tk+1, yk+1) to
obtain a suitable approximation of y(tj − τ). A first-order approximation is however sufficient
since both methods are just first-order convergent. The use of interpolation avoids constraining
the step-size h to the delay τ since the method can operate also when tj− τ is outside the mesh.
In the numerical simulation we use a step-size h = 2−8 ≈ 3.9 × 10−3; since the error is O
(
h
)
this is sufficient to provide an accurate enough approximation for graphical visualization.
In Figure 5 we present the results of the simulations for a nonlinear problem where g(t, y(t), y(t−
τ)) = −2y(t) (1.2− y(t− τ)) and the initial condition φ(t) = (t/τ + 1) y0, −τ ≤ t ≤ 0; the left
plot shows the differences between the solutions obtained with the operators CDα0 and
φτDα0 ,
respectively close to the origin, while the right plot highlights how the two solutions tend to
overlap over long-time integration.
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Figure 5. Short and long-term solutions of the linear FDDEs (11) and (22) for
α = 0.8, g(t, y(t), y(t−τ)) = −2y(t)(1.2−y(t−τ), τ = 1.0, and φ(t) =
(
t/τ+1)y0.
For the same test problem we illustrate the results when the order α approaches 1. In the left
plot of Figure 6 we used α = 0.9 while in the right plot we used α = 0.98. As expected, the two
solutions tend to coincide as α → 1; the difference between the operators CDα0 and
φτDα0 tends
to vanish in this case, as the phenomenon under investigation is a peculiarity of FDDEs and not
of integer-order DDEs.
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Figure 6. Solutions of the linear FDDEs (11) and (22) for g(t, y(t), y(t− τ)) =
−2y(t)(1.2− y(t− τ), τ = 1.0, and φ(t) =
(
t/τ +1)y0 and α = 0.9 (left plot) and
α = 0.98 (right plot).
7. Concluding remarks
We have discussed some issues related to the initialization of FDDEs. We have observed that
when the fractional derivative is intended as a generalization (by means of the GL process) of
the usual limit of the difference quotient defining integer-order derivatives, the function must be
forced to assume specific values at the left of the initial point in order to retrieve the Caputo
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derivative. Hence, initial conditions of FDDEs assign values of the solution before the initial
point and when these values do not match with the values forced to obtain the Caputo derivative,
some inconsistencies arise.
For this reason, we think that it is not advisable to use the usual Caputo derivative in FDDEs
and we have proposed a fractional operator obtained on the basis of the GL derivative, suitably
modified in order to match the initial condition of the FDDE. When the initial condition φ(t) is
equal to the constant value y0 assumed at the left of the origin to obtain the Caputo derivative,
the two operators coincide. Otherwise, this process leads to a different operator which is studied
in this paper. It is beyond the scope of this paper to introduce a further fractional derivative;
we have just included the initial condition of the FDDE in the process leading to the fractional
derivative, in order to avoid inconsistencies.
The above reasoning does not imply that it is wrong or unacceptable to incorporate the
usual Caputo derivative in FDDEs, based on the left-inverse of the RL integral. Nevertheless,
in this case, the Caputo derivative cannot any longer be considered as a generalization of the
integer-order derivative, but just as one of the left-inverses of the RL integral and, perhaps, the
term derivative should be avoided. Alternatively, one could restrict to use only initial functions
matching the assumptions which are necessary to obtain the equivalence between the derivative
based on the GL definition and the Caputo derivative; however, such kind of a limitation could
turn out to be overly restrictive in several models.
Moreover, this paper does not have the ambition of providing definitive answers, but only to
highlight possible inconsistencies in the definition of problems with fractional derivatives and
encourage more in-depth investigations in this field.
For shortness, we have not discussed FDDEs with the RL or other fractional-order derivatives,
but the analysis can be surely extended to cover other cases as well.
Appendix A. Alternative proof
The exact solution of linear FDDEs (11) has been found in Proposition 5, as well as Corollaries
6 and 8, by using the LT under suitable assumptions for the exponential boundedness of the exact
solution. Although the LT is useful for deriving the exact solution of linear FDDEs depending
on the initial function φ(t), the results presented in Section 4 are more general and can be proved
without employing the LT and the assumptions necessary for using this tool, such as inequality
(12).
We present here, just for completeness, a proof of Corollary 6 based on standard mathemat-
ical induction arguments. For shortness, we only consider the solution obtained for the initial
condition φ(t) = y0, −τ ≤ t ≤ 0. Further initial conditions can be treated in similar way.
Just for notational convenience we reformulate the statement of Corollary 6 in a slightly
different form.
Corollary 13. Let τ > 0 and φ(t) ≡ y0, t ∈ [−τ, 0], for some y0 ∈ R. For any t ≥ 0 the exact
solution of the linear FDDE (11) is
y(t) = y0
∞∑
k=0
λku
[kα]
(k−1)τ (t) +
∞∑
k=0
λk
∫ t
0
u
[(k+1)α−1]
kτ (t− r)f(r)dr(25)
= y0
⌊ t
τ
⌋+1∑
k=0
λku
[kα]
(k−1)τ (t) +
⌊ t
τ
⌋∑
k=0
λk(u
[(k+1)α−1]
kτ ∗ f)(t)
Proof. We proceed by mathematical induction. The first step is to show that (25) holds whenever
t ∈ [0, τ). This follows in a straightforward way, by a direct application of the RL integral
operator Jα0 to both sides of the fractional-order differential equation (11), considering t ∈ [0, τ).
For the second induction step, let p ∈ Z+, p ≥ 1, and let us assume that the formula (25) holds
for any t ∈ [0, pτ). It remains to show that (25) is true for any t ∈ [pτ, (p+1)τ). Indeed, starting
from the FDDE (11) and applying the RL integral operator Jα0 and considering t ∈ [pτ, (p+1)τ),
it follows that:
y(t)− y0 =
λ
Γ(α)
∫ t
0
(t− r)α−1y(r − τ)dr +
1
Γ(α)
∫ t
0
(t− r)α−1f(r)dr
ON INITIAL CONDITIONS FOR FRACTIONAL DELAY DIFFERENTIAL EQUATIONS 17
and therefore, by the induction hypothesis:
y(t) = y0 +
λ
Γ(α)

p−1∑
j=0
∫ (j+1)τ
jτ
(t− r)α−1y(r − τ)dr +
∫ t
pτ
(t− r)α−1y(r − τ)dr

+ (u[α−1]0 ∗ f)(t)
= y0 +
λ
Γ(α)
[∫ τ
0
(t− r)α−1dr
]
y0+
+
λ
Γ(α)
p−1∑
j=1
∫ (j+1)τ
jτ
(t− r)α−1
[
j∑
k=0
λku
[kα]
(k−1)τ (r − τ)y0 +
j−1∑
k=0
λk(u
[(k+1)α−1]
kτ ∗ f)(r − τ)
]
dr+
+
λ
Γ(α)
∫ t
pτ
(t− r)α−1
[
p∑
k=0
λku
[kα]
(k−1)τ (r − τ)y0 +
p−1∑
k=0
λk(u
[(k+1)α−1]
kτ ∗ f)(r − τ)
]
dr+
+ (u
[α−1]
0 ∗ f)(t).
Grouping the terms conveniently, leads to:
y(t) = y0 +
λ
Γ(α)

p−1∑
j=0
∫ (j+1)τ
jτ
(t− r)α−1dr +
∫ t
pτ
(t− r)α−1dr

 y0+
+
λ
Γ(α)

p−1∑
j=1
j∑
k=1
λk
∫ (j+1)τ
jτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr +
p∑
k=1
λk
∫ t
pτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr

 y0+
+
λ
Γ(α)
p−1∑
j=1
j−1∑
k=0
λk
∫ (j+1)τ
jτ
(t− r)α−1(u
[(k+1)α−1]
kτ ∗ f)(r − τ)dr+
+
λ
Γ(α)
p−1∑
k=0
λk
∫ t
pτ
(t− r)α−1(u
[(k+1)α−1]
kτ ∗ f)(r − τ)dr + (u
[α−1]
0 ∗ f)(t).
Index changes in the double summations lead to:
y(t) =
[
1 +
λ
Γ(α)
∫ t
0
(t− r)α−1dr
]
y0+
+
λ
Γ(α)

p−1∑
k=1
p−1∑
j=k
λk
∫ (j+1)τ
jτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr +
p∑
k=1
λk
∫ t
pτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr

 y0+
+
λ
Γ(α)
p−2∑
k=0
p−1∑
j=k+1
λk
∫ (j+1)τ
jτ
(t− r)α−1(u
[(k+1)α−1]
kτ ∗ f)(r − τ)dr+
+
λ
Γ(α)
p−1∑
k=0
λk
∫ t
pτ
(t− r)α−1(u
[(k+1)α−1]
kτ ∗ f)(r − τ)dr ++(u
[α−1]
0 ∗ f)(t).
It is easy to see that the above formula can be simplified to:
y(t) =
[
1 + λu
[α]
0 (t) +
1
Γ(α)
p∑
k=1
λk+1
∫ t
kτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr
]
y0+
+ (u
[α−1]
0 ∗ f)(t) +
1
Γ(α)
p∑
k=1
λk
∫ t
kτ
(t− r)α−1(u
[kα−1]
(k−1)τ ∗ f)(r − τ)dr.
Using Lemma 10, we evaluate the integrals above:
1
Γ(α)
∫ t
kτ
(t− r)α−1u
[kα]
(k−1)τ (r − τ)dr =
1
Γ(α)Γ(kα + 1)
∫ t
kτ
(t− r)α−1(r − kτ)kαdr =
=
1
Γ(α)Γ(kα + 1)
∫ t−kτ
0
(t− kτ − r)α−1rkαdr =
(t− kτ)(k+1)α
Γ((k + 1)α + 1)
= u
[(k+1)α]
kτ (t).
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On the other hand, with a change in the order of integration and making use of Lemma 10
again, we obtain:
1
Γ(α)
∫ t
kτ
(t− r)α−1(u
[kα−1]
(k−1)τ ∗ f)(r − τ)dr =
=
1
Γ(α)Γ(kα)
∫ t
kτ
(t− r)α−1
(∫ r−kτ
0
(r − kτ − s)kα−1f(s)ds
)
dr
=
1
Γ(α)Γ(kα)
∫ t−kτ
0
f(s)
(∫ t
s+kτ
(t− r)α−1(r − kτ − s)kα−1dr
)
ds
=
1
Γ(α)Γ(kα)
∫ t−kτ
0
f(s)
(∫ t−kτ−s
0
(t− kτ − s− r)α−1rkα−1dr
)
ds
=
∫ t−kτ
0
f(s)
(t− kτ − s)(k+1)α−1
Γ((k + 1)α)
ds
=
∫ t−kτ
0
f(s)u
[(k+1)α−1]
kτ (t− s)ds
=
∫ t
0
f(s)u
[(k+1)α−1]
kτ (t− s)ds
= (u
[(k+1)α−1]
kτ ∗ f)(t).
We finally obtain:
y(t) = y0
p+1∑
k=0
λku
[kα]
(k−1)τ (t) +
p∑
k=0
λk(u
[(k+1)α−1]
kτ ∗ f)(t), ∀ t ∈ [pτ, (p + 1)τ),
which completes the proof. 
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