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1 Overview 
1.1 Introduction 
The Extreme Science and Engineering Discovery Environment (XSEDE) is the most advanced, 
powerful, and robust collection of integrated digital resources and services in the world. It is a 
single virtual system that scientists can use to interactively share computing resources, data, and 
expertise. 
1.2 Project Context 
Scientists, engineers, social scientists, and humanities experts around the world—many of them at 
colleges and universities—use advanced digital resources and services every day. Things like 
supercomputers, collections of data, and new tools are critical to the success of those researchers, 
who use them to make our lives healthier, safer, and better. XSEDE integrates these resources and 
services, makes them easier to use, and helps more people use them. XSEDE currently supports 
16 supercomputers and high-end visualization and data analysis resources across the country.  
Digital services, meanwhile, provide users with seamless integration to NSF's high-performance 
computing and data resources. XSEDE's integrated, comprehensive suite of advanced digital 
services will federate with other high-end facilities and with campus-based resources, serving as 
the foundation for a national cyberinfrastructure ecosystem. Common authentication and trust 
mechanisms, global namespace and filesystems, remote job submission and monitoring, and file 
transfer services are examples of XSEDE's advanced digital services. XSEDE's distributed 
systems architecture allows open development for future digital services and enhancements. 
XSEDE also provides the expertise to ensure that researchers can effectively use the 
supercomputers and tools. Those include: 
 Extended Collaborative Support that includes teaming with individual research groups or 
with research communities to extend their capabilities. 
 An advanced hardware and software architecture rooted in user requirements and 
hardened by systems engineering that allows for individualized user experiences, 
consistent and enduring software interfaces, improved data management, and ways for 
campus resources to be transparently integrated into the overall XSEDE infrastructure. 
 The XSEDE User Portal, a web interface that allows users to monitor and access XSEDE 
resources, manage jobs on those resources, report issues, and analyze and visualize 
results. 
 Coordinated allocations of NSF's high-end resources and digital services. 
 A powerful and extensible network, in which each XSEDE service provider is connected 
to a Chicago-based hub at 10 gigabits per second and has a second 10 gigabit-per-second 
connection to another national research and education network. 
 Specialized community-provided services that serve a particular function and allow for 
rapid innovation and experimentation. 
 Advanced cybersecurity to ensure that XSEDE resources and services are easily 
accessible to users but protected against attack. 
 Training, Education, and Outreach efforts that expand participation in XSEDE-based 
projects, curriculum development, and more traditional training opportunities. 
 Advanced support for novel and innovative projects. 
 A fellowship program that brings Campus Champions to work closely over the course of 
months with Extended Collaborative Support Service staff at XSEDE service providers. 
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 The Technology Insertion Service, which allows researchers to recommend technologies 
for inclusion in the XSEDE infrastructure and enables the XSEDE team to evaluate those 
technologies and incorporate them where appropriate. 
1.2.1 Communities Served  
The national, and global, user community that relies on XSEDE (and previously on TeraGrid) for 
HPC resources has grown tremendously. XSEDE continued to see increased HPC resource user 
numbers in Q4 2011, with 545 new users added in the quarter. The number of open individual 
accounts reached 5,829, and the number of non-gateway individuals charging jobs was 1,819. An 
additional 1,389 users submitted jobs via science gateways—that is, nearly 45% of XSEDE users 
submitting jobs worked through gateways and represents an increase of over 200 XSEDE users 
submitting jobs via gateways over the previous quarter. Counting current individual accounts and 
gateway users together, the XSEDE community numbered 7,128 users. 
Further details can be found Appendix E. 
1.2.2 XSEDE’s Integrated, Distributed Environment  
XSEDE is taking on the difficult but necessary task of documenting a clearly specified 
architectural design for its distributed systems architecture. Given the nature of the end game of 
the proposal competition that ultimately resulted in the XSEDE award, the project has had to 
substantially redesign the architecture originally proposed in order to incorporate innovative and 
important elements of the previously competing proposal. While this has been difficult and has 
led to some confusion, the project is making progress in this area and will begin to produce 
design documents that specify the architecture in detail during the coming months.   
1.2.3 Project Governance 
The XSEDE project has established an organizational structure and governance that promotes 
efficient and effective project performance.  As this is a distributed project involving 16 partner 
institutions, it was necessary to establish a governance model that balances: strong central 
management to provide rapid response to issues and opportunities, delegation and 
decentralization of decision-making authority, openness to genuine stakeholder participation, and 
improved professional project management practices including formal risk management and 
change control.   
The XSEDE governance model is geared towards inclusion of, and responsiveness to, users, 
service providers, and the NSF scientific community. The various stakeholders have input 
through three distinct advisory bodies, which have direct access to the XSEDE Project Director 
and the XSEDE senior management team through regularly scheduled meetings. In order to 
remain well informed of the requirements of the user community, XSEDE leadership receives 
advice and counsel from the User Advisory Committee, the XD Service Providers Forum, and the 
XSEDE Advisory Board. These advisory committees are intimately involved with XSEDE 
management in guiding the project towards optimal operations, service, and support for users.  
The XSEDE project is managed by a senior management team consisting of the PI/Project 
Director as chair, the co-PIs and key leaders of major areas of the XSEDE project, the Chair of 
the User Advisory Committee, and the Chair of the XD Service Providers Forum. This team is 
constituted from those responsible for the day-to-day operation of the project and is the highest-
level management body in the organization. In order to be responsive to both the user community 
and the set of Service Providers with whom we will collaborate, the chairs of the User Advisory 
Committee and the XD Service Providers Forum are members of this team. 
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1.3 Project Highlights 
The second quarter of the project was one in which we completed transitional activities from 
TeraGrid and really began to move forward with respect to many additional efforts specific to the 
new program. Another crop of interesting and productive science highlights continue to make 
clear the growing necessity for visualization capabilities to analyze large amounts of data, be they 
from simulations or sensors. These highlights continue to have examples of important work from 
traditional simulation-oriented disciplines but more examples continue to come from non-
traditional areas, in this case, from natural language processing and machine learning. 
The management of the project has begun to become accustomed to the new practices and 
procedures, which have made these practices and procedures more regular and more easily 
managed.  As a major milestone, establishing the first baseline requirements document has 
provided a basis for activities and planning moving forward. This document also will be made 
publicly available for use by other projects. Similarly, efforts in the Software Development and 
Integration area have further developed its engineering practices, as new capabilities continue to 
progress through developing a sequence of processes leading to production rollout. 
Our architecture and design planning has been greatly aided by the appointment of Dave Lifka 
(Cornell) to the position of Architecture and Design Coordinator, facilitating the resolution of 
architectural design issues from the final project revision narrative prior to project award. This 
has helped us set a clear and aggressive path forward in this area.   
Technical activities included ongoing effective support from the XSEDE Operations area, with a 
decreased number of reported security incidents and very efficient handling of two significant 
service outages this past quarter, during which failover processes supported only minimal 
interruptions in service. XSEDEnet fully completed all remaining tasks related to transition from 
the TeraGrid network along with establishing bandwidth and utilization measurements. This 
quarter also saw the XSEDE-wide filesystem evaluation began in earnest and significant work 
has been completed to integrate OSG resources into the allocations processes in anticipation of 
allocation of OSG resources in the coming calendar year. 
With the completion of migrating TeraGrid user services into XSEDE, more effort was available 
to focus on improving user guides and overhauling the User News service. The new landing page 
for XSEDE User Portal (XUP) was released and usage of the XUP continues to be very strong, 
with more than 1M hits. It also is now possible to sign up for training events via the XUP, 
providing access to the growing number of training opportunities. 
Several new training classes were offered this past quarter, many of which are leveraging the use 
of webcasting to extend training to remote participants. In addition, a new interface for 
consistently creating training class offerings was developed and deployed. 
The Extended Collaborative Support Services (ECSS) team has already met many goals for the 
year and has spent time improving the processes for the assignment of personnel to projects. In 
addition, a renewed commitment has been expressed by both ECSS and the Blue Waters project 
to continue to collaborate on the “petascale symposia” that had been started by Blue Waters and 
TeraGrid with Ralph Roskies representing ECSS and Bill Kramer representing Blue Waters. The 
greatest challenge for ECSS has been in support of the allocations review process. XRAC 
meetings receive about 150 proposals each, but can only manage reviewing about 100 in a one-
day meeting. ECSS staff have provided the necessary adaptive reviews (reviews of those 
proposals whose aggregate request for XRAC resources are below those in the top 100), but this 
represents a significant time commitment from these staff. 
ECSS-Communities continues to grow in active and interesting ways. New projects this quarter 
include analysis of logs from massive multiplayer online games. Bioinformatics continues to be a 
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real focus and we have received multiple requests for work related to Galaxy, an online 
bioinformatics framework developed at Penn State and Emory. The gateway team is working 
closely with XSEDE’s Architecture and Design (A&D) and Software Development and 
Integration (SD&I) as the architecture definitions evolve. New tutorial development activities 
include an in-depth tutorial on accelerators proposed for XSEDE12 and possibly SC12, as well as 
a new CI-Tutor course on the Lustre file system. 
The quarter also saw the very successful launch of the ECSS Symposium, a series of webinars 
open to the public that highlight work going on in ECSS projects. Speakers highlighted efforts 
including the use of Condor, visualization on Nautilus, the use of Globus Online to transfer data, 
finite element modeling of aortic aneurysms, data management for the Large Synoptic Survey 
Telescope, and the use of SAGA to support loosely coupled molecular simulations. 
The Campus Bridging team, part of XSEDE’s Education and Outreach, worked with the 
Architecture and Design team to develop a pilot with interested campuses on the use of the 
Global Federated File System (GFFS). This has sparked considerable interest from various 
campuses and should produce interesting results over the next few months.   
Many of the TEOS team members spent considerable time planning and implementing the SC11 
conference held November 12-18 in Seattle.  TEOS roles included General Conference Chair, 
Executive Committee members, senior Committee members, presenters and organizers, 
exhibitors, Steering Committee, and other programmatic aspects. The SC11 conference broke all-
time attendance figures in terms of Technical Program attendees, international participants, total 
attendees, and the number of exhibitors. 
XSEDE also continues to reach out to other projects to extend and enhance its collaborations in 
order to deliver services to the research community. During this past quarter, planning for the 3
rd
 
joint EU-U.S. HPC Summer School, June 25-28 in Dublin, Ireland, moved forward. In addition, 
two significant meetings at SC11 occurred to address two additional interesting activities. The 
first was a joint meeting with PRACE representatives, resulting in a plan of action to culminate in 
a joint allocations call for a collaborating team in the United States and Europe to request 
resources from both PRACE and XSEDE via a single request.  In addition, a first set of meetings 
were held to begin to look at how cloud services can be integrated into the XSEDE environment, 
with a focus on how to integrate third-party cloud service providers such as Microsoft, Amazon 
and Google, among others.   
As we complete the first half-year of the project, many exciting projects to enable new 
capabilities and services for the research community are beginning to gain momentum and 
present a very exciting future.  
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2 Science and Engineering Highlights 
 
2.1 Atmospheric Sciences: Seeing is Believing: Nautilus helps paint a clearer 
picture of the data from the climate science endeavor Project Athena 
(Lawrence Marx, Center for Ocean-Land-Atmosphere Studies) 
 
As climate science advances, climate models are producing larger and larger datasets.  Setting the 
data in motion is the best way to decipher what’s to come. “In one sense, all our analysis comes 
down to the ability to visualize it,” said Benjamin Cash, a research scientist at the Center for 
Ocean-Land-Atmosphere Studies (COLA), one of six international organizations involved in an 
ambitious climate science undertaking dubbed “Project Athena.” The project sought to explore 
the impact higher resolution has on a variety of climate features. Researchers from COLA used 
the Cray XT4 “Athena” at the National Institute for Computational Sciences (NICS) to perform 
climate experiments with two suites of simulation—the Integrated Forecast System (IFS) and the 
Non-hydrostatic ICosahedral Atmospheric Model (NICAM). Project Athena generated more than 
a petabyte of data. An SGI UltraViolet system called Nautilus located at NICS offered the team 
four terabytes of global memory to analyze their large data set.  
High-resolution simulations of the Asian monsoon area showed degraded representations of 
rainfall patterns and magnitude for both IFS and NICAM—an unexpected result that will require 
more investigation. “There’s a feature called the monsoon trough that is known to be resolution 
depend,” explained principal investigator Lawrence Marx. The monsoon trough is an area of low 
atmospheric pressure that often causes heavy rainfall when it meets a landmass. “It’s known that 
coarser resolution models cannot even resolve the monsoon trough because it’s actually narrower 
than the model’s grid. There’s some indication that higher resolution picks up the monsoon 
trough, but it can’t sustain it.” Changes in future rainfall were measured using IFS, with sea 
surface temperatures from a future climate scenario used as input. This simulation was found to 
be strongly dependent on resolution (15 kilometers), suggesting that high resolution will play a 
key role in any planned future climate change simulations. Another area of exploration was the 
difference in how the two models represent convective precipitation and which method provides a 
better simulation. IFS employs convective parameterization, meaning that the model adds up 
statistical representations of variables like humidity and temperature to simulate rainfall. NICAM 
uses direct representation of convection, a more realistic but computationally intensive endeavor. 
While preliminary observations suggest that parameterization of convection might never match 
some observed features, a high-resolution configuration of NICAM still showed weaker 
performance than IFS in some simulations, including those involving rainfall. Particularly 
important for future configurations of the IFS model were simulations of blocking over the 
eastern Atlantic Ocean and western Europe. Climate simulations chronically underestimate the 
observed occurrence of blocking. Although the precise mechanism by which blocks form and 
disperse isn’t understood, these high-pressure areas in the upper atmosphere have serious 
consequences on local weather patterns as they can situate in an area for days and even weeks, 
bringing blistering waves of heat, massive rainfall, and vicious cold snaps. At a resolution of 15 
kilometers, IFS was able to significantly improve representation of upper air circulation 
(atmospheric eddies), which vastly improves the representation of blocking. Improved geographic 
representation—land features that steer the flow of air—may also lead to better simulations of 
blocking. Valuable results also were seen in visualizations of IFS simulations of Northern 
Hemisphere tropical cyclone activity. Higher resolutions (10 and 15 kilometers) were able to 
mimic observed tropical cyclone intensity and three-dimensional structure of Category 4 and 5 
storms. “A resource like Nautilus will only become more necessary in the future,” said Cash. “As 
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climate models reach higher resolutions, the size of the data will grow—you have to provide 
more than just CPU hours if your customers are going to make the most out of it.” 
 
 
2.2 Biophysics: Large-scale molecular dynamics 
simulations of anesthetic effects on ion channels 
(Pei Tang, University of Pittsburgh School of 
Medicine) 
 
Despite their frequent use in medicine, how general anesthetics 
function at the molecular level isn’t well understood. Although 
there’s been some success in identifying discrete anesthetic 
binding sites, there’s little understanding about how 
anesthetics work after they bind to the biomolecules they 
interact with. Recent work by Pei Tang has shown how general 
anesthetics, by binding to molecules called ion channels, can 
affect the flow of ions that transmit signals in the brain and 
lead to the loss of consciousness. The general anesthetic 
isoflurane can bind to a particular ion channel, the Gloeobacter 
violaceus Ligand-gated Ion Channel (GLIC). Little is known 
about the atomistic changes that this binding produces, which 
ultimately results in the patient’s unconsciousness. By means 
of molecular dynamics simulations, Tang and members of her 
group were able to study the position and motion of GLIC atoms, in the presence and absence of 
isoflurane. Their results show that isoflurane bound to several locations within GLIC and 
disrupted the relative position of the five subunits that compose GLIC. They also found that the 
helical structure that lines the pore of the ion channel changed in ways that contributed to closing 
off the ion flow. Isoflurane binding also induced strong anticorrelated motions among the five 
subunits. Knowledge of these structural and dynamical changes induced by isoflurane binding 
advances understanding of the underlying mechanism of how the anesthetic inhibits GLIC and 
possibly other structurally similar ion channels and offers a direction toward development of 
anesthetics more precisely targeted by dosage and with fewer side effects. XSEDE resources 
Blacklight, Kraken and Ranger allowed Tang to perform these long-range simulations. Her work 
has been published: Willenbring D, Liu LT, Mowrey D, Xu Y, Tang, P. “Isoflurane alters the 
structure and dynamics of GLIC,” Biophys J. 2011 Oct 19; 101(8):1905-12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2.  Isoflurane molecules 
bound to GLIC after 100 
nanoseconds of molecular dynamics 
simulation. 
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2.3 Electrical and Communications Systems: Wireless worries: With the help of 
supercomputing power, researchers explore the health risks of wireless devices 
through virtual body models and advanced algorithms (Ali Yilmaz, The 
University of Texas at Austin) 
 
Appliances, power lines, cellphones, Wi-Fi and a slew of 
other modern technologies emit microwaves that pass 
through, and interact with, our bodies. As wireless 
technology continues to proliferate in our daily lives, 
anxiety builds about its dangers. Do cellphones cause 
cancer? Impact fertility? Affect pregnancies? Increase 
brain activity? In 2009 the National Science Foundation 
(NSF) funded a five-year interdisciplinary study at The 
University of Texas at Austin to address the growing 
debate about the effects of microwave radiation. After two 
years, researchers have built one of the highest-resolution 
electromagnetic human models to date: AustinMan. The 
model is helping to determine the effects of microwaves 
from wireless devices on the body. The team’s initial 
results with AustinMan show the importance of having 
high-resolution body models. In a recently submitted 
paper, the team showed that low-resolution models can 
under- or over-estimate the power absorbed by the skin, the cornea, the cerebrospinal fluid, and 
brain matter by up to 50 percent—a significant amount. Such extreme simulations are impossible 
using traditional computing methods and software. Even with the efficient algorithms that the 
researchers are developing, each simulation would take about five years of continuous execution 
on an ordinary desktop computer. Crunching the numbers on the National Science Foundation-
sponsored Ranger supercomputer at the Texas Advanced Computing Center (TACC), however, 
the researchers can perform these simulations in less than six hours. These simulations do not 
answer the question of whether cellphones are dangerous per se—much about the dynamics of 
cancer and other adverse health effects are still a mystery to scientists. But they represent one of 
the best ways to probe and quantify the thermal effects of wireless devices on the human body. 
 
2.4 Machine Learning: Efficient multicore collaborative filtering (Danny Bickson, 
Carnegie Mellon University) 
 
Carnegie Mellon University researcher Danny Bickson works to develop open-source software 
called GraphLab to solve large machine-learning problems with parallel computing, a project 
initiated by Carnegie Mellon professor Carlos Guestrin. Recently released to the scientific 
community, GraphLab has about 1,600 installations around the world. During the past year, with 
help from XSEDE consultant Joel Welling at PSC, Bickson customized GraphLab to run 
efficiently on PSC’s Blacklight, which provided computational firepower for a worldwide 
machine-learning competition, sponsored by the Association for Computing Machinery, called 
the KDD Cup. In collaboration with a team from the Chinese National Academy of Science — 
named LeBuSiShu — and graduate student Yucheng Low from Carnegie Mellon, Bickson and 
GraphLab came in fifth among more than 1,000 teams, ahead of IBM, AT&T and many other 
companies and universities. Most of the competitors relied on serial processing on several 
different machines with large research teams. Because they had access to Blacklight, says 
Bickson, their team was able to finish near the front. The competition involved predicting how 
 
 
Figure 2.3.  The AustinMan model was 
created from high-resolution human body 
cross-sectional images and provides a 
great amount of detail about how 
different tissues, from bones to blood 
vessels, are effected by cellphone 
radiation. (Credit: Ali Yilmaz, The 
University of Texas at Austin) 
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much people will like songs based on how they rated other songs in a dataset of more than 260 
million ratings (from Yahoo music service)—625,000 songs with ratings by a million different 
listeners. The LeBuSiShu team’s used 12 predictive algorithms, with a total of 53 tunable 
parameters. For the taxonomical relationships among songs, based on artist, album, and genre 
connections, Bickson’s approach employed a novel method called Matrix Factorization Item 
Taxonomy Regularization (MFITR). Predictions were tested against a portion of the Yahoo 
dataset held out from the competition, and MFITR by itself produced the second best prediction 
result among the dozen algorithms Bickson’s team ran. 
 
2.5 Materials Research: Metal Gets Airborne: UT/ORNL team uses Kraken to 
simulate nanoparticles in effort to control their movement. (Miguel Fuentes-
Cabrera, Humberto Terrones, and Jason D. Fowlkes, all of Oak Ridge 
National Laboratory; Bradley H. Rhodes from University of Tennessee; Mike 
Baskes from Los Alamos National Laboratory, and Phillip Rack and Mike 
Simpson of both ORNL and UT)  
 
Nanomachines, or devices developed at the atomic or molecular scale, show enormous promise in 
their ability to revolutionize technology, from medicine to electronics to energy production. If 
these technologies are to reach their full potential and actually enter the marketplace, researchers 
need to understand how to manage motion at the nanoscale, which means controlling the 
movements of nanoparticles, or pieces of nanomachines that behave as units and are roughly the 
size of a molecule. A suite of simulations on UT’s Kraken supercomputer have shown that using 
lasers to melt metals on a substrate—a surface upon which metals are deposited—induces a 
process known as dewetting, which in turn can be used to control the motion of metallic 
nanodroplets. The findings from this project were recently published in the September 27 issue of 
ACS Nano. “Dewetting and wetting is what happens when you place a liquid on top of a surface,” 
said Miguel Fuentes-Cabrera. “For example, if water was placed on a substrate, and it ‘liked’ the 
substrate, the water would spread out. This is wetting. Dewetting is the opposite, and in this case 
water ‘gets away’ from the substrate by collapsing in on itself and forming a droplet. Copper does 
not like graphite, so if you start from a pancake-like structure, such as a circle, a square, or a 
triangle, copper will dewet and collapse into a droplet. Sometimes the energy gained during 
dewetting is large enough to overcome the adhesion of the droplet to graphite, and then the 
droplet leaps.”  
 
 
 
Figure 2.5.  (Credit: Miguel Fuentes-Cabrera, UTK/JICS) 
 
The team found they could change the velocity by changing the initial shape. For instance, a 
circle jumps faster than a square, which jumps faster than an equilateral triangle, which jumps 
faster than an isosceles triangle—and it all has to do with the temporal asymmetry of the mass 
coalescence. “In other words,” added Fuentes-Cabrera, “collapsing occurs at the same time for a 
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circle: all the atoms are moving inward and when they meet they do not have anywhere else to go 
but upwards. In an isosceles triangle, some atoms reach the center faster, where they collapse and 
just when they are ready to move up, there comes more atoms from another part of the triangle, 
bumping and slowing everybody enough to curtail jumping.” Essentially, the simulations provide 
proof that lasers can be used to control the movements of nanoparticles. And, not only can you 
make the particles jump, but you can also specifically control “how” they jump, a key point in the 
design of novel materials built at the nanoscale. The simulations that took place on Kraken will 
inevitably be used to refine experiments. They have been extremely helpful in that, while 
researchers might understand how the theory works, they only see the first and last stages of the 
phenomenon in experimental environments. With simulation, however, the entire process is 
observable, shedding a rare light on a complex, and practically invisible, course of events. 
 
2.6 Mathematical Sciences: Kraken aids Gordon Bell finalists with blood-flow 
simulations 
The National Institute for Computational Sciences’ (NICS) Kraken supercomputer hosted one of 
the finalists for this year’s Gordon Bell Prize for special use of innovative techniques on real-
world applications—awarded an Honorable Mention at the SC11 meeting in Seattle—for their 
innovative multi-scale studies on blood flow in the brain. A team led by Leopold Grinberg, a 
senior research associate at Brown University used Kraken to develop models capable of 
exploring the interactions between red blood cells and investigating the activities that occur 
within these blood cells. “One of our main focal points was the progression of aneurisms that can 
develop in the brain,” explained Grinberg. An aneurysm is an abnormal swelling of a portion of 
an artery due to weakness in the wall of the blood vessel. They can occur in a number of places in 
the body and can lead to massive bleeding, clots, strokes, and death if the artery ruptures.  
 
 
 
Figure 2.6.  (Credit: Leopold Grinberg, Brown University) 
 
There are treatments that can help prevent arterial rupture, but the medical community has an 
incomplete understanding of what causes ruptures, and doctors have limited knowledge about 
which stage of the aneurysm to apply these techniques. Arterial cells may cause an irregular 
accumulation of platelets—short-lifespan cells that naturally act to stop bleeding—ultimately 
producing a blood clot. To study this kind of cellular interaction requires computational models 
that can address the varying scales of size, from single micrometer-sized cells to centimeter-sized 
accretions of cells, and Grinberg’s team did just that. Coupling two codes—NEKTAR and a 
modified version of LAMMPS—the team was able to simultaneously solve blood flow equations 
at different scales using more than 97,000 of Kraken’s nearly 113,000 cores, painting a realistic 
picture of blood as it travels through vessels. These simulations needed as many as 1 billion 
particles to provide an accurate description of cellular interaction. “That’s a big number,” 
Grinberg said. “To simulate the interaction between these particles you need a lot of computing 
power. If you want to do it fast you need a whole lot of computing power, not to mention the 
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necessary memory.” In addition to Kraken, the team also used resources at the Leadership 
Computing Facilities at Argonne National Laboratory (ANL) and Oak Ridge National 
Laboratory. More than two years of research on Kraken allowed Grinberg’s team to investigate 
and evaluate arterial elasticity and increased viscosity of blood in different diseases. The team 
also learned that certain types of aneurysms produce distinct sounds in the range of 30 Hertz 
(humans have an auditory range between 20 and 20,000 Hertz) that can be used to pinpoint the 
condition. Grinberg hopes that, with validation of these models, doctors eventually will be able to 
use computational simulations to determine best-practice methods for inserting stents that can 
prevent arterial rupture. Grinberg’s team includes George Karniadakis, also of Brown University; 
Joseph A. Insley, Vitali Morozov, Michael E. Papka, and Kalyan Kumaran of ANL; and Dmitry 
Fedosov of the Institute of Complex Systems in Germany.  
 
2.7 Molecular Biosciences: Supercomputer simulations are giving scientists 
unprecedented access to a key class of proteins involved in drug detoxification 
(Jerome Baudry and Yinglong Miao, University of Tennessee/Oak Ridge 
National Laboratory) 
 
Jerome Baudry and Yinglong Miao have 
performed simulations to observe the motions of 
water molecules in a class of enzymes called 
P450s, responsible for processing a large fraction 
of drugs taken by humans. The computational 
simulations completed on Kraken, a powerful 
Cray XT5 administered by the National Institute 
for Computational Sciences, were designed to help 
interpret ongoing neutron experiments. "We 
simulated what happens in this enzyme over a time 
scale of 0.3 microseconds, which sounds very fast, 
but from a scientific point of view, it's a relatively 
long time," Baudry said. "A lot of things happen at 
this scale that had never been seen before." The 
team's study of the water molecules' movements 
contributes to a broader understanding of drug 
processing by P450 enzymes. Because some 
populations have a slightly different version of the 
enzymes, scientists hypothesize that mutations 
could partially explain why people respond 
differently to the same drug. One possibility is that 
the mutations might shut down the channels that bring water molecules in and out of the enzyme's 
active site, where the chemical modification of drugs takes place. By simulating how water 
molecules move in and out of the protein's centrally located active site, the team clarified an 
apparent contradiction between experimental evidence and theory that had previously puzzled 
researchers. X-ray crystallography, which provides a static snapshot of the protein, had shown 
only six water molecules present in the active site, whereas experimental observations indicated a 
higher number of water molecules would be present in the enzyme. "We found that, even though 
there can be many water molecules—up to 12 at a given time that get in and out very quickly—if 
you look at the average, those water molecules prefer to be at a certain location that corresponds 
to what you see in the crystal structure," Miao said. "It's a very dynamic hydration process that 
we are exploring with a combination of neutron-scattering experiments and simulation." The 
 
 
Figure 2.7. ORNL researchers used simulation to 
reveal how water molecules (shown in red) move 
in and out of the active site (shown in blue) of a 
P450 enzyme. This class of enzymes is 
responsible for detoxifying a large fraction of 
drugs taken by humans. (Credit: Jerome Baudry, 
UTK/ORNL) 
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simulation research is published in Biophysical Journal as "Active-Site Hydration and Water 
Diffusion in Cytochrome P450cam: A Highly Dynamic Process." An Experimental Program to 
Stimulate Competitive Research (EPSCOR) grant from the DOE Office of Science and funding 
from the University of Tennessee supported the team.  
 
2.8 Molecular and Cellular Biosciences: Insights from spinning samples: SF-
sponsored supercomputers help researchers find deeper insight into the 
purity, structure and behavior of protein, DNA and RNA (Borries Demeler, 
The University of Texas Health Science Center at San Antonio) 
 
Analytical ultracentrifugation (AUC) 
experiments spin samples at very high 
speeds to study how large molecules such 
as proteins, DNA, and RNA, act in 
solution. As they rotate over time, these 
materials undergo sedimentation and 
diffusion processes, revealing aspects of 
how molecules behave under 
physiological conditions in solution. With 
support from the National Science 
Foundation, Borries Demeler, associate 
professor of biochemistry at The 
University of Texas Health Sciences 
Center, created the UltraScan software 
package and the UltraScan LIMS portal to 
make AUC analysis more effective. The 
tools allow researchers to analyze their 
experimental data over the web using the 
most advanced computing methods and 
systems in the world. It also lets 
researchers address entirely new classes of 
research questions and widens the 
application of the AUC method. Demeler applied his methodology to a collaboration with 
researchers in Germany, characterizing fluorescent nanoparticles made out of cadmium telluride 
crystals for use in solar panels. Using a new detector developed by collaborators at the Max 
Planck Institute, he was able to measure the hydrodynamic properties of the nanoparticles, 
observe their individual absorption spectra, and correlate absorbance properties with particle size. 
Whether the application is nanoparticles for industry or biomarkers in blood, AUC experiments, 
when combined with UltraScan and powerful supercomputers, form a powerful analytic tool. By 
developing a web-based gateway where researchers can log in, access their data, and submit jobs 
as if they were running a very simple web application, Demeler has made the technology even 
more accessible to lab scientists. 
 
 
 
 
Figure 2.8.  A two-dimensional spectrum analysis for a 
sedimentation velocity experiment of a mutant of superoxide 
dismutase. This mutant prevents proper binding of the 
copper and zinc metal ions required for protein stabilization. 
The loss of stabilization causes aggregation, thought to 
contribute to motorneuron damage, causing amyotrophic 
lateral sclerosis (Lou Gehrig's disease). [This work was 
performed in collaboration with Dr. John Hart's group at The 
University of Texas Health Sciences Center at San Antonio.] 
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2.9 Molecular Dynamics: UC Irvine Study Points to New Approach to Influenza's 
Antiviral Resistance (Rommie Amaro, University of California, Irvine) 
 
Researchers from the University of California, Irvine, 
with assistance from the San Diego Supercomputer 
Center at UC San Diego, have found a new approach 
to the creation of customized therapies for virulent flu 
strains that resist current antiviral drugs. The findings, 
published online in Nature Communications, could aid 
development of new drugs that exploit so-called flu 
protein “pockets.” Using powerful computer 
simulations on SDSC’s Trestles system, UCI’s 
Rommie Amaro and Robin Bush, together with 
SDSC’s Ross Walker, created a method to predict how 
pocket structures on the surface of influenza proteins 
promoting viral replication can be identified as these 
proteins evolve, allowing for possible pharmaceutical 
exploitation. “Our results can influence the 
development of new drugs taking advantage of this 
unique feature,” said Amaro, an assistant professor of 
pharmaceutical sciences and computer science at UCI. 
The search for effective flu drugs has always been 
hampered by the influenza virus itself, which mutates 
from strain to strain, making it difficult to target with a 
specific pharmaceutical approach. The most common 
clinical flu treatments are broad-based and only partially effective. They work by interrupting the 
action of an enzyme in the virus called neuraminidase, which plays a critical role in viral 
replication. In 2006, scientists discovered that avian influenza neuraminidase (N1) exhibited a 
distinctive, pocket-shaped feature in the area pinpointed by clinically used drugs. They named it 
the 150-cavity. Amaro and Bush, associate professor of ecology and evolutionary biology, 
conducted research using resources at the San Diego Supercomputer Center, as well as the 
National Institute for Computational Sciences (NICS) to learn the conditions under which the 
pockets form. They created molecular simulations of flu proteins to predict how these dynamic 
structures move and change, as well as and where and when the 150-cavity pockets will appear 
on the protein surface. This sequence analysis method could be utilized on evolving flu strains, 
providing vital information for drug design, Amaro said. “Having additional antivirals in our 
treatment arsenal would be advantageous and potentially critical if a highly virulent strain, for 
example, H5N1, evolved to undergo rapid transmission among humans or if the already highly 
transmissible H1N1 pandemic virus was to develop resistance to existing antiviral drugs,” she 
added. Walker, an assistant research professor who runs the Walker Molecular Dynamics Lab at 
SDSC, developed a customized version of the AMBER software, a widely used package of 
molecular simulation codes, to run these specific simulations on Trestles under the NSF’s 
TeraGrid AUSS. The research involved about 2.5 million CPU hours on Trestles. “We initially 
used the Athena supercomputer at NICS, which provided us with all the initial comparison data 
before Trestles came online earlier this year,” said Walker, who is also an adjunct assistant 
professor in UC San Diego’s Department of Chemistry and Biochemistry. “We had Trestles all 
ready to go as soon as the first H1N1 protein structure was available, and using the earlier work 
we did on Athena, we were able to put Trestles immediately to work to conduct simulations of the 
structure as part of this research.” Robert Swift and Lane Votapka of UCI and Wilfred Li of UC 
San Diego also contributed to the study, which received support from the NIH and the NSF. 
 
 
Figure 2.9.  The 150- and 430-loop 
structures are shown for 09N1 crystal 
structure (purple), 09N1 second most 
dominant molecular dynamics (MD) cluster 
representative structure (green backbone) and 
VN04N1 crystal structure (orange), 
indicating that the pandemic N1 adopts an 
open 150-loop conformation. Gly147, Ile149, 
Lys150 and Pro431 are shown in stick 
representation. This simulation was 
conducted on SDSC’s Trestles 
supercomputer. (Credit: R. Amaro/UCI, Ross 
Walker, UCSD/SDSC.) 
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2.10 Natural Language Processing: Unsupervised Word Alignment with Arbitrary 
Features (Noah Smith, Carnegie Mellon University) 
 
Traditional approaches to Natural Language Processing (NLP) have relied in large part on 
annotated text. In text searches, for instance, a set of keywords to help identify the import of a 
text, or in automated language translation, a bilingual table of correspondences between one 
language and another. A recurring theme of Noah Smith’s recent modeling, enabled by 
Blacklight’s shared memory, is an “unsupervised” approach to text data. A prominent example is 
word alignment, an important component of automated language translation. “Gold standard” 
manual alignments, prepared by human experts, are costly in time to create, and available for only 
a handful of language pairs. An unsupervised approach, on the other hand, doesn’t limit tasks 
based on availability of manual alignments, and also offers potential to uncover linguistic 
connections less biased by commitment, such as to particular texts from which the alignments are 
prepared. Unsupervised approaches have become more feasible as huge amounts of text have 
accumulated on World Wide Web, with the United Nations as a prime example, in which expert 
translators provide parallel texts for the major languages spoken around the world. These parallel 
documents — and the availability of Blacklight — made it feasible for Smith to experiment with 
a unannotated model that built statistically-based maps of connections — trained entirely from 
parallel sentences without gold-standard alignments — between English and Czech, English and 
Chinese and English and Ordu — languages very different from each other. With Blacklight’s 
ability to process huge quantities of text data and to hold large amounts of data in shared memory, 
Smith’s experiment achieved an unprecedented result. In all three test cases, his unsupervised 
model not only outperformed other unsupervised alignment models, but also, by a variety of 
measures, outperformed supervised approaches, which hadn’t been accomplished in prior work. 
Blacklight’s shared memory was crucial, says Smith, because his models use iterative algorithms, 
looking at the same data over and over again; shared memory lets the model run many processors 
in parallel without concern for the overhead of moving around text data and model information. 
For this work and related data-intensive projects, PSC received a 2011 Reader’s Choice Award 
from HPCwire for Best Use of HPC in an Edge HPC application. 
 
 
Figure 2.10.  Examples of alignment of an English-Urdu sentence pair by an annotated model (left) and Smith’s model 
(right). The annotated model displays two characteristic errors: “garbage collection”—many target words aligned to 
an infrequent source word (“dislike”) and an overly-strong monotonicity (lower number of “rules” applied). Smith’s 
model doesn’t exhibit these problems and makes no mistakes in the alignment. 
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2.11 Organic and Macromolecular Chemistry: Exploring New Bifurcation 
Mechanisms, Radical Ion Chemistry and Copper Chemistry (Donald Aue, 
University of California, Santa Barbara) 
 
For several years, Donald Aue and 
his colleagues, Bruce Lipshutz and 
Liming Zhang, at the University of 
California, Santa Barbara, relied on 
NCSA’s Abe cluster for their 
computational chemistry needs. 
When Abe retired in 2011, the team 
switched their work to the Ember 
cluster, and onto the PSC Blacklight 
computer. Aue and his team 
constructed energy diagrams for 
reaction mechanisms that explained 
experimental results in the areas of 
oxidations, epoxide ring openings, 
and organometallic reactions using 
the Gaussian and Molpro software.  
Results of the team’s research have recently been accepted for publication in the Journal of the 
American Chemical Society and Tetrahedron. Other aspects of the team’s work, which is funded 
by the National Science Foundation and the National Institutes of Health, also was published in 
2011, in Wiley Interdisciplinary Reviews: Computational Molecular Science. The work recently 
published by Aue and Zhang as a rapid communication in the Journal of the American Chemical 
Society focuses on a novel mechanism for formation of a five-membered ring product B and six-
membered ring product C. Density functional theory (DFT) calculations indicate that this reaction 
occurs by a “bifurcation” after the initial transition state TS1, falling down from the ridge 
between TS1 and TS1a to form B or C.  In such reactions, product ratios are not predictable from 
normal transition-state theory so other methods, like trajectory calculations, are used to predict 
the products. Control of product ratios is a key to the synthesis of new materials, and this new 
way of predicting the ratios constitutes a dramatic shift from normal methods for mechanisms 
involving bifurcation. The work published in Tetrahedron focused on the ability to predictably 
change the mode of reactivity via a change in ligand, a goal highly sought in synthetic chemistry. 
To shed more light on the factors affecting the selectivity of reagents attacking unsaturated 
ketones, density functional theory (DFT) calculations were carried out directly on the transition 
states for the 1,2- and 1,4-addition to E- and Z-isomers, as they believed them to be good models 
for ethyl derivatives, for which a reversal in selectivity had been observed experimentally. The 
trends in energy differences for the various additions are consistent with experimental data with 
the SEGPHOS ligand, but not with other bulky ligands. The team concludes this suggests that 
these shifts in selectivity likely result from subtle and complex interactions between the substrate, 
solvent, and bulky ligands, rather than trends inherent in the substrate alone. The team 
successfully developed a method that uses the SEGPHOS ligand to shift the normal 1,4-addition 
mode to a 1,2-mode that is more useful in some situations in the synthesis of complex molecules.  
 
 
A(0.0)[0.0]
TS1(7.0)[14.7]
TS1a(6.1)[14.9]
C(-5.4)[3.4]
B(0.4)[6.9]
Figure 2.11.  Bifurcation in a gold-catalyzed cyclization of a diyne. 
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3 XSEDE Project Office 1.1 
3.1 Overview 
As the project has begun to get more fully up to speed, the second quarter saw many activities get 
underway and stabilize.  In particular, the management of the project has begun to acclimate to a 
cadence of regular activities such a risk register review and the adoption of the more formal 
practices in practice.  We expect these activities to be facilitated by the project management 
software tool, but the procurement of this has been delayed due to various bureaucratic processes 
required to be followed.   
Establishing the first requirements baseline has been a major accomplishment and has facilitated 
moving forward more rapidly with the architectural design activities. This has been further 
significantly aided by appointing Dave Lifka to the role of Architecture and Design Coordinator.  
Previously Towns (PI) did not have sufficient time to give this area the necessary attention to 
work through the philosophical issues remaining from the revision of the project and the 
unaddressed architecture issues from that revision.  A clear path forward has been developed and 
significant deliverables are planned for the next quarter.  Similarly, efforts in the Software 
Development and Integration area have further developed its engineering practices, as new 
capabilities continue to progress through developing sequence of processes leading to production 
roll-out. 
3.2 Project Management and Reporting 1.1.1  
The project management team has accomplished the following tasks for the quarter: 
Risk Management: 
The risk register was updated with current status of identified risks, and was updated with known 
retired risks. 
Change Management: 
The Project Change Request form was created. 
Project Schedule: 
The baseline schedule was reviewed and updated to better reflect the work being done in WBS 
1.1.6, Software Development and Integration and 1.1.3, Architecture and Design. 
Project Management Software Tool: 
The procurement for the best fit software product is on-going. We are working closely with the 
UIUC procurement office with the selected vendor, targeting a January 2012 purchase. An 
internal schedule for PM training on the new PM software was developed. 
Reporting: 
The first quarterly report was published and submitted to NSF via Fastlane. 
Quarterly Meeting: 
The second XSEDE Quarterly meeting was planned and held December 6/7 in San Diego 
following the Resource Allocation Committee (RAC) meeting. We will follow and co-locate with 
the RAC meeting whenever feasible to minimum travel expenses and maximize travel efficiency 
because a subset of the RAC meeting attendees also attend the XSEDE Quarterly meetings. 
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3.3 Systems and Software Engineering 1.1.2 
3.3.1 Systems and Software Engineering 
During the quarter ending 12/31/11, the Systems and Software Engineering Team has 
accomplished the following: 
The full System Requirements Specification (the merged set of XSEDE and XROADS 
requirements approved by the Project Office) was made available to the project staff on the 
Systems and Software Engineering section of the XSEDE wiki.  Since this is a lengthy document, 
a simplified, “spreadsheet” version of the Requirements baseline has also been developed and 
made available to encourage staff to look at the requirements baseline. 
We worked on providing more convenient access to the DOORS Requirements database by 
installing and testing (successfully) a web client to this system. This will provide an easier and 
more cost effective way for staff members to access to the requirements database.  
One of the main challenges for the Systems and Software Engineering (S&SE) team is to get 
XSEDE staff to understand that system engineering and requirements management processes are 
in place to make the project better and more effective, not slow things down. To facilitate this, the   
S&SE staff continued its efforts to develop more effective documentation about our processes 
that is more understandable and accessible to XSEDE staff. We are using the XSEDE staff wiki, 
rather than more conventional methods such as electronic mail, to ensure wide dissemination and 
availability of information about S&SE processes to project staff members.  
 
3.3.2 Risk Review 
There are 3 main risks for Systems and Software Engineering: architecture obsolescence, 
hindered deployment and operation of XSEDE due to architectural ambiguity, and lack of 
qualified system personnel.  We did trigger the third risk - lack of qualified system personnel - 
this quarter when a very experienced S&SE staff member left the project at the end of December 
2011. This staff member had been part of project since the project was in the proposal stage and 
made significant contributions to S&SE processes and documentation. The search for an 
appropriate replacement staff member is in process, but replacing a person with such extensive 
experience in such a specialized area will not be easy. 
 
3.3.3 XSEDE Collective Works Archiving Project 
As a special project, S&SE staff agreed to look into the issue of how best to preserve the 
collected works (documents, web pages, videos, etc.) of the XSEDE project for future use. We 
have identified important characteristics that any suitable candidates systems must have (ease of 
use, accessibility, cost effectiveness, ability to handle a wide variety of media and formats, 
security, longevity, etc.) and have begun evaluating candidate systems (IUScholarworks, 
University of Illinois IDEALS, Cornell University’s Fedora Commons, ACM/IEEE Digital 
Libraries, National Science Digital Library.) 
 
3.4 Architecture and Design 1.1.3   
The Architecture and Design (A&D) team has made significant progress working through the 
philosophical differences of the architects and identifying an agreeable path forward for 
efficiently and effectively documenting the XSEDE architecture in a way that allows XSEDE 
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leadership and important stakeholders to weigh in on priorities and see incremental progress 
almost immediately. 
Initially the team architects will develop a publically available XSEDE architecture at a level 1-2 
decomposition.  At this level of detail there are relatively few areas of philosophical debate. This 
will give all interested parties a high level view of the scope of the architecture.  Currently, an 
outline is being agreed upon and a near term milestone will be set for the delivery of version one 
of this document by the architects.  While this document will not initially provide the technical 
details of the architecture at a level 2-3 decomposition that several other XSEDE teams ultimately 
require, it will provide a framework that the architects can update incrementally based on 
priorities set by XSEDE leadership and important stakeholders.   
It is critical that the XSEDE architecture be able to evolve and accommodate changes in 
technology and new stakeholder requirements over time. At the XSEDE quarterly meeting in San 
Diego, the following areas were identified as critical XSEDE areas in need of architectural 
documentation: campus bridging, integration and interoperability, inter-process communication, 
gateways, replication and fault tolerance, and security. Campus bridging and related security 
issues we’re clearly identified as the top priority for the A&D team to focus on. In the future 
other additional areas may be or technological advancements may require documented areas to be 
revisited.  
3.4.1 Architecture and Design Leadership 
David Lifka (Cornell) began his role as the architecture and design coordinator role due to the 
time requirements. Significant time and effort was spent working with the architects to build 
collaborative and trusting relationship on the A&D team. This is a work in progress but the recent 
positive momentum is encouraging. Recognizing the philosophical differences of the architects 
and finding a way to bring multiple architectural approaches to bear where necessary allows the 
architects to focus on the technical aspects of the project without feeling threatened or defensive 
about their particular point of view. The various area stakeholders will provide feedback to the 
architects ensuring that a) the documented architectural approach to their area meets their 
requirements and b) that they agree with the reasons for and/or benefits of having more than one 
solution.  
3.4.2 Representing the architecture 
The following process was also agreed upon for documenting each area: 
1. Collect and document stakeholder requirements 
2. A&D Team documents how the architecture addresses stakeholder requirements 
a. Including areas of debate/options 
3. Stakeholders review A&D Team proposed solution and decide to: 
a. Accept 
i. Choose a single solution 
ii. Agree that multiple solutions are required and must be tracked 
b. Request further consideration/information by A&D Team 
c. Escalate to XSEDE leadership in the event of an unresolved discrepancy 
4. Repeat above steps until A&D Team solution is accepted 
5. Completed documentation is integrated into public facing XSEDE Architecture document 
6. The next "Area" to be addressed is identified by XSEDE leadership and stakeholders & 
process begins again 
This process is currently underway for campus bridging and related security issues. As we work 
through this process the first time, setting new incremental milestones every week that are 
established as project elements/deliverables we will gain a better understanding of how long this 
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process will take for each of the areas and thus the entire XSEDE architecture. Creating 
Connections 
Another focus Lifka has had as the new coordinator for the A&D team was establishing the right 
connections and communications paths in the project between the A&D team and other teams. 
Lifka conducted several phone interviews with the various XSEDE teams listening to their 
requirements, concerns and complaints. As a result formal liaisons were established with the 
Software Development & Integration team, the Systems Engineering team and the Security team.  
We are currently working to engage these liaisons early and often throughout our documentation 
process to make sure we clearly understand priorities and requirements for their teams to be 
successful. 
3.4.3 Setting the Schedule 
Using the knowledge gained in developing the architectural documentation for campus 
bridging and its related security areas by following the process outlined in section 3.1.2 
we will lay out a detailed project plan with timelines for completion so that management 
and stakeholders can track progress and weigh in on prioritization.  The primary risk for 
the A&D team is the time required to document each area. If documenting campus 
bridging and related security issues becomes a significantly larger effort than anticipated, 
then other groups that are actively blocked by the A&D team may request permission to 
proceed without a documented architecture.  Given the experience to date, this is a 
medium risk. 
 
3.5 External Relations 1.1.4  
3.5.1 Accomplishments 
Staff greeted visitors from around the world at the XSEDE booth in Seattle for four days in 
November at the SC11 conference. The booth included slide sets on XSEDE, including a slide for 
each partner, general info on XSEDE, and schedule of XSEDE-led and -related presentations; 3D 
videos on weather and cosmology (produced with TeraGrid resources) courtesy of Indiana 
University; 100% recycled notepads branded with XSEDE; education & outreach cards; and 
handouts promoting the XSEDE12 conference, XSEDE education opportunities, 
science/education & outreach highlights, the transition from TG to XSEDE, Globus Online, and a 
description of the XSEDE project. XSEDE partners with booths also received posters promoting 
XSEDE and the XSEDE12 conference. Also created online signup for volunteers to staff the 
booth, sent pre-show invitation to all registered attendees, and followed up on questions/requests 
received during the show. 
Distributed the first XSEDE Science and EOT Highlights book, which debuted at SC11, and 
posted PDF to XSEDE website. 
Completed migration and archive of content from the TeraGrid website; implanted URL redirect 
for all traffic going to the teragrid.org domain. 
The XSEDE's internal and external newsletters continued to be produced and distributed, with 
content submitted by members of the External Relations team. 
The ER team began working on creation of a strategic communications plan to establish 
communications goals and develop ways to reach them. 
Built web page for XSEDE12 conference. 
Edited and assisted with distribution of announcements including: XSEDE network upgrade, I-
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CHASS' Dash allocation, Campus Champions Fellows program, Gordon launch, Stampede, 
TACC data center expansion, PSC's HPC award, Shodor-Kramden partnership, Campus 
Champions' 100th institution, and podcast with XSEDE's Phil Blood. 
Revised Campus Champion and CC Fellows MOUs. 
Drafted guidelines for distributed editing of website pages. 
Participated in initial conference call on project document management policies, procedures and 
resources. 
Collected suggestions for XSEDE users to appear at American Physical Society roundtable at 
annual meeting. 
Designed traveling display and business cards for education & outreach team. 
Created online registration form for quarterly meeting. 
Media Hits: XSEDE was included in more than 40 news items on XSEDE-related topics, as 
tracked during the quarter. An Excel file containing specific media hits has been submitted for 
inclusion in the Appendix. 
 
3.5.2 Challenges 
Need greater lead time on announcements -- XSEDE managers are asked to consider involving 
ER team in early stages of discussions for projects that will require internal or external promotion 
and assistance.) 
 
3.6 Industry Relations 1.1.5 
Due to a loss in staffing, little has been done in this area of the project as yet.  Some effort has 
been spent in identifying a new lead for this area.  The only deliverable was the ongoing outreach 
to industry with our training and other offerings.  This has been happening to a small extent but 
has not been well organized. 
 
3.7 Software Development and Integration 1.1.6 
The Software Development and Integration (SD&I) team continued bootstrapping its engineering 
practices, and each of the three new software capabilities promised by the XSEDE Revision 
Narrative continue to progress through a rudimentary but fundamental sequence of processes 
(design walkthrough, unit and integration test, and operational acceptance testing).  In parallel 
with the engineering work on these capabilities, SD&I is building consensus on, and 
documenting,  “best engineering practices” for XSEDE.  Specific SD&I accomplishments this 
quarter include: 
 Design walkthroughs were conducted for each of the three capabilities, with specific 
focus on security within the capability as well as how the capability interacts with 
XSEDE production security policies and mechanisms. 
 The Globus Online data movement “software as a service” (hereafter: GO-Data) is 
scheduled to enter acceptance testing in mid-January, 2012.  If accepted, this capability 
will be incorporated into the XSEDE production baseline.  The production GO-Data will 
include newly developed integration with XSEDE’s OAuth security service. 
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 The Globally Federated File System (hereafter, GFFS) and Execution Management 
Service (EMS) will each undergo a second round of integration testing.  Added schedule 
latency will be offset by specific quality improvements deemed important to the success 
of the inaugural Campus Bridging Pilot activity, which is based on GFFS. 
 Definition of two major portions of XSEDE’s production baseline – the XSEDE Service-
Provider (Software and Service) baseline and the XSEDE Technical Security 
(Identification and Authorization) baseline – were drafted and issued for review by 
XSEDE and the Service Provider Forum.   Formal approval of these baselines is 
anticipated in the mid-February timeframe. 
 Key software engineering infrastructure has been deployed as XSEDE-hosted services, 
including version management (using Apache SVN), bug tracking (using Bugzilla), and 
requirements development and management (using IBM DOORS). 
The most significant challenges facing SD&I continue to arise from a combination of incomplete 
(and in some cases non-existent) technical documentation and general lack of community-wide 
software and system engineering practices.  For example, establishing a requirements baseline is 
an important step, but making use of this baseline in engineering planning and execution requires 
concomitant adoption of specific requirements development and management practices and 
technical planning practices.  These specific practices need to be described, and XSEDE staff 
must be trained to use these practices effectively.  This, in turn, adds schedule latency.  SD&I will 
continue to seek a workable balance between “doing the right thing”, “doing it the right way”, 
and “delivering in reasonable amount of time”.  
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4 XSEDE Operations 1.2 
4.1 Overview 
The Operations group consists of approximately 30 FTEs and is responsible for implementing, 
delivering, maintaining, and evolving an integrated cyberinfrastructure capability that 
incorporates a wide range of digital capabilities to support the national scientific and engineering 
research effort.   
Operations follows the XSEDE Project Management methodologies detailed in the Project 
Execution Plan by operating using a work breakdown structure (WBS), coordinating and 
scheduling tasks through the XSEDE project scheduling process and identifies and reviews risk 
on an ongoing basis. Operations staff is subdivided into six teams based on the WBS: 
 1.2.1 Security 
 1.2.2 Data Services 
 1.2.3 XSEDEnet (Networking)  
 1.2.4 Software Testing and Deployment (formerly Software Support) 
 1.2.5 Accounting and Accounts Management 
 1.2.6 Systems Operational Support 
All project schedule items for Operations WBS 1.2 were updated for the baseline project schedule 
(RLPS) and are reflected in Appendix B.  All tasks scheduled to be completed by Operations in 
this quarter were completed. Progress is being made on all other scheduled tasks. All risk items 
for the Operations were continuously reviewed and are listed in Appendix C. 
Highlights for this quarter include: Security - steady progress on security tasks and incident 
response to a low number of incidents  - which is a very good thing to report this quarter; Data 
Services – Support for data services being developed in the first SD&I software increment along 
with beginning of the XSEDE-wide File System evaluation; XSEDEnet - completion of the 
XSEDEnet transition and configuration along with work related to monitoring and support of this 
network.  XSEDEnet bandwidth and utilization charts are provided this month;  Software Testing 
and Deployment – work on test plans and provisioning of resources for the operational testing at 
the end of the SD&I software increment is well under way; Accounting and Account Management 
– steady work on improvements to allocations systems (POPS) and systems involved in account 
claiming along with work to integration OSG resources; Systems Operational Support – two 
significant outages were experienced this quarter and the processes in place for failover allowed 
for very little interruption in service and is a significant accomplishment for this quarter. 
4.2 Security 1.2.1 
The Security team focused on the security tasks specified in the XSEDE Year 1 project schedule 
for Operations in addition to security incident response. The tasks worked on include the 
following and more information can be found on the Cybersecurity page of the XSEDE staff 
wiki: 
XSEDE Certificate Authority Requirements - lead Victor Hazlewood: A plan and schedule for 
completing the XSEDE CA was created and place on the XSEDE staff page and a meeting was 
held in December to discuss the requirements for the XSEDE CA. Needs for an XSEDE CA 
includes: need for long lived certificates (>13 months), CA that supports OTP and integration and 
boot strapping Campus bridging with XSEDE. Work has begun on the requirements and use case 
document which will lead to a summary of the XSEDE CA for presenting at the February 
TAGPMA meeting.  
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XSEDE OTP Service Coordination - lead Matt Ezell: An XSEDE one time password (OTP) 
evaluation is underway and the current project plan is to have a basic interoperable OTP 
implementation available to XSEDE SPs by July 2012.  
Coordinated Log Analysis - Lead Randy Butler: After reviewing the questionnaires, it is unlikely 
that SPs will be able to share detailed log data outside their organization. Instead, it was 
recommended that SPs share bad actor information and be required to have a RENISAC 
membership. It was also suggested that we have procedures in place for quick coordination of log 
data across the SPs. Adam Fest is reviewing the Teragrid playbook and will be making updates 
for XSEDE where needed. Once completed, it will be shared with the Incident Response team for 
input.  
XSEDE Federation Risk Assessment - Lead Adam Slagell: Adam Slagell led the work to perform 
a risk and threat analysis for XSEDE. Following the creation of the project sizing and scope 
document and the initial risk assessment draft last quarter, he formed a team to continue work on 
the details of the risk assessment including a system characterization and a threat profile.  The 
threat profile was constructed through use of surveys completed by security personnel at the SPs 
and reviewed by the XSEDE security team.  The risk assessment team, formed with members 
from each of the major divisions of operations, began work on the system characterization 
document needed to feed into the following phases of the risk assessment. A brief survey was 
performed of authentication methods at sites whose certificates are in the XSEDE trust store. The 
current documents related to the risk assessment are available on the wiki. 
Security Training Program Plan: - Lead Jim Marsteller: The first draft of the Information 
Security training program was completed.  Jim coordinated with the XSEDE Security Operations 
group on developing an outline on the topics to be included in the training program.  An outline 
was developed and circulated to the SecOps team which approved the training program content.  
Next Jim worked on developing a powerpoint  presentation along with expanding the outline into 
detailed slides covering each of the core topics.  Finally, graphics and visual aids were added to 
the presentation before providing a draft copy to the SecOps team for final comments. With the 
first draft of the Information Security training program completed, we are on schedule to have the 
Security Training program completed by the end of January. A PDF copy can be found on the 
staff wiki. 
Interactions with other XSEDE teams:  Several members of the Security Operations team were 
heavily involved in the SD&I Configuration Item Security Discussions and spent a significant 
amount of time participating in SD&I conference calls.  These discussions were useful in 
understanding the security implementations for Genesis II, GFFS, EMS, Unicore and Globus-
OnLine.  No security reviews of these CIs have been done and it is not clear when a formal 
security review might happen. 
Response to vulnerabilities 
No there were no vulnerabilities this period that were deemed to need an XSEDE wide 
notification. 
Security Incidents 
During this quarter the incident response team handled approximately five compromised user 
accounts.  The IR team coordinated with a former TG site when their head node was briefly 
compromised but no XSEDE accounts or resources were affected. 
4.3 Data Services 1.2.2 
Data Services activities for this quarter focused on maintaining the existing operational 
infrastructure, including GridFTP servers, archive resources, and wide-area file systems, along 
with migrating and improving documentation for data resources in XSEDE. A template for 
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storage user guides has been developed in cooperation with user services and documentation staff 
and work is ongoing to reorganize existing data-related documentation, and to provide additional 
user guides for XSEDE data resources. 
The XSEDE-Wide File System (XWFS) assessment process has begun, with teams formed to 
evaluate each of a small set of candidate technologies, a broader set of staff members from 
Service Provider sites available to participate in testing, and an extensive list of high-level and 
derived requirements developed. The XWFS evaluation is documented on the XSEDE staff wiki 
under the Operations Data Services section including the meeting minutes, the XWFS 
requirements and derived requirements and other evaluation information.  
Effort in both Operations and SD&I is also ongoing to prepare for deployments of the Global 
Federated File System and Globus Online components with minimal disruption to production 
resource utilization.  Operations Data Services staff participated in several SD&I conference calls 
in participating in the SD&I software increment #1. 
4.4 XSEDEnet 1.2.3 
The Network team focused on operational monitoring in this quarter. A server was purchased and 
the Intermapper monitoring software was identified and installed at PSC.  Working with NLR and 
the IU GRNOC, XSEDE was able to extract network usage and availability data from the system 
maintained by IU on behalf of NLR.  Because XSEDE sites are making use of NLR circuits for 
connectivity, it is essential that we work with IU/NLR to extract operational data.  Some effort 
was necessary to interface the two systems.  Network contacts for outages were identified at all 
sites in preparation for turning the monitoring system over to operations.   The expected transition 
of monitoring to Operations is scheduled for early Jan 2012.    
Additionally, effort went toward identifying hardware to host perfSONAR services at all sites.  
One host was acquired, configured and tested at PSC.  Additional hosts have been ordered for 
deployment at the remaining sites.  Problems were identified with the speedpage.psc.edu which 
were tracked down to authentication issues which have been resolved.  Additional work continues 
to ensure that the services monitored using the speedpage remain current with XSEDE offered 
services. 
The current XSEDEnet topology is shown below. 
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Traffic utilization of the Chicago-Denver XSEDEnet link is shown in two figures in Appendix E 
Metrics.  Appendix E Figure N.1 shows the peak bandwidth across the link for the period.  
Appendix E Figure N.2 shows link utilization as a percentage.  Traffic utilization across all 
XSEDEnet links is shown in Appendix E Figure N.3.   
Network reporting capabilities of site outages relative to XSEDEnet continue to be developed.  
Limited data was available for 4Q2011.  Below is a table of outages this quarter by site from the 
information available (sites not listed had no outages): 
Site Number of network outages 
PSC 2 
IU 1 
NCSA 2 
SDSC 1 
TACC 4 
 
4.5 Software Testing and Deployment 1.2.4 
This group with Operations was originally called "Software Support", but the name was changed 
in the first quarter of the XSEDE project to "Software Testing and Deployment" to more 
accurately reflect the team’s function.  The focus of this team is to identify resources for software 
testing, conduct acceptance testing and operational readiness reviews of software, and aid the 
deployment of software at service providers. 
The primary effort of the Operations Software Testing and Deployment (ST&D) group during 
this quarter was the creation of operational readiness test plans for the three Configuration Items 
(CI) being developed by SD&I: EMS, GFFS and Globus Online.  Two of the three operational 
readiness test plans were completed and are waiting for software to be handed off by SD&I, while 
the third is expected to be completed early in the next quarter.  In the process of identifying 
testing resources for the Execution Management Services operational readiness test plan, the 
group discovered that there was not a testing resource for the Grid Engine batch environment 
(used on Ranger and Lonestar4) available on either XSEDE or FutureGrid, so a small Grid 
Engine cluster was spun up as part of the Alamo system on FutureGrid. 
Members of the ST&D group also participated in several SD&I's testing activities, including 
documentation review and testing of various software components.  This resulted in a total of five 
issues being reported to SD&I's issue tracking system, two of which have been resolved. 
4.6 Accounting and Account Management 1.2.5 
Work began on integrating the Open Science Grid (OSG) into XSEDE.  An OSG resource" was 
made available for XRAC requests in December, for the award period beginning April 2012.  
Also, work is underway to integrate the OSG resource to the XSEDE Central Database. 
Various improvements were developed and implemented in the Proposal Submission system 
(POPS). They included: 
- The submission interface now retrieves the information on the person making the 
submission from the XDCDB (via either the portal schema or the acct schema) 
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- A new set of reports were developed for the POPS Administrators, which will simplify 
the preparations for the board meetings 
- Changes were made such that NSF Program Officers will be notified by email when an 
award is made in their area 
- The submission interface was modified to reflect the switch from AUSS to ECSS.  This 
includes capturing additional data for ECSS requests. 
Work continued on improving turnaround time for account creation - changes were made to the 
underlying database that will allow account create requests to pass through to the XDCDB 
directly (and then out to the relevant sites), rather than being queued up for vetting, as is now the 
case. These changes involve decoupling the POPS database from NCSA's person database.  Once 
completed, account requests will reach the XDCDB within two hours of being requested.  This 
work will be completed next quarter. 
To understand the time taken to create accounts at the SPs regarding their local account creation 
processes, XSEDE Operations asked for each SP to document in flowchart form the account 
creation process at the sites and estimate the time to create accounts at the SPs.  Several sites 
returned this information.  This information will be reviewed to help determine where additional 
improvements can be made to shorten the account creation process. 
4.7 Systems Operational Support 1.2.6 
Systems Operational Support (SysOps) is responsible for operating the XSEDE Operation Center 
and for system administration of all XSEDE centralized services.  SysOps successfully completed 
all tasks scheduled for this reporting period.   
During the reporting period we began work on several new tasks including 1.2.6.10 
evaluate/deploy XSEDE centralized monitoring software, 1.2.6.11 participate in ticket system 
evaluation with User Support, 1.2.6.12 Transition Ticket System, and 1.2.6.13 Backup XOC 
setup at Indiana.  It is worth noting that during the period we experienced several planned and 
unplanned outages and we were able to maintain data integrity and exercise proper failover 
procedures where appropriate.  These activities led us to achieve a high level of system uptime.  
As such, no central services experienced any less than 98% uptime for the period.  We continue 
to improve procedures and define proper high availability tiers to ensure we keep our uptime at 
the highest level. 
 
4.7.1 XSEDE Operations Center 
During the reporting period the XSEDE Operations Center (XOC) fielded 2,140 tickets.  Among 
these 1,318 were submitted via email to help@xsede.org, 684 were submitted via the XSEDE 
User Portal, and 138 were submitted via phone to the XOC.  There were 739 tickets closed within 
2 business days, which equates to 35% for the reporting period.  The stated metric of 80% in the 
original XSEDE proposal should be revisited to further define the metric in a more meaningful 
way as 2 business days can easily be lost just in initial communications.  There were a total of 
1,550 tickets responded to within 24 hours, which equates to 72% for the reporting period.  
Figure 8 in Appendix E shows the ticket breakdown (opened/closed) at each major resolution 
center, and figure 9, Appendix E shows the most common issues. 
4.7.2 Central Services 
During the reporting period we experienced several outages both planned and unplanned that 
affected various central services.  Many of these outages were the result of individual servers or 
sites experiencing intermittent technical difficulties.  One outage worth noting was the PSC 
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machine room migration.  This migration went very well from our perspective and we continue to 
provide a reliable level of uptime.  We were fortunate, as we did not experience any significant 
power events during the reporting period. 
We also enacted failover procedures for the XDCDB from SDSC to PSC to prevent a 12 hour 
outage.  SDSC underwent planned maintenance on their primary NFS.  Rather than take the 
chance of running the XDCDB without NFS access the staff at SDSC and PSC planned and failed 
over the XDCDB prior to the holiday break and failed the primary instance back to SDSC after 
the break. 
Table 14, Appendix E describes each service that experienced an outage, the corresponding 
downtime/uptime, and the nature of the outage.  Services not listed did not experience an outage 
during the reporting period. 
INCA 
At the time of this report, the Inca deployment was executing 1,007 tests for XSEDE software 
and services.  Of these, 114 of these tests were running for six central XSEDE services:  Inca, 
Information Services, Karnak, MyProxy, User Portal, and the XDCDB.   Table 15, Appendix E 
below shows the definition of an outage for each service and the uptime percentages as detected 
by Inca.  All services fall within acceptable limits of their high availability service definition. 
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5 User Services 1.3 
5.1 Overview 
The XSEDE User Services team continued to develop, deploy, execute, and refine the integrated 
support services that enable users to be more productive on XSEDE systems. XSEDE’s migration 
of TeraGrid user services is now complete, and even more focus shifted to improving existing 
user services and to developing new services as outlined in the project plan. 
Some highlights of XSEDE User Services effort in 4Q2011 included the following: 
 User guides continued to improve in structure and content. The HPC success (and 
adoption by campuses!) of the HPC user guide template was followed by the creation of 
user guide templates for visualization and storage systems.  
 User News was overhauled and implemented, with a superior structure to the TeraGrid 
version and with multiple access methods: web, email, and RSS feeds. Events are also 
published using the standard iCal format, so consumable by users using Outlook, iCal, 
Google Calendar, smartphones, etc. (Twitter-based delivery is being considered.) 
 The XSEDE User Portal (XUP) added a new launch page for users who are logged in, 
providing a summary of their XSEDE usage, tickets, training classes, etc. Users can now 
sign up for training classes in the XUP.  
 XUP usage for the quarter exceeded 1M hits, and included 60,000 file transfers. 
 New training classes were offered, including one focused on helping users with data 
management plans (as required in NSF and NIH proposals). The use of webcasting to 
extend training to remote participants continued, and a new interface for creating training 
class offerings consistently was developed (leveraging technologies developed by the 
XUP team). 
 The technical evaluation of ticket systems was completed this quarter with a cost-risk-
benefits initiated near the end of 4Q2011.  Both the cost-risk-benefits analysis and the 
subsequent selection of a new/improved ticket system are expected to be complete in 
1Q2012. 
 XSEDE’s allocation process was executed as usual, with 377M service units allocated to 
projects requesting over 600M SUs. The allocations process is being enhanced to provide 
more data to Campus Champions about their campus’ users. 
 
More details about these successes, and the additional efforts, are described in the subsections 
below. 
5.2 Training 1.3.1 
The XSEDE training efforts had continued success in the second quarter.  The fall quarter was 
not quite as busy as the summer quarter (when nearly half of the annual milestone for courses 
took place), but this was expected as summer is always the peak time, and there tends to be a 
slowdown around the December holidays.  Nevertheless, more than a dozen additional in-person 
offerings took place, with a significant fraction also being webcast to reach additional attendees.  
Several new training class offerings were added, including a workshop on constructing successful 
data management plans integrating XSEDE resources, and a new online course in making the best 
use of I/O resources.  New course development continues.  Collaborations with ECSS have led to 
reviews of existing older materials, and refreshes of some of those materials are now underway.  
Overall, in both delivery and in course development, XSEDE remains on track to deliver on the 
milestones for this year.  The first targeted community course will take place during the next 
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quarter, focusing on computational biology.  Additional training will also begin in January 
targeting XSEDE Scholars.  
As promised in the last quarter’s report, a centralized training/event registration service was 
implemented, and this service has now been used to coordinate courses from TACC, PSC, and 
UC/Argonne.  This service centralizes the publishing of all training registration information 
across the project, improving the user experience, simplifying reporting, and allowing better long-
term evaluation of  training effectiveness by tying records of training to other user information 
(subsequent allocations, support requests, etc.).   The evaluation team has been given access to 
training/event data.  
As mentioned in the last report, the more widespread use of webcasts for training has led to some 
complications in how best to distribute training accounts, and balance the needs for security with 
the need to rapidly enroll and support students with whom we do not meet personally (to 
distribute passwords or verify IDs).  This issue was raised at the quarterly, and will be addressed 
by a small group prior to the next quarterly. 
5.3 User Information & Interfaces 1.3.2 
Both the XSEDE web site user documentation and the XSEDE User Portal (XUP) released new 
features and surpassed expected deliverables for this quarter. A complete set of HPC, 
visualization and storage user guides for XSEDE users and service providers using consistent 
templates was prepared for each of the systems. The quality of user documentation and the 
navigation/interface continued to be revised and improved based on both internal and user 
feedback. The Knowledgebase (KB) team expanded and improved the KB articles by adding 25 
new KB items and updating existing articles to insure accuracy. 
The team also released several important services, all of which are now in production with a 
warm offsite backup to ensure 24x7 availability. 
 A new summary view in the XUP of a user’s XSEDE relationship after logging in. The 
new welcome page gives the user an overall snapshot of their life in XSEDE such as 
classes they are registered for, the status of their allocations with burn rate graphics, open 
tickets and more. 
 A new user interface with RSS Feeds, iCal capabilities, search, and calendar view. 
 A new and improved XSEDE User News administrative interface for XSEDE staff to 
publish and update user news items. 
 An integrated (XSEDE-wide) online training registration service within the XUP. Users 
can easily view the scheduled training classes, register online, and add the event to their 
local calendar, all from the user portal. With this feature, an administrative interface was 
created (using XUP technologies) and released to allow all service providers to manage 
their training courses and be able to create course descriptions, open and close course 
registration, download list of registrants, and more. In the short time this service has been 
released it has received tremendous positive feedback from both users and service 
provider staff. 
 An OAuth registration service allows gateways such as Globus Online to register with the 
OAuth service and easily and automatically delegate XSEDE credentials for users via the 
security of the OAuth site. 
 
The overall usage of both the XSEDE web site and user portal increased, with over 1.1 million 
hits on the XUP. Over 3000 XSEDE users logged in to the user portal, and out of 1,800 users 
running jobs on XSEDE over 65% of them are logging in to the user portal.  Usage of individual 
XUP services also increased across the board, with a notable increase in use for data 
  35 
management: over 60,000 portal file transfers, almost 4 TB of data were transferred via the portal 
file manager.  
 
5.4 User Engagement 1.3.3 
XSEDE User Engagement is organized as two working teams:  Feedback and Consulting.  The 
Feedback team focuses on gathering, recording, and mining information obtained from 
interactions with the HPC community through focus groups, forums, interviews, surveys, and 
usability panels.  The Consulting team coordinates seamless support of the XSEDE user 
community across XSEDE sites while monitoring ticket metrics and mining ticket data to 
quantify the quality of service and to improve the user interface to support.  Requirements are 
derived from consulting and feedback efforts and mapped to efforts within XSEDE to guide 
improvements to the resources and services offered.   
5.4.1 Feedback 
The Feedback team conducted all required feedback activities but failed to complete some 
required reporting by then end of the quarter.  The required reports were completed during the 
compilation of this quarterly report.  No usability panels were requested; thus, no usability test 
plans were required this quarter. 
The Feedback team conducted the SC11 Birds-of-a-Feather (BoF) entitled “Evolving from 
TeraGrid to XSEDE” and a SC11 user focus group entitled “Help Shape NSF Supercomputing.”  
The intent of the BoF was to present the services of XSEDE and to seek feedback on current and 
planned operations.  The focus group invited the HPC community to provide input on the 
resources and services needed to enable leading-edge research, while gauging community 
awareness of XSEDE services.  Reports documenting these events were posted to the XSEDE 
staff site for reference.   
The Feedback team completed data mining on the tickets submitted to help@xsede.org during the 
previous quarter.  The data mining revealed that the majority of tickets were related to routine 
operational issues such as: 
 login/access issues 
 jobs/batch issues 
 account issues 
 software/applications availability 
 local site system issues 
 file system issues 
 
Two XSEDE-wide significant trends were identified after excluding routine operational issues, 
namely tickets associated with efficient data transfer and with the chemistry software package 
Gaussian.  The ongoing acquisition of Gaussian for Lonestar (to complement BlackLight) will 
likely address part of the second trend. Both trends will be tracked over future quarters, and 
corrective actions will be recommended if the trends demonstrate persistent user issues.  A report 
documenting the results of the quarterly data mining activities was posted to the XSEDE staff site 
for reference. 
In preparation for next quarter, arrangements were made for a focus group entitled “Petascale 
Computing with XSEDE” that will be conducted at the SIAM Conference on Parallel Processing 
for Scientific Computing in February.  The focus group will examine the availability and 
appropriateness of services for users running capability jobs on XSEDE resources. 
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5.4.2 Consulting 
The Consulting team conducted all required consulting activities, but failed to meet the milestone 
associated with the selection of a new/improved XSEDE ticket system.  However, the team 
successfully concluded the evaluation of candidate ticket systems and made a recommendation 
based on technical merits.  A cost-risk-benefits analysis for the adoption of the recommended 
ticket system began near the end of 4Q2011.  Both the cost-risk-benefits analysis and the 
subsequent selection of a new/improved ticket system are expected to be complete in 1Q2012, 
fully achieving the milestone referenced above.  The initial release of the selected system is 
expected to occur near the end of 1Q2012, following the completion of initial customizations. 
 
5.5 Allocations 1.3.4 
This objective encompasses the allocations process, both for Startup, Education, and Campus 
Champion allocations as well as the merit-review XRAC Research request process, and for the 
POPS system for request handling and management, mechanisms by which allocation PIs manage 
allocations through transfers, extensions and so on, and interfaces by which allocation PIs 
manage the users who are authorized to use their allocations. Operationally, this objective 
includes the XRAC review process, the Startup allocations review and decision process, and the 
maintenance and operations of the POPS system. The POPS system is integrated into the XUP, 
and documentation related to the allocations process is provided via the web site and XUP. 
The following table shows the overall allocations management activity handled by POPS and the 
allocations staff for the reporting period. Note that for Transfers, the table shows only the positive 
side of the transaction to show the total transfer level; there is a corresponding negative amount, 
adjusted for resource exchange rates. 
POPS Requests and Awards 
 
The December 2011 XRAC was held in San Diego, CA.  The next two XRAC meetings have 
been scheduled for Austin, TX in March 2012 and Knoxville/Oak Ridge, TN in June 2012.   
The December 2011 XRAC meeting had a fairly typical level of requests, 608M SUs.  Reviewer 
recommendations totaled 369M SUs, and 377M SUs were available.  A minimum number of 
moves were needed to bring recommended awards in line with the individual resource available 
limits.   However, the XSEDE Allocation staff and XSEDE site representatives are faced with a 
difficult situation of continued requests for supplements, transfers and startups but no significant 
pool of SUs to satisfy the user community requests. 
XSEDE Allocations staff gave a presentation to the Campus Champions Leadership team and 
Champions at SC11.  The presentation included unveiling a report that will be sent out to each 
Champion.  This report will show a variety of information to assist each Champion to better track 
XSEDE PIs and users on their campus along with usage information about additional users on 
their Champions grant.  XSEDE Allocations staff members continue to participate in conference 
calls with the Campus Champions Leadership Team. 
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The XSEDE Allocations staff received 145 tickets this quarter. We believe all were answered 
successfully and the requestor is satisfied with the responses (based on no contrary responses 
from users at this point. 
Lastly, XSEDE Allocation staff along with the XSEDE Operations/accounting group led by Steve 
Quinn are working on improving reporting of not only PI awards to their respective program 
officer, but also to the entire XSEDE community via quarterly award announcements in 
conjunction with the XSEDE ER team. 
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6 Extended Collaborative Support Service – Projects 1.4  
6.1 Overview 
The Extended Collaborative Support Service (ECSS) pairs members of the XSEDE user 
community with expert staff members for an extended period to work together to solve 
challenging science and engineering problems through the application of cyberinfrastructure. In 
depth staff support, lasting weeks to up to a year in length can be requested at any time through 
the XSEDE allocations process. Expertise is available in a wide range of areas, from performance 
analysis and petascale optimization to the development of community gateways and work and 
data flow systems. We divided ESCC efforts in two, one designated as Projects, headed by Ralph 
Roskies; the other, designated as Communities, headed by Nancy Wilkins-Diehr. These groups 
have very close interactions, with common Project Management support. The ECSS Projects and 
Communities L2 and L3 managers have a one-hour call every two weeks at which outstanding 
issues are discussed. Other interaction is largely by e-mail. ECSS staff also participate in 
reviewing adaptive proposals associated with XRAC meetings. 27 staff reviewed adaptive 
proposals this quarter and 3 served as full XRAC members. 
This has been a very successful quarter for ECSS. We have already met some of our annual goals 
although we are only halfway through the year.  These can be seen the L3 milestones found in the 
individual L3 reports, which I won’t dwell on here. We have speeded up the assignment of 
personnel to projects, by calling on our excellent project managers (Karla Gendler and Natalie 
Henriques). See their report below. ECSS will collaborate with Blue Waters to continue the 
‘petascale symposia’ that had been started by Blue Waters and TeraGrid. Ralph Roskies will 
represent ECSS. Bill Kramer will represent Blue Waters. 
Our main problem is that we are stretched thin. Because XRAC meetings seem to be getting 
about 150 proposals each, and can only manage reviewing about 100 in a one-day meeting, there 
has been a great need for adaptive reviews (reviews of those proposals whose aggregate request 
for XRAC resources are below those in the top 100). We have pressed ECSS staff into these 
reviews, and provided some ECSS-wide training on what to look for. (We also developed and 
presented slides to XRAC reviewers about how to judge requests for ECSS support.) In addition 
ECSS staff  have dealt with a large number of startups (see the individual L3 reports below). The 
temporary hire of a new person in Digital Humanities has been slowed by administrative issues. 
Since this is the first case of this sort, we hope that it will be smooth sailing from now on. I also 
only recently realized that the milestone of hiring temporary personnel that I had viewed as 
ECSS-wide had been incorporated into each of the L3 areas, so that instead of hiring one such 
person in the current fiscal year, it appeared that each L3 manager was expected to make such a 
hire (and for some reason 4 hires in ASTEO). We are eliminating those milestones from L3, and 
raising them to a single L2 milestone. In year 2, we will want to recover the additional 2.5 ECSS 
FTEs envisioned in the original proposal, which were instead devoted to the architecture 
integration team in Year 1. We are also confirming (although we suspected it earlier) that a strict 
separation between RT, NIP, CC, TEO and Gateway efforts doesn’t make a lot of sense (many 
projects lie in more than one such area), but we will try our best to report on matters in those 
separate categories.  
Over the last three months, ECSS’s Project Managers (Karla Gendler and Natalie Henriques) 
have created and maintained spreadsheets of project requests, active projects, project assignments 
and staffing in lieu of formal project management software. Because of this, they have been able 
to refine the ECSS scenarios that were drafted for the PPM software and will be able to better 
define the requirements necessary of the ECSS group when the PPM software is purchased. They 
have streamlined the process for receiving start-up and supplemental requests such that they make 
the initial assignment of L3 manager thus reducing time to contact PIs and additional email. They 
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review and track workplans, entering quarterly objectives into the spreadsheets. They manage and 
attend ECSS meetings and XSEDE PM meetings, posting notes and action items to the ECSS 
wiki once the meeting has concluded. They provide ECSS information to the XSEDE PM office 
and relay information from the PM team to ECSS. They also maintain the ECSS wiki and mailing 
lists. They actively participate on the committee in charge of purchasing the PPM software, 
reviewing the RFP and providing feedback. They coordinated the gathering of information for the 
Q2 report and have published all of the information to the wiki. 
Besides hiring, our main challenges will be to  
1. Match ECSS personnel to the requested support. This has been quite difficult because the 
PPM software has not yet been made available and we are dealing with large 
spreadsheets instead. 
2. Speed up the development of workplans. We are taking steps to streamline the effort. 
instead of first trying to contact the project PI, we will contact the person listed by the PI 
as the person who will be working with the ECSS team. This should speed up responses 
by projects to our initial probes about developing the workplan. Then we are emphasizing 
to ECSS staff that these workplans are not cast in stone when first accepted, and that it is 
not necessary to anticipate all the issues that may arise. The main task of the workplans is 
to assure that both ECSS personnel and project PIs know what is expected of each of 
them.  
 
6.2 Extended Research Teams Support 1.4.1 
An ESRT project is a collaborative effort between an XSEDE user group and one or more ECSS 
staff members, whose goal is to enhance the research group’s capability to transform knowledge 
using XD resources and related technologies. Typical ESRT projects have a duration of several 
months up to one year and include the optimization and scaling of application codes to use 
100,000 nodes or more per job; aggregating petabyte databases from distributed heterogeneous 
sources and mining them interactively; or helping to discover and adapt the best work and 
dataflow solution for simulation projects that generate ~100 TB of persistent data per 24-hour 
run. The first year of the XSEDE ESRT program is also managing projects transitioned from the 
TeraGrid ASTA program, and all of the ASTA projects will be completed by the end of June 
2012.     
A request for ESRT support is made by the principal investigator (PI) of a research team via the 
XSEDE resource allocation process. If the request is recommended by the reviewers and suitable 
to be an ESRT project, and if staff resources are available, a statement of work for up to one year 
will be developed by in collaboration by the PI, the ESRT team leader, and the ESRT manager 
and project manager.  The work plan will include staff assignments from the pool of available 
advanced support experts who have the necessary skills. The ESRT team leader, working with the 
ECSS project manager, will be responsible for project tracking and reporting and for requesting 
additional resources or assistance from XSEDE management as needed.   
To further describe the state of the ESRT program, some metrics are provided in Table 1 and 
Table 2 that quantify ESRT requests and projects for this quarter. 
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Table 1 New ESRT project metrics for Q2 
Metric XRAC Startups/Edu 
Number of requests 15 21 
Number of requests recommended for support 8 5 
Number of projects initiated 6 5 
Number of work plans completed 4 0 
Number of requests where PI does not need help 1 1 
Number of work plans completed for previous quarter(s) 1 5 
 
Table 2 Current ESRT project breakdown 
Metric XRAC Startup/Edu TG ASTA 
Number of projects active 7 4 29 
Number of projects completed 0 0 11 
 
 
There are 13.72 FTEs assigned to ESRT from NCSA, NICS, PSC, SDSC, and TACC.   
 
 
 
There has been one main challenge with managing the ESRT program - the management of 
projects and people.  ESRT has a large distributed staff and many different projects with different 
start/end dates.  The project management staff is excellent and has helped tremendously, but we 
eagerly await the project management software to replace email and spreadsheets. 
The following sections highlight a few projects just to provide some examples of the kinds of 
work that is being done in the ESRT program. 
 
6.2.1 Residual Based Turbulence Models for Large Eddy Simulation on Unstructured 
Tetrahedra Meshes (Masud, UIUC) 
This was an ASTA project that was transitioned to the XSEDE ECSS program. 
2.68 
3.75 
2.4 
2.825 
2.067 
ESRT FTEs 
NCSA
NICS
PSC
TACC
SDSC
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This project visualizes high Reynolds flow around a moving airfoil. The computational aspect 
focuses on developing novel numerical methods that capture multiscale physics on unstructured 
grids. The ESRT team helped with visualization analyzing particle backflow.  In the stationary 
case, particles released at the front of the airfoil would move against the surface of the airfoil and 
move counter to the overall flow.  In the moving airfoil case studied here, the particles do not 
backflow against the airfoil surface, which was unexpected.   Also the team helped visualize the 
evolution of vortices into turbulence as flow moved over the airfoil.  
Future work will focus on animations that cover the entire simulation run and show the flow 
evolution over the periodic movement of the airfoil.  
 
 
Figure 1: This is a still from a short preliminary animation showing the evolution of vortical 
structures into turbulence. 
6.2.2 Scalable Simulations of Turbulent Combustion using the LES PDF ISAT Methodology 
(Pope, Cornell University) 
This project ended in December 2011; it was transitioned from the TeraGrid ASTA program and 
continued to its completion. 
In this project, there are three major codes that are designed to work together to simulate flames. 
They have all been parallelized with MPI. They are called LES, HPDF, and ISAT/x2f_mpi. 
(ISAT is a serial code; x2f_mpi is a parallel interface to it.)  
 LES - simulates turbulent flows via Large Eddy Simulation.  
 HPDF - combustion chemistry is modeled with a High-performance Probability Density 
Function (PDF) approach.  
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 ISAT- In-Situ Adaptive Tabulation accelerates the computations of detailed per-particle 
chemical kinetics.  
 x2f_mpi - This software layer moves particles around for possible evaluation by other 
processes' ISAT tables.  
The ESRT team provided detailed profiling, tracing, and performance analysis of the computation 
and communication routines of the code. IPM, TAU, and Vampir were used on Ranger, Kraken, 
Lonestar, and BigRed to collect and analyze the data. Performance hot spots identified by the 
ESRT team helped the developers to modify the code and reduce the number of calls to the 
STRINGCMP routine, and provide the ESRT team with new and improved version of the code on 
Ranger and Kraken. With the new version of the code, further profiling and tracing were obtained 
by the CrayPAT tool on Kraken, to analyze the communication behavior and identify those MPI 
synchronization routines that consumed significant amount of runtime. This analysis showed that 
mpi_allreduce, mpi_barrier, and globalmin, globalmax routines are the performance bottlenecks. 
The ESRT suggested code modifications that improved the performance of code by 10%.  
A notable modification was to eliminate the redundant MPI_Waitany calls from a loop. The 
suggested modification was incorporated into the code by the ESRT team. Per request from the 
PI’s team, several top-level routines that exhibited the worst load imbalance were monitored with 
CrayPAT on Kraken using longer of simulations. Profiling the longer runs showed that the 
previously identified MPI sync time resulted mostly from initialization of routines and could be 
ignored. Also in this phase of the analysis, the team identified the flametable computational 
routine as the performance bottleneck and recommended the routine for optimization or algorithm 
change.  
The ESRT team continuously provided the PI’s team with tracing and profiling data on Kraken 
and Ranger, which was increasingly tailored to the developers’ specifications. Along with the 
performance data, useful comments, suggestions were made to assist the developers in 
interpreting the results and optimizing some routines. Developers are now taking a new 
conceptual approach to modify the code to resolve the load balance issues and are in the process 
of writing a paper on their new development approach.  
 
6.2.3 Large scale memory intensive Micro-CT visualization and 3D image reconstruction for 
Biofabrication (Mondy, Claflin University) 
This project is the result of a startup request that also asked for ECSS help.  The project 
timeframe will cover the period Sep 9, 2011 to Sep 9, 2012.  The ECSS project team consists of 
one ECSS staff member (Bhanu Rekepalli) and one member of the Remote Data Analysis and 
Visualization (RDAV) team (Pragnesh Patel).  This is an example of XSEDE staff collaborating 
with other NSF funded project staff on a ESRT project. 
The project team (Rekepalli and Patel) made significant progress in generating useful data for the 
PI (Prof. William Mondy) in the first quarter of this project. In the first quarter, many conference 
calls were organized to understand the project and get the CT-scan data analyzed for the PI’s 
project. During these meetings, the team helped Dr. Mondy to transfer the data from his local 
machine to the Lustre area of Nautilus along with hands on sessions to use the VisIt tool installed 
on Nautilus.  The team started on analyzing CT-Scan data of a pig’s heart skin structure using 
VisIt to generate 3D models. The team also investigated various other tools mentioned by the PI 
used for similar analysis: Invesalius, AVIZO Fire and CTan, of which only the first one is freely 
available and the other two require payment. None of them are parallel, and based on preliminary 
tests VisIt seems to be perfect match for this kind of analysis as it is both parallelized and freely 
available for the PI to run this analysis. 
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Figure 2: 3D model of heart’s skin structure generated by VisIt and GeoMagic  
Preliminary runs on Nautilus showed great promise for the future. A 3D model/stl file was 
generated for the heart’s skin structure consisting of 3300 images (4000 by 4000 pixels) with 
various intensity levels required more than 1 terabyte of shared memory on Nautilus. The PI was 
not able to generate such models with this level of clarity due to memory limitations on his 
server.  Previously, he divided the data set in 330 smaller bins and combined 10 images at a time 
and then combined 33 sets to get a final image that introduced noise at this low resolution. The 
team was able to divide the dataset into two 1650 images and generate 3D models using all 3300 
images with the result shown in Figure 1. The preliminary 3D visualizations were with up to 55 
intensity levels (contours) at high resolution and less noise shown as in Figure 2. 
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Figure 3: Zoomed in section of the skin structure with intensity level 50 with higher resolution for 
rendering maximum amount of data with less minimum noise  
 
6.3 Novel and Innovative Projects 1.4.2 
The mission of the Novel and Innovative Projects (NIP) team is to provide proactive, sustained 
efforts to jump-start XSEDE projects by non-traditional (to HPC/CI) users. Activities may range 
from initial contact to the development and execution of successful projects, including those that 
receive extended collaborative support. The scope of NIP includes disciplines whose practitioners 
have rarely availed themselves of HPC/CI resources in the past.  It also includes demographic 
diversity, such as researchers and educators based at MSIs and EPSCoR institutions, and SBIR 
recipients. Bringing these communities to XSEDE is expected to lead to the consideration of 
applications and programming modes that have not been the focus of HPC in the past, such as 
those necessary for data analytics and informatics, and of innovative technologies such as 
streaming from instruments, mobile clients, and the integration and mining of distributed, 
heterogeneous databases. We expect that the implementation of campus bridging processes and 
technologies will be particularly important for these communities.  
We have built upon the methods for executing these tasks, which we developed in the first quarter 
of this brand new effort. Biweekly teleconferences and the use of the project wiki and email list 
have been successful in catalyzing communications among team members, who have often 
benefitted from each other’s contacts and expertise and helped each other.  
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We undertook the following outreach activities: 
 Discussion with NSF SBE Program Officers (Arlington, VA, October 3, 2011) Ralph 
Roskies, Sergiu Sanielevici (PSC)  
  Extremely Large Databases Conference (SLAC, October 18-19, 2011) Nick 
Nystrom (PSC)  
 VISWeek (Providence, RI, Oct 23-29, 2011) Amit Chourassia (SDSC)  
 Presentation at Brigham Young University (Nov. 3, 2011) Phil Blood (PSC)  
 Grace Hopper Celebration of Women in Computing (Portland, OR, Nov 8-12, 
2011) Ritu Arora (TACC)  
 Broader Engagement program at SC11 (Seattle, WA Nov. 12-18, 2011) Ritu 
Arora (TACC)  
 High-Performance Computing meets Databases Workshop at SC11 (Nov. 18, 
2011) Dora Cai (NCSA)  
 XSEDE presentation and outreach at University of Michigan CI days (Nov. 29-
Dec. 1, 2011) Phil Blood (PSC)  
 HASTAC Conference (Ann Arbor, MI, December 1-3, 2011) Talk by Dora Cai 
(NCSA)  
By following up on contacts made during these events, as well as on contacts established 
in the previous quarter and by NIP team members on their own initiative, we are now in 
discussions with 15 prospective user groups. Building on the work done in the previous 
quarter, we have generated 12 new startup projects. In total, as of December 31, 2011 
NIP was engaged with 18 XSEDE user groups, planning ECS projects with 8 more, and 
involved in the execution of 5 active ECS projects: 
 PI Cecilia Lo; Staff Anirban Jana, Alex Ropelewski, Hugh Nicholas (PSC): Whole 
Genome Assembly From NextGen Sequencing Short Read Data.  
 PI Marshall Poole, Staff Dora Cai (NCSA): Virtual Worlds Exploratorium: Research on 
Dynamic Networks in Massive Multiplayer Online Games.  
 PI + Staff Shawn Brown, Staff David O'Neal (PSC): Computational Explorations in 
Population Level Disease Spread using Agent Based Modeling.  
 PI William Cohen, Staff Joel Welling (PSC): Large-Scale Semi-Supervised Information 
Extraction. End date: 2012-09-30  
 PI Kenton McHenry, Staff Dora Cai and Jay Alameda (NCSA): Processing Census Data.  
Building on the success of the CIPRES Science Gateway at SDSC, on the collaboration between 
the iPlant Collaborative team at TACC and the Galaxy genomics community portal, on the 
contacts made by NIP with the Galaxy team, and on the experience of deploying instances of 
Galaxy on SDSC Trestles and at PSC, we have formed a partnership with the Galaxy team aimed 
at enabling jobs submitted to the central Galaxy site to be executed on appropriate XSEDE 
resources. XSEDE staff include Suresh Marru (IU), Terri Schwarz (SDSC) and Phil Blood (PSC), 
collaborating with Rion Dooley (TACC, iPlant).  
Working with the developers at the Harvard/MIT Broad Institute (http://www.broadinstitute.org/), 
one of the largest genome sequencing centers in the world, Phil Blood (PSC) made two cutting-
edge genome assembly codes available on Blacklight: ALLPATHS-LG and Trinity, which are 
used to assemble DNA and RNA sequences, respectively.  This collaboration has been 
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highlighted on the web pages maintained by the ALLPATHS-LG and Trinity teams: 
http://www.broadinstitute.org/software/allpaths-lg/blog/?p=310 , 
http://trinityrnaseq.sourceforge.net/ . The combination of these state-of-the-art tools with 
Blacklight's large shared memory is providing the opportunity for scientists to perform larger and 
better genome assemblies than were previously possible.  The availability of these codes on 
Blacklight has met with significant interest from the genomics community, see e.g.  
http://www.genomeweb.com/videos/highlights-sc11-part-iii and the wiki pages created by 
genomics users for using Trinity on Blacklight: http://trinity-use-on-blacklight-
psc.wikispaces.com/Trinity+Usage+on+Blacklight .  Six new startup allocations were requested 
in order to use Trinity and ALLPATHS-LG on Blacklight, and are now active.  
Working with Startup PI Michael Schatz of Cold Springs Harbor Lab, Phil Blood enabled the 
Assemblathon2 project to use XSEDE resources – see 
http://korflab.ucdavis.edu/Datasets/Assemblathon/Assemblathon2/CSHL_genome_assembly_wor
kshop_summary.pdf  for the organizers’ summary.  From 
http://assemblathon.org/pages/download-data we note the use of Globus Online for data 
transfers, and the fact that Campus resources (UC Davis), XSEDE resources (PSC), Amazon 
EC2, and a UK/European mirror site are being used. 
The main challenges ahead are to sustain and accelerate the efforts described above. We will seek 
to build on the previous efforts of teams that already serve some of the communities NIP needs to 
work with. For example, the SIDGrid science gateway led by NIP member Tom Uram (U. 
Chicago/ANL) has excellent contacts in the social sciences community; the CyberGIS project led 
by NIP member Shaowen Wang (NCSA) is prominent in the GIS community; and the Minority 
Access to Research Careers (MARC) Bioinformatics program at PSC led by NIP members Alex 
Ropelewski and Hugh Nicholas should be an excellent source of XSEDE projects.  We are also 
working to recruit an expert in Digital Humanities as an ECSS team member for a one-year 
contract to help boost the use of XSEDE by this community. 
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7 Extended Collaborative Support Service  – Communities 1.5 
7.1 Overview 
ECSS-Communities continues to grow in active and interesting ways. New projects this quarter 
include analysis of logs from massive multiplayer online games. While the analysis is being done 
by a 20-person team at 4 U.S. universities, the newest dataset is from KingSoft, a Chinese game 
company and the data is in Chinese and posing some interesting challenges. Bioinformatics 
continues to be a real focus in ECSS-Communities requests and we have received multiple 
requests for work related to Galaxy, an online bioinformatics framework developed at Penn State 
and Emory. As in all areas of ECSS, we will need to monitor the expertise we have in the 
program to fulfill as many user requests for support as possible. 
The gateway team is working closely with XSEDE’s Architecture and Design (A&D) and 
Software Development and Integration (SD&I) as the architecture definitions evolve. Activities 
include requirements gathering, testing and assistance with operational plans. New tutorial 
development activities include an in depth tutorial on Accelerators proposed for XSEDE12 and 
possibly SC12 as well as a new ci-tutor course on the Lustre file system. 
ECSS-Communities work this quarter includes the launch of the ECSS Symposium, a series of 
webinars held the second Tuesday of each month at 1pm Eastern and open to the public that 
highlight work going on in ECSS projects. Speakers highlighted efforts including the use of 
Condor, visualization on Nautilus, the use of Globus Online to transfer data, finite element 
modeling of aortic aneurysms, data management for the Large Synoptic Survey Telescope and the 
use of SAGA to support loosely coupled molecular simulations. 
Development work continues on the new Campus Champion Fellows program that will pair 
Campus Champions with ECSS staff for a one-year period of focused project work. The website 
describing the program has been completed, a Memorandum of Understanding has been 
completed, potential projects have been identified. The program application and execution 
process have been outlined. Next steps include web development of the application and 
announcement of the application period. 
Part of ensuring that we have an effective staff throughout ECSS involves monitoring needed 
expertise and offering training for staff. ESTEO is leading this activity. Early topics we will be 
pursuing include GPU programming, the use of Condor, and using the Open Science Grid and 
Gordon systems. Because tutorials alone are not enough, we will also want to identify the staff 
members who will really become our experts in these approaches and make sure they have time 
to develop the needed skills. Staff engaged in personal development will be assigned fewer 
projects during this period. 
7.2 Extended Support for Community Codes 1.5.1 
ESCC continues to look for opportunities to improve the efficiency and performance of 
community codes and provide assistance to research efforts that will impact the XSEDE user 
community.  Over the past quarter, many new ESCC projects were initiated from Startup 
Requests and XRAC Proposals, and one project was initiated internally as a trial project.  The 
effort involved in these projects varies from implementing HPC tools to efficiently search 
databases to improving the performance of a popular biological assembly code. 
An internal project to ensure the optimal installation of AMBER on XSEDE resources was also 
initiated.  This is a trial project to determine if it would be feasible to have ongoing projects to 
support installed community codes.  Specifically, a member of the ESCC staff would work with 
the development team of a community code to ensure that an optimally configured recent version 
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is available for installation on XSEDE resources.  If this proves useful, this type of project might 
be a model used to support other widely used community codes recommended by the UAC. 
Table 7.2.1 below covers the metrics provided in Appendix E 2.4 in more detail. 
Table 7.2.1  ESCC project metrics for Q2 
Metric XRAC Startups/Edu ESCC-
initiated 
Number of requests 4 8 0 
Number of requests recommended for 
support 
3 3 0 
Number of projects initiated 3 3 1 
Number of workplans completed 0 1 0 
Number of requests where PI does not need 
help 
0 5 0 
Number of workplans completed for 
previous quarter(s) 
0 0 0 
 
Table 7.2.2 below covers the total number of projects for ESCC. 
Table 7.2.2 Current ESCC project breakdown 
Metric XRAC Startup/Edu ESCC-initiated 
Number of projects active 6 3 1 
Number of projects completed 0 0 0 
 
As the number of ESCC projects increase, two challenges arise.   
1. Although the number of ESCC projects is small compared to ESRT, keeping track of the 
project requests and assignments via spreadsheets is very cumbersome.  The Project 
Management tool should greatly ease the tracking and assignment of projects to ECSS staff.   
2. The majority of the requests via Startup allocations are related to bioinformatics researchers.  
Luckily, two project requests had the same goal as a previous project and will be satisfied by 
the initial project.  In the future, there may be an increased need for consultants with 
bioinformatics experience. 
Below are summaries of the progress of a couple of active ECSS projects to provide a sample of 
the type of support being provided. 
Primate De Novo Transcriptome Assembly (PI Christopher Mason – Weill Cornell Medical 
School) 
This project was initiated via startup request and aligned with two later project requests. 
The Trinity RNA-seq assembler is a collection of software modules used to reconstruct 
transcriptomes from RNA-seq data.  The Trinity software was ported to PSC's Blacklight 
machine where it will be used to perform large-scale transcriptome assemblies. The major change 
required was limiting the number of Java memory management (garbage collection) threads that 
run by default, and providing an option for selecting the number of threads desired. This change 
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was incorporated into the official Trinity code base. The availability of the code on PSC's large 
shared memory system, Blacklight, drew substantial attention from the genomics community, 
being featured on the Trinity webpage:  
http://trinityrnaseq.sourceforge.net/  
and having special wiki sites developed by researchers to help other researchers use it:  
http://trinity-use-on-blacklight-psc.wikispaces.com/Trinity+Usage+on+Blacklight  
As a result, several new users began using the software successfully on Blacklight and others are 
in the process of getting allocations. It was found that use of Blacklight's RAM filesystem 
substantially improved Trinity performance.  
 
Virtual Worlds Exploratorium Research on Dynamic Networks in Massive Multiplayer 
Online Games (PI Marshall Poole – UIUC)  
This project also was initiated via a startup request and is the result of NIP outreach effort by 
Dora Cai(NCSA). 
The Virtual Worlds Exploratorium is a multidisciplinary project dedicated to the study of massive 
multiplayer online games (MMOGs). In partnership with corporations that host MMOGs, a 
twenty-person team of scholars from four universities, including USC, UMN, UIUC and NWU, is 
engaged in study of behavior within the game and also game activities that parallel those in real 
life (economic activity, social networking, and group dynamics, among others). This research 
involves analysis of data for millions of characters in the game over months of game activity 
using network analysis and statistical methods for longitudinal data. It also involves simulation of 
dynamic networks for large populations of characters to test the fit of various generative models 
to the data structures.  
Since its inception, the size of the project database has been expanded to 2.7 TB. The new data 
set is from KingSoft, a Chinese game entertainment company. It contains game logs and user 
surveys. Some part of the data in this data set is in Chinese. Handling multiple languages (English 
and Chinese in this case) in data hosting and data analysis under the HPC environment is a great 
challenge.  
The prototype of a visualization tool to visualize the chat network has been developed on Dash. A 
chat network is a part of the social network. The tool may be used to visualize the Chat network 
on a geographical map. Figure 7.2.1 shows the chat network using the prototype of this tool.  
More features will be added as the project progresses.  
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Figure 7.2.1 Chat network in EQ2 game   
7.3 Extended Science Gateways Support 1.5.2 
The mission of the Extended Support for Science Gateways (ES-SGW) is to provide assistance to 
researchers wishing to access XSEDE resources through web portals also called as science 
gateways and/or data repositories. The group assists both new and advanced groups and has 
experience in the use of web technologies, grid software, fault tolerance, complex workflows, and 
security and accounting aspects of the program.  
Much of the effort continues to analyze and sustain the successes of the predecessor TeraGrid 
gateway program. Significant time was expended in preparation of workplans and scoping the 
gateway projects.  The gateway group continued proactive participation, interacting with XSEDE 
A&D and SD&I teams in assistance with gateway architecture requirements, assisting with 
testing and operational plans.  
The group is working to wrap up high-payoff projects from the TeraGrid program so that they can 
meet the growing demand for participation from A&D and SD&I. High-payoff projects that are 
near completion include integration of the CESM portal and the 20,000 user Earth System Grid. 
As the gateway team constructs architecture tests, these will be handed off to operations to 
minimize the load on gateway staff. Right now though, all these tasks are very much a balancing 
act. 
  
Gateways are heavily vulnerable to XSEDE Security & Architectural changes. If architecture is 
defined early, it will greatly help the EC-SGW group to scope support projects. The delay in 
specification of the architecture is hindering workplans because of the uncertainty surrounding 
efforts at integration. A project management tool will extremely assist in activity tracking with 
multiple parallel involvements especially short-term XSEDE wide interactions. 
Effort is being this quarter to get workplans done for TeraGrid continuing and extended projects 
that were initiated before workplans were decided. A total of 10 Science Gateway projects are 
ongoing.  
7.3.1 ECSS SGW projects 
7.3.1.1 OLAM:  
The objectives of the OLAM extended support project is to deploy the new global icosahedral 
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Ocean Land Atmosphere Model (OLAM) Earth System Model on XSEDE computational 
resources in order to simulate current and future climate scenarios, high-impact storm events 
(hurricanes) and local circulations; to develop an OLAM web portal science gateway for teaching 
graduate-level meteorology, climate, and predictability courses at the University of Miami, and to 
generate regional climate change projections that can be used to guide water management 
decisions in South Florida. 
In this quarter the support focused on building the gateway infrastructure for classroom teaching 
using the OLAM model at University of Miami. Specific activities include: building a portal 
interface to specify model domain, user interface to configure temporal information and model 
input configuration and a wizard style interface to launch the model on specified grids. 
Next quarter will focus on integrating the gateway/portal with back end services to launch, 
monitor jobs to XSEDE resources and build interface to download/visualize model outputs.  
7.3.1.2 Dark Energy Survey Simulation Working Group:  
The Dark Energy Survey (DES) is an upcoming international experiment that aims to constrain 
the properties of dark energy and dark matter in the universe using a deep, 5000-square degree 
survey in five optical bands.  The production of a suite of large N-body simulations will allow the 
development of a Blind Cosmology Challenge (BCC) process for the DES collaboration. The 
gateway extended support is focusing on developing workflow solutions for (N-body production): 
2LPT + L-GADGET codes. The workflow will prepare input files for these tasks, submit 2LPT 
initial conditions (ICs) code, verify correct execution, archive IC’s, submit L-gadget simulation 
code, verify correct execution, archive output, re-submit and verify until code terminates 
successfully.   
This quarter focused on: 
 Creation of the workflow for L-gadget application on Ranger 
 Configuring grid job submissions to launch custom libraries. This task involved co-
ordination with Globus team and TACC system administrators.  
 Deployment of the workflow services on IU Quarry gateway hosting machine 
 Documentation and demonstration of workflow creation and execution steps to the 
project team.  
 Analysis of performance of RNN code. The analysis revealed that this code is not 
suffering from a single bottleneck, but that almost all time is spent in 8 equally time-
consuming routines. Therefore an optimization is difficult. There is also some 
considerable load imbalance, which is expected in a code that performs tree-searching. 
Lastly, memory access within the tree search can be improved by ordering the output 
within Gadget. Code that would do this does already exist and a simple test will reveal if 
the compute time is better spent in preordering the output in Gadget or suffering through 
non-optimal memory access in RNN. 
Optimization findings in detail:  
 On a smaller scale we checked the serial performance and there was no single bottleneck, 
but a whole array of routines that used up about 10-15%; and none of them offered good 
optimization opportunities; At production scale there is quite some load imbalance, but 
that is to be expected in any tree-based code and remedies are difficult 
 To improve memory access the data may be written out in a more organized fashion by 
Gadget. The code to do this is already there. The time in Gadget would increase, but the 
time in the tree-search would decrease. So simple tests will show whether this is worth it. 
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Next quarter will focus on:  
 providing automatic submission of L-gadget code in case simulation did not finish 
because of max walltime 
 providing data movement steps to persistence storage to TACC Ranch or IU HPSS 
 test workflow with production like data and release the workflow for production runs. 
7.3.1.3 CIPRES 
CIPRES gateway focused this quarter on installation and availability via the CIPRES gateway of 
enhanced versions of heavily used phylogenetics codes. Also focused on availability on one or 
more XSEDE resources of bash script for doing comprehensive phylogenetic analyses of large 
data sets using RAxML-Light, Parsimonator, and RAxML. Numerous enhancements were made 
to the bash script for doing comprehensive phylogenetic analyses with RAxML-Light on Trestles.  
Christian Goll of the Heidelberg Institute for Theoretical Studies wrote the initial version of the 
script the previous quarter in consultation with Pfeiffer and Alexis Stamatakis, also at HITS.  The 
recent enhancements are as follows: 
 Input random number seeds now give reproducible results.  
 Bootstrap searches use the -D option, which allows them to run faster than regular 
searches.  
 A “usebest” option was added to start the regular searches from the best bootstrap 
searches.  
 An option to handle partitioned alignments was added.  
 It is possible now to do only bootstrap searches or only regular searches.  In this case, a 
comprehensive analysis is not done.  
 A test for “bootstopping” convergence is always done whenever bootstrap searches are 
done.  This is an after-the-fact test.  That is, the number of bootstrap searches is specified 
at the outset and is not increased regardless of whether the convergence test is passed.  
 A Perl script was written to summarize usage of the many jobs spawned by the bash 
script and was incorporated by Goll in the bash script.  
 An option was added to pack multiple executions of Parsimonator and RAxML-Light 
within a single node.  This allows efficient use of the normal queue instead of the shared 
queue on Trestles and can be used on other computers that do not have a shared queue. 
CIPRES support also focused on additional benchmark runs of the BEAST phylogenetics code 
and its associated BEAGLE library using two more data sets from users. Redid some previous 
runs and updated the CIPRES Web page with the new benchmark results, all obtained on 
Trestles. 
Based upon these results, support personnel Pfeiffer revised one of the rules for selecting the 
number of BEAST and BEAGLE threads when running via the CIPRES gateway.  The rules still 
call for BEAST jobs to use 8 threads total in the shared queue on Trestles.  The change is to use at 
most 4 BEAST threads with 2 BEAGLE threads each, even for data sets with large numbers of 
partitions. Mark Miller updated the CIPRES interface accordingly. 
In response to user-reported problems with BEAST 1.6.1, Pfeiffer installed and tested BEAST 
1.6.2 on Trestles, and Schwartz/Miller put it into production for CIPRES.  This fixed one 
problem, but not another, which involves the interface between BEAST and the BEAGLE library.  
The latter problem is reportedly fixed in BEAST 1.7, which should be available soon. 
Other CIPRES activities include availability on one or more XSEDE resources of bash script for 
doing comprehensive phylogenetic analyses of large data sets using RAxML-Light, Parsimonator, 
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and RAxML. Laid the foundations for exposing RAxML-Light for the CIPRES Science Gateway 
and the iPlant discovery environment. This work involved creation of infrastructure, including: 
 Did preliminary investigation into making RAxML-Light script sufficiently robust to run 
from the portal.  
 Set up “build and test” environments with Apache, Tomcat and Shibboleth for multiple 
developers.  
 Consulted with iPlant developers and began implementing the Shibboleth authentication 
system required by iPlant. This work is in progress, leading to single sign-on capability 
for iPlant users.  
 Evaluate Apache Airavata's workflow system would be appropriate for running RAxML-
Light using the CIPRES Portal. Airavata's workflow manager uses gram, which hasn't 
been dependable enough for CIPRES in the past.  Use of Airvata workflow manager to 
run RAxML-Light in the iPlant DE will be investigated once RAxML-Light is working 
within the iPlant DE. 
 Installation and availability via the CIPRES gateway of enhanced versions of heavily 
used phylogenetics codes.  
 Worked together with Pfeiffer and Miller to coordinate the updating of existing codes on 
the Gateway, and releasing new patches for bugs that were discovered in individual 
interfaces. 
 
7.3.1.4 Multi-scale Computational Models to study the Human Immune Response to infection 
with M. tuberculosis:  
The PI aims to develop a realistic multi-scale multi-compartment model that describes the 
immune response to infection with the bacteria that causes tuberculosis. The agent-based and 
hybrid models simulate the progression of infection and the development of structures that arise 
in the lungs and lymph nodes. Uncertainty and sensitivity analysis result in thousands of 
simulations. The ECSS effort focused on understanding the project requirements issues related to 
condor jobs. Assisted with simple condor jobs using condor standard universe and resolved issues 
with condor submissions. 
7.3.1.5 Galaxy Deployment for the Scripps Research Institute (TSRI):  
The project focused on assisting the researchers at TSRI to manage, map, and analyze the 
terabytes of data generated from gene sequencing experiments. The project plans to sequence 
multiple complete human methylomes which have reduced complexity using specialized mapping 
software required such as Bismark , BS_Seeker. These software programs map the raw reads to 
four separate human reference genomes using GALAXY and BOWTIE. 
This quarter focused on setting up a local instance of Galaxy on Quarry gateway hosting service, 
installing and maintaining the needed applications on IU Mason cluster leveraged from NCGAS 
project. Moving data from TSRI to IU Data capacitor and loading it into Galaxy.  
Next quarter will focus on engaging the users in using the MASON cluster to first filter our raw 
data using a locally running version of GALAXY and then map these filtered reads to the 
reference human genome using a third party mapper such as BOWTIE. 
7.3.1.6 CESM- The collaborative CESM-ESG integration project:  
The integrated Community Earth System Model (CESM) and Earth System Grid (ESG) portal 
project focused on completing the critical features in the original project plan to support various 
user needs and enhance the user experience. Specific work activities include 
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 Support for large files to handle through conventional HTTP protocols and improved 
input uploading and output downloading functions.  
 Upgraded to latest version of CESM model 
 Testing of a pre-release version of the CESM model against the ESG network for the 
purposes of greater metadata generation and handling.  
Next quarter will focus on: 
 Developer transition  
 Preparation for CESM model release, testing and validating model cases, building 
additional ESG publication options into the system for users such as the ability to 
unpublish previously published datasets,  
 Supporting a graduate classroom use-case for the portal, and integration of post-
processing codes upon datasets published to the ESG network. 
7.4 Extended EOT Support  1.5.3 
Extended EOT work continues in the usual areas: tutorials (in-person, webinar, or both 
simultaneously), content-review of on-line training modules, outreach, and mentoring.  See the 
"Advanced EOT Support 1.5.3" table in the E Metrics appendix for event and staff counts. 
SC11 was a key meeting for this period, and a couple staff were involved with outreach activities 
or tutorials.  Our staff assisted in the following booths at the conference: 
 Intel 
 XSEDE  (including the various SPs) 
 NASA 
Glen Brook also participated in a tutorial at SC11: S10: Scaling to Petascale and Beyond: 
Performance Analysis and Optimization of Applications . 
A new effort is underway to develop an Accelerators tutorial for the XSEDE12 conference (and 
possibly also for SC12).  Our team plans to cover OpenACC and intermediate CUDA.  The 
tutorial team has conducted their first call and is in the planning stage.  The team is currently 
testing a novel code (developed by the team) to optimize process placement for Accelerators via 
the linux sched_setaffinity() system call. 
Work continues with on-line tutorial development and review.  The multi-core tutorial was 
thoroughly revised after the review from the previous quarter.  A new ci-tutor course on the 
Lustre file system is in final review and should be released this quarter.  Several of the team have 
been active in the final review and edit cycle of that course and Lonnie Crosby (NICS) helped 
with portions of the material. 
Mentoring efforts continue and some students attended SC11 with their mentors (Amit 
Majumdar).  This work is a good way to build the next generation of our HPC workforce.  Some 
of the students are showing a strong interest in continuing on in the HPC field and are actively 
seeking out job opportunities. 
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8 Education and Outreach 1.6  
8.1 Overview 
XSEDE’s Education and Outreach team worked closely with the Training team to coordinate 
programs and activities.  The Campus Bridging team worked with the Architecture and Design 
team to develop a pilot with interested campuses.  
Overall, the Education and Outreach teams are on track with their planned activities.  There 
activities have made slower progress than expected (student program, Rice faculty council, and 
formation of TEOS Advisory Committee) but efforts are underway to catch-up in these areas to 
be on track in the second half of the project year. 
Many of the TEOS team members spent considerable time planning and implementing the SC11 
Conference held November 12-18 in Seattle.  TEOS roles included General Conference Chair, 
Executive Committee members, senior Committee members, presenters and organizers, 
exhibitors, Steering Committee, and other programmatic aspects.  The SC11 Conference broke 
all-time attendance figures in terms of Technical Program attendees, international participants, 
total attendees, and the number of exhibitors. 
New activities not addressed in the original plans, are being developed to extend the impact of 
TEOS.  As these new plans are developed, they will be assigned WBS elements during the next 
quarter and will likely include: 
 3rd joint EU-US HPC Summer School June 25-28 in Dublin, Ireland 
 Joint extreme scaling workshop in collaboration with Blue Waters that extends an annual 
series developed by Blue Waters and TeraGrid 
 Development of a new collaboration with HPC Wales project that has the potential to 
span training, Campus Champions, and science gateways 
 SC12 committee work that will include efforts with the Communities Committee 
During the quarter, 13 education and 132 start-up accounts were created. 
8.2 Education – WBS 1.6.1 
Activities for the quarter can be divided into three categories:  1) conducting workshops for 
faculty and students, 2) development of competencies for computational science programs, and 3) 
initiating collaborations with universities interested in starting or expanding formal computational 
science degree and certificate programs. 
8.2.1 Workshops for Faculty and Students  
XSEDE was an integral part of the SC11 Education Program in Seattle, Washington 
(http://sc11.supercomputing.org).  The program benefitted from extensive participation by 
XSEDE staff.  Staff from OSC served on the education committee and led the preparation of 
software and loaner laptops for participants.  Staff from both OSC and Shodor served as 
instructors in the Computational Thinking and Engineering tracks of the workshop. 
The workshop was well attended with 254 attendees from a wide range of institutions and 
backgrounds including approximately 50 students, 150 faculty, a few K-12 teachers, and a variety 
of people from other parts of the HPC community.  Attendees included twenty-five women, six 
African Americans, and eleven Hispanic or Latino people.  The conference was divided into 
seven major tracks, allowing participants to pursue their interests across a wide variety of science 
and engineering fields. Of the 93 attendees who completed the workshop evaluation, 97% agreed 
or strongly agreed that the workshop advanced their knowledge of computational and data 
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enabled science and engineering and/or high performance computing.  Almost 90% agreed they 
would use the materials in their teaching, research, and work in their discipline. 
The computational thinking sessions were led by OSC and Shodor staff.  Those sessions were 
well received with over 90% of the respondents providing excellent or good ratings for the 
sessions (with an average of 70% excellent) for each of the sessions in this track.  The major 
criticism of the attendees was that they did not get enough hands-on time with the applications 
and examples being reviewed. 
8.2.2 Development of Competencies 
Work continued on the development of model competencies for both undergraduate and graduate 
programs in computational science.  The draft competencies can be seen at 
http://www.rrscs.org/competencies.  Based on discussions with the faculty at institutions that are 
interested in adopting formal programs, we have launched a final round of reviews of the 
competencies.  The review group consists of faculty from a wide range of related backgrounds 
plus practitioners from the national labs and industry with an interest in computational science.  
An online discussion group has been started as a part of this review and we expect to have a 
“final” model of competencies by March 2012 based on their input.  Those competencies will 
then be used as the basis for model programs that can be instituted at both the undergraduate and 
graduate levels.  The initial lists of participants in this “final” review are shown in table 1. Other 
participants may be added as visits are made to other possible campus partner sites. 
 
Table 1:  List of Participants in Final Competency Review 
Name Institution Background 
Amy Apon Clemson University Computer Science 
Otis Brown North Carolina State Climatology 
James Demmel U California Berkeley Computer Science 
Paul Fussell Boeing Engineering 
Thomas Hacker Purdue University Computer Science 
David Joiner Kean University Physics 
Kurt Keutzer U California Berkeley Computer Science 
James McGraw Lawrence Berkeley Labs HPC 
John McKibben Procter and Gamble Engineering 
Russell Manson Stockton College Computer Science 
Robert Olsen Stockton College Biology 
Nora Sabelli SRI Chemistry 
 
8.2.3 Initiating University Collaborations 
We have held discussions with eleven institutions interested in computational science programs.  
The institutions and a summary of their status and interests is shown in Table 2.  They vary from 
existing programs at Kean University and Stockton College that are seeking to broaden their 
scope to institutions that are undertaking their first exploration of new programs in this area.   
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Table 2:  Institutions with Interests in Computational Science Programs 
 
Institution Status and Interests 
Clark Atlanta Beginning to look at graduate programs related to research 
projects in computational chemistry and materials science 
Clemson University Beginning to look at both undergraduate and graduate programs 
spanning computer science and science fields 
Finger Lakes Community 
College 
Have an NSF grant to introduce research into the undergraduate 
experience involving multiple institutions.  May wish to 
integrate computational methods into that program. 
Kean University Has a five year dual degree program across computer science 
and mathematics.  Exploring integration with broader science 
curriculum and possible joint program with Stockton College 
Merrimac College Interested in undergraduate program spanning computer 
science and science disciplines 
Montgomery Community 
College 
Interested in community college science degree emphasizing 
computational science 
North Carolina Beginning to look at both undergraduate and graduate programs 
spanning sciences 
North Carolina State Beginning to look at both undergraduate and graduate programs 
spanning sciences 
North Carolina Central Interested in undergraduate major spanning the sciences 
The Ohio State University Working on integration of modeling and simulation into pre-
service science teacher education program 
 
The Ohio State University program is somewhat unique in that it involves the K-12 science 
teacher education program.  Work is underway to create a set of modules that use computer 
modeling to teach concepts in biology, chemistry, and physics to be introduced into their 
curriculum along with access to materials they can implement in their future classrooms. 
For the other institutions, we are beginning to schedule campus visits, potential workshops for 
faculty, and discussions with campus administrators to facilitate their adoption of a computational 
science program.  We expect to make a number of visits over the next quarter and have a concrete 
plan of action for each participating campus within the next three to six months. 
There are several other institutions that have indicated interest in computational science where 
campus visits were made by Shodor staff. 
8.2.4 Other Activities 
We have also been working on the design of an infrastructure for sharing instructional materials 
used in computational science classes.  In the Spring semester, the University of California at 
Berkeley will give two related computer science classes that will be captured and used as a 
possible model for how to capture shared lectures, add distance learners to the class, and convert 
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the class materials for asynchronous future use.  In addition, we are working on a metadata 
classification system that will allow us to tag any shared materials and create a searchable index 
helping people to find the materials.  We expect significant progress to be made on these 
activities in the coming quarter. 
8.2.5 Challenges 
The main challenge facing the education effort is the anticipated slow pace of change for 
programs at the universities.  All of the participating faculty are volunteering their time to work 
on curriculum development and thus are not able to devote the time to move things along quickly.  
In addition, the traditional approval process for new courses and new curricula are quite slow 
under normal conditions.  Faced with very tight budgets at all higher education institutions, the 
prospects for creating new programs may become even slower.  As the programs develop, we 
may be able to offer some seed funding to help spur program development. Nevertheless, there is 
strong commitment at a number of the participating institutions and we expect to have some 
successes with our current approach. 
8.3 Outreach – WBS 1.6.2 
Laura McGinnis reported that the Outreach team has completed its (grueling) fall schedule of 
conferences and is reevaluating the workflows and budgets for all of its services. Upcoming 
conferences will be announced shortly, after completion of the review of expenses for the first 
quarter. The Outreach team is also working with the Portal team to deploy project, student, and 
Campus Champion Fellowship applications on the XSEDE website. 
Laura McGinnis gave a talk at SC11 for attendees who were participating for the first time. The 
talk, entitled “SC11 in Plain English”, enabled new attendees to learn about the history of the 
Supercomputing Conference series, what SC11 has to offer, where things will be held, and other 
information to get the most out of their first SC experience. 
8.3.1 Underrepresented Engagement 
Accomplishments 
SURA sponsored six minority researchers to attend the SC11 conference in November. These 
researchers are the foundation of the SURA Minority Research Community, which provides a 
forum for researchers to learn how to use XSEDE. SURA is also working extensively with 
minority campuses and researchers to promote the opportunities that XSEDE is providing to the 
broader community (campus bridging, Campus Champions, etc). 
The XSEDE Outreach team at Rice University has initiated the XSEDE Scholars Program. Forty 
minority or otherwise underrepresented students from campuses across the country have been 
selected to participate. The group’s first activity was attendance at the SC11 conference, where 
they received an introduction to supercomputing, XSEDE, and the international HPC community. 
Additional synchronous sessions are scheduled for deeper training and mentoring. 
XSEDE was also represented at the SACNAS (Society for the Advancement of Chicanos and 
Native Americans in Science) conference, and at the Grace Hopper Celebration of Women in 
Computing. Most of the attendees at these meetings were students who are interested in 
internships and graduate opportunities. They are eager to get involved with XSEDE. 
Challenges 
Outreach to underrepresented communities still faces a challenge with presenting materials that 
are too generic or otherwise unsuited to the audience. We will initiate a process, coordinated 
closely with the External Relations team, to meet this challenge by the end of the current program 
year. 
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8.3.2 Speakers Bureau 
Accomplishments 
XSEDE Outreach activities were presented through exhibitor presence at SACNAS, Grace 
Hopper and SC11. To date, 193 conference attendees have requested follow up information on 
student programs, education/curricula issues, and research and resource allocations. These 
contacts have been circulated to the appropriate XSEDE groups for further information. 
Through the Campus Champions program, with support from ECSS and ESTEO, regional 
presentations were delivered at the University of Missouri, Idaho State University, and the 
University of Michigan. Additional events are being planned for Clark Atlanta, Fisk University, 
and North Carolina Central universities. 
Challenges 
As with Underrepresented Engagement, there is a need for conference collateral that will have a 
more lasting impact on the participants with whom we interact.  
8.3.3 Student Engagement 
Accomplishments 
The Student Engagement mailing list has grown to over 300 contacts. While most of these are 
from TeraGrid student activities, the Speakers Bureau program, as well as the application list for 
the Scholars Program have generated a significant number of new and under-represented students 
to raise awareness of opportunities for engaging with XSEDE and the HPC community.  
Challenges 
Development of the internship submission and application forms is proceeding more slowly than 
anticipated. Recruiting for summer internships will begin in the upcoming quarter, with the 
internships running for the summer. This coincides with traditional internship recruiting and 
execution timetables, though, so we expect we will meet our commitments for this program. 
8.3.4 XSEDE 12 Conference 
A first, formal proposal regarding the basic structuring of the XSEDE 12 conference was 
submitted to the XSEDE leadership team and approved. The XSEDE12 conference is being 
implemented in ways that build on past successes, taking due note of areas identified as 
opportunities for improvement by participants of past conferences. The structure of XSEDE12 
draws also on many lessons learned over the years by the Supercomputing conference. It is the 
explicit hope of the XSEDE12 leadership team to set a suite of precedents that are followed, to 
the benefit of the US research community, for several future XSEDE conferences. During the 
current reporting period, XSEDE executed contracts with a hotel and for registration services for 
the XSEDE12 conference. The dates, location, and theme (‘Bridging form the extreme to the 
campus and beyond’) were announced. There has been very positive reaction to the location of 
the conference. Much of the program committee leadership was finalized during the current 
reporting period.  
8.3.5 Campus Champions 
Accomplishments 
Four more campuses were added to the Champions program: North Dakota State University, the 
University of Montana, the University of Pennsylvania, and Montana State University, bringing 
the total to 106 current campuses under MOU. Campus Champions made presentations at the 
University of Oklahoma HPC Symposium, the EDUCAUSE conference, and SC11. In addition, 
Champions promoted XSEDE at 11 off-campus events and 25 events on their campuses, 
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including departmental meetings, classes, and seminars. Six Champion campuses applied to serve 
as Campus Bridging sites. 
The Campus Champions Fellowship program is tracking in parallel with the Student Engagement 
program. Online applications for both are currently in development within the XUP framework 
and expect to begin recruiting in January, 2012. The Fellows MOU is still under review, but 
should be approved by the XSEDE leadership shortly. 
Challenges 
The rapid and continued growth of the Campus Champions program is continuing to be a 
challenge. While there is an excellent leadership team in place, and a strong commitment of 
resources within XSEDE, it is difficult to meet all of the needs of the community within the scope 
of XSEDE constraints. Champions management and leadership are looking into a variety of ways 
to mitigate this challenge. 
8.4 Community Input – WBS 1.6.3 
The goal of this activity is to seek advice annually from the TEOS community regarding our 
effort to address their needs and requirements as identified in the XSEDE PD6.4 Requirements 
Report, Version 1.3 published July 11, 2010.  As a result of this survey, the TEOS component of 
the XSEDE project was designed to accommodate the identified needs and requirements. An 
annual survey of the TEOS community will be conducted to validate their input by addressing 
their needs and sharing our progress with them. The process may also include interviews with 
some members. 
The external evaluators are working to develop instruments, processes and mechanisms for 
assessing the impact of the TEOS programs and activities. 
8.4.1 Highlights 
Conducted regular meetings with external evaluators to address any issues/challenges that may 
arise as identified by the evaluators and to ensure collaboration in producing and disseminating 
surveys to TEOS users/community members to avoid duplication and promote collaboration. The 
lead will work with external evaluators to develop the survey of needs and will coordinate effort 
with Glenn Brook (who has agreed to work with evaluators and CNR Manager on the timeframe, 
questions, etc. of surveys). 
A draft document describing the role and responsibilities of the TEOS-AC members and 
distributed the document to TEOS Managers to review and approve it.  The plan is to identify 
TEOS-AC members and invite them to participate in the next quarter.   
Work is underway to develop a set of questions to include in the community survey, which is will 
be sent to community members in Spring 2012 (Q4), and analyzed and reported on by Y2, Q1. 
8.4.2 Challenges 
We are waiting to hear from the XSEDE PI regarding members selected to serve on the XSEDE 
Advisory Committee in order to identify one or two members who may also serve on the TEOS-
AC to provide feedback and advice from an overall project view. This may delay identifying and 
selecting the full complement of the TEOS-AC. 
We need to coordinate survey efforts with other XSEDE survey plans (User Services, ECSS, 
TEOS External Evaluators) to avoid flooding the community with surveys too close together in 
time. 
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8.4.3 External Evaluation Highlights 
8.4.3.1.1 Training 
Evaluators met with Tom Furlani, TAIS, to demo XDMoD. Evaluators believe it would be 
beneficial to have access to this interface in order to identify the highest CPU users and principal 
investigators over time. This will inform evaluators regarding their choice of Power User 
interviewees. Evaluators could also explore this interface to see how/who to monitor through the 
longitudinal portal tracking system that will soon be developed by Maytal Dahan. Evaluators are 
currently awaiting approval by John Towns and Scott Lathrop for Furlani to grant access to the 
interface. 
8.4.3.1.2 Education 
Evaluators will tailor the original Berkley survey draft to the online syllabus provided by Jim 
Demmel and disseminate for review in January 2012. 
8.4.3.1.3 Outreach 
Campus Champions: Evaluators are working with Kay Hunt and Kim Dillman to finalize the 
Campus Champions training needs survey. After review and approval by Laura McGinnis and 
Scott Lathrop, it will be disseminated to Campus Champions by 1/17/2012. 
SURA: Lorna Rivera has been added to the Minority Research Community forum. Evaluators 
will develop tools for the evaluation of the MSI workshops occurring during spring 2012. 
Evaluators plan to attend at least one event to conduct observations and interviews. All events 
will be evaluated using a post survey.  
XSEDE Scholars Program: Lorna Rivera will meet with Alice fisher on 1/17 to discuss the 
evaluation of the XSEDE Scholars Program Spring webinar series. The current focus of the 
evaluation will be attendance of the scholars and usefulness of the content. 
8.4.4 Campus Bridging 
Lorna Rivera will contact Craig Stewart to discuss the evaluation of the GFFS pilot program. 
Evaluators would like to conduct a pre and post survey as well as key informant interviews with 
participants at GFFS sites.  
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8.5 E&O Infrastructure 1.6.4  
8.5.1 Accomplishments 
The E&O Infrastructure function is to support other E&O projects with whatever is needed from 
a support perspective. This main function includes pushing out information via the XSEDE web 
site and portal, as well as creating new email lists on demand from the E&O projects. A call for 
features, information, and announcements is done continually, and that information has been put 
up on the Blog off of the XSEDE E&O site. Infrastructure also acts as a liaison from the TEOS 
team to the XSEDE External Relations team, as much of the public face of E&O needs to pass 
through the sites that are administered by External Relations. 
8.5.2 Challenges 
The XSEDE External Relations group has been spinning up the XSEDE presence through a web 
site and portal, and have run into a few technical glitches along the way that have precluded E&O 
from presenting its information in an ideal manner. E&O Infrastructure expects these technical 
problems to be solved and our time-sensitive information on the sites will be better presented. We 
will also endeavor to make the E&O presence more appealing, but that will come after the 
content presentation issues are solved. 
8.6 Campus Bridging 1.6.5 
The campus bridging team was very active during the current reporting period. After approval by 
the XSEDE leadership team, the Campus Bridging team issued a call for proposals to participate 
in a pilot implementation of GFFS. A BOF was held at SC11 to inform people about this 
opportunity, and to answer questions. A total of 16 proposals were received – all of which are 
well written. The evaluation of these proposals is currently under way, with ongoing discussions 
with the Architecture and SD&I teams, so that there is a clear understanding of what the 
objectives of the project are, what requirements are being addressed, and how the project will be 
evaluated. A review committee was formed with representatives of CB, SD&I, and Architecture. 
We had initially planned to complete reviews during December, but have now decided to take 
more time and have notified proposers that reviews will be completed no earlier than the end of 
January. 
During the prior quarter, the Campus Bridging team entered a risk into the risk registry – the risk 
that human resources funded to participate in this project were insufficient to meet expectations. 
At the December meeting, the CB team officially activated this risk, and we will be requesting 
additional funding for the second half of the program year. 
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9 TAIS/Audit Services 1.7 
 
In this TAS quarterly progress report we discuss continued software development, meetings, 
technical presentations and technical progress made toward scheduled software releases. 
 
9.1 Technical Progress 
 
XDMoD User Interface:   
During the last quarter, a major update of XDMoD (XDMoD 1.5) was released at SC11.  Details 
of the XDMoD presentations and other TAS related events at SC11 are discussed below.  
However, in the period following SC11 a number of new features have been added to the 
XDMoD portal including the addition of a powerful new Usage Data Explorer.  Figure 1 shows 
an updated XDMoD portal image that displays the Usage Data Explorer (similar to the 
Application Kernel Data Explorer).  In addition to its ease of use, the new data explorer includes 
these improvements:  
1. The ability to display time series for a large number of metrics simultaneously on the 
same plot.  For example, see Figure 1 in which the Total CPU Hours, the Number of Jobs 
and the Average Job Size are shown as a function of Time during Q4 of 2011.  Note that 
the total CPU hours are relatively constant but at the end of November a large number of 
small jobs (red curve in figure 1) were submitted reducing the average job size. 
2. The ability for the user to create complex plots of metrics.  For example see Figure 2 in 
which both the Number of Jobs (blue columns) and the Total CPU Hours (red curve) are 
plotted against Job Size.  Note from the plot that although most of the jobs only utilize a 
small number of processors, the relatively small number of large jobs dominate the CPU 
usage. 
 
Other additions and improvements were also made to XDMoD including the addition of the new 
metric Grant Type (see Figure 3.) and an improved method to track gateway usage (see Figure 4.) 
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Figure 1.  A view of the XDMoD portal showing the new usage data explorer. A time series with 
three metrics Total CPU Hours, Number of Jobs is shown and Average Job Size is shown. 
 
 
 
Figure 2.  A view of the XDMoD portal showing the new usage data explorer.  A complex plot of 
both Number of Jobs and Total CPU Hours as a function of Job Size is shown. 
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Figure 3.  A view of the XDMoD portal showing a plot of the newly added metric, Grant Type. 
 
 
 
Figure 4.  A view of the XDMoD portal showing a plot of Gateway Usage for Q4, in terms of 
both number of jobs and total CPU hours. 
 
 
User Authentication using XD User Portal credentials 
In preparation for the open release of XDMoD to all XSEDE users, a new authentication 
mechanism leveraging the existing XSEDE user portal authentication (OAuth) has been put into 
place.  The new login screen is shown in Figure 5.  The user will have the choice of logging in 
using local XDMoD credentials if they have them or using their XSEDE user portal credentials.  
Thus, during the upcoming quarter the XDMoD portal will be available to all XSEDE users.  
Their choice of authentication mechanism will be remembered on subsequent visits to XDMoD. 
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Figure 5.  XDMoD login screen showing the ability for a user to login using their XSEDE 
user account or an XDMoD user account.   The majority of XSEDE users will login via 
their XSEDE credentials. 
 
XDMoD load testing: 
In preparation for opening XDMoD to all XSEDE users, a series of load testing 
measurements were made effectively scaling the number of concurrent users of the system 
from 1 to 200.  We present a summary of the results in Figure 6 as well as more detailed 
results for the larger 100 and 200 user tests.  Definitions of terms relating to the load test 
are as follows. 
 
 “Concurrent users” is the number of users concurrently logged into XDMoD and 
using the tool. This doesn't necessarily mean that they are all doing the exact same 
thing at the same moment, but are actively utilizing the portal and exploring data. 
 “Hit time” is the time from the point that a request is made by the client (e.g., web 
browser) until it receives a response from the server. This can be for a REST call, 
image, etc. 
 An “agenda” is the set of pre-defined user actions (a mouse click, data entry, 
clicking a button or chart, etc.) that was created for the test to represent how we 
think a particular user role will use the portal. These are defined below in order of 
increasing data scope (and database load) 
o User - examining their group's usage with some comparison to XSEDE as 
a whole. 
o Center Director (CD) - examining their center's usage with some 
comparison to XSEDE as a whole. 
o Program Officer (PO) - examining trends in XSEDE over time as well as 
center and user data. 
 A “test plan” is a mix of agendas representing a set of concurrent users. 
 
Each test plan was a mixture of agendas representing the 3 roles defined above as follows: 
 3 Users (baseline) - 1 PO, 1 CD, 1 User agenda. 
 25 Users - 6 PO, 6 CD, 13 User agendas. All users began the test at the same time. 
 50 Users - 12 PO, 12 CD, 26 User agendas. All users began the test at the same 
time. 
 100 Users - 15 PO, 25 CD, 60 User agendas. The plan started with 5 PO, 12 CD, 
25 User agendas and ramped to the full amount 
 200 Users - 30 PO, 50 CD, 120 Users. The plan started with 5 PO, 12 CD, 25 User 
agendas and ramped to the full amount. 
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The reason for the linear ramp-up for the 100 and 200 user load tests is that the server 
could not handle the full load of all users executing queries all at the same time (this 
essentially bypasses the database cache because the queries cannot complete before they 
are executed again). Note that an individual action in an agenda may generate many calls to 
the server. For example, the first time that a user visits the splash page this results in 107 
requests sent to the server (REST calls, image requests, JavaScript file loads, etc.). Our 
data shows that in the first 20 seconds of the 200 User test 3457 individual requests were 
made to the server but over the course of the entire test this averaged out to 75 requests 
being serviced per second with a maximum of 210/sec. Each test plan was run for 25 
minutes and completed as many iterations through its set of agendas as possible during that 
time. 
 
The test plans were executed by remote servers (remote to CCR) running through pre-
recorded agendas and included a random 2-5 second wait between actions.  Test data was 
cross-referenced with the MySQL slow query log as well as the output from the iostat and 
sar commands running during the tests to monitor CPU and I/O load.  For reference, the 
completion time for each agenda in the baseline test (load of 1 of each agenda) is 
 User - 3 minutes 
 CD - 5.6 minutes 
 PO - 4.7 minutes.  
 
Overall test plan completion time is shown in Figure 6. This chart shows how long on 
average it took to complete a single instance of a test plan for each of the server loads. The 
25, 50, and 100 user tests all show similar trends with an initial spike in the time needed to 
service each request (hit time) and a tapering off of the hit time.  The increased number of 
users results in a moderately decreased response time as expected.  The 200 user test, 
however, shows a marked increase in the average completion times mostly due to the large 
queries being performed by the PO test. The large upward jumps in the graph at 11 min 
and 23 min are explained in Figure 8. 
 
The Test Plan Completion Time vs. Load for 100 Users (Figure 7) and for 200 Users 
(Figure 8) show the number of agendas in each role ramping up over time (dashed lines) 
and the average time to complete each agenda (solid lines). The average time to completion 
for users remains fairly constant but the CD and PO roles see an initial spike in completion 
time and then a shorter time when the successive tests begin re-using their large cached 
queries from the database.  Note that it takes roughly 10 minutes to complete an iteration 
through the PO test plan under the 100 user load compared to the 4.7 minutes that it took 
during our baseline and 12 minutes to complete under the 100 user load.  The 200 user test 
is clearly stressing the hardware, with the average time to complete the user tests 
increasing from 3.25 minutes to 4.7 minutes (a 45% increase). The first user test takes 
approximately 3 minutes to complete with 11 minutes for the first CD test and a whopping 
23 minutes for the first PO test to complete. The PO role was only able to complete 20 
iterations through the test plan vs 39 in the 100-user test. You'll notice that the first 
completion of each role test corresponds to the jump in test completion time from Figure 6.  
We've found that the slowdown in the PO tests is largely due to the querying of datasets 
across all XSEDE over 3-5 years. This causes the database to use temporary tables on disk 
resulting in much disk contention. 
 
Figure 9 shows the average hit time for the 200 User test.  This shows the average time it 
takes for a request to be serviced for each of the roles during the test. Note that once the PO 
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tests start making their large multi-year queries comparing data from all of XSEDE jobs 
the service time skyrockets and begins to affect the other roles. Again, the main issue 
seems to be the temporary tables to service the large database joins. Also note that it's not 
likely that we will have this number of PO users (> 15) active at the same time in the near 
future. 
 
In summary, the present XDMoD hardware and software can accommodate a reasonable 
mixture of up to 200 simultaneous users.  The load testing also suggested strategies to 
improve XDMoD performance, especially for queries involving large data sets, that will be 
implemented in the future. 
 
Figure 6.  XDMoD load test results for all test plans. 
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Figure 7.  XDMoD 100 USER load test result showing the average agenda completion time 
versus user load (as described in the text). 
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Figure 8.  XDMoD 200 USER load test result showing the average agenda completion time 
versus user load (as described in the text). 
 
  71 
 
 
Figure 9.  Average hit time versus user load for the 200 USER load test showing the effect 
of large (intensive) Program Officer queries. 
 
XDMoD Usage 
Appendix 1 provides a list of current XDMoD users and a google analytics overview of XDMoD 
usage during Q4 of 2011. 
 
Application Kernel Development:  
In preparation for wider deployment of the application kernels throughout XSEDE resources, an 
allocation request (Jones – PI) was made by the TAS team for Blacklight, Forge, Kraken, 
Lonestar4, Ranger and Trestles.   The TAS Application Kernel audit process is designed to run 
from a user’s perspective and accordingly an XSEDE users account is required.   An allocation 
award will allow the TAS team to move forward with the deployment of Applications Kernels on 
these machines. 
 
9.2 Meetings, Events, Publications and Presentations 
 
Meetings: 
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Weekly meetings of the TAS Working Group are held every Wednesday afternoon.  UB project 
members attend in person and the Indiana University subcontractors attend by web and audio 
conference.    
 
SC11 Activities: 
TAS team members attended SC11 at Seattle WA.  Some of the TAS SC11 activities included: 
 
1) Formal release of XDMoD 1.5 to authorized users.  As of Q4 this list was still limited to 
selected program officers, center directors and XSEDE managers and staff members.  As 
discussed above during Q1 of 2012 XDMoD will be opened up to all XSEDE users. 
 
2) Thomas Furlani, Matthew Jones and Steve Gallo, supported by the rest of the TAS team, made 
a Birds-of-a-feather presentation featuring an XDMoD demonstration and a following question 
and answer session.  The BOF was well attended and led to a lively discussion. 
 
3) The TAS team lead by Thomas Furlani presented a TAS progress report to the Advisory 
Committee chaired by Abani Patra.  Once again the session was a very animated and informative 
one.  Minutes of the meeting are presented as Appendix 2. below. 
 
 
Publications: 
 
During Q3 the TAS team submitted the following paper to “Concurrency and Computation: 
Practice and Experience”: 
 
Performance Metrics and Auditing Framework Using Applications Kernels for High 
Performance Computer Systems  
 
Thomas R. Furlani*, Matthew D. Jones*, Steven M. Gallo*, Andrew E. Bruno*, Charng-Da Lu*, 
Amin Ghadersohi*, Ryan J. Gentner*, Abani Patra*, Robert L. DeLeon*, Gregor von 
Laszewski
+
, Lizhe Wang
+
 and Ann Zimmerman
#
 
 
*Center for Computational Research, University at Buffalo, State University of New York, 701 
Ellicott Street, Buffalo, NY  14203, 
+
Pervasive Technology Institute, Indiana University, 2719 
East 10
th
 Street, Bloomington, IN  47408, 
#
School of Information, University of Michigan, 105 S. 
State Street, Ann Arbor, MI  48109 
 
The paper was favorably reviewed and the reviewers suggested a series of improvements.  The 
reviewers’ suggestions were incorporated into the paper and the paper was resubmitted in 
December 2011. 
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9.3 TAS Appendices  
 
Appendix 1. XDMoD Current Users 
 
 
Table A1.  Current users of XDMoD 
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Figure A1.  Google analytics overview of XDMoD usage. 
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Appendix 2.  Minutes of the SC11 meeting of the TAS Advisory Committee  
 
Minutes of  Advisory Committee Meeting, 2011-11-14, 1530-1700 PST (WSCC 400) 
 
Attendance:  
  
TAS Team: T. Furlani, M. Jones, S. Gallo, A. Gadhesohi, R. Gentner, C. Lu, R. L. DeLeon, G. 
von Laszewski (IU), and F. Wang (IU) 
 
Advisory Committee: A. Patra, R. Brower, P. K. Yeung, S. Graves, M. Berzins, C. Stewart and 
Jerry Bernholc (on phone/webex) 
 
XSEDE: John Towns (XSEDE) 
NSF OCI: Barry Schnieder, Irene Qualters 
 
Meeting opened with Tom Furlani presenting the status and recent advances of TAS and the 
XDMOD system in particular. Many significant advances reported in v.1.5.  
 
Q&A 
 Irene Qualters questioned roles and rationale for data access arguing for maximum openness, 
Craig Stewart, Martin Berzins (also Richard Brower) argued for openness. Some need for 
center’s and PI’s to be able to keep privileged information private – especially information 
that would provide competitive disadvantage to users and RPs on XSEDE. Given the 
taxpayer funded nature of these resources and much of the funded research being conducted 
on them a strong case for maximum openness can be made. TAS will seek more guidance on 
maximal amount of data that can be exposed. 
 Sara Graves questioned the nature and type of feedback obtained from the Application 
Kernels. Clarifications were provided. 
 Storage reporting emphasized (John Towns has sent proposal to Service Provider (SP) 
forum). 
 Barry Schnieder was very enthusiastic about SP compliance using XDMOD resources. 
 Martin Berzins - need to distinguish between job utilization and science impact (e.g., 
uncertainty quantification runs tons of smaller jobs to answer simple question) 
 P.K. Yeung - have to look closer at individual projects (Tom brought up demo, did various 
drill downs, including allocation 
 Barry Schnieder sought more flexible images for report (Steve suggested zip file along with 
PDF, maybe PPT?) 
 Richard Brower pointed out inconsistencies in naming (specifically HPCC/DGEMM, runs on 
single node, needs clarification in the display) 
 Sara Graves observed need for success stories, need to capture text as well as the data (!) 
 Gregor Laszewski pointed out utility of AKs for predictive performance in clouds and 
elsewhere. 
 Tom Furlani showed log file analysis examples and outlined potential collaboration with 
TACC. 
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Open discussion of several topics ensued. 
 
Data Collection - Stewart/Jones 
 Craig Stewart emphasized need for continued collaboration bewteen XSEDE and TAS  
 Martin Berzins emphasized need for low-level details like flops 
 Sara Graves was interested in data both high-level and low-level 
 Richard Brower  pointed out that time to solution and algorithmic efficiency are the real keys, 
and not easily gleaned by looking at the AK data 
 
Science Impact 
 Jerry Berzins  pointed out that publications are difficult to use, lagging indicator 
 Abani Patra provides basic slides on science (R&D) impact measures 
 Craig Stewart noted that any measure ends up being gamed by the end users 
 Martin Berzins  noted that peer review needs to be important part of the assessment, as that is 
key to the whole process 
 Abani Patra proposed survey-based method of impact performance annual survey of all users, 
5 nominations of best science in their experience base (ask users to rate up to 10-20 projects 
in their field of science) - rate on 5pt scale, 1- creativity, 2 - increases `stock of knowledge', 3 
systematic/rigorous methodology, 4 - leads to new applications of importance, 5 - trump card 
of a bonus 5 points to throw at real game changers.  From this the Top 5 from each area are 
evaluated by peer/XSEDE review panel for possible award consideration. 
 PK Yeung suggested that allocations needs better reviewing process and better reviewers in 
allocations process. 
 Irene Qualters questioned overall goal - will it be better than citations? 
 Craig Stewart - looks like coaches poll, usually not badly wrong, would be very interesting 
 Richard Brower noted that importance of the science area/question is  also critical, but hard to 
determine. 
 Barry Schnieder - look at things like CPC - measure number of times a application is 
referenced/downloaded 
 Richard Brower  - need to emphasize important rather than popular problems 
 Martin - have to be careful at looking at outcomes, some produce lots of software vs. pubs, 
others vice versa 
 Tom Furlani - example of UB, grants/returns on investment 
 Richard - look for correlations (gave example of homework and exam scores) 
 Abani - not settled today, but need ground to stand on 
 
TAS interactions 
 Sara Graves - XDMOD needs better way to tell stories from data 
 Gregor, fastlane not amenable to full reporting 
 Martin Berzins  - look at other large scale NSF facilities 
 Irene Qualters -  hard to do that, most are instruments with defined science goals 
 
XSEDE Science Advisory Board interactions 
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 So far only 1 presentation to SAB by Tom Furlani, Do we need a more systematic and 
sustained interaction? 
 Abani Patra - SAB needs more data on XSEDE – advice tends to be generic and non-
actionable. 
 Martin Berzins - have NSB set consistent audit policies for all large scale  projects? 
 Irene Qualters - all have evaluation metrics, but individual metrics are fairly unique 
 
Action Items: 
Roles - data policies, need to be disseminated, decided upon by NSF oversight 
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10 TAIS/Technology Insertion 1.8 
 
10.1 Highlights 
The Technology Evaluation Lab nodes at TACC were integrated into the FutureGrid system, 
enabling easier access and integration with testing resources around the country. The TIS XTED 
system continues to add new features. Globus Online data transfer service was evaluated and 
recommended for use. 
10.2 XD – TIS 
10.2.1 Technology Identification and Tracking 
Update 
Design and documentation for development iteration 0.7 of XTED was completed and 
implementation was begun.  Version 0.7 provides features supporting User Request feedback 
management.  As this information is collected in XTED, it will be used to determine technologies 
selected for evaluation. Version 0.7 is scheduled for release in Q1 2012. 
 Version 0.7 Use Cases 
1. Create User Request - Allows an Authenticated User to request a particular capability. 
This is a very generic 'catch-all' for soliciting feedback from the community and covers 
things such as documenting user forum feedback. 
2. Manage User Request - TIS Staff manages a User Request, ex. updating content. 
3. View Requests - The primary listing of all 'Request' related records viewable by TIS Staff. 
 
10.2.2 Technology Evaluation Laboratory 
The Technology Evaluation Laboratory (TEL) is composed of a combination of reserved 
resources housed at TACC, the FutureGrid systems, and Service Provider (SP) systems. These 
systems represent the HPC computing environment found in XD and will facilitate the 
Technology Evaluation Process (TEP) conducted by the TIS team. The test system housed at 
TACC has been configured with 6- Dell 710 nodes and can be accessed via ssh at the public 
address: tis.futuregrid.tacc.utexas.edu. 
 
In the last quarter dedicated TEL nodes were integrated into the FutureGrid system housed at 
TACC (alamo) to ease user account management. Also, by integrating into the FutureGrid we are 
able to leverage the existing NFS shared home file system for consistency across all nodes. The 
team is currently preparing virtual machine images for testing, in addition to the continuous 
refinement of documentation that will assist the TEP group in their evaluations. 
 
10.2.3 Technology Evaluation Process 
Summary: We had 2 Evaluations in progress for this quarter.  One was completed and the other 
was waiting for the final report. We intend to start 2 more evaluations in the first quarter of 2012 
and streamline the process for picking new evaluations. 
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The second evaluation, Globus Online was not finalized but the Internal report was finished. 
We found that Globus Online met the requirements and should be recommended for use. We will 
publish the final report next quarter. 
The third evaluation , Genesis II Global Federated File System, was completed. 
We finished the evaluation with a finding of incomplete, as the application is not developed 
sufficiently to allow for independent review. With an incomplete rating, we have not published a 
final report. We've told the developers that the application and documentation are not ready and 
are waiting for a version that can be evaluated independently. 
Goals 
Our goal for the next quarter is to publish the final report of second evaluation and to start the 
next 2 evaluations.   
We will revisit the Genesis II evaluation if the application becomes ready. 
10.2.4 Technology Insertion Support 
The Technology Insertion Support (YNT) team facilitates transition of supported and 
recommended technologies from evaluation to deployment by XSEDE service providers and 
users. YNT works with the evaluation teams to ensure that deployment, design, installation, 
configuration, maintenance, and usage methods for supported and recommended technologies are 
sufficiently documented, together with validation tests and usage examples. 
YNT publications are intended for use by systems administration staff at XSEDE service 
providers to guide deployment of technologies for use with their resources. For technologies 
intended for end-user installation and use, YNT publications are intended for use by systems 
administration staff supporting end-users. Documentation for usage examples will be prepared for 
use by end-users directly. 
The YNT team continues to work with the TIS evaluation teams to develop procedures and 
instrumentation in the evaluation process to support documenting deployment object components 
including validation tests and usage examples. Additional useful metadata from the evaluation 
process, such as time, expertise and effort required to perform each evaluation are being collected 
during evaluations to inform prospective implementers regarding deployment effort and expertise 
required. The YNT team continues to review existing deployment models in XSEDE and other CI 
projects, for guidance in establishing appropriate YNT procedures. 
To facilitate transition of recommended and supported technologies in XSEDE, the YNT team 
continues to observe current deployment testing activities of XSEDE Software Development and 
Integration processes associated with XSEDE Configuration Items for execution management 
services (EMS), global federated file system (GFFS), and Globus Online data movement. The 
experience and information gathered will be used to guide preparation of technology deployment 
materials and documentation in ways that can readily be utilized by XSEDE SDI Configuration 
Item teams, as well as XSEDE Operations integration test teams. 
10.2.5 Usage, Satisfaction, and Impact Evaluation 
Led by the TIS user advocate, the Usage, Satisfaction and Impact Evaluation team is charged with 
engaging the user community in the evaluation and testing process, by various methods including 
focus group teleconferences aimed at finding out what functional requirements are not being met, 
and with feeding these requirements into the TIS identification and tracking, evaluation and 
testing activities. 
 
Our requirement gathering activities have continued to focus on prospective users from 
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communities that have not used NSF HPC resources in the past. In addition to digital humanities 
and social, behavioral and economic sciences, we have begun gathering requirements from the 
Next Generation Genomics research community, specifically from the Galaxy and Assemblathon2 
projects.  We are also leveraging partner institutions’ work in the NIH funded Minority Access to 
Research Careers (MARC) Bioinformatics program, to discover the technology needs that are 
specific to researchers whose labs are on minority school campuses.  
To enter the requirements we gather, in a format that is useful for TIS evaluations, we are 
working with the XTED team on a suitable form. We have also decided to refer salient 
requirements to the User Requirements Evaluation Process (UREP) run by the XSEDE Systems 
Engineering team. Requirements that are validated by the UREP will be preferentially used in the 
TIS evaluation process. 
We continue to work with the YNT team to developed an evaluation priority metric to guide 
selection and to establish priorities among technology evaluation candidates (see 9.2.4 above), 
stressing the need for the user requirements to be given appropriate weight in this metric. 
 
 
  81 
11 ExTENCI  
XSEDE (previously TeraGrid) and Open Science Grid have been working together to support 
science that can make use of both cyberinfrastructure platforms. 
11.1 Overview 
The Extending Science Through Enhanced National Cyberinfrastructure (ExTENCI) Project is a 
joint Open Science Grid (OSG) and TeraGrid project, funded by OCI. The PIs are Paul Avery 
(U. Florida), Ralph Roskies (PSC), and Daniel S. Katz (U. Chicago). 
The goal of ExTENCI is to develop and provide production quality enhancements to the national 
cyberinfrastructure that will enable specific science applications to more easily use both OSG and 
XSEDE/TeraGrid or broaden access to a capability to both XSEDE/TeraGrid and OSG users. 
ExTENCI has four primary areas of work, each of which is discussed below. 
11.1.1 ExTENCI – Distributed File System (Lustre-WAN) 
During this quarter the project continued application testing and benchmarking, installed new 
hardware at some of the sites, and experimented with additional tools to help improve  
the performance of the applications running on the Lustre-WAN testbed. 
The CMS and LQCD application testing was extended to Florida State University (FSU) and  
Florida International University (FIU). Testing continued at Fermi Lab (FNAL)  
and the University of Florida (UF).  
Performance of the CMS application was benchmarked using various application and  
file system configurations. The results of these benchmarks have been recorded  
in the project’s wiki. 
Much of the testing is now being done using virtual machine images (VM’s). UF and  
FIU successfully installed the PSC-provided XEN VM’s, which contain the  
Lustre client code. 
The CernVM File System (CernVM-FS) was ported into the PSC VM. Benchmark testing was 
done to determine the optimal use of this tool. The results have been posted  
to the project’s wiki. FNAL has created documentation for using this tool in the project.  
UF tested the performance of the Lustre WAN used in conjunction with Cern ROOT. 
New networking and server hardware for the project was installed at UF and FIU. 
PSC is providing some coordination assistance to FNAL for their Kerberos 3DES upgrade. 
The following two posters have been accepted for International Conference on Computing in 
High Energy and Nuclear Physics (CHEP) 2012: 
 “Secure Wide Area Network Access to CMS Analysis Data Using the Lustre Filesystem” 
(abstract id 207) 
Track: “Computer Facilities, Production Grids and Networking” 
 “Using Virtual Lustre Clients on the WAN for Analysis of Data from High Energy 
Experiments” (abstract id 208) 
Track: “Computer Facilities, Production Grids and Networking” 
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11.1.2 ExTENCI – Virtual Machines 
The Clemson team has deployed the CERNVM BOINC image on its cloud. The BOINC VM 
fetches work from a boinc server for the test4theory project (a revamp of LHC@HOME). Image 
was converted to KVM (qcow) format and started via opennebula, and it worked correctly. 
Clemson advertised cloud resources to Future grid users, and created a website: 
https://sites.google.com/site/cuonecloud/ with basic tutorial and screencasts, more to come. UW 
has access to cloud and is testing its own tools. The team also deployed Cumulus to provide S3 
like access; demonstrated elastic IP, i.e., associating a public IP address with a running instance 
that has been started behind a NAT and giving temporary ssh access to VMs on private network 
and so on; provided access for Mike Wilde’s group. Clemson has submitted a paper related to the 
work with STAR to the Journal of Grid Computing. The team contacted the STAR project. They 
do not have big runs planned currently, but they will try to identify a staff member to test 
Clemson’s EC2 interfaces 
The Purdue team worked with UW in testing the VM authoring and management tools it has been 
developing by providing access to Wispy and system information. The team has provided base 
Wispy VM to the glideinWMS team to set up as a CMS GlideinWMS VM in user space and test 
at Purdue. This testing has been delayed as the GlideinWMS team has not been available to work 
on this item. Meanwhile, the Purdue team converted the CERNVM BOINC VM to run on Wispy 
and successfully started multiple instances. However, these VMs do not appear to be accepting 
outside work. The BOINC VM appears to be trying to contract a private broker for work and does 
not appear usable on Wispy until that is fixed. Purdue is contacting the CERNVM team to get 
help in resolving the problem. Purdue is also improving authentication on Wispy by automating 
the process, including getting and installing a cert, downloading the Nimbus client software and 
setting up the interface. The result of this work will make it easier for users to access Wispy. 
Purdue is making changes to its second year WBS to include work on an online tool for accessing 
and controlling VMs that run on Wispy. Purdue ExTENCI staff worked with the nanohub team 
on a paper to UCC2011 titled “Practical Considerations in Cloud Utilization for the Science 
Gateway nanoHUB.org” (http://www.cloudbus.org/ucc2011/papers-accepted-ucc2011.html).  
The Wisconsin team has acquired access to Wispy and OneCloud and began working on using 
EC2 and S3 APIs to stage and start user VMs (CERN’s BOINC VM and a local user’s VM). The 
developers have discovered that S3 doesn’t have to be used the way Amazon does and 
determined additional work needs to be done in the authoring and management tools. 
11.1.3 ExTENCI – Workflow & Client Tools 
Hardware and software tasks during this period: 
SCEC: 
 Task I1.1 (Split SCEC processing into TG and OSG parts, run complete processing end-
to-end on both infrastructures), started 8/1/2010, to finish 10/31/2010, 100% complete. 
Complete as a demonstration, but not practical for general users because most OSG sites 
do not have sufficient storage resources to dedicate to this code’s input data long-term. 
 Task I1.2 (Examine and report on alternatives for data movement in the contexts of 
performance and ease of use (Performance improvement by using OSG in addition to 
TeraGrid will depend on the ability to lease OSG resources, both data and 
compute)), started 8/1/2010, to finish 1/31/11, 100% complete. 
Complete, though optimization can and will continue. Bundled jobs with single data 
transfers for each bundle is best current option. We also run jobs on OSG only when we 
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can amortize the data transfer cost through the amount of computing that needs to be 
done. 
 Task I1.3 (Examine and report on alternatives for task mapping, etc., in the contexts of 
performance and ease of use (Performance improvement by using OSG in addition to 
TeraGrid will depend on the ability to lease OSG resources, both data and compute)), to 
start 11/1/2010, to finish 6/30/11, 100% complete. 
Most mapping of task bundles is done automatically through Swift now, though the 
bundling of tasks needs to be done manually (by the application developer, not the user) 
and see I1.2 status as well - there is some decision-making on what to run on OSG vs. TG 
that is still somewhat manual. From the end-user point-of-view, a single script exists to 
run a CyberShake analysis using TG and OSG, which is quite simple. As with I1.2, 
optimization can and likely will continue. 
 Task I1.4 (Port the currently sequential Broadband code to Swift in order to parallelize it 
and to enable it to run efficiently on both TeraGrid and Open Science Grid. Run the 
“hanging wall” benchmark in one day. Coordinate with SCEC to continue working with 
latest version of Broadband code), to start 8/1/2011, to finish 3/31/12, 20% complete. 
The broadband code has been made available by the SCEC team. Downloaded and 
installed the latest release (v11.2.2) on Ranger. Installed supporting packages and 
libraries. Have run unit tests and acceptance tests. A number of tests show failures due to 
divergence from the defined tolerance values. Preliminary probes suggest a compiler 
version mismatch could be the reason for these failures. This is being addressed in 
consultation with SCEC. 
 Task I1.5 (Build version of parallel Broadband code that used VMs to run on some TG 
and OSG systems and potentially Amazon EC2), to start 4/1/2012, to finish 7/31/12, not 
yet started. 
Additional applications: 
 Task I2.1 Run Glass workflow on TeraGrid. Started 8/1/2010, finished 6/31/2011. 
Completed. This workflow was run on Ranger and Queenbee. 
 Task I2.2 Run Glass workflow on TeraGrid and OSG. Determine effective site 
configuration and measure workflow behavior on the combined resources. Started 
8/1/2010, finished 7/31/2011. 
Completed. Ran 10K “Glass” jobs using OOPS framework on OSG/Engage; installed on 
~14 sites; running well on 5. Max concurrency to date is ~750 job slots. Scripts are now 
ready for combined OSG/TG execution. G. Hocky (science user) has TG allocation on 
Ranger and Queenbee, and is running the app there. This task is complete; a paper on the 
work (which acknowledges OSG and ExTENCI) has been submitted to ArXiv 
(http://arxiv.org/abs/1201.2888), and will be submitted to Physical Review Letters. 
 Task I2.3 Run an application with some workflow segments on XSEDE and other 
segments on OSG. Measure workflow behavior and efficiency. Started 2/1/2011, to finish 
3/31/2012. 
25% complete. Candidate workflows for this milestone are: (a) collaboration graph 
analysis (PI: Andrey Rheztsy) or (b) LAMP protein modeling (PI: Greg Voth). Both are 
NSF-funded. (Revised 1/6/2012 to select apps that have live science needs and multi-grid 
requirements). 
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 Task I2.4 Determine effective data management strategies for multi-grid (e.g., XSEDE 
and OSG) workflows, and measure workflow behavior and efficiency. Started 3/1/2011, 
to finish 6/30/2012. 
80% complete. Catalog the diverse data management strategies available through Swift. 
Add a new data strategy for GridFTP-based “pull” from GridFTP servers to local worker 
node filesystems. This quarter: supported addition of Swift data transfer option to copy 
from a GridFTP server direct to a worker node local filesystem (was needed for SCEC 
application). Previously: Tested Swift policy options for staging data directly to the 
worker node and bypassing shared filesystem. Fixed timeout errors in the direct-to-
worker staging mechanism. Significantly stress-tested, now working more reliably, now 
sufficient for SCEC workflow.  
 Task I2.5 Enhance workflow packaging and usability to enable additional users. Measure 
and report on workflow usage and site utilization by the OOPS user community. Started 
12/1/2010, to finish 4/30/2012. 
75% complete. Will focus this task exclusively on Swift interfaces to Glide-in workload 
management system. (Will not use the prior keep-N-queued algorithm unless that is 
needed for XSEDE). Adapting Condor-G-based job execution interfaces from ExTENCI 
SCEC work for general use. Trialing techniques on new user M. Parisien for protein-
RNA docking at UChicago. Using simple Condor-G scripts for application installation. 
Engage-VO site configurator for Swift tested by 2 CI developers for generality. 
 Task I2.6 Adjust site selection based on application characteristics. Started 5/1/2011, to 
finish 5/31/2012. 
50% complete. Task is to schedule parallel jobs (MPI or OpenMP) to appropriate nodes 
based on application characteristics. This will be done primarily through the Swift 
application catalog, and possibly through addition Swift profile information. Will be 
tested on one of the apps from task I2.3 (workflow segment grid differentiation). 
Previously enhanced KeepNQueued to add worker node blocks from TeraGrid sites 
(works on Ranger at the moment). Achieving 65 jobs / sec to ~50 OSG worker nodes. 
Tested Swift on 18 OSG sites at level of 2.2M trivial jobs over about 400 cores. Tested 
site selector with SCEC workflow. This mechanism has now been used for executing 
both SCEC and protein runs. Data indicates (a) that resource availability fluctuates 
significantly and (b) the automated demand sensing mechanism is reacting appropriately 
to these fluctuations. 
 Task I2.7 Engage one new user community in combined OSG-TeraGrid usage using 
ExTENCI techniques. Measure and report on workflow usage and site utilization by the 
new user community. Started 10/1/2010, finished 4/28/2011. 
Completed. Have engaged new user G. Hocky of Reichman Group at Columbia U. 
Informal measurements indicate 100K+ jobs of average 1.5 hour completed in 4Q2010 
using Swift on OSG Engage VO. Used 18 sites, about 6 primary sites; peaks of over 1K 
cores. Expect to engage several additional users in new app domains (energy/econ) over 
next quarter. 
 Task I2.8 Prototype Swift application execution on Clemson VMs (not a committed task). 
Started 11/15/2011, to finish 6/30/2012. 
25% complete. Considering use of SWAT Hydrology application for this prototype 
demonstration. 
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11.1.4 ExTENCI – Job Submission Paradigms 
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12 Indiana University - Service Provider Quarterly Report 
 
12.1 Executive Summary 
 
Indiana University (Subaward  #2011-00318) 
During the reporting period, IU introduced a new and novel concept – a privately owned service 
operated by Penguin Computing, operated from within IU facilities, and accessible as a “cluster 
on demand” service. IU is working with Penguin Computing to deploy open source elements of 
the XSEDE software stack on this system, and our intent is to register this with XSEDE as a 
“level2” XSEDE resource as soon as the definitions of such are finalized and it is possible to do 
so. It’s never before been the case that someone could turn money into cycles on a TeraGrid- or 
XSEDE-like system. This is a novel approach to provisioning cyberinfrastructure to the US 
research community (novel in part because it is a true high performance cluster that is offered on 
demand – not a VM-based cloud service). 
 
At SC11 IU demonstrated new data movement capabilities over 100 Gbps networks using a 
demonstration of the Lustre file system mounted between Indianapolis, Indiana and Seattle, 
Washington. Indiana University set a record for fastest data transfer across a 100 Gigabit (Gb) 
network spanning thousands of miles.  The 100Gb production network used was the first of its 
kind and permitted the IU researchers to push 6.5 gigabytes per second of data across 2,300 
miles. 
 
FutureGrid continues to increase its impact on US computational science and computer science 
research. A very successful workshop was held at SC11 related to FutureGrid. Many 
demonstrations at SC11 featured work done on FutureGrid. The project has added staff related to 
user support, in response to suggestions from its User Advisory Board. 
 
FutureGrid (NSF Award #OCI-0910812) 
 
 Purchase order for 10 GPU systems finalized and sent to International Computer Concepts 
(ICC), based out of Lake Zurich, IL.  Each system will have 192GB RAM.  An order for 
eight (8) additional systems will follow, with ICC honoring the same pricing. 
 
 Twenty-one (21) new project requests were approved this quarter.  See 1.9.3 SP-specific 
Metrics for project statistics 
 
 Created two new “user support” positions, one targeting outreach and the other targeting the 
support of the FutureGrid ticket system.   
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12.1.1 Resource Description 
 
Indiana University (Subaward #2011-00318) 
 
Indiana University SP Systems 
Quarry (Virtual Machines) - The XSEDE science gateway hosting environment provides 
hosting services for XSEDE researchers running science gateways, making high performance 
computing more accessible.  Two VMs for XSEDE projects were added this quarter, bringing the 
total to 48.  We have completed the first phase of hardware installation for the gateway hosting 
refresh.  Software installation has also been completed and the initial migration preparations have 
begun.  All new VM's starting Q4 are allocated in the new environment. 
 
Data Capacitor - The Data Capacitor is a high speed/high bandwidth Lustre storage system for 
research computing that serves all IU campuses. It is comprised of 6 servers (2 MDS, 4 OSS).  
The total usable storage capacity is 427TB (1TB = 2**40 bytes). 
 
HPSS - HPSS forms the core of IU's Scholarly Data Archive, a tape based archival data storage 
service. It is comprised of 23 IBM x3650 M2 servers, two TS3500 tape libraries, a total of 48 
Jaguar4 tape drives, 500TB disk cache, and 15PB of tape. Data is replicated between the 
Indianapolis and Bloomington campus. While TeraGrid allocations will be provisioned until July 
2012, currently HPSS is not accepting new XSEDE allocations.  
 
Rockhopper - IU announced a new and novel approach to systems delivery and support during 
the current reporting period. Rockhopper is a collaborative effort between Penguin Computing, 
IU, the University of Virginia, the University of California Berkeley, and the University of 
Michigan to provide supercomputing “cluster on demand” services in a secure US facility. 
Researchers at US institutions of higher education and federally-funded research centers can 
purchase computing time from Penguin Computing, and receive access via high-speed national 
research networks operated by IU. It takes just minutes to go from holding a credit card in one’s 
hands and filling out a web form to being computing on Rockhopper (the system itself is owned 
by Penguin; cycles on Rockhopper are purchased from Penguin). Rockhopper is a 4.4 TFLOPS 
system based on AMD processors. 
 
FutureGrid (NSF Award #OCI-0910812) 
FG Hardware Systems 
Name System type 
# 
Nodes 
# 
CPUs 
# 
Cores TFLOPS 
Total 
RAM 
(GB) 
Secondary 
Storage 
(TB) Site 
india  IBM iDataPlex 128 256 1024 11 3072 335 IU 
hotel  IBM iDataPlex 84 168 672 7 2016 120 UC 
sierra  IBM iDataPlex 84 168 672 7 2688 96 SDSC 
foxtrot  IBM iDataPlex 32 64 256 3 768 0 UF 
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alamo 
 Dell 
PowerEdge 96 192 768 8 1152 30 TACC 
xray  Cray XT5m 1 168 672 6 1344 335 IU 
bravo  HP Proliant 16 32 128 1.7 3072 192 IU 
 Total   441 1048 4192 43.7 14112 1108   
Secondary storage on Bravo updated from 60TB to 192TB in this quarter 
FG Storage Systems 
 
 
12.2 Science Highlights 
 
Indiana University (Subaward  #2011-00318) 
The Data Superconductor: Demonstrating 100Gb WAN Lustre Storage Using 
OpenFlow Enabled Traffic Engineering 
One of the major concerns facing data-intensive research is the movement of massive data sets to 
and from supercomputing facilities.  At SC11 using a demonstration of the Lustre file system 
mounted between Indianapolis, Indiana and Seattle, Washington, Indiana University set a record 
for fastest data transfer across a 100 Gigabit (Gb) network spanning thousands of miles.  The 
100Gb production network used was the first of its kind and permitted the IU researchers to push 
6.5 gigabytes per second of data across 2,300 miles. To reframe this figure, you can think of the 
file system accepting over 43 DVDs worth of data in one minute. 
 
This achievement shows that by using the open source Lustre file system and cutting edge 
network technology it is possible to transfer massive amounts of data very quickly.  However, 
data transfer isn't the only possible benefit of this technology.  During the demonstration IU was 
able to perform significant computation across distance utilizing a compute cluster and storage 
system separated by thousands of miles. IU was able to achieve bandwidth of 5.2 gigabytes per 
second while running scientific applications across the 100 Gigabit link.  This means that it would 
be possible to achieve reasonable application performance across distance, permitting a single 
filesystem to bridge geographically distributed resources.  This achievement has lasting 
implications for the fields of Climatology, Astrophysics, and Genome Analysis, to name a few. 
 
 
 
System Type Capacity (TB) File System Site
DDN 9550 (Data Capacitor) 339 shared with IU + 16 TB dedicated Lustre IU
DDN 6620 120 GPFS UC
SunFire x4170 96 ZFS SDSC
Dell MD3000 30 NFS TACC
IBM dx360 M3 24 NFS UF
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This latest demonstration is a continuation of work involving the Lustre file system that IU began 
in 2006 along with the creation of the Data Capacitor, a large-capacity, high bandwidth data store 
for short- to mid-term storage of large research datasets (NSF MRI Award CNS-0521433).  In 
2007 a team led by IU won the SC07 bandwidth challenge, demonstrating that it was possible to 
saturate a 10Gb link by running multiple scientific applications across the wide area network, 
with data transferred to Reno, Nevada from as far as Dresden, Germany.  In 2011 we see an order 
of magnitude increase in network capability and with IU’s demonstration have shown the ability 
for researchers to utilize this new infrastructure. 
Project Lead: Stephen C. Simms, Manager, High Performance File Systems, Research 
Technologies, Indiana University 
Project Staff: Matthew Davy, Matthew Link, Robert Henschel, David Hancock, Kurt 
Seiffert (Indiana University) 
 
Extended Collaborative Support to optimize codes and build Science Gateway workflow 
infrastructure for Dark Energy Survey Simulation Working Group 
The Dark Energy Survey (DES) is an upcoming international experiment that aims to constrain 
the properties of dark energy and dark matter in the universe using a deep, 5000-square degree 
survey in five optical bands.  The production of a suite of large N-body simulations will allow the 
development of a Blind Cosmology Challenge (BCC) process for the DES collaboration. IU 
XSEDE Extended Collaborative Support Services team members Raminder Singh and Suresh 
Marru are collaborating with Prof. Evrard and his graduate students to build science gateway 
building blocks, in particular, workflow infrastructure to implement DES automated workflows 
that will be used to generate synthetic data sets and perform post-processing. The gateway tools 
accept user-defined cosmology as workflow input files and pipes through pre-processing 
components of computing power spectrum using CAMB application and generates initial 
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conditions using 2LPTic applications. The workflow then executes the L-GADGET simulation 
code (which performs the N-Body simulations), verifies correct execution, archives output, re-
submits and verifies until the code terminates successfully. The Extended Collaborative Support 
focuses on building workflow infrastructure to interact with XSEDE job management and data 
movement components. The collaboration intends to build on these building blocks to deploy a 
production science gateway with a portal interface targeting the DES Simulation Working Group 
members. The workflow is currently executed on TACC’s Ranger through GRAM5 invocations 
using the workflow composer tool (Figure 1) and supporting services from the Open Gateway 
Computing Environments (OGCE) tool suite, which were hosted on the XSEDE Gateway 
Hosting Environment at IU.  Currently running workflow tests will execute three 512 node jobs 
for validation, as we prepare for full simulations (requiring 1000 nodes and approximately five 
days to execute).   TACC’s Dr. Warren Smith provided significant assistance resolving GRAM5 
deployment problems on Ranger. In the next quarter, IU will work with Prof. Evrard’s team to 
develop and deploy a second workflow for post-processing runs (extending the current 
workflow).   These will execute the codes ROCKSTAR and RNN(halo) and will generate galaxy 
catalogs using ADDGALs applications.  These codes are currently being ported to Ranger by 
Evrard’s team in collaboration with TACC’s Dr. Lars Koesterke.  Dr. Koesterke contributes his 
time from Extended Collaborative Support Services and is benchmarking and optimizing the 
ADDGALs and L-Gadget applications.  
 
The Workflow Infrastructure supported by the ECSS and OGCE projects are made available to 
the community at large through the Apache Airavata Science Gateway Framework currently 
incubating at the Apache Software Foundation.  
 
 
Figure 1 DES Simulation Working Group's initial workflow running in the OGCE's XBaya workflow 
composition tool.  Central boxes represent services for remotely executing 2LPT and L-GADGET 
applications on Ranger.  Inputs are expressed on the left and outputs are listed on the right. 
Principal Investigators:  Prof. Andrey Kravtsov (University of Chicago), Prof. August Evrard 
(University of Michigan) 
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FutureGrid (NSF Award #OCI-0910812) 
In this quarter, we highlight five (5) formal classes using FutureGrid resources: 
Judy Qiu  
Indiana University, School of Informatics 
and Computing    
 
Cloud Computing for Data Intensive 
Science Class 
This class involved 24 Graduate students with a mix of Masters 
and PhD students and was offered fall 2011 as part of Indiana 
University Computer Science program. Many FutureGrid 
experts went to this class which routinely used FutureGrid for 
student projects. Projects included: 
Hadoop  
DryadLINQ/Dryad  
Twister  
Eucalyptus/Nimbus  
Virtual Appliances  
Cloud Storage  
Scientific Data Analysis Applications 
Andy Li   
University of Florida, Department of 
Electrical and Computer Engineering  
 
Cloud Computing and Storage Class 
This course provides a broad introduction to the fundamentals 
in cloud computing and storage, with a focus on system 
architecture, programming models, algorithmic design, and 
application development. Selected scientific applications will be 
used as case studies.  50 graduate students working on about 
10 course projects. 
Shantenu Jha  
Louisiana State University, Center for 
Computation & Technology    
Help develop a distributed scientific computing that will use 
multiple resources and a Standards-based approach. Will 
enable a large number of students from LSU, who haven't had 
access to supercomputers gain access and experience 
Cui Lin   
California State University, Fresno, 
Computer Science    
 
Fresno System Architecture and Cloud 
Computing Class   
Provides computing environments for students in class CS146 
and CS148 to learn system programming and Cloud computing. 
Integrate research activities and advanced technology into the 
teaching of computer science courses at undergraduate level. 
Massimo Canonico   
University of Piemonte Orientale, 
Computer Science Department 
 
Cloud computing class   
 
In this class we will discuss about cloud computing and we will 
have experience with the most important cloud solutions 
(eucalyptus, nimbus, openebula). The students will be involved 
in a project where it is proposed to implement an easy service 
(like a web server) and to monitor its response time.  20 
students from different Universities and companies in Italy.  
The intent of this it is also to figure out which is the best way to 
teach and to practice with cloud computing. 
 
12.3 User-facing Activities 
12.3.1 System Activities 
Indiana University (Subaward #2011-00318-16) 
Startup Gateway projects: 
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Kirschner's Multi-scale Computational Models: The effort focused on understanding the project 
requirements issues related to condor jobs; Assisting simple condor jobs using condor standard 
universe; resolving issues with condor submissions. 
Galaxy Deployment for the Scripps Research Institute (TSRI): The project focused on assisting 
the researchers at TSRI to manage, map, and analyze the terabytes of data generated from gene 
sequencing experiments. The project plans to sequence multiple complete human methylomes 
which have reduced complexity using specialized mapping software required such as Bismark , 
BS_Seeker. These software programs map the raw reads to four separate human reference 
genomes using GALAXY and BOWTIE. 
This quarter focused on setting up a local instance of Galaxy on Quarry gateway hosting service, 
installing and maintaining the needed applications on IU Mason cluster leveraged from NCGAS 
project. Moving data from TSRI to IU Data capacitor and loading it into Galaxy.  
Next quarter will focus on engaging the users in using the MASON cluster to first filter our raw 
data using a locally running version of GALAXY and then map these filtered reads to the 
reference human genome using a third party mapper such as BOWTIE. 
 
FutureGrid (NSF Award #OCI-0910812) 
Purchase order for 10 GPU systems finalized and sent to International Computer Concepts (ICC), 
based out of Lake Zurich, IL.  Each system will have 192GB RAM.  An order for eight (8) 
additional systems will follow, with ICC honoring the same pricing. 
 
12.3.2 Services Activities 
Indiana University (Subaward #2011-00318-16) 
Extended Collaborative Support for Science Gateways 
Gateway co-ordination: IU gateways group contributed to the ongoing gateway co-ordination 
and developing work plans and executing them for requests made through ECSS in gateway 
related area. The activities include the community engagement and co-ordination of gateway 
support personnel across all the sites.  
The group is continuing to pro-actively participate in gathering requirements, defining test suites 
and brainstorming operational support issues from gateway perspective.   
OLAM: The objectives of the OLAM extended support project is to: deploy the new global 
icosahedral Ocean Land Atmosphere Model (OLAM) Earth System Model on XSEDE 
computational resources in order to simulate current and future climate scenarios, high- impact 
storm events (hurricanes) and local circulations; develop an OLAM web portal science gateway 
for teaching graduate-level meteorology, climate, and predictability courses at the University of 
Miami, and generate regional climate change projections that can be used to guide water 
management decisions in South Florida. 
In this quarter the support focused on build gateway infrastructure for classroom teaching of 
OLAM model at University of Miami. Specific activities include: building a portal interface to 
specify model domain, user interface to configure temporal information and model input 
configuration and a wizard style interface to launch the model on specified grids. 
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Next quarter will focus on integrating the gateway/portal with back end services to launch, 
monitor jobs to XSEDE resources and build interface to download/visualize model outputs.  
Dark Energy Survey Simulation Working Group: The Dark Energy Survey (DES) is an 
upcoming international experiment that aims to constrain the properties of dark energy and dark 
matter in the universe using a deep, 5000-square degree survey in five optical bands.  The 
production of a suite of large N-body simulations will allow the development of a Blind 
Cosmology Challenge (BCC) process for the DES collaboration. The gateway extended support 
is focusing on developing workflow solutions for (N-body production): 2LPT + L-GADGET 
codes. The workflow will prepare input files for these tasks, submit 2LPT initial conditions (ICs) 
code, verify correct execution, archive IC’s, submit L-gadget simulation code, verify correct 
execution, archive output, re-submit and verify until code terminates successfully.   
This quarter focused on: 
 Created the workflow for L-gadget application on Ranger 
 Configuring grid job submissions to launch custom libraries. This task involved co-
ordination with Globus team and TACC system administrators.  
 Deployed the workflow services on IU Quarry gateway hosting machine 
 Documented and demonstrated the workflow creation and execution steps to the project 
team.  
 
Next quarter will focus on: providing automatic submission of L-gadget code in case simulation 
did not finish because of max walltime; providing data movement steps to persistence storage to 
TACC Ranch or IU HPSS; test workflow with production like data and release the workflow for 
production runs. In addition Yu Ma and Chathura Herath will join the ECSS project, to increase 
the scope of projects the group can accommodate. 
 
FutureGrid (NSF Award #OCI-0910812) (specific services are underlined in each activity 
below) 
Released Nimbus Infrastructure 2.9 RC1: http://www.nimbusproject.org/news/#308. The major 
additions in this release are: a suite of tools to allow a Nimbus administrator to easily see the 
current state of all running VMs, kill VMs, and to free up potentially orphaned resources 
(contributed under GSoC but containing many features requested by FG), availability zones 
support (contributed under primarily under OOI but representing a feature requested by FG),  
support was added for multiple CPUs in EC2 instance types (requested and contributed under FG) 
and facilities allowing administrators to enable a feature that will allow users to discover on what 
physical machine their VM is running (requested and contributed under FG; significantly 
enhances user's abilities to conduct experiments). 
 
XSEDE testing.  Worked with both UNICORE 6 team, and TACC, NICS, and PSC teams on 
execution management and GFFS testing.  Completed XSEDE Execution Management Systems 
testing phase 1. 
 
Inca Globus tests passed on Alamo.  These tests include 1) a host certificate check that runs once 
a day to verify it has at least 14 days left, 2) checks that the CRLs on the login node and grid node 
are valid once a day, 3) telnet tests from inca.futuregrid.org that run every hour to verify both the 
GRAM and GridFTP servers are responding, 4) a GRAM ping test that runs every 2 hours, 5) 
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tests that verifies a job is successfully submitted and run through both the fork and batch 
schedulers every four hours, and 6) a small file transfer test every two hours.  The Inca 
myHadoop reporter was also improved to verify the nodes it acquired are empty of previously run 
Hadoop jobs, a common cause for myHadoop job run failures on FutureGrid 
Testing a Globus deployment as part of the FG infrastructure to aide Experiment Management on 
HPC resources.  
Improved the image deployment tool to support the customization and deployment of images for 
OpenStack. 
 
Improved communication between the ViNe management server and ViNe routers. It is expected 
that the implementation will be ready for testing within two weeks. This feature will enable the 
ViNe management server to remotely issue configuration change commands to ViNe routers, and 
make the changes effective immediately. FG users will benefit from this feature by interacting 
with the ViNe management server and dynamically change ViNe routers configuration. 
 
Created CentOS-based Pegasus submit host VMs on all FutureGrid cloud middlewares: 
Eucalyptus, OpenStack and Nimbus, available in all repositories associated with each cloud 
middleware. 
 
Image Management.  We have been doing some scalability tests to study the behavior of the 
infrastructures installed on India. Here we include a summary of the results that we got.  
 HPC: dynamic provisioning of netboot images scales with no problem to 111 nodes 
(maximum of machines that we had).  
 OpenStack (cactus version): OpenStack caches images in the computes nodes to boot the 
VMs faster. So, in the case where the image was not cached and trying to boot 16 VMs or 
more, we got around a 50% of failed tests because several VMs were stuck in the 
launching status (this is the status where the image is copied to the compute node). Once 
we had the image cached we were able to boot up to 64 VMs simultaneously, but again 
more than a 50% of the tests failed because the VMs were stuck in launching status or 
because it was in running status but not ssh access. The ssh access problem is because 
OpenStack does not inject the public network configuration inside the VM. So, it creates 
bridges and do ip forwarding to the private IP. Therefore sometimes either the bridges or 
iptables entries are not created properly.  
 Eucalyptus: We could not get more than 16 VM running at the same time and the failure 
rate is very high. Here, like in OpenStack, the public network configure with IP 
forwarding and the bridges are created at running time. So, the errors that we got were 
because the bridges were not created or because the VM did not get a public IP. Another 
annoying problem of Eucalyptus is that you cannot execute the same command several 
times in a short period of time.  
 OpenNebula: We were able to boot 148 VMs at the same time with almost a 100% of 
success. In fact, I only got 1 error in the case of 148 VMs. In our tests we used the ssh 
plugin to transfer the images to the compute nodes. Since it does not use cache it was 
pretty slow and limited by the network.  
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Portal 
The FutureGrid “getting started” page https://portal.futuregrid.org/gettingstarted has been 
extended to provide “bootstrapping” instructions tailored to new users developed by USC, 
focusing on account creation and first access to various systems. This material will be 
complemented with information on generating credentials and using SSH clients, which is 
important for non-Unix users.  
TACC implemented a new “Portal Account” feature on the “my portal account” page.   This has 
the advantage that any administrator can now go to a user and see in detail what the users account 
looks like, and what he contributed to the portal. 
 
12.4 Security 
Indiana University (Subaward #2011-00318-16) 
No changes. 
FutureGrid (NSF Award #OCI-0910812) 
No security issues occurred during this period. 
 
12.5 Education, Outreach, and Training Activities 
Indiana University (Subaward #2011-00318-16) 
The Campus Bridging (CB) team participated in a Birds-of-a-Feather (BOF) event at the IEEE 
Supercomputing 11 Conference in Seattle, Washington in November.  This BOF focused on 
dissemination of information about the Global Federated File System (GFFS) Early Adopter Call 
for Proposals (CFP).  About 30 attended the BOF and asked specific questions about the 
architecture requirements in XSEDE, which Andrew Grimshaw was on hand to answer.  The CFP 
was sent out to wide distribution lists and also posted in the XSEDE Campus Bridging wiki 
during the month of November.  The CB team plans to work closely with the XSEDE Campus 
Champions program to further outreach to the user community.  
FutureGrid (NSF Award #OCI-0910812) 
With the addition of Barbara O’Leary at IU, the team has begun focusing on outreach activities 
and processes for the year. With a key goal of increase the number of users that are brought to 
FutureGrid, the team has discussed surveying of existing users to help understand how to reach 
out to new users, highlighting unique aspects of the infrastructure (e.g. infrastructure- and 
platform-as-a-service) and ways that the system has been successfully used. Key activities 
identified include outreach to a broad set of potential users in computer science, domain sciences, 
and education, including XSEDE users, collaborators, educators teaching cloud computing 
courses, potential users of commercial clouds, among others. The team is beginning to assign 
priorities of the various activities that have been discussed. 
Events this quarter: 
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Type Title Location Date(s) Hours Number of 
Participants 
Number of 
Under-
represented 
people 
Method 
Indiana 
University 
       
Presentation RAIN: A 
system to 
Dynamically 
Generate & 
Provision 
Images on Bare 
Metal by 
Application 
Users 
ISC Cloud’11, 
Mannheim, 
Germany 
09/26/2011 
09/27/2011 
0.5 >100 Unknown Synchronous 
Presentation Raining 
Compute 
Environments 
on Resources 
by Application 
Users 
Open Cirrus 
Summit 2011, 
Atlanta, GA 
10/12/2011 
10/13/2011 
0.5 30 Unknown Synchronous 
Booth 
Presentation 
FutureGrid 
Overview 
AIST booth, 
Supercomputing 
2011, Seattle, 
WA 
1 2 8 Unknown Synchronous 
Booth Demo Image 
Management 
and Rain on 
FutureGrid: A 
practical 
Example of 
Dynamic 
Provisioning 
Supercomputing 
2011, Seattle, 
WA 
11/14/2011  
11/15/2011 
11/16/2011 
11/17/2011 
 
On-
going 
Various Unknown Synchronous 
Presentation Experimental 
Testbeds: 
FutureGrid 
Supercomputing 
2011, Seattle, 
WA 
11/18/2011 2 
 
30 Unknown Synchronous 
Presentation FutureGrid 
Image 
Repository: A 
Generic 
Catalog and 
Storage System 
for 
Heterogeneous 
Virtual 
Machine 
Images 
IEEE 
CloudCom 
2011, Athens, 
Greece 
11/29/2011 
to 
12/1/2011 
0.5 50 Unknown Synchronous 
Presentation FutureGrid 
Overview 
National 
Laboratory for 
Information 
Science and 
Technology, FIT 
Building, 
Tsinghua 
University, 
Beijing, China 
12/22/2011 2 50   
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University of 
California at 
San Diego 
       
Demo Overview of a 
virtual cluster 
using 
OpenNebula 
and SLURM 
Supercomputing 
2011, Seattle, 
WA 
11/16/2011  
11/17/2011 
1 15 Unknown Synchronous 
Poster Performance 
Studies Of A 
Molecular 
Dynamics 
Code 
Supercomputing 
2011, Seattle, 
WA 
11/14/2011  
thru 
11/17/2011 
On-
going 
 Unknown Synchronous 
University of 
Chicago 
       
Tutorial Using and 
Building 
Infrastructure 
Clouds for 
Science 
Supercomputing 
2011, Seattle, 
WA 
11/13/2011 8 100 Unknown Synchronous 
Presentation Experimental 
Infrastructure 
tools:  
Reproducible 
Environment 
Creation 
Supercomputing 
2011, Seattle, 
WA 
11/18/2011 0.5 
 
30 Unknown Synchronous 
University of 
Florida 
       
University of 
Southern 
California 
       
Workshop Scientific 
Workflows: 
Past and 
Current Issues 
6th Workshop 
on Workflows in 
Support of 
Large-Scale 
Science, 
Supercomputing 
2011, Seattle, 
WA 
11/14/2011 9  Unknown Synchronous 
Workshop Provenance 
information 
6th Workshop 
on Workflows in 
Support of 
Large-Scale 
Science, 
Supercomputing 
2011, Seattle, 
WA 
11/14/2011 9  Unknown Synchronous 
Presentation Experimental 
Infrastructure 
tools:  
Experimental 
Infrastructure 
Management 
with Pegasus 
Supercomputing 
2011, Seattle, 
WA 
11/18/2011 0.5 
 
30 Unknown Synchronous 
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University of 
Tennessee at 
Knoxville 
       
Presentation Cloud 
Computing At 
Future Grid 
Joint Institute 
for 
Computational 
Science (JICS), 
University of 
Tennessee, 
Knoxville, TN 
11/11/2011 2 10 2 Synchronous 
University of 
Texas at 
Austin 
Experimental 
Infrastructure 
tools:  
Experimental 
Infrastructure 
for FutureGrid 
Supercomputing 
2011, Seattle, 
WA 
11/18/2011 0.5 30 Unknown Synchronous 
 
 
12.6 SP Collaborations 
 
Indiana University (Subaward #2011-00318-16) 
No new collaborations during this reporting period. 
 
FutureGrid (NSF Award #OCI-0910812) 
Emerging collaboration with the OpenCirrus group to explore federated cloud environments. 
 
12.7 SP-Specific Activities 
 
Indiana University (Subaward #2011-00318-16) 
 
XSEDE12 Conference 
During the reporting period Craig Stewart has continued his work as general chair of the 
XSEDE12 Conference, formalizing the conference committee with first deputy and second 
deputy positions for overall leadership, as well as conference organizational committees. The goal 
of the second deputy position is to provide experience and knowledge, allowing them to rotate to 
first deputy for the next year’s conference.  The committees began meeting and working on a 
formal Call for Proposals, as well as establishing a timeline of due dates. Logistical contracts and 
conference registration are being managed by Helms Briscoe, a returning vendor from last year.  
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XSEDE Ops Failover  
During this quarter, IU, via the GlobalNOC, focused on plans for failover of the XSEDE 
Operations Center.  We worked with Stephen McNally to identify critical facets of successful 
operations failover.  This was determined to include: 
 Failover workflow, including processes for failover of specific pieces, as well as general 
model and expectations for failover. 
 Technical methods and requirements for failover of communication methods, including 
primarily phone and email. 
 Training required for communications and basic "tier1" services during failover. 
 Testing methods and plans. 
 
NCSA will next provide contacts for each of these areas, to work with IU to complete the 
failover system.  Training on XSEDE in general has begun with GlobalNOC Service 
Desk Staff.  Primary staff involved in this planning include: Tom Johnson, Senior 
Network Planning Engineer at the GlobalNOC for IU's Research Technologies effort; 
Jon-Paul Herron, Director of Network Engineering for the GlobalNOC; and Marianne 
Chitwood, Senior Manager for the GlobalNOC Service Desk. Additionally, the support 
effort required for something like operational failover is spread out across the entire 
GlobalNOC Service Desk staff.  Because of this, billing will be structured on a recharge 
basis for the service as a whole, rather than identifying individual FTE. 
 
XSEDE Networking 
During the reporting period the GlobalNOC completed the following tasks related to XSEDE: 
 Provided Network Diagram of NLR utilized infrastructure for the XSEDE Project. 
 Represent IU in the Network-Ops call with other XSEDE Participants. 
 Work with the NLR NOC to correctly identify NLR infrastructure used for the XSEDE 
Participants.  
 
FutureGrid (NSF Award #OCI-0910812) 
See 1.3.2 Services Activities. 
 
12.8 Publications 
 
Indiana University (Subaward #2011-00318-16) 
 
Knepper, R. 2011. Regional Cyberinfrastructure Support for Bridging and Research Engagement 
Panel Discussion. (Presentation) Internet2 Fall Members Meeting (Raleigh, NC, 3-6 Oct 2011). 
 
Knepper, R. 2011. XSEDE: the eXtreme Science and Engineering Discovery Environment Panel 
(Presentation) Internet2 Fall Members Meeting (Raleigh, NC, 3-6 Oct 2011).  
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Knepper, R., C.A. Stewart and J.W. Ferguson. 2011. XSEDE Campus Bridging Birds of a 
Feather. (Presentation) TeraGrid '11 (Salt Lake City, UT, 18-21 Jul). Available from: 
http://hdl.handle.net/2022/13423 [cited 16 Dec 2011] 
 
Stewart, C.A. and B.C. Wheeler. 2011. Cyberinfrastructure Begins at Home. (Presentation) IBM 
Multi-customer Briefings, IEEE/ACM SC11 Conference (Seattle, WA, 15 Nov 2011). Available 
from: http://hdl.handle.net/2022/13888 [cited 12 Dec 2011] 
Teige, S. EGI/WLCG – OSG Status Information Exchange. (Presentation) European Grid 
Initiative – Technical Forum (Lyon, France, Sept 2011). Available from: 
https://www.egi.eu/indico/conferenceDisplay.py?confId=434 [cited 16 Dec 2011] 
 
Wang, J., M. Pierce and G.C. Fox. 2011. InSAR Data and GeoServer. (Presentation) JPL Review 
(JPL, 26 October 2011). Available from: 
http://pti.iu.edu/sites/default/files/insar_data_and_geoserver.pptx [cited 16 Dec 2011] 
 
Paul, D., Allcock, W., Rheinheimer, R., Lowe, M., Fullop, J., Felix, E. State of the Practice-HPC 
Monitoring/Syslog. (Presentation) Technical Program, IEEE/ACM SC11 Conference (Seattle, 
WA, 17 Nov 2011).  Available from: http://dl.acm.org/citation.cfm?id=2063378. 
 
FutureGrid (NSF Award #OCI-0910812) 
Kang, Y., and G. C. Fox, "Performance Evaluation of MapReduce applications on Cloud 
Computing Environment, FutureGrid"GDC2011, 2011 Conference on Grid and Distributed 
Computing, Jeju Island, Korea, CCIS/LNCS, 12/8-10/2011. 
 
12.9 Metrics 
 
12.9.1 Standard systems metrics 
 
Indiana University (Subaward #2011-00318-16) 
No systems metrics to report for Indiana University for this quarter. 
 
FutureGrid (NSF Award #OCI-0910812) 
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FG Resource Total Jobs Total Time Available Time Utilization Cores
Alamo (TACC) 174166 94070:46:46 1413120 0.06657 640
Hotel (Chicago) 8975 1926:03:03 706560 0.00272 320
India (Indiana) 145497 17690:14:14 883200 0.02003 400
Sierra (SDSC) 63656 12203:25:25 618240 0.01974 280
Xray (Indiana) 42714 15324:31:31 379776 0.04035 172
435008 141215:00:59 4000896 0.0353
92 days
2208 hours
7948800 seconds
Area User Wall time (secs)
Alamo University of Virginia - Genesis xcguser 311663600
Top TACC wsmith 7631618
Usage Indiana University zhguo 2913456
University of Florida skonda 2424472
University of Florida shivam.tiwari 2420064
University of Buffalo charngda 1455806
University of Florida navyasruti 1326188
University of Florida smrutiaski 1214128
University of Florida aphukan 1213944
University of Florida sgundu 1213490
University of Florida salitrapraveen 1209688
Indiana University gaoxm 917402
Emory University ablimit 898000
Area User Wall time (secs)
Hotel University of Buffalo charngda 3358361
Top Indiana University zhguo 2636374
Usage Emory University ablimit 699068
LSU pmantha 150947
Rutgers University azebro1 48072
Indiana University yangchen 25800
SDSC inca 8376
SDSC ssmallen 2140
University of Chicago leggett 1971
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Area User Wall time (secs)
India University of Virginia - Genesis xcguser 52224152
Top Indiana University jychoi 3703729
Usage University of Utah jasonkwan 3395319
Indiana University zhguo 882085
University of Buffalo charngda 867960
University of Virginia - Unicore unicore 744085
LSU pmantha 387517
Indiana University lihui 214688
Indiana University taklwu 195659
SDSC inca 164531
Indiana University steenoven 119529
Indiana University feiteng 116820
Indiana University gpike 95064
Indiana University xc7 76383
Indiana University swgurram 64825
PSC vizino 60147
University of Buffalo esmayildirim 53987
Indiana University jdiaz 42314
LSU luckow 36559
LSU oweidner 35449
University of Florida tuowang 29408
Area User Wall time (secs)
Sierra University of Virginia - Genesis xcguser 41383509
Top USC weiyin 1387268
Usage LSU pmantha 431015
LSU luckow 189054
University of Buffalo charngda 95063
University of Florida jcardoza 61645
University of Buffalo esmayildirim 50494
University of Florida vdsouza 33123
University of Virginia - Unicore unicore 32527
University of Florida paul1108 32085
University of Florida jwli 32017
University of Florida tuowang 31416
University of Florida jigyadav 30793
Area User Wall time (secs)
Xray TU Dresden williath 51033804
Top Indiana University jychoi 2837128
Usage University of Virginia - Genesis xcguser 571456
SDSC inca 569426
University of Virginia - Unicore unicore 98667
University of Buffalo charngda 53546
PSC vizino 5777
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12.9.2 Standard User Assistance Metrics  
 
Indiana University (Subaward #2011-00318-16) 
 
XSEDE Knowledge Base  
 
Summary statistics for the XSEDE Knowledge Base: 
Total number of documents available in the XSEDE KB at the end of the 4
st
 quarter = 405 
 Number of new documents created  = 25 
 Number of documents modified = 55 
 Total number of documents retrieved = 81,648 
 Total number of documents (retrieved  minus bots) = 64,679 
 
 
 
 
 
 
 
FutureGrid (NSF Award #OCI-0910812) 
229 tickets opened during report period: 
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1) 181 resolved 
a) 018 FutureGrid account requests 
b) 019 Eucalyptus issues 
c) 017 Nimbus issues 
d) 010 Portal issues 
e) 114 general issues 
f) 002 hotel issues 
g) 001 alamo issues 
2) 046 new/open 
a) 001 FutureGrid account requests 
b) 003 Eucalyptus issues 
c) 005 Nimbus issues 
d) 003 Portal issues 
e) 033 general issues 
3) 001 rejected 
 
12.9.3 SP-specific Metrics 
 
Indiana University (Subaward #2011-00318-16) 
There was zero downtime for Quarry Virtual Machines used for the XSEDE project during this 
reporting period. 
 
FutureGrid (NSF Award #OCI-0910812) 
Knowledge Base: 
 
KB documents created this quarter:  22 
KB documents modified this quarter:  8 
FG portal documents modified this quarter:  8 
 
 
Projects: 
 
FutureGrid project count to date:  174.  Four breakdowns of these projects follow: 
 
a)  Project Status: 
 Active Projects: 160(92%) 
 Completed Projects: 10(5.7%) 
 Pending Projects: 1(0.6%) 
 Denied Projects: 3(1.7%) 
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b)  Project Orientation: 
Research Projects: 152(87.4%) 
Education Projects: 18(10.3%) 
Industry Projects: 2(1.1%) 
Government Projects: 2(1.1%) 
 
c)  Project Primary Discipline: 
Computer Science (401): 143(82.2%) 
Biology (603): 7(4%) 
Industrial/Manufacturing Engineering (108): 3(1.7%) 
Not Assigned: 6(3.4%) 
Genetics (610): 2(1.1%) 
Physics (203): 1(0.6%) 
Aerospace Engineering (101): 1(0.6%) 
Statistics (403): 1(0.6%) 
Engineering, n.e.c. (114): 2(1.1%) 
Biosciences, n.e.c. (617): 1(0.6%) 
Biophysics (605): 1(0.6%) 
Economics (903): 1(0.6%) 
Electrical and Related Engineering (106): 2(1.1%) 
Pathology (613): 1(0.6%) 
Civil and Related Engineering (105): 1(0.6%) 
Biochemistry (602): 1(0.6%) 
 
 
d)  Project Service Request/Wishlist: 
High Performance Computing Environment: 78 (44.8%) 
Eucalyptus: 91(52.3%) 
Nimbus: 98(56.3%) 
Hadoop: 61(35.1%) 
Twister: 27(15.5%) 
MapReduce: 57(32.8%) 
OpenNebula: 27(15.5%) 
Genesis II: 26(14.9%) 
XSEDE Software Stack: 41(23.6%) 
Unicore 6: 15(8.6%) 
gLite: 15(8.6%) 
OpenStack: 27(15.5%) 
Globus: 8(4.6%) 
Vampir: 7(4%) 
Pegasus: 7(4%) 
PAPI: 4(2.3%) 
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Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr           
1-24 hr           
1-7 d           
1-2 wk           
> 2 wk           
Still 
Open 
1 2    3  1   
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13 LONI/LSU - Service Provider Quarterly Report 
13.1 Executive Summary 
LSU operates the Queen Bee cluster for the Louisiana Optical Network Initiative (LONI). The 
system is allowing existing TeraGrid/XSEDE allocations to continue running until exhausted, but 
no new XSEDE allocations are currently being accepted beginning August 1, 2011.  In Q4 2011, 
5.76M SUs were delivered to 13.6K jobs serving 116 to 137 unique XSEDE users per month. 
Queen Bee will official cease providing XSEDE services after March 31, 2012. 
13.1.1 Resource Description 
QueenBee is a 50.7 TFlops Peak Performance, 680 node Dell server cluster. Each node is 
equipped with 2 quad-core Intel 2.33GHz Xeon 64-bit processors, and 8 GB RAM. SDR 
(10Gb/s) InfiniBand is used for the interconnection fabric, and 10Gb/s Ethernet connects the 
system to the LONI optical network. 400TB of Lustre-based storage provides workspace for 
parallel jobs.  The operating system is currently Red Hat Enterprise Linux (RHEL) v4. The 
system is allowing existing TeraGrid allocations to continue running until exhausted, but no new 
allocations are currently being accepted.  The system is approaching 5 years of age and is out of 
warranty. 
13.2 Science Highlights 
No non-XSEDE efforts to report. 
 
13.3 User-facing Activities  
13.3.1 System Activities 
No significant activities this quarter. 
 
13.3.2 Services Activities 
No significant events this quarter. 
 
13.4 Security 
On November 28, a QueenBee login node was compromised and ssh replaced with a password-
logging version. The compromise was discovered within minutes by a monitoring system and no 
accounts/password information was logged. 
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13.5 Education, Outreach, and Training Activities 
13.5.1 Tutorials 
Title Attendees Description 
MPI – Part 2 12 concentration on collective and asynchronous 
functions 
Introduction to OpenMP 12 Fortran and C programming with OpenMP 
Introduction to Cactus 10 programming with the Cactus framework 
Bash Scripting 8 basic ideas of shell scripting with the BASH 
shell 
Make 8 using the Make software development tools 
Electronic Structure Calculations in 
Quantum Chemistry 
9 overview of Gaussian, GAMESS and 
NWChem 
Scientific Workflows and 
Visualization in VisTrails 
10 data provenance and parameter sweeps 
 
13.6 SP Collaborations 
Progress has been made on deploying SAGA on the XSEDE machines. After discussions with the 
XSEDE software integration team, the CSA model is being used. Specifically activities: 
 Allocated CSA space on the following systems: Kraken, Blacklight, Ranger, Lonestar, 
Steele, Trestle and Queen Bee. 
 Implemented the CSA model on FutureGrid (FG) systems, specifically: India, Sierra, 
Hotel, and Alamo. 
 Started development of testing tools for the above deployments to verify proper 
integration. 
 Registered SAGA in the XSEDE technology database. 
 Provided SAGA tutorials for XSEDE and FG users. 
 Complete design of a Globus Online adapter and will be working on the implementation 
over the next 3 months. A student volunteer from Argonne (Zach Mance) is providing 
assistance with this work. 
 OSG-XSEDE interoperability is being supported via SAGA-Condor improvements. 
 
13.7 SP-Specific Activities 
Cactus is a programming framework which supports development via the linking of modules for 
specific functionality, such as enabling adaptive mesh refinement, without explicit programming. 
DARE, or Dynamic Application Runtime Environment, is a SAGA-based environment for 
distributed job execution control. Work on a DARE-Cactus portal has progressed to the point of 
supporting par files and thorn lists. The next step will be to enable execution of jobs via the 
portal. 
 
13.8 Publications 
No publications to report this quarter. 
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13.9 Metrics 
13.9.1 Standard systems metrics 
 
13.9.1.1 Total NUs Charged 
 
 
13.9.1.2 Total NUs Charged by Job Size 
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13.9.1.3 Average Wall Hours Per Job by Job Size 
 
 
13.9.1.4 Average Wait Hours Per Job by Job Size 
 
 
13.9.1.5 User Expansion Factor by Job Size 
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13.9.1.6 Total NUs Charged by Job Wall Time 
 
 
13.9.1.7 User Expansion Factor by Job Wall Time 
 
 
13.9.1.8 Total NUs Charged by Field of Science 
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13.9.1.9 Total NUs Charged by Institution 
 
 
 
 
13.9.1.10 Total NUs Charged by Principal Investigator 
 
 
 
 
13.9.2 Standard User Assistance Metrics  
(These metrics are for front-line user support only. More hands-on user support (AUSS-like) may 
be discussed in Science Highlights or Services Activities.) (As with common system metrics 
above, a standard set of metrics will be generated by XSEDE staff (?) for each SP that uses the 
XSEDE ticketing system. If a different ticketing system is used locally, the SP must produce the 
same common metrics.) 
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13.9.2.1 Tickets opened during report period: 17 
13.9.2.2 Tickets closed during reporting period: 13 
13.9.2.3 Days to Close Tickets 
Days to Close Number of Tickets 
1 1 
2 1 
4 3 
7 1 
8 1 
9 2 
13 1 
15 1 
16 1 
18 1 
 
Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr 1          
1-24 hr           
1-7 d 1   2 1      
1-2 wk    1 3 1     
> 2 wk    1 4      
Still 
Open 
          
 
 
13.9.3 SP-specific Metrics 
The following table details system metrics including uptime statistics for LONI’s Queen Bee for 
the reporting period. 
 
 October November December 
Planned Down Times (#) 0 0 0 
Unplanned Down Times (#) 1 1 1 
System Availability (%) 92.2 92.2 93.8 
Used SU (x1000) 605 1474 895 
Jobs (#)  364 335 4782 
Unique Users Running Jobs (#) 21 16 15 
 
Operational metrics for Queen Bee for Q4 2011
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14 NCSA - Service Provider Quarterly Report 
 
14.1 Executive Summary 
NCSA’s new GPU-based computational resource Forge transitioned from friendly user to 
production. The new tape archive system is being deployed and should enter production next 
quarter. 
 
14.1.1 Resource Description 
Forge consists of 36 Dell PowerEdge C6145 quad-socket nodes with dual 8-core AMD Magny-
Cours 6136 processors and 64 GB of memory. Each node supports 6 NVIDIA Fermi M2070 
GPUs. 
NCSA's hierarchical archival storage system is available for permanent storage of data. Access is 
via FTP- and SSH-based transfer clients, including GridFTP clients. NCSA's mass storage now 
holds more than six petabytes of data and has the capacity to archive ten petabytes of data. 
 
14.2 Science Highlights 
Chemical and Reaction Processes: Computational Studies of Ammonia Oxidation on Platinum in 
the presence of electric fields (Gerardine G. Botte and Damilola Daramola, Ohio University) 
 
 
In the presence of hydroxide ions, ammonia is electrochemically converted to nitrogen and 
hydrogen using platinum electrodes, making it a source of clean energy. Although ammonia 
oxidation on platinum has been studied under experimental conditions, the kinetics of the process 
is not fully understood. Strides have been made in studying ammonia oxidation on platinum using 
Density Functional Theory methods as well but 
these have excluded electric field effect. 
Professor Gerardine Botte of Ohio University, 
along with several graduate students including 
Damilola Daramola, work in the Center for 
Electrochemical Energy Research (CEER) 
performing fundamental and applied research 
to develop fuel cell and battery technology. 
They used NCSA’s now-retired Cobalt cluster 
as well as Ember as they seek to understand 
the influence of electric fields on the 
adsorption of the molecules formed during 
ammonia oxidation and hence provide details 
of the kinetics of ammonia oxidation. The 
technology is called “ammonia electrolysis” 
and the electrochemical cell is called 
“ammonia electrolytic cell” (AEC). The 
researchers believe AEC can overcome the problems associated with hydrogen sources and 
storage, as well as the limitations in fuel flexibility, that are delaying the commercialization of 
fuel cells as a competitive technology for both transportation and stationary applications. The 
 
 
 
Figure #.n.  Optimized geometries of adsorbed NH3, 
NH2, NH, N, OH and H2O (white H atoms, blue N 
atoms, and red O atoms) on unrelaxed Pt20 cluster 
(grey Pt atoms) showing the occupation of special 
positions as predicted by previous DFT calculations. 
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team uses hydrogen energy gleaned from ammonia through a process developed by Dr. Botte for 
which she was issued a patent in September 2010.  
 
Using Ember, team studied the electric field effect in the ammonia electrolysis process. Since 
Ember also hosts the Gaussian software used for the calculations, it was the ideal resource for the 
team upon Cobalt’s retirement as the wavefunctions to be calculated needed a large number of 
processors, disk space, and memory. With this compute resource the team was able to determine 
the appropriate cluster size for describing ammonia adsorption and ammonia intermediates on the 
platinum surface. They also calculated binding energies, adsorbate geometry, spin density, and 
vibration frequencies for ammonia and intermediates adsorbed on the platinum clusters. The 
team’s earlier results have been published in several journals, including the Journal of Power 
Sources and Electrochimica Acta. Results from the current DFT explorations were presented at 
the 218th Electrochemical Society Meeting and papers are under review with several journals. 
 
 
 
 
Mechanics and Materials: Parallel Computing for Nonlinear Fracture Mechanics (Robert 
Dodds, University of Illinois at Urbana-Champaign) 
 
WARP3D is under continuing development as a research code for the solution of very large-
scale, 3-D solid models subjected to static and dynamic loads says Robert Dodds, a distinguished 
civil engineering professor at the University of Illinois at Urbana-Champaign. This code is used 
by research groups world-wide for simulating fracture processes, primarily in high-performance 
metallic structures. The code is distributed free of charge under an Illinois/NCSA open source 
license.  
 
Using NCSA resources, Dr. Dodds and his team recently integrated the highly-scalable Hypre 
iterative solver package, from Lawrence Livermore National Laboratory, into WARP3D. Using 
computation time on NCSA’s Ember, the team conducted parametric studies of Hypre and 
various other linear solver packages. With this data they were able to select the linear solver that 
provides the best scalability on modern high-performance hybrid-memory supercomputers. The 
Hypre solver greatly simplifies the accessibility to very large numbers of processors for code 
users. 
 
With Hypre’s increased parallel efficiency, Dodds says his team is now capable of running 
fracture simulations with well over one million elements. This increased simulation capability is 
critically needed to advance research on multi-scale fracture phenomenon, such as the 
delamination cracking of aluminum-lithium alloys for advanced airframes and rocket fuel tanks. 
 
 
14.3 User-facing Activities  
14.3.1 System Activities 
Filesystems and Storage: 
NCSA has been implementing a new archive system that will be ready to deploy in January 2012.   
NCSA has purchased over the summer a new Spectra Logic T-infinity tape library with 8000 
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slots and 25 LTO5 drives all to be connected to a new deployment of IBM’s HPSS archival 
software.  
Networking:  
NCSA network engineering brought our 10Gb/s XSEDE peering online with XSEDEnet on 
July28
th
 on schedule.  We currently connect to the NLR Framenet service in Chicago at 710 N. 
Lake Shore Drive over the ICCN DWDM transport service.  The NCSA XSEDEnet circuit 
continues to see use since coming online.  The report below shows the peak utilization the circuit 
has seen in the 10/1/2011 – 12/31/2011 timeframe. 
Network Utilization expressed in percent of a 10Gb circuit utilized: 
 
 
The NCSA network supporting our SP resources is redundant and fault tolerant.  As a result we 
have been able to sustain a network service uptime of 100% to our SP resources.  This 
measurement is over the 10/1/2011 – 12/31/2011 period in which NCSA has been connected to 
XSEDEnet.  
 
The 4 minutes of service downtime for the npcf-core-east router was caused during a code 
upgrade to that device during a maintenance window. 
 
Systems: 
NCSA’s new GPU-based computational resource Forge transitioned from friendly user to 
production this quarter, replacing the previous system Lincoln. The system is described above. 
 
14.3.2 Services Activities 
NCSA's Dell NVIDIA Cluster Forge went into production mode on October 3 2011. We assisted 
users with transitioning to the system. Continued support for NCSA MSS. 
 
14.4 Security 
NCSA had no changes in security procedures and no security incidents/responses. 
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14.5 Education, Outreach, and Training Activities 
NCSA provides online training via CI-Tutor. Course usage statistics are captured in the following 
table: 
Course Title Oct-11 Nov-11 Dec-11 Total 
Access Grid Tutorials 5 0 6 11 
BigSim: Simulating PetaFLOPS Supercomputers 3 2 3 8 
Debugging Serial and Parallel Codes 8 7 8 23 
Getting Started on theTeraGrid 8 6 5 19 
Intermediate MPI 15 13 15 43 
Introduction to MPI 86 74 81 241 
Introduction to Multi-core Performance 11 7 7 25 
Introduction to OpenMP 21 11 27 59 
Introduction to Performance Tools 6 8 3 17 
Introduction to Visualization 5 6 8 19 
Multilevel Parallel Programming 9 6 5 20 
Parallel Computing Explained 41 27 40 108 
Parallel Numerical Libraries 6 5 6 17 
Performance Tuning for Clusters 6 6 4 16 
Tuning Applications for High Performance 
Networks 2 2 0 4 
XSEDE Cybersecurity 1 0 0 1 
Total 233 180 218 631 
 
14.6 SP Collaborations 
Nothing to report. 
 
14.7 SP-Specific Activities 
Started initial visualization for the XSEDE project Residual Based Turbulence Models for Large Eddy 
Simulation on Unstructured Tetrahedra Meshes, PI A. Masud UIUC. This project visualizes high Reynolds 
flow around a moving airfoil. The computational aspect focuses on developing novel numerical methods 
that capture multiscale physics on unstructured grids. Visualization looked into particle backwash, which 
did not appear to exist contrary to the previous stationary airfoil case. Also visualized was the evolution of 
vortices into turbulence as flow moved over the airfoil. Attached is a still from an animation showing how 
vortical structures degenerate into turbulence. 
 
 
Began work on new XSEDE project with PI Dean Townsley under 
charge number (TG-AST090086) to visualize results from 
Supernovae blast simulations. Initial tasks involved extensive 
work to process cell-centered FLASH AMR data as node-
centered data for visualization system. Examples of initial 
results of slice planes representing the "flam" simulation 
variable are shown below. 
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14.8 Publications 
Papers 
I. Ahmed, C. Brown, A. Pilny, D. Cai, Y. A. Ada, M. S. Poole, "Identification of Groups in 
Online Environments: The Twist and Turns of Grouping Groups", In Proceeding of SocialCom, 
Boston, MA, USA, pp. 629-632, Oct. 2011 
 
 
14.9 Metrics 
14.9.1 Standard systems metrics 
The following pages provide the system metrics for Forge.  
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Standard User Assistance Metrics  
1. Tickets opened during report period: 1036 
2. Tickets closed during report period: 1072 
3. Distribution of response time on tickets during the reporting period. 
1. 1 hour: 317 
2. 1 day: 377 
3. 2 days: 264 
 
14.9.2 SP-specific Metrics 
Nothing to report. 
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15 NICS - Service Provider Quarterly Report 
15.1 Executive Summary 
In 2009, the National Institute for Computational Sciences (NICS) delivered the first academic 
petaflop computer to the NSF community—a Cray XT5 called Kraken. By the end of 2010, 
systems at NICS were delivering more than 70% of all NSF compute cycles. This quarter, Kraken 
continued to add impressive milestones to a fabled history. Not only did the Cray XT5 deliver its 
2 billionth CPU hour to open science in November, but the computer also sustained an 
astonishing utilization of 96% for the months of October and December, running with no 
downtime for 36 days consecutively. For Q2PY1, Kraken provided a 99% uptime and 
experienced 95% utilization.  
The addition of the SGI Altix, called Nautilus, and the Remote Data and Visualization (RDAV) 
center serves to broaden the services provided by NICS to the NSF community and increases the 
potential for breakthrough science (Section 15.2). RDAV's purpose is to aid in the significant 
challenge of transforming large-scale data into knowledge and insight by providing scientists with 
well-engineered and well-supported remote visualization, analysis, and scientific workflow 
technologies. Nautilus provided a 97% uptime for the quarter and 41% utilization. 
There were 529 help tickets opened during the quarter and 486 closed with a mean-time-to-
resolution of just over 77 hours (Table 4).  
15.1.1 Resource Description 
NICS currently has two NSF funded computational resources: Kraken and Nautilus. These 
systems share a Network File System (NFS) that contains user directories, project directories 
and software directories. One-time password tokens provide secure access to both the 
computational and storage resources at NICS. 
15.1.1.1 Kraken 
Kraken is a Cray XT5 consisting of 9,408 compute nodes, each containing two 6-core 
AMD Istanbul Opteron processors and 16 GB of on-node memory. The result is 112,896 
compute cores that deliver 1.17 PF at peak performance with 147 TB total memory. 
Communications take place over the Cray SeaStar2+ interconnect. A parallel Lustre file 
system provides 3.3 PB (raw) of short-term data storage. 
15.1.1.2 Nautilus 
Nautilus, an SGI Altix UV 1000 system, is the centerpiece of NICS Remote Data and 
Visualization (RDAV) Center that is also located at ORNL. It has 1024 cores (Intel 
Nehalem EX processors), 4 TB of global shared memory, and 8 GPUs in a single system 
image yielding 8.2 TF at peak performance. A parallel Lustre file system provides 427 TB 
(raw) of short-term data storage. 
15.1.1.3 HPSS Archival Storage 
The High Performance Storage System (HPSS), developed and operated by ORNL, is 
capable of archiving hundreds of petabytes of data and can be accessed by all major 
leadership computing platforms. Incoming data is written to disk and later migrated to tape 
for long term archiving. This hierarchical infrastructure provides high-performance data 
transfers while leveraging cost effective tape technologies. Robotic tape libraries provide 
tape storage. The center has four SL8500 tape libraries holding up to 10,000 cartridges 
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each. The libraries house a total of 24 T10K-A tape drives (500 GB cartridges, 
uncompressed), 60 T-10K-B tape drives (1 terabyte cartridges, uncompressed), and 20 
T10K-C tape drives (5 terabyte cartridges, uncompressed). Each T10K-A and T10K-B 
drive has a bandwidth of 120 MB/s. Each T10K-C tape drive has a bandwidth of 240 
MB/s. Disk storage is provided by DDN storage arrays with nearly a petabyte of capacity 
and over 12 GB/s of bandwidth. This infrastructure has allowed the archival system to 
scale to meet increasingly demanding capacity and bandwidth requirements with more than 
20 PB of data stored as of December 2011. 
15.2 Science Highlights 
15.2.1 Kraken 
15.2.1.1 Biophysics: Large-scale molecular dynamics simulations of anesthetic effects on ion 
channels (Pei Tang, University of Pittsburgh School of Medicine) 
See main body of XSEDE quarterly report, 2.2.2. 
15.2.1.2 Materials Research: Metal Gets Airborne: UT/ORNL team uses Kraken to simulate 
nanoparticles in effort to control their movement. (Miguel Fuentes-Cabrera, 
Humberto Terrones, and Jason D. Fowlkes, all of Oak Ridge National Laboratory; 
Bradley H. Rhodes from University of Tennessee; Mike Baskes from Los Alamos 
National Laboratory, and Phillip Rack and Mike Simpson of both ORNL and UT) 
See main body of XSEDE quarterly report, 2.2.5. 
15.2.1.3 Mathematical Sciences: Kraken aids Gordon Bell finalists with blood-flow 
simulations 
See main body of XSEDE quarterly report, 2.2.6. 
15.2.1.4 Molecular Biosciences: Supercomputer simulations are giving scientists 
unprecedented access to a key class of proteins involved in drug detoxification 
(Jerome Baudry and Yinglong Miao, University of Tennessee/Oak Ridge National 
Laboratory) 
See main body of XSEDE quarterly report, 2.2.7. 
15.2.1.5 Molecular Dynamics: UC Irvine Study Points to New Approach to Influenza's 
Antiviral Resistance (Rommie Amaro, University of California, Irvine) 
See main body of XSEDE quarterly report, 2.2.9. 
15.2.1.6 Advanced Scientific Computing: Studying Transportable Explosives with Uintah 
(Martin Berzins, University of Utah) 
Caitlin Rockett; crockett@utk.edu 
The team, led by the University of Utah’s Martin Berzins and Charles Wight, is using the 
processing power of the Cray XT5 “Kraken” at the National Institute for Computational 
Sciences to simulate burning and detonation processes in transportable explosives.  
Recent simulations have led the team to believe that the key to preventing detonations is to 
pack the trucks transporting the explosives in such a way that temperatures and pressures are 
regulated so as to avoid a chain reaction explosion to detonation scenario. 
The difference in burning, or deflagration, and detonation is a crucial one. In deflagration, the 
transfer of heat to each individual device strictly limits the rate of burning. However, 
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detonation is a phenomenon that occurs as the result of a shock wave, a catalyst that moves 1 
million times faster than deflagration and in the end is approximately 1 million times more 
devastating. 
Nearly all of current knowledge surrounding explosions has evolved from experiments 
performed on single devices, or at most 3 related devices. Berzins and his team are pioneers in 
the field of explosive arrays, or the simultaneous explosion and resulting detonation of 
multiple devices in a single area. 
Thanks to Kraken, the team has developed models for the transition from deflagration, or 
burning, to detonation, and they are quickly reaching the point where they can begin to apply 
these models to the full problem. 
They are currently in the process of scaling up the models for explosions and detonations. 
That scaling up means simulating whole truckloads of explosives from the initial burning 
process to the resulting detonation. For now the team is only simulating a few explosives at a 
time, a daunting task even with Kraken’s 100,000-plus computing cores. This computing 
power comes in handy especially when dealing with detonations, where the team believes that 
the phenomenon results ultimately from very fine scale behaviors. 
This modeling across scales, from the micrometer inside explosives to the crater-sized 
destruction created from the explosion, is what the team refers to as “continuum level 
science.” Due to the relationships between the different scales, this type of problem 
specifically requires a system such as Kraken, with the necessary processing power for 
simulating explosions and detonations from their microscopic beginnings to their larger 
cataclysmic finales. 
The University of Utah team used 3.5 million processor hours on Kraken last year alone. The 
team previously used the NSF’s PetaApps program to get their simulations to their current 
fidelity. 
Their weapon of choice in this quest is Uintah, a general purpose scientific computing and 
engineering software application. Developed by DOE, the Department of Defense, and the 
National Institutes of Health, Uintah is an all-purpose tool that is currently putting out 
proverbial fires in areas from fluid flow to heat transfer to biochemistry to materials. In 
Berzin’s case, it is excelling in every sense of the word.  
“Uintah is scaling very, very well, up to our biggest runs of 100,000 cores,” he said. “We’ve 
run our software on almost all of Kraken in a scalable way with good results with adaptive 
meshes, where all the action is, where there are high gradients of pressure and temperature.” 
Those gradients require enormous computing power and are a major reason why Berzins and 
his team require a computer as powerful as Kraken to continue to move forward.  
Not only does the team have codes that can utilize almost all of Kraken, therefore enhancing 
accuracy and expediting time to solution, but they have also developed fundamental science 
and the computational knowledge to expand their algorithms to ensure that their codes 
continue to scale to tomorrow’s even larger computing architectures. 
15.2.1.7 Chemical, Thermal Systems: Numerical Modeling of Dense Particulate Flows in 
Fluidized Bed Reactors (Olivier Desjardins, Cornell University) 
Caitlin Rockett; crockett@utk.edu 
A Cornell University-based team led by Olivier Desjardins has used both the Cray XT5 
“Kraken” and SGI UltraViolet “Nautilus” systems at the National Institute for Computational 
Sciences (NICS) to model the movement of particles in fluidized bed reactors (FBR). These 
simulations seek to understand and predict the multiphase flow inside FBRs, while ultimately 
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improving the overall efficiency for thermochemical conversion of biomass (plant material) 
into liquid fuel. 
FBRs work by passing a fluid (either a gas or a liquid) through a grainy solid material at high 
velocity, which causes the solid to behave as though it were a fluid. This type of reactor has 
been used since the 1920s, primarily by oil and petrochemical industries to increase 
production of fuel in the United States. While FBRs are still used to produce fuels, they can 
also be used to produce industrial polymers like rubber and vinyl, and are even found at water 
and waste treatment utilities.  
Desjardins team coupled their in-house computational fluid dynamics code NGA with a 
Lagrangian particle-tracking scheme in order to simulate dense particle flows in a lab-scale 
fluidized bed reactor. Parallel performance of NGA was assessed on Kraken and scaled to 
over 49,000 cores.  
The team simulated a 4-inch FBR located at the National Renewable Energy Laboratory at 
half-scale. This simulation contained 17 million grid cells and nearly 16 million particles and 
required approximately 4 million CPU hours to run long enough to reach a statistically steady 
state. The simulation was run using over 8,000 cores on Kraken for approximately 20 days, 
creating one of the largest particle laden simulations to date. 
Particles tend to cluster and fall along the walls of vertical risers (a component of a FBR), 
binding surrounding particles as they pass and decreasing the efficiency of thermochemical 
conversion. Understanding the gas-solid interactions is key in improving the overall process 
efficiency.  
The team performed small-scale simulations to reproduce experiments found in literature. 
Periodic simulations of a section of a lab-scale riser were conducted using 19,000 grid cells 
and 300,000 particles on 288 cores. Steady state particle velocities were found to disagree 
with experimental results, indicating a need to simulate the full-scale reactor, which will be 
the team’s next step with this project. 
Desjardin has also used Kraken to perform direct numerical simulations of gas-liquid annular 
flows in horizontal pipes. Annular space refers to the space surrounding one cylindrical object 
placed inside another. This “pipe within a pipe” scenario is often used to increase efficiency in 
a number of industries, including oil and gas. It’s critical to be able to predict performance of 
annular flow to insure efficient performance.  
“One of the fundamental aspects of our project is the large size of the simulations that we 
run, and the ability to run high core counts is essential to our progress,” explained 
Desjardins. “This makes access to Kraken a vital aspect of our research. Nautilus has also 
been a great resource for visualizing our data.” 
15.2.2 Nautilus 
15.2.2.1 Atmospheric Sciences: Seeing is Believing: Nautilus helps paint a clearer picture of 
the data from the climate science endeavor Project Athena (Lawrence Marx, Center 
for Ocean-Land-Atmosphere Studies) 
See main body of XSEDE quarterly report, 2.2.1. 
15.2.2.2 Chemical, Thermal Systems: Danesh Tafti (PI, Virginia Polytechnic Institute and 
State University) 
Caitlin Elizabeth Rockett; crockett@utk.edu 
A group led by Danesh Tafti of the Virginia Polytechnic Institute and State University used 
Nautilus to address a number of problems using a computational fluid dynamics (CFD) code 
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called GenIDELEST. The application uses an incompressible variable density algorithmic 
model to solve mass, momentum, and energy conservation equations.  
One area of research for the team was jet engines, 
which often operate under hostile conditions—of 
particular interest are internal cooling passages. 
Compressor-bleed air carries sand through the 
engine, leading to deposition, erosion, corrosion, 
and degradation in heat transfer. Sand transport 
was investigated in a representative geometry of a 
two-pass square duct (see Figure 2) using Wall 
Modeled Large Eddy Simulations (WMLES) and 
compared with experiments conducted by the 
group. Figure 3 shows the sand particle 
impingement pattern on the ribbed wall. The 
impingement pattern qualitatively identifies the 
damage prone regions in a two-pass duct. 
 
Figure 2: Two-pass duct geometry 
 
  
 
Figure 3: Particle impingement pattern on the ribbed wall 
The team also looked at flows and heat transfer in the internal cooling passages of turbine 
blades. Accurate prediction of flow and heat transfer is very important to the gas turbine 
industry. Detailed heat transfer in a two-pass stationary square duct with rib turbulators was 
studied. Figure 4 shows heat transfer augmentation contours on the ribbed wall in the two-
pass duct. 
 
Figure 4: Normalized Nusselt number contours on ribbed wall 
 
In another study, numerical simulations were performed using coupled Discrete Particle 
Method (DPM) and CFD to analyze heat transfer in a non-reacting rotary kiln. Rotary furnaces 
have multiple applications including calcination, pyrolysis, carburization, and drying. Heat 
transfer through granular media in rotary kilns is a complex phenomenon and plays an 
important role in the thermal efficiency of rotary furnaces. Thorough mixing of particles in a 
rotary kiln determines the bed temperature uniformity. The microscopic models of particle-
particle, particle-fluid, particle-surface and fluid-surface heat transfer were used in the 
analysis. It as observed that the particles are heated near the rotary kiln walls by convection as 
they pass through the thermal boundary layer of the heated fluid. 
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These particles are transported to the 
center of the kiln where they transfer 
heat to the cooler particles in the core 
of the kiln and back to the cooler fluid 
at the center of the kiln. 
The number of processors used for 
these analyses varied from 4 to 153 
cores and the simulation time ranged 
from 1 to 3 months. The large memory 
availability per node on Nautilus was 
particularly useful when particle 
transport equations were solved along 
with the large eddy simulations. 
 
Figure 5: Particle temperatures in the rotary kiln 
after (a) 3 seconds, (b) 6 seconds, (c) 9 seconds and 
(d) 12 seconds from stationary bed position.  
15.2.2.3 Atmospheric Sciences: Joshua Fu (PI, University of Tennessee-Knoxville) 
Caitlin Elizabeth Rockett; crockett@utk.edu 
Joshua Fu, a University of Tennessee associate professor of Civil and Environmental 
Engineering, headed a research team that used Nautilus to study global temperature increase 
and seasonal extreme temperature in the 21
st
 Century.  
The team found a widespread increase in global temperature in the period of 2050-2059 
(referred to as 2050s) and 2090-2099 (referred to as 2090s), compared to the present climate. 
The temperature in 2050s was projected to increase by 1.0 to 4.0 ºC over the majority of the 
land areas, while an increase of 0.5 to 2.5 ºC is observed in the ocean areas (Figure 6 a,c).  
The highest increase occurs in the higher latitudes of the northern hemisphere (Figure 6 c,d). 
To explore the reason why this region shows higher temperature increase compared with other 
regions, 500 hPa geopotential height and wind vector anomalies were plotted (Figure 6 e,f). 
500 hPa represent the mid-troposphere height, which is closely related to the weather events in 
the lower troposphere. Heat waves, precipitation, and tropospheric temperature are related to 
500 hPa geopotential height anomalies and tropopause height, and the team found that 500 
hPa geopotential height anomalies are also related to the mean temperature anomalies.  
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Figure 6: Temperature at 2-meter comparisons between present climate and future climate. 
 
One of the focuses of this study is to determine the durations of extreme temperatures in 
all seasons. The team defined a seasonal-extreme-temperature-duration (SETD) as a 
period with every day higher than the 97.5 percentile of present climate, where the period 
maintains at least 3 continuous days. A 10-year mean SETD was used in the analysis. 
Since different regions could have completely different seasonal characteristics, 
especially for different hemispheres, the team divided the globe into 21 regions, shown in 
Figure 7 below.  
Each pie chart shows the mean SETD, so the total decadal duration for each season 
would be 10 times the values shown. Overall, there are significant increases of SETD 
across all the regions. At present climate conditions, the durations are around 1.0 day 
each season per year. In the 2090s under this scenario, dramatic increases in durations 
show up in almost every region in all seasons. The global mean SETD increase across the 
four seasons shows similar magnitudes, with a total increase of 135.1 days per year. The 
global land SETD increases by 18.8 times while the ocean SETD increases by 50.4 times 
The temperature distribution change in ocean is more significant than land, which results 
in the higher durations in ocean. The 21 regions show increases that range from 11.1 to 
100.3 times with the lowest occurring in Alaska and highest in Southeast Asia. 
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Figure 7: Seasonal extreme temperature duration (SETD) at present climate and in the 2090s. 
15.3 User-facing Activities 
15.3.1 System Activities 
15.3.1.1 Kraken 
Availability 
Kraken had an overall system availability of 99.1% for this quarter with 19 total hours of 
downtime. Downtime for the quarter consisted of 9 hours of scheduled downtime and 11 
hours of unscheduled downtime (Table 2). 
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Table 2: Summary of maintenance Stats for Kraken in Q2PY1. 
Maintenance Stats -- Kraken Cray XT5 
Number of planned reboots 2 
Number of unplanned reboots 6 
Total reboots 8 
Job failures due to system faults 1216 
Total time in period 2208 hrs (100%) 
Scheduled Downtime 8 hours (0%) 
Unscheduled Downtime 11 hours (0%) 
Total Downtime 19 hours (1%) 
Total time available to users  
(total-downtime) 
2189 hours (99%) 
% System Utilization 95% 
 
Internet2 Connectivity Improvement 
The maximum bandwidth of NICS' network link to Internet2 was upgraded from 3 gigabit/s to 
8 gigabit/s in October. Individual streams are still limited to a maximum of 1 gigabit/s 
performance; however, NICS has demonstrated sustained performance of over 6.5 gigabit/s 
using striped GridFTP over the upgraded link. NICS staff are investigating possible solutions 
to increase the bandwidth of this link to 10 gigabit/s. 
15.3.1.2 Nautilus 
Availability 
Nautilus had an overall system availability of 97.2% for this quarter. Downtime for the quarter 
consisted of 4 hours of scheduled downtime and 52 hours of unscheduled downtime (Table 3). 
Table 3: Summary of maintenance Stats for Nautilus in Q2. 
Maintenance Stats -- Nautilus SGI UV1000 
Number of planned reboots 3 
Number of unplanned reboots 5 
Total reboots 8 
Total time in period 2208 hrs (100%) 
Scheduled Downtime 4 hours (0%) 
Unscheduled Downtime 52 hours (0%) 
Total Downtime 56 hours (2%) 
Total time available to users (total-downtime) 2152 hours (97%) 
% System Utilization 41% 
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15.3.2 Services Activities 
15.3.2.1 Kraken 
Software Packages 
NICS’ staff currently supports 878 unique application builds on Kraken that include pre-
compiled binaries and builds with PGI, GNU, Pathscale, Cray, and Intel compilers. These 
builds include 280 unique versions and 135 unique applications and libraries. 
Environment 
NICS’ staff have been preparing for an OS upgrade on Kraken tentatively scheduled for 
February 2012. The Cray Linux Environment (CLE) 2.2 will be upgraded to CLE 3.1. This 
upgrade also changes the OS on the system's service nodes from SLES 10.1 to SLES 11. 
15.3.2.2 Nautilus 
Software Packages 
NICS’ staff currently supports 282 unique application builds on Nautilus that include pre-
compiled binaries and builds with PGI, GNU, and Intel compilers. These builds include 172 
unique versions and 103 unique applications and libraries. 
Environment 
An update to version 3.0.3 of the TORQUE resource management software was deployed on 
Nautilus in December in the hopes that it would improve GPU scheduling. Unfortunately, this 
did not improve GPU scheduling, and NICS plans to revert to a known-working release early 
in 2012. Efforts to improve GPU scheduling on Nautilus are ongoing, and NICS and Adaptive 
Computing are working together to understand the unique requirements of GPU scheduling on 
the SGI UV platform. 
15.4 Security 
RSA Token Replacement 
On March 17, 2011, RSA announced that it had been the victim of a cyber intrusion, and as a 
result, information related to its SecurID product – a two-factor authentication device – had been 
compromised. According to RSA, the compromise does not lead to a direct attack on SecurID, 
but it can decrease its effectiveness; and thus, replacement SecurID devices were issued to NICS 
by RSA. NICS received and began distributing the replacement SecurID devices to users during 
the last quarter. All NICS staff tokens were replaced last quarter, and by the end of this quarter 
approximately 95% of active users' tokens had been replaced, with the remainder to be replaced 
early next quarter. No known security incidents occurred at NICS as a result of the RSA 
intrusion. 
TAGPMA Accreditation of NICS SLCS 
On October 11-12, 2011, NICS hosted a meeting of The Americas Grid Policy Management 
Authority (TAGPMA). At this meeting, the final accreditation of NICS’ Short-Lived Credential 
Service (SLCS) was approved. The NICS SLCS is a MyProxy service that uses RSA two-factor 
authentication rather than the Kerberos authentication used by the MyProxy services at NCSA 
and PSC. Efforts to add the NICS SLCS certificate authority (CA) certificate to the list of CAs 
trusted by XSEDE CA and to propagate the distinguished name (DN) attributes of certificates 
signed by the NICS SLCS CA to the other XSEDE sites are ongoing. 
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15.5 Education, Outreach, and Training Activities 
Training 
 
Date Workshop Location Attendance 
Underrepresented 
Community 
10/10-10/12 EPSCoR Workshop, Desktop to TeraGrid SC/TN Knoxville ~75 20 
10/18-10/20 NICS/OLCF Fall Training (live + streamed) Oak Ridge 
N.L. 
35 unknown 
10/13 Scientific Computing Using Up to 112,000 Cores 
on Kraken 
UT-
Knoxville 
No data NA 
10/20 Parallel Computing and ‘R’ UT-
Knoxville 
No data NA 
10/27 Maximizing Performance of Scientific Computing 
Codes on HPC Systems 
UT-
Knoxville 
No data NA 
 
Outreach 
 
Type Title Location Date(s) Number of 
Participants 
Underrepresented 
Community 
Tour and 
Presentation 
Tennessee State 
Univ. students & 
faculty visit 
ORNL & 
NICS 10/13 25 25 
Tour and 
Presentation 
Belmont University 
students & faculty 
visit 
ORNL & 
NICS 10/28 16 4 
Seminar 
Computational 
Science on NICS 
computational 
resources 
Univ of 
Tenn 
11/3 6 2 
Seminar Cloud Computing at 
FutureGrid 
Univ of 
Tenn 11/10 12 3 
 
Tennessee Universities Outreach 
NICS staff hosted two visits from Tennessee universities in October 2011. The faculty and 
students from Tennessee State University and Belmont University visited NICS at the Oak Ridge 
National Lab facility. Both groups got tours of computing & visualization facilities, and ONRL’s 
Spallation Neutron Source. The historic Graphite Reactor was also visited, and seminars were 
delivered to each group at the request of faculty that organized and visited with the groups.  
EPSCoR Workshop 
In October 2011, NICS organized and hosted (at the University of Tennessee Conference Center) 
a three-day event mixing tutorial and seminar materials, focused on the collaborations generated 
by the Desktop to TeraGrid SC/TN EPSCoR project. Speakers from South Carolina, Tennessee, 
and elsewhere focused on computing, computational biology and nanomaterials. 
Interdepartmental Graduate Minor in Computational Science 
NICS organized a series of seminars and tutorials at a regular time during the Fall semester at the 
University of Tennessee-Knoxville campus. NICS and UTK staff delivered 3 tutorials and 2 
seminars during this quarter as part of this JICS/IGMCS Seminar Series. 
Hardin Valley Academy Internship 
NICS hosted a senior student from the Hardin Valley Academy (a high school in Knox County, 
TN) for a “senior portfolio project”. The student got exposure to several areas of NICS, and was 
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responsible for a final report and poster at the high school—which included an event for the 
public to come and see what was accomplished. NICS will continue this effort hosting two 
seniors during the spring semester. 
SC11 in Seattle 
NICS staff participated in many activities at the annual SC conference. NICS highlighted their 
work and had speakers appear in the combined Oak Ridge National Laboratory computing 
facility exhibit. NICS’ staff was part of accepted Tutorial offerings, Papers, and Birds of a 
Feather sessions. Several NICS staff worked as part of the volunteer SC11 committees that put on 
the conference. 
15.6 SP Collaborations 
EPSCOR 
The Experimental Program to Stimulate Competitive Research, or EPSCoR, establishes 
partnerships with government, higher education and industry that are designed to effect lasting 
improvements in a state's or region's research infrastructure, R&D capacity and hence, its national 
R&D competitiveness. NICS participates along with researchers from twenty-seven other states 
and the Commonwealth of Puerto Rico. The partnership is based on existing and planned 
collaborations in the advanced materials and systems biology domains where computational 
science is driving new approaches and insights. The collaborative team has proposed to build 
cyberinfrastructure (CI) linked, community specific knowledge environments that embody the 
desktop to XSEDE ecosystem by using campus-based CI at a regional research institution as an 
essential bridge for connecting faculty investigators to national resources such as the XSEDE.  
In Q2PY1, NICS’ staff organized and hosted the Second Annual NSF EPSCoR Workshop that 
took place from October 10-12th at the University of Tennessee. The conference drew more than 
100 participants from universities from 4 different states from south each region of US. 
NICS’ staff also organized a seminar series and tour of supercomputing facilities at NICS on 
October 13th for 16 students and 4 faculty members from Tennessee State University. The talk 
covered “the importance of HPC in bioinformatics application development.”  
NICS’ staff continues to contribute to collaborative research on the engineering inhibitors of the 
Tissue Factor- Factor VIIa complex with Brendan Duggan, from MUSC. Another ongoing 
research collaboration involving NICS’ staff is the virtual identification of mechanism based 
oncogene inhibitors using computational docking with Yuri Peterson from MUSC. 
Keeneland 
The Keeneland Project is a five-year, $12 million NSF Track 2D award that has enabled the 
Georgia Institute of Technology, NICS, and the Oak Ridge National Laboratory to deploy a 
small, experimental, high-performance computing system consisting of an HP system with 
NVIDIA Tesla accelerators attached. The project team has been using this initial system to 
develop scientific libraries and programming tools to facilitate the development of science and 
engineering research applications, while also providing consulting support to researchers who 
wish to develop applications for the system. NICS’ staff provides administration and support for 
the Keeneland project.  
In 2012, the project will upgrade the heterogeneous system to a larger and more powerful system 
based on a next-generation platform and NVIDIA accelerators. It is anticipated that the final 
  142 
system will have a peak performance of roughly 2 petaflops. The project will then operate the 
upgraded system as a XSEDE resource for two years. 
15.7 SP-Specific Activities 
AACE 
In 2011 the Joint Institute for Computational Sciences (JICS) established the Application 
Acceleration Center of Excellence (AACE) in partnership with NICS, industry leading vendors, 
and academic institutions. The center’s objectives are: 
 Accelerate NSF projects toward exascale with state-of-the-art heterogeneous architectures 
 Spur development of new algorithms and codes optimized for accelerator-based architectures 
 Disseminate fundamental knowledge  
 Facilitate effective exchange of expertise and cross-disciplinary collaboration 
NICS announced at SC11, that through AACE, it has entered a multi-year strategic engagement 
with Intel Corporation to pursue development of next-generation, high-performance computing 
solutions based on the Intel® Many Integrated Core (Intel® MIC) architecture and the design of 
scientific applications emphasizing a sustainable approach for both performance and productivity.  
"NICS has provided insight to Intel regarding the technology requirements of the scientific 
computing community," added Joe Curley, director of marketing for Intel's Technical Computing 
Group. "The impact of our partnership can be seen in the focus of our Intel MIC ‘Knights Ferry’ 
software development platform on extending well understood, high-level, standard programming 
languages and models." 
NICS is assisting NSF users with their transition to the Intel MIC architecture by researching 
parallelization techniques on the Intel MIC platform and by porting key NSF applications 
(already millions of lines of code) to the Intel MIC architecture in advance of its commercial 
release. NICS will also offer training on the Intel MIC architecture following its commercial 
debut. 
NICS continues to engage a variety of technology providers to determine the role their 
technologies will play in the quest for exascale, while at the same time providing valued input for 
product development to meet the needs of the NSF research community. 
Industrial Partnerships 
NICS currently provides expertise and computational resources to two industrial partners. The 
goal of the partnerships is to speed innovations to market through application of leading edge 
simulation capabilities. The benefit to the industrial partners is a condensed design cycle and 
reduced prototyping and manufacturing costs. 
15.8 Publications 
15.8.1 User Publications 
Submitted 
1. Brown, W. M., Kohlmeyer, A., Plimpton, S. J., and Tharrington, A. N. “Implementing 
Molecular Dynamics on Hybrid High Performance Computers - Particle-Particle Particle-
Mesh,” Journal of Chemical Physics, 2011. 
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Accepted 
2. Bharti, L., M. Schuessler, and M. Rempel, “Can overturning motions in penumbral 
filaments be detected?” ApJ, 2011: p. 8. 
3. Grinberg, L., et al., “Multiscale simulation of blood flow in brain arteries with an 
aneurysm.” Physics, 2011. 
4. Ji, H. and W. Daughton, “Phase Diagram for Magnetic Reconnection in Heliophysical, 
Astrophysical and Laboratory Plasmas.” Physics of Plasmas, 2011(September 2011): p. 
27. 
5. Pan, L., et al., “Turbulent Clustering of Protoplanetary Dust and Planetesimal Formation.” 
ApJ, 2011: p. 24. 
6. Rempel, M., “Subsurface magnetic field and flow structure of simulated sunspots.” ApJ, 
2011: p. 20. 
 
At Press 
7. Long, Y., Palmer, J. C., Coasne, B., M. S., Liwinska-Bartkowiak, and Gubbins, K. E. 
“Under pressure: Quasi-high pressure effects in nanopores,” Microporous and 
Mesoporous Materials, 2011. 
 
Published 
8. J. Feist, S. Nagele, C. Ticknor. B. I. Schneider, L. A. Collins, and J. Burgdörfer, 
“Attosecond Two-Photon Interferometry for Doubly Excited States of Helium,” Phys. 
Rev. Lett. 107, 093005 (2011). 
9. Horowitz, J. Hughto, A. Schneider, D. K. Berry, “Molecular Dynamics Simulations of 
Neutron Star Crust Matter,” Book Chapter, Neutron Star Crust, C. A. Bertulani, J. 
Piekarewicz, eds., Nova Publishing Co., Availiable 2012. 
10. X. Guan, K. Bartschat and B. I. Schneider, “Alignment Effects in Two-Photon Double 
Ionization of H2 in Femtosecond XUV Laser Pulses,” Phys. Rev. A 84, 033403 (2011). 
11. X. Guan, E. B. Secor, K. Bartschat, and B. I. Schneider, “Multiphoton Ionization of H+2 
in XUV Laser Pulses,” Phys. Rev. A 84, 033420 (2011). 
12. M. Luisier, “Investigation of thermal transport degradation in rough Si nanowires”, J. 
Appl. Phys. 110, 074510 (2011). 
13. M. Luisier, “Performance comparison of GaSb, strained-Si, and InGaAs double-gate 
ultra-thin-body n-FETs,” IEEE Elec. Dev. Lett. 32, 1686 (2011). 
 
15.8.2 Staff Publications 
Submitted 
1. Simmerman, S., et al. “Exploring Similarities Among Many Species Distributions,” IEEE 
Computer Graphics and Applications Special Issue. 
2. Rekepalli, B., et al. “HSPp-BLAST: Highly Scalable Parallel psi-BLAST for Very Large-
scale Position Specific Iterative Sequence Searches,” ISCA 4th International Conference 
on Bioinformatics and Computational Biology (BICoB 2012). 
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3. Rekepalli, B., et al., “Defining Dark Matter and Grey Matter of the Protein Sequence 
Space,” Bioinformatics Journal 2012. 
4. Rekepalli, B., et al., “The Three Dimensional Reconstruction of Large Micro-CT Data 
Sets for the Production of Bio-CAD Blueprints of Tissue Structures,” CAD 2012. 
5. Huang, J., et al., “Advancing Sustainable Energy Systems Through Computational and 
Theoretical Chemistry/ Physics,” in Sustainable Energy Systems2011. 
 
Accepted 
6. Patel, P., et al., “OpenMP-style Parallelism in Data-Centered Multicore Computing with 
R, at the 17th ACM SIGPLAN 2012 Symposium on Principles and Practice of Parallel 
Programming (PPoPP),” New Orleans, LA, February 2012. 
 
At Press 
7. Kovatch, P., M. Ezell, and R. Braby, “The Malthusian Catastrophe is Upon Us! Are the 
Largest HPC Machines Ever Up?,” in 4th Workshop on Resiliency in High Performance 
Computing2011, Springer: Bordeaux, France. 
8. Krstic, P.S., et al., “Dynamics of deuterium retention and sputtering of Li- C-O surfaces.” 
Fusion Engineering and Design, (0). 
9. Jakowski, J., S. Irle, and K. Morokuma, “Time-dependent quantum dynamical 
simulations of C2 condensation under extreme conditions.” Physical Chemistry Chemical 
Physics, 2011. 
 
Published 
10. Samuel, T.K., et al., “Scheduling Diverse High Performance Computing Systems With 
the Goal of Maximizing Utilization,” in IEEE HiPC 20112011, IEEE: Bengaluru, India. 
11. Vetter, J.S., et al., “Keeneland: Bringing heterogeneous GPU computing to the 
computational science community.” IEEE Computing in Science and Engineering, 2011. 
13(5): p. 90-95. 
 
15.8.3 Staff Presentations 
1. Hadri, B. (October 2011). “Introduction to Parallel I/O.” OLCF / NICS Fall Workshop 
2011. 
2. Rekepalli, B. (November 2011). “Systems Biological Workbench Development on NICS 
Resources.” SC11 Booth Talk. Seattle, WA. 
3. Ahern, S (November 2011). “XSEDE: The eXtreme Science and Engineering Discovery 
Environment,” SC11 Booth Talk, Seattle, WA. 
4. Patel, P. (October 2011). “Parallel Computing and R. Virtualizing Energy.” JICS/IGMCS 
Seminar Series. University of Tennessee, Knoxville, TN. 
5. Simmerman, S. (October 2011). “Scientific Visualization.” OLCF / NICS Fall Workshop 
2011. Oak Ridge, TN. 
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6. Patel and Simmerman. (October 2011). “Introduction to Nautilus.” Second Annual 
EPSCoR Workshop: Modeling Advanced Materials, Systems Biology and Alternative 
Energy Sources. University of Tennessee, Knoxville, TN. 
7. Loring, B. (October 2011). Data Analysis and Visualization at RDAV "The Eyes of the 
Tera Grid". Invited Talk. Rochester Institute of Technology, Rochester, NY. 
 
15.9 Metrics 
15.9.1 Standard systems metrics 
The following subsections contain system metrics for NICS’ resources that are allocated through 
XSEDE: Kraken and Nautilus. 
Note that job wait times and job expansion factors as reported by XDMoD are skewed by user 
specified job dependencies. NICS has implemented an “effective queue time” metric to eliminate 
the influence of job dependencies on these statistics. The effective queue time is a measure of the 
wait time incurred only once a job is eligible to run and is not a factor of individual workflows. In 
the future job wait times and expansion factors will be reported based on effective queue times. 
Another issue with wait time and expansion factor by job size, as currently reported, is that the 
job size bins overlap multiple scheduling queues at NICS, and thereby, overlap multiple 
scheduling policies. This too will be corrected in future reporting. Also note that the error bars 
associated with the mean values in Figure 10, Figure 11, Figure 20 and Figure 21 represent the 
standard deviation of the sampled mean which is the standard deviation divided by the square 
root of N, where N is the sample size.  
15.9.2 Kraken 
 
Figure 8: Daily resource consumption in Mega-normalized units (1e
6
) charged on Kraken for Q1. 
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Figure 9: Total resource consumption in Giga-normalized units (1e
9
) by job size for Kraken in Q2PY1. 
 
 
Figure 10: Average job run time in hours by job size on Kraken in Q2PY1. 
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Figure 11: Average wait time in hours by job size on Kraken in Q2PY1. 
 
 
Figure 12: Expansion factor by job size for Kraken in Q2PY1. 
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Figure 13: Total resource consumption in Giga-normalized units (1e9) by wall time for Kraken in Q2PY1. 
 
 
Figure 14: Expansion factor by wall time for Kraken in Q2PY1. 
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Figure 15: Resource consumption by field of science for Kraken in Q2PY1. 
 
 
Figure 16: Resource consumption by institution in Mega-normalized units for Kraken in Q2PY1. 
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15.9.2.1 Nautilus 
 
Figure 18: Daily resource consumption in kilo-normalized units (1e
3
) charged on Nautilus in Q2PY1. 
 
 
Figure 19: Total resource consumption in mega-normalized units (1e
6
) by job size for Nautilus in 
Q2PY1. 
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Figure 20: Average job run time in hours by job size on Nautilus in Q2PY1. 
 
 
Figure 21: Average wait time in hours by job size for Nautilus in Q2PY1. 
 
 
 
 
  153 
 
  
 
 
 
Figure 22: Expansion factor by job size for Nautilus in Q2PY1. 
 
 
Figure 23: Total resource consumption in mega-normalized units (1e6) by wall time for Nautilus in 
Q2PY1. 
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Figure 24: Expansion factor by wall time for Nautilus in Q2PY1. 
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Figure 25: Resource consumption by scientific domain in Mega-normalized units for Nautilus in Q2PY1. 
 
 
Figure 26: Resource consumption by institute in Mega-normalized units for Nautilus in Q2PY1. 
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15.9.3 Standard User Assistance Metrics 
Figure 28: New XSEDE tickets opened by month in 
2012. 
NICS’ front line user support responded 
to 529 XSEDE tickets in the quarter 
(Figure 28) and closed 489 tickets. These 
tickets corresponded to a variety of issues 
(Table 4) with the majority falling into 
two groups: login/access issues and 
jobs/batch queues. Open tickets 
experienced a MTTR or 77.2 hours for the 
quarter with most tickets being resolved 
within 24 hours. 
 
Table 4: Ticket resolution times by category for Q2PY1. 
 
 
 
 
 
 
 
15.9.4 SP-specific Metrics 
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NICS’ resources provided 60% of computational cycles that were delivered to the NSF 
community in this quarter (Figure 30), and NSF charges accounts for 98% (Error! Reference 
source not found.) of the total charges on these resources. 
 
Figure 29: NICS as a percentage of total charged 
Giga-normalized units (1e9) for Q2PY1. 
 
Figure 30: XSEDE charges as a percentage of total 
charges on NICS resources in Q2PY1. 
 
 
Figure 31: Total monthly utilization for Kraken for the past year. 
 
96	
95	
97	
96	
94	
95	 95	
94	
96	
93	
94	
90	
96	
93	
96	
80	
85	
90	
95	
100	
O
ct
-1
0
	
N
o
v-
1
0
	
D
e
c-
1
0
	
Ja
n
-1
1
	
Fe
b
-1
1
	
M
ar
-1
1
	
A
p
r-
1
1
	
M
ay
-1
1
	
Ju
n
-1
1
	
Ju
l-
1
1
	
A
u
g-
1
1
	
Se
p
-1
1
	
O
ct
-1
1
	
N
o
v-
1
1
	
D
e
c-
1
1
	
%
	U
liz
a
o
n
	
Kraken	Monthly	U liza on	
  159 
16 Pittsburgh Supercomputing Center - Service Provider Quarterly 
Report 
16.1 Executive Summary 
The Pittsburgh Supercomputing Center (PSC) operates and supports two powerful and unique 
resources for the national research community. Blacklight, an SGI Altix UV 1000 acquired with 
the assistance of an NSF grant and operated as an XSEDE resource, is the world’s largest shared-
memory system, providing two partitions of 16TB each. Anton is a special-purpose computer for 
molecular dynamics calculations, performing up to 100 times faster than conventional 
supercomputers. It is on loan, at no cost, from its designer, D.E. Shaw Research (DESRES) with 
operational funding provided by NIH. It is available to the national community through a peer-
review committee convened by the National Research Council. It is the only such system outside 
of DESRES. These systems, as well as other smaller clusters, are supported at PSC by a central 
file system, archival storage and extensive LAN, MAN and WAN infrastructure. 
PSC has begun a transition from its disk-tape archive system to a new disk-only archive that will 
provide much faster access to files in the archive. It will be an active data store, not just a place 
for “write once, read never” files. 
In addition to scientific achievements presented in the XSEDE report, Blacklight and Anton 
enabled significant progress in such areas as genomics and protein folding. Users are finding 
Blacklight’s large shared memory to be very valuable. For instance, Matthew MacManes of UC-
Berkeley says, “Because hundreds of gigabytes of raw data are used in a single analysis, the 
shared memory architecture of Blacklight is essential for my [genome sequencing] analyses.” 
Similarly, Anton’s special characteristics for molecular dynamics (MD) work are very valuable. 
Emad Tajkhorshid of UIUC said, “Before Anton, we could simulate maybe 100 nanoseconds of 
protein motion. With Anton we were able to run several microseconds of simulation — more than 
100 times longer in biological time.” 
PSC staff installed application software for some users and worked with others to resolve various 
issues that arose. As demonstrated by unsolicited statements from users such as Lei Ting of the 
University of Oklahoma and Peter Bernard of the University of Maryland, PSC’s user support is 
highly appreciated. 
PSC engaged in a broad range of Education, Training and Outreach activities. These included 
presentation of training workshops on using Blacklight and Anton, continuation of its successful 
student intern program, delivery of professional development sessions for science teachers at a 
local high school, and expansion of its program called Better Educators of Science for Tomorrow 
(BEST), a program of PSC’s NIH-funded National Resource for Biomedical Supercomputing 
(NRBSC). Six high schools now participate in BEST. In the intern program, one undergraduate is 
doing finite element analysis of a revolutionary invention that has garnered significant interest 
from industry and other parties. This shows how interns learn how computational science is 
performed and gain unique experience and knowledge that is not taught in textbooks and lectures. 
PSC collaborated with Harvard and MIT’s Broad Institute, one of the largest genome sequencing 
centers in the world, to make two cutting-edge genome assembly codes available on Blacklight. 
International collaborations included the Beijing Computational Science Research Center, a new 
center belonging to the Chinese Academy of Engineering Physics, and the Institute of Process 
Engineering in the Chinese Academy of Sciences. 
Networking Director, Wendy Huntoon, was named a member of the DoE Advanced Scientific 
Computing Advisory Committee (ASCAC). Education Program Director, Pallavi Ishwad, has 
been elected to be a member of the Workforce Development Advisory Committee of the 
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Community College of Allegheny County, and she has also been re-elected for another three-year 
term to the Pittsburgh Public School’s Occupational Advisory Committee in the Body and 
Behavior Track. 
16.1.1 Resource Description 
PSC provides a range of computing and storage platforms for the national science community. 
For applications requiring very large shared memory, high-productivity programming models, 
and/or moderate parallelism with a high-performance system-wide interconnect, PSC operates 
Blacklight, an SGI UV 1000 cc-NUMA shared-memory system comprising 256 blades. Each 
blade shares 128GB of local memory, and holds two Intel Xeon X7560 (Nehalem) eight-core 
processors, for a total of 4096 cores and 32 TB across the whole system. Each core has a clock 
rate of 2.27 GHz, supports two hardware threads and can perform nine Gflop/s for a total system 
floating point capability of 37 Tflop/s. Up to 16 TB of this memory is accessible as a single 
memory space to a shared-memory program. Message-passing and PGAS programs can access 
all 32 TB on the system. Blacklight is part of the National Science Foundation XSEDE  integrated 
national system of cyberinfrastructure. 
Additionally, PSC has an SGI Altix 4700 systems called Salk, smaller than Blacklight, that is also 
targeted at applications requiring large shared memory, high-productivity programming models, 
or moderate parallelism with a high-performance, system-wide interconnect. Salk is administered 
for the NIH-funded National Resource for Biomedical Supercomputing (NRBSC) and offers 144 
Intel Itanium Montvale processors providing a peak aggregate speed of 0.96 Tflop/s with 288 GB 
shared memory. This system supports advanced programming languages and models including 
UPC and Star-P. 
PSC operates an Anton special-purpose supercomputer for molecular dynamics (MD) simulation. 
Designed by D. E. Shaw Research (DESRES) and provided to PSC without cost by DESRES, it 
is available for non-commercial research use by universities and other non-profit institutions. The 
Anton is hosted by PSC with funding from NIH’s National Institute of General Medical Sciences. 
This is the only Anton computer operated outside DESRES and available to the national 
biomedical community. The Anton computer is supplemented by a high performance file storage 
system for simulation trajectories and an analysis cluster (Kollman). Each of the four nodes in the 
analysis cluster consists of two Intel Westmere six-core processors and 96 GB of memory. The 
high-performance file storage system consists of a 500-TB Lustre file system. The file system and 
the analysis cluster nodes are interconnected over Quad Data Rate (QDR) InfiniBand. 
The originally-planned duration of production use of Anton at NRBSC/PSC was twelve months. 
However, because of the overwhelming scientific and operational success during the initial 
period, NRBSC/PSC and DESRES agreed to extend the project for another nine months 
beginning on October 4, 2011. 
PSC operates several Linux clusters for biomedical and computer science research as well as 
several high-end servers and powerful workstations for development, analysis, and visualization 
tasks.  
The production workload on all of the PSC computing platforms is managed by PBS/Torque. 
Several scheduler policy modules used include a locally-developed module, Simon, and the Maui 
scheduler. 
All of the PSC computing platforms have access to Brashear, PSC’s shared, central file system 
using the Lustre file system architecture. It comprises eight storage nodes and 350 TB of direct-
attached disks, forming a large I/O cluster globally accessible within the PSC site. Access to the 
file system is provided by InfiniBand, 10-Gigabit Ethernet and 1-Gigabit Ethernet. Each node in 
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the I/O cluster is a Lustre Object Storage Server (OSS) hosting multiple Object Storage Targets 
(OSTs). 
All of the PSC computing platforms also had access to Bessemer, a separate shared, central file 
system using the Lustre file system architecture, which was retired on November 1, 2011. It 
comprised twelve storage nodes and 150 TB of direct-attached disks, globally accessible within 
the PSC site. Access to the file system was provided by InfiniBand, 10-Gigabit Ethernet and 1-
Gigabit Ethernet. As with Brashear, each node in the I/O cluster was a Lustre Object Storage 
Server (OSS) hosting multiple Object Storage Targets (OSTs).  
PSC is a partner in the Lustre Albedo Wide Area File System project along with five other 
XSEDE sites. PSC is taking the lead by managing the metadata service for the Albedo file system 
in addition to providing a portion of its bulk object storage. In addition to Albedo, PSC has made 
available a test file system running pre-release Lustre software incorporating advanced security 
with Kerberos authentication. Albedo is mounted on Blacklight. 
Archival storage at PSC was provided by an SGI Altix 450 server running the Data Migration 
Facility (DMF) software. Two STK storage silos, equipped with STK 9940B and IBM TS1130 
cartridge tape drives, provide over 12 PB of data storage. A system of PSC-developed Cache 
Nodes (CNs), with high-speed links to PSC supercomputers, augments the core archival storage 
system by providing a large primary, front-end, disk cache. PSC has begun a transition from the 
disk-tape archive system to a new disk-only archive that will be managed by SLASH2 (see §1.3.1 
for more on SLASH2). The new system will be less costly than a disk-tape system and provide 
much faster access to files in the archive. We expect that users will use it as an active data store, 
not just a place for “write once, read never” files. 
PSC network facilities consist of production and research LAN, MAN, and WAN infrastructures. 
The network technology used for the LAN infrastructure consists of switched Ethernet ranging in 
speeds from 100 Mb/s to 10 Gb/s. The PSC MAN infrastructure is DWDM-based, supporting 
multiple 10-Gigabit Ethernet waves. Network connections include a 10-Gigabit Ethernet 
connection to the XSEDE backbone network via National Lambda Rail, a 10-Gigabit Ethernet 
connection to National Lambda Rail’s FrameNet service, a nationwide Layer2 network, and a 10-
Gigabit Ethernet connection between PSC and the supercomputing facility at 4350 Northern Pike 
(formerly known as Westinghouse Energy Center). 
WAN connections are provided by the Three Rivers Optical Exchange (3ROX), a regional 
network aggregation point that provides high-speed commodity and research network access, 
primarily to sites in Western and Central Pennsylvania and West Virginia. 3ROX is based at 
Carnegie Mellon University and is operated and managed by the Pittsburgh Supercomputing 
Center. While the primary focus of 3ROX is to provide cost-effective, high-capacity, state-of-the-
art network connectivity to the university community, this infrastructure also provides well-
defined network services to both community (K-12, government) and commercial entities in 
Western Pennsylvania. University member sites currently include Carnegie Mellon University, 
the Pennsylvania State University, the Pittsburgh Supercomputing Center, the University of 
Pittsburgh, Norfolk State University, and West Virginia University. The 3ROX commodity 
Internet component consists of multiple high-performance WAN connections to major Internet 
service providers including Gigabit Ethernet connections to Cogent and Global Crossing. The 
research component of 3ROX includes a 10-Gigabit Ethernet connection, with 5 Gb/s of 
bandwidth, to the Internet2 network. In addition to the Internet2 connection, 3ROX also has a 10-
Gigabit Ethernet connection to National LambdaRail’s PacketNet service, a nationwide routed IP 
network. Explicit routing is used to maintain the acceptable use policies associated with the 
various production and research network infrastructures. 
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We planned and executed a move of all equipment in the PSC machine room into a smaller space. 
This move has allowed for a more efficient and scalable networking configuration as well as for 
future infrastructure growth. Router and switch configurations continue to be updated and tested 
to support new and changing host network connections. These upgrades will improve the 
performance of wide area network connections. The planning spreadsheet used to keep the 
inventory and status contained over 300 entities and resulted in 150 pieces of equipment being 
moved. With the new networking infrastructure, over a mile and a half of Ethernet cable was used 
to create over 400 new connections throughout the new space. During this process, approximately 
five peta-bytes of storage were installed or moved. Several peta-bytes were pressed into 
production during the move. 
16.2 Science Highlights 
16.2.1 Molecular Biology: Structure and Dynamics of Membrane Transporters (Emad 
Tajkhorshid, University of Illinois Urbana-Champaign) 
An Anton project led by Emad Tajkhorshid at UIUC focuses on a family of proteins known as 
membrane transporters. These proteins reside in biological membranes as regulated passageways 
for biomolecules — such as neurotransmitters — to cross from outside the cell to inside and vice-
versa. Tajkhorshid and collaborators simulated structural changes over a much longer period of 
time than has previously been possible.  “Before Anton,” he said, “we could simulate maybe 100 
nanoseconds of protein motion. With Anton we were able to run several microseconds of 
simulation — more than 100 times longer in biological time.” Because of how they work, 
membrane transporters undergo large changes in structure as part of their function, which has 
made them difficult to study with MD. “These proteins,” says Tajkhorshid, “are molecular 
machines that have to open on one side and close on the other in a highly coordinated manner as 
they go through their transport cycle. 
Large conformational change is key to 
understanding their mechanism, and with 
the MD simulations we could do before, 
we could observe initial motions only, not 
enough to be significant.” In being able to 
extend transporter simulations into the 
microsecond range, Tajkhorshid has begun 
to characterize a phenomenon involving 
water “leaks” through these proteins. 
During their function, as they switch from 
one side to the other being open, they take 
in water molecules that can then pass 
through to the other side along with the 
“substrate” molecule. This had been 
noticed experimentally, says Tajkhorshid, 
but not understood in detail. Tajkhorshid’s 
Anton simulations show water leakage in 
four different cases. “We have a collection 
of simulations,” he says, “in which we’ve 
observed this phenomenon for all the 
transporter sub-families that we 
investigated.” Their findings point toward 
further experiments and suggest that 
current understanding of membrane 
transporters may need to be revised.  
Cellular Passageway: This image from the 
simulations shows a membrane transporter protein 
within the cell wall with water molecules 
(gray surface), sodium (pink) and chloride 
(green) ions inside the cell (top) and in 
the extracellular environment (bottom). A substrate 
molecule (galactose: red & blue) is midway in the 
transporter. Overall this simulation included 84,000 
atoms. 
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16.2.2 Molecular Biology: Understanding Protein Folding (Martin Gruebele, Klaus Schulten, 
Yanxin Liu, University of Illinois Urbana-Champaign) 
Using Anton at PSC, graduate student Yanxin Liu, collaborating with Martin Gruebele and 
biophysicist Klaus Schulten, successfully simulated “protein folding” of a protein (lambda6-85) 
that, at 80 amino acids, is more than twice as large as the largest proteins whose folding had 
previously been successfully simulated and published. The results are a major advance toward a 
challenge that scientists have called “the protein-folding problem.” “The ability of a protein to 
fold into its characteristic three-dimensional structure,” says Gruebele, “is crucial for living cells. 
Misfolded proteins not only lose their functions, but can also cause diseases, including 
Alzheimer’s and Huntington’s disease.” The Anton simulations of lambda6-85 by Liu, Gruebele 
and Schulten produced a folded form of the protein that compared well with experimental 
findings. “Anton enables simulations at full atomistic detail,” says Gruebele, “all protein atoms 
and water molecules included, for a long enough time for a protein to be folded from ‘first 
principles’ on the computer.” For a protein of this size, this represents a big step toward the goal 
of being able to calculate the accurate folded structure of a protein from knowing only its amino-
acid sequence, a major objective of molecular biology, that can save months or years over current 
methods. The “magic number,” says Gruebele, is about 200 amino acids. “The largest single 
domain in most proteins is about that size, with much evidence that these domains fold relatively 
independently from each other. If we can do reliable simulations on that scale, we’ll be able by 
running on the computer to do what otherwise takes experiments and years of analysis. Our work 
with Anton on lambda6-85 is exciting because it shows that this goal is within reach.” 
16.3 User-facing Activities  
16.3.1 System Activities 
SLASH2: PSC’s Systems & Operations group is working with the FutureGrid administrators to 
provide hardware and networking among three sites so we can test SLASH2 in a wide area 
network setting. SLASH2 is a file system developed by PSC that supports multiple data 
residencies through user managed replication. The purpose of this project is to research the 
performance of the file system across the wide area network and on different platforms. Tests will 
be run between FutureGrid resources that are geographically separate, local FutureGrid resources, 
and resources at PSC. Tests will include 1) the I/O performance of clients accessing local and 
remote resources, 2) server to server data replication performance, and 3) performance of 
distributed metadata function in normal operation as well as disrupted network situations. 
Unicore: Derek Simmel hosted a workshop at PSC for systems administrators from XSEDE 
service provider sites. The purpose of the workshop was to show Unicore to the system 
administrators and to have hands-on sessions for installing it. In preparation for the workshop, 
John Kochmar set up several virtual machines so the participants would have resources to 
practice on. 
How a Protein Folds: Snapshots of the folding of lambda6-85 during a simulation performed on Anton. 
(ns = nanoseconds.) The native state of lambda6-85 is shown on the right for comparison. 
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16.3.2 Services Activities 
Large Memory Usage on Blacklight: Users are making effective use of the large shared memory 
on Blacklight. The experiences of two user groups are presented below. 
Niel Henriksen of Tom Cheatham’s group at Utah has been running jobs that use more than 2 
terabytes of memory on Blacklight. He said, “I’m really impressed with how fast these 
calculations can run on Blacklight. I’ve previously done these on large distributed memory 
machines and, needless to say, it takes forever.” 
The task at hand is to reparameterize MD force fields for RNA (a notoriously tricky biomolecule 
to model). For this, Henriksen is doing “MP2/aug-cc-pvtz” calculations on mononucleotides with 
~30 atoms. The jobs that use large memory are NWCHEM RI-MP2 calculations, which he is 
doing because he understands that RI-MP2 is faster than MP2, especially for the larger basis sets. 
The calculations use aug-cc-pvdz and aug-cc-pvtz basis sets with the COSMO solvation model. 
More background is given below. 
Cheatham’s group mostly uses MD simulations to study biomolecular structure and function with 
a focus on nucleic acids. They have noticed a problem with AMBER MM force fields in that they 
do not properly represent the sugar pucker conformations in some regions of RNA. This causes 
structural pathologies to develop during simulations and limits the overall usefulness of MD 
simulations. To assess this problem they are using Blacklight to compute high level QM energy 
points for the pseudorotation pucker cycle of the four RNA nucleosides. Their preliminary results 
show that the MM energies correspond reasonably well with the in vacuo QM results. However, 
with the inclusion of COSMO, the pseudorotation energy profile changes dramatically. They 
think that if they reparameterize the MM force field to match the QM-COSMO profile, it will fix 
some of the sugar pucker problems seen in MD simulations. 
Blacklight is a crucial resource for this project because its capabilities allow them to use larger 
basis sets and generate more accurate results. For instance, Henriksen says that the same 
calculations on Kraken take an order of magnitude longer and they swamp the disk resources. 
This project will eventually require calculations on dinucleotides as part of an effort to 
simultaneously optimize several force field parameters at once (thus eliminating the “fix one 
problem, cause another” situation they have seen.) 
PSC ported and debugged several sequence assembly codes on Blacklight. Of particular note is 
that use of Blacklight's RAM filesystem substantially improved performance of the Trinity RNA-
sequence assembler. 
Matthew MacManes, Q3B Institute and Molecular and Cell Biology at University of California-
Berkeley, writes, “Blacklight is a key resource for my analyses of next generation sequence data. 
Without it, I would simply be unable to complete the requisite analyses. I feel so strongly about 
Blacklight that I have referred colleagues and collaborators—currently, there is simply no better 
resource for doing this type of work.” 
MacManes goes on to say, “Next generation sequencing promises to revolutionize the way in 
which biological phenomenon are studied. Unlike traditional Sanger sequencing, where 
production was measured in hundreds or thousands of bases, next generation sequencing, 
specifically, Illumina sequencing, can produce billions of base pairs of data every day from whole 
genomes, specific tissues, or parts of the genome, during specific stages in an organism’s 
development. While this newfound ability to generate massive quantities of data has opened up 
novel avenues of study, it has challenged the existing computational infrastructure. Specifically, 
we are using next generation sequencing to better understand the genetic underpinnings of 
complex phenotypes in non-model mammals. In particular, I am interested in how differences in 
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gene expression are related to the transition from solitary to social living in the Colonial tuco-tuco 
(Ctenomys sociabilis).  
“Using RNA extracted from the hippocampus of captive animals housed in either social or 
solitary conditions, we have begun to understand how gene expression varies. While these studies 
are still in their infancy, several genes, not previously implicated in social behavior have been 
revealed. Additionally, analyses of natural selection, nucleotide diversity, and gene 
pathways/ontology are in progress. A manuscript is in preparation, and will be submitted for peer 
review within the next month.  
“Because hundreds of gigabytes of raw data are used in a single analysis, the shared memory 
architecture of Blacklight is essential for my analyses. (In fact, I have used, unsuccessfully, 
several other XSEDE resources, including TACC-Ranger and TACC-Longhorn). Analyses 
require between 70Gb and 700Gb of RAM, depending on the amount of data and complexity of 
the analyses—to the best of my knowledge, Blacklight is the only resource on which these 
analyses are possible.  
“In addition to hardware, Blacklight has an extensive collection of pre-compiled modules for the 
analyses of next-generation sequence data. Because of the complex nature of all XSEDE 
resources, along with (typically) the multiple dependencies of the programs used for analyses, 
compiling the 20 programs I typically use is very time consuming, often times requiring multiple 
interactions with tech support. Having these programs installed and maintained by PSC staff is 
extremely helpful.” 
Anton: Users with an Anton award for the allocation period from October 2011 through May 
2012 began their production runs on the 512-node Anton machine on October 4, 2011 as 
originally planned. 44 groups were allocated time by the review committee, 23 of which were 
new users. An Anton training workshop, which is detailed in §1.5, was provided for these users. 
PSC/NRBSC support staff members quickly resolved all but one user issue, and that one was 
resolved with additional support from D.E. Shaw systems staff. 
User Support: We installed and tested the quantum chemistry software Molpro and Dmol3 
(Accelrys) on Blacklight, requested by users who migrated from Ember. We helped users Chris 
Cione, Keith McLaughin (both from the lab of Brian Space, USF) and Don Aue (UCSB) to run 
Molpro in parallel, to pack runs in a single job, and to write TMP files to RAM disk. We also 
installed Siesta and Quantum Espresso on Blacklight upon user’s request. 
We resolved issues with Paraview on Blacklight for Homayoun Karimabadi (UCSD Electrical 
and Computing Engineering). He needs the capability of Blacklight because Paraview only scales 
to hundreds of cores for his problem but needs a huge amount of memory. Even though Paraview 
is an MPI application his memory requirements are not uniform across the ranks and hence 
having a large shared memory machine is helpful in addition to the fact that the large memory per 
core is also helpful. 
We also resolved issues for a number of other users including Hy Trac (CMU Physics), Chiranth 
Srinivasan (Oklahoma Chemical Engineering) and Jorge Vila (Cornell Chemistry and Chemical 
Biology). 
User Appreciation: User Lei Ting (surname is shown first) of the Center for the Analysis and 
Prediction of Storms at the University of Oklahoma wrote to Rick Costa and said, “Your 
professional help and your personal kindness in doing your job is very impressive.” 
Peter Bernard, University of Maryland, College Park, Mechanical Engineering wrote, “This past 
year we obtained advanced support that allowed David O’Neal at PSC to unearth a subtle bug 
having to do with 32bit vs 64bit storage in our code that only surfaced when our simulations grew 
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to more than 51M elements. None of our team had sufficient knowledge to discover and cure this 
bug.” 
16.4 Security 
Security Incidents: PSC withstood a brute force attack on two hosts but had no security incidents 
that endangered host systems. 
Community Accounts: After encountering another limitation with the commshell security tool, 
we have decided to use a more detailed logging method for community accounts and forgo using 
commshell. As reported in the past, there is no support for commshell and no other XSEDE 
service provider had been using commshell. Detailed process accounting is in place for the Grid-
Chem community account for recording system resources used and allocation details and for 
tracking basic user commands. 
TAGPMA XSEDE Representation: Derek Simmel of PSC was elected chair of TAGPMA for a 
two-year term. Jim Marsteller of PSC will continue as the XSEDE representative to TAGPMA. 
16.5 Education, Outreach, and Training Activities 
Intel International Science and Engineering Fair: Natalie Nash, who won one of two PSC 
“Sponsor” awards at the Pittsburgh Regional Science and Engineering Fair 
<http://www.scitechfestival.org/mainsf_awards.asp> in April, won the first prize award of the 
Association for Computing Machinery in the Intel International Science and Engineering Fair 
<http://www.societyforscience.org/isef/>. Nash’s project used simulated annealing to design a 
software interface that enables severely disabled users to make keyboard entries much faster than 
can be done with currently available approaches. ACM’s announcement of the award 
<http://cacm.acm.org/magazines/2011/10/131394-success-at-16/fulltext> says that Nash’s project 
“wowed the three judges representing ACM.” Nash attends Vincentian Academy in the North 
Hills of Pittsburgh. 
Anton Training Workshop: On Wednesday Nov 9, 2011 NRBSC/PSC held its fourth Anton 
Training Workshop. There were 19 participants, all new Anton users who received an allocation 
for the nine-month extension period of availability of Anton at PSC. The workshop went very 
well and was very productive. A significant number of participants successfully set up their 
systems during the afternoon hands on session. Instructors were Phil Blood, Troy Wymore, 
Nikolay Simakov, Markus Dittrich, and Chris Harwell (DESRES). 
Student Interns: PSC has been participating in an ongoing pilot project on the finite element 
modeling and analysis of a revolutionary invention. The new design has garnered significant 
interest from industry and other parties. The pilot project has been undertaken as part of an 
initiative by PSC to provide computational modeling expertise and resources to small and mid-
sized manufacturers, bringing to this community the benefits of digital manufacturing that so far 
have mostly been the luxury of big companies. 
Under the supervision of Anirban Jana, Jerald Daniel, a junior/senior at the department of 
Mechanical Engineering and Materials Science at the University of Pittsburgh, has been using 
idealized mechanical and thermomechanical finite element models to study the new concept’s 
potential advantages over current designs. He is using a finite-element multiphysics package for 
this work, which is funded by a Research Experiences for Undergraduates grant from the 
National Science Foundation. 
The results of the pilot project can also be used in the future as a showcase to raise awareness 
about the potential benefits of digital manufacturing for small and mid-sized manufacturers. The 
internship experience is also proving to be an invaluable learning experience for the 
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undergraduate student providing him with extensive exposure to real life product design and 
finite element analysis. 
In the 2012 instance of our internship program with UCEMA, the Argentinean university that 
specializes in business, applied economics, economic policy, finance, politics and engineering, 
Roderigo Sellanes started with PSC on January 3, 2012. Sellanes is in the last year of his studies 
in Engineering in Systems Information. 
George Bargoud, a Carnegie Mellon physics undergraduate who worked as a summer intern on 
developing an algorithm and source code to identify vacancies in a radiation damaged structural 
material, gave a poster presentation at the Conference on Computational Physics (Oct 30 - Nov 3, 
2011, http://ccp2011.ornl.gov/) in Gatlinburg, Tennessee. 
Training: PSC delivered a two-day workshop called “Parallel Programming: Using Blacklight” 
at PSC on December 5-6. There were 24 attendees. Tom Maiden organized the workshop and 
assisted with the hands-on sessions. Maiden says, “John Urbanic did his usual excellent job of 
delivering the material, and Roberto Gomez and Anirban Jana were extremely helpful in the 
hands-on sessions. Pat Sudac was invaluable with the coffee and lunch breaks.” Maiden compiled 
the survey numbers and the responses were excellent. PSC will deliver the next New Users 
Training on January 27, 2012 with Marcela Madrid taking the instruction lead. Maiden will be 
answering all of the questions during the session. Also, Urbanic, Nick Nystrom and Maiden are 
planning a workshop for April 2012. 
Educational Advisory Committees: Pallavi Ishwad has been elected to be a member of the 
Workforce Development Advisory Committee of the Community College of Allegheny County. 
Her participation on this advisory board is to advise about development of skilled graduates in 
Biotechnology in order to meet the growing demands of our region’s workforce. 
Ishwad has also been re-elected for another three-year term to the Pittsburgh Public School’s 
Occupational Advisory Committee in the Body and Behavior Track. This track will be utilizing 
the PSC-developed Bioinformatics curriculum in the Spring Semester of 2012. 
Better Educators of Science for Tomorrow (BEST): BEST is a PSC outreach program that 
exposes teachers to modern molecular biology concepts and evaluates inclusion of computational 
biology and bioinformatics into the high school curriculum. In addition, BEST prepares teachers 
to refocus their teaching strategies towards encouraging students to become aware of emerging 
and exciting biomedical careers. BEST-developed curriculum materials are housed in a cluster 
called BioU. Six high schools are currently enrolled on BioU and utilizing the curriculum 
materials. Hempfield School district is in the process of being added to this group. Pallavi 
Ishwad, Education Program Director in PSC’s National Resource for Biomedical 
Supercomputing, keeps in continuous contact with the BEST teachers to help trouble-shoot while 
they teach the curriculum. 
In addition, Ishwad initiated the first of five professional development sessions for science 
teachers at Oakland Catholic Girls High School. 
16.6 SP Collaborations 
International Collaborations: Yang Wang attended the International Workshop on High-
volume Experimental Data, Computational Modeling and Visualization in Beijing as an invited 
speaker on October 17-19, 2011. His talk, “High Performance Computing Aspects of Large Scale 
Ab Initio Electronic Structure,” discussed a fully scalable ab initio electronic structure calculation 
method based on multiple scattering theory and explained to what extent the current petascale 
supercomputing systems available today may enable the realistic simulation of nano-structured 
materials from first principles. Following the workshop <http://www.csrc.ac.cn/xiangshan2011/>, 
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Wang spent the next day at the Beijing Computational Science Research Center 
<http://csrc.ac.cn/> and gave a seminar in the afternoon. This is a new center belonging to the 
Chinese Academy of Engineering Physics and was built only two years ago. On the next day, 
Wang paid a visit to Prof. Ge Wei (who was among the Chinese delegates who visited PSC 
earlier in 2011) and his institute (Institute of Process Engineering) in the Chinese Academy of 
Sciences. While there, Wang had the privilege to be invited by Prof. Ge Wei to have lunch with 
the Vice Chancellor from the University of Birmingham (UK) and the Vice President of the 
Chinese Academy of Science. 
In December 2011, Fernando Bachega, from the University of Sao Paulo visited PSC in order to 
work with Troy Wymore on QC/MM simulations of kinases. 
Broad Institute: PSC strengthened its collaboration with Harvard and MIT’s Broad Institute 
(http://www.broadinstitute.org/), one of three genome sequencing centers in NIH’s Large-scale 
Sequencing Research Network, and one of the largest genome sequencing centers in the world.  
Working together with developers at the Broad Institute, we have made two cutting-edge genome 
assembly codes available on Blacklight: ALLPATHS-LG and Trinity, which are used to assemble 
DNA and RNA sequences, respectively. The combination of these state-of-the-art tools with 
Blacklight's large shared memory is providing the opportunity for scientists to perform larger and 
better genome assemblies than were previously possible. We recently completed the first genome 
assembly using ALLPATHS-LG on Blacklight and have several more projects in progress. The 
availability of these codes on Blacklight has met with significant interest from the genomics 
community. For instance, Blacklight is featured in an SC11 recap on genomeweb.com (with a 
feature upcoming in February): http://www.genomeweb.com/videos/highlights-sc11-part-iii. 
16.7 SP-Specific Activities 
XSEDE Central Database (XCDB): XCDB production, hosted at SDSC, needed to failover to 
the backup system at PSC to accommodate a scheduled machine room outage at SDSC. Working 
with SDSC and XSEDE management, we successfully and quickly executed the failover before 
the December holidays and the return to regular production after the first of the year. We received 
a congratulatory thank you letter from the XSEDE operations manager. 
DoE Advanced Scientific Computing Advisory Committee: Wendy Huntoon’s appointment to 
the DoE Advanced Scientific Computing Advisory Committee (ASCAC) has been completed, 
and she will formally be added to the committee on March 27, 2012 at their spring advisory 
committee meeting. Additional information on the committee can be found at 
http://science.energy.gov/ascr/ascac/. 
GenomeWeb: Matthew Dublin of GenomeWeb has posted a “Highlight from SC11” (see 
http://www.genomeweb.com//node/1005326?hq_e=el&hq_m=1167682&hq_l=4&hq_v=92dcb77
4c6) that contains an interview with Phil Blood. In the interview Blood discusses Blacklight and 
the value of Blacklight’s large shared memory in genome assemblies. GenomeWeb LLC is an 
independent, privately-held online and print publisher based in New York. GenomeWeb’s 
editorial mission is to serve readers with exclusive, in-depth coverage of the technology, 
institutions, and scientists that make up the worldwide research enterprise of molecular biology. 
External Relations: Mike Schneider and Shandra Williams completed the 2011 issue of Projects 
in Scientific Computing and had it available at SC11. 
PSC’s Phil Blood was featured on an RCE high performance computing audio podcast <episode 
63: http://www.rce-cast.com/>. Blood explains XSEDE on this audio podcast and represents PSC 
and XSEDE well. RCE is Research Computing and Engineering, a podcast website that targets 
topics relevant to the high performance computing and research computing communities. 
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16.9 Metrics 
16.9.1 Standard User Assistance Metrics  
Numbers in Table 1 below refer to all tickets handled by the PSC help desk and tracked in PSC’s 
local ticket system for production users, including non-XSEDE users of non-XSEDE resources. 
Tickets Created between 2011-10-01 and 2011-12-31:  417 
Tickets Resolved between 2011-10-01 and 2011-12-31:  394 
Table 1: Ticket resolution times for the 351 tickets in PSC local ticket system that were created as 
well as resolved between 2011-10-01 and 2011-12-31. 
Ticket Type 0 – 1 hr 1 – 24 hr 1 – 7 Days 1 – 2 weeks > 2 weeks 
System issues 9 30 17 1 1 
Software/apps 13 36 60 14 12 
Other 1 18 23 1 0 
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Ticket Type 0 – 1 hr 1 – 24 hr 1 – 7 Days 1 – 2 weeks > 2 weeks 
Login/access 2 11 13 1 1 
Jobs/batch queues 2 7 0 0 0 
File systems 6 15 22 2 5 
Account issues 4 8 15 0 1 
 
Table 2: Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr    2 2      
1-24 hr 1   7 6  1 5   
1-7 d 3   12 17   11   
1-2 wk 3 2  11 3   7   
> 2 wk    5 2 2  8   
Still 
Open 
   1    1   
 
16.9.2 PSC-specific metrics 
Key system statistics for Blacklight and are shown in the table below. 
Table 3: Operational Statistics - Blacklight 
Number of unplanned outages 16 
Number of planned outages 8 
Total outages 26 
Number of jobs failures due to system faults 329 
Total time in period (hours) 2208 100% 
Scheduled Downtime (hours)* 52.58 2% 
Unscheduled Downtime (hours) 155.08 7% 
Total Downtime (hours) 207.66 9% 
Total time available to users (total-downtime) 2000.34 91% 
% System Utilization 78.0% 
* On Blacklight there were 8 planned outages, but each one was on only half of the system. The 
total time of half-system outages was 105.16 hours. For calculating the percentage of planned 
outages, therefore, we divided the hours by 2. 
16.9.3 Standard systems metrics 
The following charts of standard system metrics for Blacklight were provided by the Technology 
Audit Services team.  
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PSC Blacklight Quarterly Report 
 
Total NUs Charged by Resource 
XSEDE 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Job Size 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
 
 
  172 
Avg Wall Hours Per Job by Job Size 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
 
 
 
Avg Wait Hours Per Job by Job Size 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
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User Expansion Factor by Job Size 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Job Wall Time 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
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User Expansion Factor by Job Wall Time 
Resource = PSC-BLACKLIGHT -- Service Provider = PSC 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Field of Science 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
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Total NUs Charged by Institution 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Principal Investigator 
Resource = PSC-BLACKLIGHT 
2011-10-01 to 2011-12-31 
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17 Purdue University - Service Provider Quarterly Report 
 
17.1 Executive Summary 
Purdue continues to be a service provider to the XSEDE project as TeraGrid transitioned to 
XSEDE in July 2011, providing an HPC cluster (Steele), a high-throughput computing resource 
(the Purdue Condor pool), and a cloud resource (Wispy) to XSEDE users. The SP operates the 
systems and provides helpdesk and user support, as well as participate in XSEDE wide training 
and outreach activities. These activities are funded by the NSF awards #0503992, #0932251). 
Purdue’s roles in XSEDE also include the following (funded by the XSEDE award): 
 ECSS staff to provide expert support to user requests for advanced technical assistance. 
 Lead for the XSEDE Campus Champion Program to further expand the XSEDE user 
base by reaching out to campuses, providing training and outreach activities, and getting 
feedback from campus users to improve XSEDE services. 
 An XSEDE – OSG liaison to bridge the efforts of the two cyberinfrastructure projects by 
providing assistance and guidance to users in utilizing both the OSG resources, 
identifying and organizing training and outreach activities to broaden user base. 
These activities and impacts are reported in the overall XSEDE report sections. 
Purdue continues to support a number of science gateways that utilize XSEDE data and 
computational resources, bridge OSG computation high-throughput HPC (HTHPC) jobs to 
XSEDE resource, and develop, deploy virtualization tools to support scientific users of cloud 
resources as part of the joint TeraGrid-OSG project ExTENCI. 
17.1.1 Resource Description 
The Steele Cluster 
The Steele cluster consists of 893 dual quad-core Dell 1950 compute nodes, running Red Hat 
Enterprise Linux, version 4. Each node thus has 8 64-bit Intel 2.33 GHz E5410 CPUs and either 
16 GB or 32 GB of RAM. They are interconnected with either Gigabit Ethernet or InfiniBand. 
The machine offers access to the 120 TB scratch space.  Steele’s peak performance is rated at 
66.59 TFLOPS.  Steele cluster is well suited for a wide range of both serial and parallel jobs. 
Steele replaced the Purdue Lear cluster and was made available to TG users in May 2008.  Its 
projected useful lifetime is 3 to 4 more years.  In October 2009, Purdue RP has increased the TG 
dedicated portion of Steele from 22 nodes to nearly 200 nodes (1600 cores), which significantly 
reduced job wait time. Steele has no effective runtime limit on XSEDE jobs. Additionally, 
XSEDE users may leverage the larger Steele cluster by utilizing the standby queues with no node 
limit but subject to 4 or 8 hour runtime limits. 
Condor Pool 
The Purdue Condor pool is a shared resource among the resource owners (academic users at 
Purdue) and XSEDE/OSG users. Consisting more than 40,000 cores, the Condor pool is an 
opportunistic resource which allows Condor jobs access to machines that not being used by their 
owners. The Purdue Condor pool is designed for high-throughput computing, and is excellent for 
parameter sweeps, Monte Carlo simulation, or most any serial application. Also, some classes of 
parallel jobs (master-worker) may be run effectively in Condor. 30% of all Condor-usable cycles 
are available to XSEDE users at a minimum level of service. On average the Purdue Condor pool 
is able to provide up to 9 million CPU hours to XSEDE users per year.  
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The Purdue Condor resource, recently named DiaGrid, has expanded tremendously from a total 
of 7700 CPUs at the end of 2007 to its current size of more than 40,000 CPUs (system 
information shown in Table 1). The Purdue Condor pool consists of nodes from 10 institutions, 
including Purdue’s West Lafayette campus, University of Wisconsin-Madison, University of 
Nebraska-Lincoln, University of Louisville, Indiana University, University of Notre Dame, 
Indiana State University, IUPUI Fort Wayne, Purdue North Central and Purdue Calumet 
campuses.  Memory on most of the compute nodes is 1 GB, 2 GB and 4 GB per core, while a 
small number of nodes have larger memory (e.g., 10GB per core). With a total of over 177 
TFLOPS available, the Purdue Condor pool can provide large numbers of cycles in a short 
amount of time. All shared areas and software packages available on Steele are available on 
Condor. Available to TeraGrid users since 2006, the Condor pool is self-renewing as old 
machines in the pool are retired and new ones added over time. 
Table 1: Purdue Condor pool information as of October 2011 
System 
Information 
Cores 
Total 
Memory 
Local  
Interconnect 
Processor Speed 
X86_64 LINUX 39866 105 TB 10 Gb or 1 Gb Ethernet 
Various (2.1, 2.33, 2.5, 
3.2 GHz) 
INTEL & X86_64 
WINDOWS 
409 
1.09 TB 
 
1 Gb or 100Mb Ethernet 
Various (2.13, 2,66, 
3.6GHz) 
INTEL LINUX 44 66 GB 1 Gb or 100Mb Ethernet various 
Total 40319 106 TB   
 
Wispy 
Purdue’s Wispy is a special XSEDE resource, a cloud computing platform for research and 
education use. Wispy consists of 32 64bit, 4-core HP DL140 connected via 1 Gigabit Ethernet 
network with the capacity of supporting 128 VMs. Wispy runs KVM and the Nimbus cloud 
software. It provides users with the capability of packaging their applications and operating 
systems completely inside the Virtual Machine (VM) images, submitting these VMs to run in 
Wispy with up to 4 CPUs and 16GB of memory each, and have full control over the execution 
environment. Current usage includes small, instant, on-demand clusters for various tasks and 
running complicated or prepackaged applications on additional hardware resources. 
17.2 Science Highlights 
John Peterson, Assistant Professor of Physics, Purdue University. The world’s largest survey 
telescope will produce more data about the universe than ever before. The Purdue Condor pool is 
helping Peterson's group and other scientists figure out what to do with it. The work may lead to 
the discovery of about 3 billion new galaxies, 1,000 times more than are known already.  The data 
deluge when the Large Synoptic Survey Telescope (LSST) comes online near the end of the 
decade will create a flood so huge catching up would be impossible in the lifetime of any 
researcher involved in the project.  Purdue's Condor resource, which can make nearly 50,000 
computer processors available for research projects, is giving scientists a head start on figuring 
out how to deal with all this data. Purdue physics Professor John Peterson and his students 
simulate -- photon by photon -- the pictures the new telescope will produce from billions of stars 
and galaxies. The simulation now help to ensure that the scientists can analyze this much data.  
To do those simulations, they’re running trillions of computations on the Purdue Condor pool.  
"Basically, every computer can work on some small part of the sky and just simulate the protons 
from that small part of the sky," Peterson says. "With (the Condor pool) you can for periods of 
time use thousands of machines." Peterson and his students have been able to divide the task and 
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parcel it out so the computers in the condor pool are working on more than one simulated image, 
and hence multiple parts of the sky, at a time. They also factor in details such as distortion from 
the distance the light travels on its trip to Earth, the effects of the atmosphere and the 
idiosyncrasies of the telescope itself.  The simulated images go to scientists writing the software 
that will be used to analyze the real thing when the LSST is up and running.  Scientists predict 
that the LSST may lead to the discovery of about 3 billion new galaxies, 1,000 times more than 
are known already. The survey telescope also is expected to enable measurements that could help 
explain the mysterious phenomena dark energy and dark matter, which are central to remaining 
questions about the origins and fabric of the universe. 
17.3 User-facing Activities  
17.3.1 System Activities 
In response to user feedback, Purdue created a debug queue with a time limit of 15 minutes to 
provide faster turnaround time for debug jobs. The SP staff is analyzing the usage pattern and 
wait times in the Steele short and work queues currently and will make appropriate adjustments 
on the queues based on the result of this analysis to improve user experience. 
The Steele cluster had 4 hours of unplanned outage during October and the impact on user jobs 
was minimal. The table below summarizes the monthly SP resource availability. 
Month 
% Uptime (monthly) 
Condor Steele Wispy 
Oct 2011 100% 100% 100% 
Nov 2011 100% 99.4% 100% 
Dec 2011 100% 100% 100% 
 
Purdue SP deployed its fourth large community cluster, Hansen, in September 2011. Hansen 
consists of Dell compute nodes with four 12-core AMD Opteron 6176 processors (48 cores per 
node), either 96 GB, 192 GB, or 512 GB of memory, and 250 GB of local disk for system 
software and local scratch storage. All nodes have 10 Gigabit Ethernet interconnects. Hansen’s 
nodes are in the Purdue Condor pool and hence accessible by XSEDE users with allocations on 
the Condor pool and available to OSG users as well. 
Purdue SP also announced the installation of the Carter cluster, the fifth large community cluster 
in Purdue’s HPC facility. It is currently available to early adopters and will go into full 
production in early 2012. Carter’s nodes will also be in the Condor pool, available to XSEDE and 
OSG users.  
17.3.2 Services Activities 
User Support 
The SP user support staff work with many XSEDE users to solve a variety of issues and enable 
them with new capabilities on the Purdue resources. The following are highlights of the support 
activities during the reporting period: 
Ravi Kumar Kopparapu, Department of Physics, Penn State University (PI) performs N-body 
simulations that will identify dynamically stable habitable zones around main-sequence stars 
which could potentially host Earth-like planets. Purdue’s campus champion (Kim Dillman) 
worked with Dr. Kopparapu (and the PSU campus champion) over a period of time both on his 
allocation proposal and getting his simulation to run efficiently. The SP staff helped him improve 
his allocation request writeup and address reviewer concerns, and determine what would be the 
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best system to run his large number of jobs/SUs. Together the user and SP staff determined he 
could run all of his jobs (serial and under 4 hours) via the standby queue on Steele. Based on this 
work and the rewrite, the user was successful in his second attempt for an XRAC allocation and 
was awarded the full 1 million SUs he requested. 
Paul Wolberg, Microbiology and Immunology, at University of Michigan (PI Denise Kirschner) 
is developing a realistic multi-scale multicompartment model that describes the immune response 
to infection with the bacteria that causes tuberculosis. The model will be used to predict the 
outcome of therapies and treatment strategies that boost immunity during antibiotic treatment, 
providing a cost-effective means of evaluating therapeutic interventions. The SP consulting staff 
provided support over phone and via email over an extended period of time and helped him 
compile his simulation code for Condor and troubleshooting errors from boost libraries. The user 
was able to build his code and run Condor jobs successfully.  
David Delaine, Electrical and Computer Engineer, at Drexel University (PI Adam Fontecchio) 
analyzes the fluid dynamics behind radiometric forces via the Direct Simulation Monte Carlo 
(DSMC) method to examine their potential to drive energy scavenging MEMS devices. Delaine 
needed to run MATLAB jobs using the Parallel Computing Toolbox on Condor. Since MATLAB 
on the SP’s system is not available to XSEDE users due to license restrictions, the SP staff helped 
him compile his MATLAB code and modify wrapper scripts so that he can use his own runtime 
libraries and submit jobs to Condor.  The SP staff communicated with user for over a month and a 
half. The user is now able to run his computing jobs on Condor.  
Micah Hawkings, Physics Department (Material Science), at University of Maryland (PI 
Theodore Einstein), studies the effect of impurities on homoepitaxial growth. The user needed 
help with job submission, his allocation started only on Steele, but due to the nature of his jobs 
(serial), the SP staff suggested the use of Condor. Part of his allocation was transferred to Condor. 
The SP staff provided ongoing support to teach the user how to submit jobs to both PBS and 
Condor systems. Hawkings’ computation can now be run on both Steele and Condor, enabling 
him to utilize both systems based on runtime requirements. 
17.4 Security 
Purdue disabled two accounts due to compromise at other sites (2011-10-03 -- LSU/LONI - 
Account/system compromise, 2011-12-04 -- User-reported possible compromise).  
17.5 Education, Outreach, and Training Activities 
17.5.1 EOT Events 
Type Title Location Date(s) Hours 
Number 
of 
Particip
ants 
Number 
of Under-
represent
ed people 
Method 
Worksh
op 
DiaGrid/Condo
r 
Purdue 
University 
(West 
Lafayette) 
Dec. 9, 
2011 
1.5 80 n/a 
Presentatio
ns, demos, 
Q&A 
Tutorial 
Data Analysis 
with MATLAB 
Purdue 
University 
(West 
Lafayette, 
IN) 
10/13/20
11 
2 109 n/a 
Lecture 
and Demo. 
MathWork
s engineer 
Dr. Jiro 
Doke gave 
a 
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demonstrat
ion on how 
to use 
MATLAB 
for Data 
Analysis 
Tutorial 
Parallel 
Computing 
with MATLAB 
Purdue 
University 
(West 
Lafayette, 
IN) 
10/13/20
11 
2 103 n/a 
Lecture 
and Demo. 
MathWork
s engineer 
Dr. Jiro 
Doke in 
conjunctio
n with 
ITaP staff 
member 
Tom 
Kesler 
gave a 
presentatio
n on how 
to use 
MATLAB 
for parallel 
computing 
and 
explained 
best 
practices 
on RCAC 
resources 
Invited 
talk 
The role of 
cyberinfrastruct
ure in disaster 
mitigation, 
research and 
education 
the 
Integrated 
Research 
on Disaster 
Risk 2011 
Conference 
(IRDR), 
Beijing, 
China 
Nov. 2, 
2011 
0.5 30 n/a 
presentatio
n 
Invited 
talk 
An end-to-
end climate 
modeling 
science 
gateway: 
development 
and lessons 
learned  
Tsinghua 
University, 
Beijing, 
China 
Nov. 4, 
2011 
1 25 n/a 
Presentatio
n and 
discussion 
Press  
New app lets 
users build 
interactive, 
multimedia e-
Supercomp
uting 
Online 
Oct. 18, 
2011 
    
  181 
books 
Press 
Purdue team 
gears up for 
SC11 cluster 
challenge 
HPCWire 
Nov. 8, 
2011 
    
Press 
Purdue 
Activates 
Fourth 
Campus-Wide 
Research 
Cluster in Four 
Years 
HPCWire 
Nov. 14, 
2011 
    
Press 
Innovative 
learning 
technology 
developed by 
Purdue to make 
debut at 
Indiana 
elementary 
school 
SuperCom
puting 
Industry 
news 
Nov. 16, 
2011 
    
Press 
Purdue builds 
nation's fastest 
campus 
supercomputer 
The Wall 
Street 
Journal 
Digital 
Newtork / 
MarketWat
ch 
Nov. 15, 
2011 
    
 
17.5.2 Education 
Purdue continues to recruit students to join the SP staff team and train them in HPC system 
administration, software maintenance, and scientific application support. The SP has funded one 
undergraduate student (John Blaas) and several graduate students to support the operations and 
users of the SP’s XSEDE resources, as well as application support to improve services and 
capabilities, e.g., enabling online climate model runs using CESM, soil water assessment model 
(SWAT) and land data assimilation model (HRLDAS) on XSEDE resources. 
The SP staff mentored another undergraduate student (Yuan Xia) in the fall semester of 2011 
through participation in the Purdue Discovery Park Undergraduate Research Internship (DURI). 
The student participated in software development and deployment for geospatial data and 
computational tools. Yuan is planning to enter a graduate program after he graduates in May 
2012. 
17.6 SP Collaborations 
Purdue RP continues to collaborate with OSG, for example, to support the OSG MPI (high-
throughput HPC) jobs on Steele.  In this quarter, 4446 OSG MPI jobs ran and consumed 32,568 
processor-core hours on Steele.  Various OSG VO serial jobs consumed a total of approximately 
3.75 million processor hours in Purdue’s Condor pool during this quarter.  
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Purdue SP is contributing to and coordinating the virtualization project within the ExTENCI 
project. The detailed report on Purdue activities related to ExTENCI is included in the overall 
XSEDE report. 
17.7 SP-Specific Activities 
The SP staff has investigated ways to make Wispy access easier for end users. Purdue has been 
collaborating with U of Wisconsin, Fermilab, Clemson, etc on virtualization technologies to help 
XSEDE and OSG users. Wispy is being used in this project as a testbed for running scientific 
applications in virtual machines on it. The SP staff provided access to system staff at other sites 
and, through this process, we have identified issues and ways to improve access by automating 
the authentication steps. The SP is also developing tools for easier access to and control of virtual 
machines that run on Wispy. This part of the work is being integrated into the ExTENCI project. 
17.8 Publications 
Staff publications: 
Zhao, Z.P., J. Woo and D. Braun. “Google Web Toolkit for OGCE Gadget Based Architecture”, 
The Gateway Computing Environments workshop at Supercomputing annual conference, Seattle, 
WA, November 17, 2011. 
Zhao, L., C. X. Song, J. Lee1, J. Kim, W. Feng1, V. Merwade, N. B. Villoria. "Bring integrated 
GIS data and modeling capabilities into HUBzero platform", The 2nd International Workshop on 
High Performance and Distributed Geographic Information Systems (HPDGIS 2011), Chicago, 
IL, November 1, 2011 
Lynn Zentner, Steven Clark, Preston Smith, Swaroop Shivarajapura, Victoria Farnsworth, 
Krishna Madhavan and Gerhard Klimeck. “Practical Considerations in Cloud Utilization for the 
Science Gateway nanoHUB.org”, 4th IEEE/ACM International Conference on  
Utility and Cloud Computing (UCC 2011), December 5-7, 2011, Melbourne, Australia.  
Presentations: 
Song, X. C and Catlin, A.C. “The role of cyberinfrastructure in disaster mitigation, research and 
education”, invited presentation at the Integrated Research on Disaster Risk 2011 Conference 
(IRDR), Beijing, China, Nov. 2, 2011.  
Song, X.C. “An end-to-end climate modeling science gateway: development and lessons 
learned”, invited presentation at the Research Institute of Information Technology, Tsinghua 
University, November 4, 2011. 
Song, X.C. “DiaGrid & BLAST”, presented at a mini-workshop on DiaGrid and Condor, West 
Lafaeytte, IN, December 9, 2011. 
17.9 Metrics 
17.9.1 Standard systems metrics 
Category 
Tickets 
Received 
Tickets 
Closed 
Activities 
account issues 4 4 
Shell change requests, ECSS request, unable to submit 
jobs 
csa requests 1 1 Community Software account request for saga 
filesystems 1 1 Albedo request 
gateways 0 0   
gpfs-wan 0 0   
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grid software 0 0   
inca test 
reports 
3 3 Certificates expired and MDS stale providers 
jobs / batch 
queues 
30 30 
Code performance, wait time to job start, help with MPI 
errors, help getting started with PBS, disk quotas, globus 
MPI jobs, SIGHUP errors, loading modules on Condor 
jobs, SU questions, DC-WAN errors 
login / access 
issues 
13 13 
default shell change, login questions, Condor errors, DC-
WAN permissions incorrect, issues connecting to Steele, 
quota issues, disabled accounts 
mss / data 
issues 
1 1 startup allocation questions 
network issues 0 0   
other 6 6 
shell change requests, myquota command errors, help 
with modules and quota increase requests 
refund request 0 0   
reservation 
request 
0 0   
security 0 0   
software / 
apps 
10 9 
VASP, open MPI hangs initializing threads, emacs on 
Steele, compiling CPMD, gaussian 09 C upgrade, help 
using boost, compiling Condor,  
system issues 3 3 LAMMPS, VASP, stale MDS providers 
workshops 0 0   
TOTAL 72 71   
 
 
Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr    1       
1-24 hr 1    2      
1-7 d 1 1  8 3   3 2 1 
1-2 wk  1  14    2  1 
> 2 wk  1  1 4 1  7   
Still 
Open 
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 PURDUE Steele Quarterly Report  
Total NUs Charged by Resource  
XSEDE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Job Size  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Avg Wall Hours Per Job by Job Size  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Avg Wait Hours Per Job by Job Size  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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User Expansion Factor by Job Size  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Job Wall Time  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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User Expansion Factor by Job Wall Time  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Field of Science  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Institution  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Principal Investigator  
Resource = PURDUE-STEELE 2011-10-01 to 2011-12-31  
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 PURDUE Condor Quarterly Report  
Total NUs Charged by Resource  
XSEDE 2011-10-01 to 2011-12-31  
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Total NUs Charged by Job Size  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Avg Wall Hours Per Job by Job Size  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Avg Wait Hours Per Job by Job Size  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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User Expansion Factor by Job Size  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Total NUs Charged by Job Wall Time  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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User Expansion Factor by Job Wall Time  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Total NUs Charged by Field of Science  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Total NUs Charged by Institution  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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Total NUs Charged by Principal Investigator  
Resource = PURDUE-CONDOR 2011-10-01 to 2011-12-31  
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17.9.2 Standard User Assistance Metrics  
 
17.9.3 SP-specific Metrics 
None. 
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18 San Diego Supercomputer Center (SDSC) Service Provider 
Quarterly Report 
18.1 Executive Summary 
There is excellent progress in delivering SDSC’s resources to users during the reporting period. 
Trestles has solid traction with the modest-scale/gateway user community, particularly bio/chem 
users, and is now significantly over-requested in the allocations process. It is running at or above 
its targeted utilization of ~70% while keeping its users productive by maintaining the short wait 
times and low expansion factors. We are now analyzing usage data and user job patterns to 
further optimize utilization while maintaining low expansion factors, and to understand the 
impact of job mix and scheduler tuning that could be applied not only to Trestles, but also to 
other XSEDE production systems to trade-off utilization and job waits. 
SDSC has successfully upgraded its Data Oasis Lustre parallel file system during the reporting 
period, as part of its continuing evolutionary deployment. We have replaced Phase 0 and 
deployed Phase 1 of Data Oasis, using the first installment of new hardware. This 800TB Phase 1 
file system will be expanded in conjunction with the Gordon deployment in early 2012 to soon 
reach ~4PB and 100 GB/s performance.  
The Dash system continues to serve as an excellent prototype for the upcoming Gordon system, 
being both a risk-reduction testbed for vSMP and flash technologies, as well as a platform for 
porting and evaluating user applications.  
We have coordinated with NSF and initiated communications with users about decommissioning 
the tape archive. The archive contains legacy data from previous SDSC HPC resources, and users 
are being asked to delete or migrate their data to other resources by June 2012.  
 This reporting period saw a large number of effective education, outreach and training activities 
that engaged users, students and new user communities with conferences, summer workshops and 
education programs.  
18.1.1 Resource Description 
Trestles is the primary SDSC resource and is targeted to modest-scale and gateway users with the 
objective of achieving high-scientific productivity by maintaining short turnaround times, and 
having responsive scheduling policies and a robust software applications environment. It is an 
Appro Linux cluster with a peak performance of 100 TFlop/sec, allocated 100% to XSEDE users. 
There are 324 quad-socket compute nodes, with 8-core 2.4 GHz AMD Magny-Cours processors, 
for a total of 32 cores per node and 10,368 total cores for the system. Each node has 64 GB of 
DDR3 RAM, with a theoretical memory bandwidth of 171 GB/s. The compute nodes are 
connected via QDR InfiniBand interconnect, with a fat tree topology, and each link capable of 8 
GB/s (bidrectional). Trestles uses the Data Oasis Lustre parallel file system (see below). 
Dash is a relatively small system (~5TF) intended primarily as a prototype for the Gordon 
system. Dash is co-funded by NSF and SDSC, and is available to both the Gordon deployment 
team and XSEDE users as a platform to test, evaluate and optimize two key new technologies 
slated for Gordon. These technologies include using flash storage in the memory hierarchy, and 
ScaleMP’s virtual shared memory (vSMP) software that aggregates memory across InfiniBand-
connected nodes. Dash will be decommissioned in early 2012 when Gordon enters production. 
Data Oasis is a shared Lustre parallel file system across multiple HPC systems - Trestles and 
Dash as well as SDSC’s Triton HPC system and soon Gordon. It is primarily funded by SDSC 
and partially supported by NSF. In late 3Q2011, the initial /oasis version of this system was 
decommissioned and replaced with new hardware for the current ~850TB production /phase1 
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version of this file system. This system will continue to evolve in early 2012 with the deployment 
of Gordon.  
GPFS-WAN (Global Parallel File System-Wide Area Network) is a disk-based storage system 
that can be mounted by HPC systems at SDSC and across the XSEDE network. GPFS-WAN has 
~615TB (usable) disk storage, managed by 16 IBM p575 (Power5) nodes. GPFS-WAN is 
currently used for XSEDE storage allocations and for testing and evaluation of an XSEDE wide 
area file system. The resource is no longer available for new storage allocations, and only 
previous allocations are being honored until decommissioning, currently scheduled for mid-2012.  
Tape archival storage at SDSC consists of IBM Jaguar 3 drives and six Powderhorn silos with a 
capacity of ~30K cartridges, with data managed under both HPSS and SAM-QFS. SDSC is no 
longer receiving funding for archival storage and this resource will not be offered to Trestles or 
Dash (or Gordon) users. The system is read-only, with ~3PB of TeraGrid/XSEDE legacy data. 
We are migrating HPSS data to SAM-QFS to consolidate to a single system, and have initiated 
disposition of the legacy data to alternative storage with a planned decommissioning June 2012.  
Gordon is a new data-intensive HPC system scheduled for production in early 2012. Per NSF 
requirements, reporting for this program is not included in this report as it is still a pre-production 
system, but will be included for the 1Q2012 report.  
18.2  Science Highlights 
18.2.1 CIPRES Gateway Update 
The CIPRES Gateway provided 1,203 unique users with the ability to submit more than 16,000 
jobs to the XSEDE resource Trestles. Users consumed more than 2.5 million CPU hours of 
computational time for analysis of phylogenetic data sets. A representative publication reports the 
first comprehensive phylogenetic analysis of the superfamily of Hymenpoptetra (bees and wasps) 
based on a molecular analysis of 18S and 28S ribosomal gene regions for 19 families, 72 
subfamilies, 343 genera, and 649 species. This is the most comprehensive phylogenetic analysis 
of relationships between Chalcidoidea based only on molecular data, and the analysis included 
two different techniques for tree inference - parsimony and likelihood.  The study provides new 
insights into the evolution of several complex behaviors seen in bees and wasps. 
Munro J.B., Heraty, J.M., Burks, R.A., Hawks, D., Mottern, J., et al. (2011) "A Molecular 
Phylogeny of the Chalcidoidea (Hymenoptera)." PLoS ONE 6(11):e27023.doi:10.1371/ 
journal.pone.0027023.  
18.2.2 UC Irvine Study Points to New Approach to Influenza's Antiviral Resistance 
Researchers from the University of California, Irvine, with assistance from SDSC, have found a 
new approach to the creation of customized therapies for virulent flu strains that resist current 
antiviral drugs. The findings, published in Nature Communications, could aid development of 
new drugs that exploit so-called flu protein ‘pockets.’ 
Using powerful computer simulations performed on SDSC’s Trestles system, UCI’s Rommie 
Amaro and Robin Bush, together with SDSC’s Ross Walker, created a method to predict how 
pocket structures on the surface of influenza proteins promoting viral replication can be identified 
as these proteins evolve, allowing for possible pharmaceutical exploitation. 
“Our results can influence the development of new drugs taking advantage of this unique 
feature,” said Amaro, an assistant professor of pharmaceutical sciences and computer science at 
UCI. Prior to joining UCI in 2009, Amaro was a postdoctoral fellow in chemistry at UC San 
Diego.  
The project used approximately 2.5 million CPU hours on Trestles. 
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The 150- and 430-loop structures are shown for 09N1 crystal structure (purple), 09N1 second most dominant 
molecular dynamics (MD) cluster representative structure (green backbone) and VN04N1 crystal structure (orange), 
indicating that the pandemic N1 adopts an open 150-loop conformation. Gly147, Ile149, Lys150 and Pro431 are 
shown in stick representation. This simulation was conducted on SDSC’s Trestles supercomputer. R. Amaro/UCI, Ross 
Walker, UCSD/SDSC. 
18.3 User-facing Activities 
18.3.1 System Activities 
The Trestles system was stable throughout the reporting period and its utilization is now at or 
beyond the target utilization of ~70%. During the reporting period, Trestles operated without 
significant interruption. Due to minor hardware problems or user errors, 115K core-hours (0.5%) 
were lost. In cases where a user caused multiple crashes, user services has contacted the user to 
resolve issues with user codes.  
The 800 TB Phase 1 version of the shared Lustre parallel file system, Data Oasis, successfully 
supported Trestles, Dash and SDSC’s Triton during the reporting period. Additional hardware 
has been delivered and is being tested for the expanded deployment of the ~4PB 100GB/s 
filesystem that will support Gordon, Trestles, and Triton. 
In preparation for Gordon, two additional servers were installed to increase disk space available 
for home directories on XSEDE production systems. The available disk space for users went from 
120 TB to 220 TB.  
Dash continued to be used for software development and testing for the Gordon system. The 
production vSMP system and the development system were upgraded to test a number of 
ScaleMP software releases.  
18.3.2 Services Activities 
SDSC saw over 300 support tickets created and resolved between October 1 and December 31, 
2011. These tickets included account questions, file system issues, software requests, globus 
support, code support, password resets, code optimizations and debugging, allocation 
refunds/problems, software support, licensing queries, and resource availability.  
In support of Trestles users, user services staff worked proactively to modify user scripts to run 
out of local scratch space (which is flash memory) instead of the Data Oasis Lustre filesystem 
when appropriate (e.g. Gaussian jobs, jobs with many cores writing to a single file). This was 
very useful in enhancing the performance of the applications codes while lowering the load on the 
Lustre filesystem.  Additionally, user services staff also worked with users to modify job I/O 
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patterns to make better use of the Data Oasis filesystem, as well as optimizing code runs to 
achieve the best performance possible out of Trestles. 
SDSC staff catered to numerous software requests on Trestles including: bioinformatics codes – 
tophat, abyss, and blat, Python-MySQL, netcdf, ncview, NFM for R, as well as many user 
developed codes that needed help on being ported to the system. 
Dash’s support included fielding questions on how to appropriately submit jobs to the virtual 
shared memory node, updating documentation, and accessing available software.  
Amit Chourasia worked on installation of VisIt software on Trestles and Dash systems. The job 
queue has been integrated into VisIt build, thus users can now submit jobs to both these systems 
through VisIt’s clients remotely. 
Very few tickets were created for GPFS-WAN. Most were regarding gridftp access and 
allocations. We had added GPFS-WAN as an endpoint to the web service Globus Online so that 
users can transfer their data more easily and at better speeds.  
18.4 Security 
SDSC saw very little activity with respect to security incidents during the fourth quarter.  No 
major incidents occurred and only modest action was required to respond to XSEDE-wide 
incidents.  Overall, only one account was disabled at SDSC, which was a proactive measure taken 
in response to an XSEDE-wide incident. 
In preparation for the Gordon deployment, SDSC decided to develop support for password 
authentication using XSEDE's Kerberos realm.  As of the end of the quarter, the research and the 
majority of the required modifications to internal accounting and administration software, as well 
as minor patches to system software on Gordon have been completed.  SDSC expects this 
enhancement to improve the user experience by allowing users to authenticate using their XSEDE 
portal password instead of an additional, SDSC-specific password when logging in to Gordon. 
18.5 Education, Outreach, and Training Activities  
18.5.1 Training 
Training during the fourth quarter of 2011 was conducted within the context of numerous 
conferences, listed below in Sec 1.5.4 “Presentations.”  
18.5.2 Education 
SDSC K-14 Teacher (T) and Student (S) Outreach 
SDSC hosted nine workshops and courses for students and K-14 educators. The programs varied 
from two-hour classes to a 10-week series. Dates, titles, participant numbers (with gender 
breakdowns), sites, and audiences (T = teachers; S = students) are listed in the table below.  
Date 
 2011 
Title 
# Participant 
 (F, M) 
Site 
T/ 
S 
10/ 1 First SMART Team Teacher/Student Meeting 10 (6,4) SDSC T 
10/ 1 
Jr. Academy: Learn MIT’s Scratch! Let’s Get 
Programming! 
16 (4, 12) SDSC S 
10/3-12/5 
(10 wks) 
Java Fundamentals: Preparing for AP Computer 
Science 
90 (9, 81) 
(total) 
SDSC S 
10 / 15 JMol Training for SMART Teams 55 (23, 32) SDSC S 
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10/29 SMART Team Mentor Match 61 (25, 36) TSRI S 
11 / 2 San Diego CSTA Bi-Annual Meeting 22 (14, 8) SDSC T 
11 / 12 MIT’s Scratch for Middle School Students 21 (3, 18) SDSC S 
12 / 3 
Introduction to Creating a Video Game World With 
the Tools that Created Bioshock and Mass Effect 
10 (0, 10) Ext. S S 
12 / 10 TeacherTECH Science Olympiad Coaching Event 21 (2, 19) SDSC S 
 
The SDSC Education team worked closely with UCSD’s Beth Simon (Computer Science Dept) 
and the San Diego Computer Science Teachers Association to launch a pilot course in Computer 
Science Principles for high school students. In the reporting period, SDSC and UCSD worked 
very closely with four high schools in the region, meeting weekly to assess progress, and 
partnering in the classrooms as need to help the intrepid teachers who volunteered for the pre-
project pilot. This fall’s pilot program proved extremely valuable in helping SDSC and UCSD 
project leadership understand the challenges faced by the high school teachers, and the 
modifications to the existing college-level course that were necessary for high schools. The pilot 
program during 4Q2011 was carried out prior to launching an NSF-funded Computing Education 
for a 21st Century Workforce (CE 21) program project in January 2012.   
The CE21 project, entitled Computing Principles for ALL Students’ Success (ComPASS) was 
granted to a partnership led by SDSC, working with San Diego State University, the UCSD 
Computer Science and Engineering department, and the Computer Science Teachers 
Association’s San Diego chapter. The new project supports establishment of a new AP (advanced 
placement) test in computer science; one that will focus on the foundation principles of 
computational thinking. Geared for ALL students, not just for computer science majors, this 
course was taught at five pilot sites in 2010-2011, including at UCSD, by Dr. Simon. The project 
will teach undergraduates at UCSD (freshmen) and SDSU (freshmen and seniors planning to 
become teachers) the basic principles of computing. At the same time, in-service professional 
development courses for high school and community college teachers in the region will prepare 
them to teach their own students the same content (tailored for their students’ learning pace and 
school schedules). The project will be carefully evaluated to determine if this course and its 
associated pedagogy are successful in reaching the cognitive and attitudinal learning objectives 
that support broadening participation in computing by women and minorities.  
18.5.3 Conferences/Workshops 
Conferences and workshops hosted by SDSC and its partners at UCSD during the fourth quarter 
of 2011 included:  
 SCANNER External Advisory Committee Board Meeting; 10 October 2011; Lucila 
Ohno-Machado, Host. This meeting attracted 33 attendees from university medical 
schools, hospitals, and other health care representatives across the country.  
 Following the meeting above, an iDASH Privacy Workshop October 10-11 attracted 72 
attendees from the US and abroad. This workshop was also hosted by Dr. Lucila Ohno-
Machado, UCSD and SDSC.  
 
18.5.4 Outreach and Training Presentations 
SDSC personnel and partners presented several sessions at Supercomputing 2011 in 
Seattle, WA.  These included:   
  210 
 INTRODUCTION TO GORDON: The World's First Flash-memory based Data-
Intensive Supercomputer Mike Norman, Director, SDSC; Allan Snavely, Associate 
Director, SDSC  
 GENESIS OF GORDON: Design Philosophy of Gordon and the Innovative Nature of 
the Collaboration  
Mike Norman, Director, SDSC  
 GORDON IN DEPTH: Details Behind the Design and Engineering of Gordon  
Mike Norman, Director; SDSC; Allan Snavely, Associate Director, SDSC; Steve 
Lyness, VP HPC Solutions, APPRO  
 TRESTLES: A High-Productivity HPC System Targeted to Modest-Scale and Gateway 
Users. Richard Moore, Deputy Director, SDSC.  
 3D TORUS TOPOLOGY, INFINIBAND: An Overview from SDSC’s Perspective  
Allan Snavely, Associate Director, SDSC; Todd Wilde, Director, Technical Computing, 
Mellanox Technologies  
 THE SDSC CLOUD: Anytime, Anywhere Access and Availability  
Ron Joyce, Associate Director, IT Infrastructure, SDSC  
 TECHNICAL SESSION: Holistic Co-Design Approach Using Application Performance 
Modeling and Simulation for System Design, Evaluation, and Optimization.  
Irene Qualters, NSF; William Kramer, NCSA; Torsten Hoefler, NCSA; Adolfy Hoisie, 
PNNL; Laxmikant Kale, UIUC; Allan Snavely, SDSC; Marc Snir, Argonne  
 NODE VS. SUPERNODE: Virtual SMP in Action at SDSC  
Nir Paikowsky, VP Services, ScaleMP  
 
SDSC’s Diane Baxter and Shava Smallen co-hosted the XSEDE booth (with Dr. Mark Jack of 
Florida A & M University) at the annual conference of the Society for the Advancement of 
Chicanos and Native Americans in Science in San Jose, CA October 27-29, where they interacted 
with several hundred attendees, collecting names and e-mails of more than seventy potential 
XSEDE users, campus champions, and candidates for student internships and XSEDE Scholars.  
SDSC co-sponsored a booth with UCSD’s CalIT2 at the annual Grace Hopper Celebration of 
Women in Computing in Portland, Oregon, November 9-11. There, SDSC’s Diane Baxter and 
Natasha Balac welcomed women with interests in computing with information and materials that 
featured SDSC and CalIT2 resources, research programs, training workshops, and academic 
programs in data-intensive computing and data visualization.  
SDSC participated in the IEEE symposium on Large-Scale Data Analysis and Visualization in 
Providence, RI, Oct 23-24, 2011 (http://ldav.org/), which attracted nearly 100 attendees. The 
presentation there was: Evaluating the Benefits of An Extended Memory Hierarchy for Parallel 
Streamline Algorithms; David Camp (University of California at Davis), Hank Childs (Lawrence 
Berkeley National Laboratory), Amit Chourasia (San Diego Supercomputer Center), Christoph 
Garth (University of California at Davis), Kenneth Joy (University of California at Davis). 
Posts to the XSEDE blog during the reporting period consisted of a combination of single news 
posts, the XSEDE weekly Newsroom posts and the monthly XSEDE Education Blog Spot post. 
Blog posts were somewhat hindered during this period due to issues with the blog software and a 
lack of access to the blog. 
18.6 SP Collaborations 
Wayne Pfeiffer continued his collaboration with Alexis Stamatakis and Christian Goll of the 
Heidelberg Institute for Theoretical Studies on a project to allow comprehensive phylogenetic 
analyses of very large data sets on Trestles.  Pfeiffer made numerous enhancements to the bash 
script that coordinates and automates the execution of RAxML, RAxML-Light, and Parsimonator 
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for such analyses.  The script has been tested on small data sets and awaits the availability of 
larger data sets for further testing.  
Amit Chourasia collaborated with Darcy Ogden at SIO/UCSD on visualization of volcano 
simulations. Visualization results are available at the following website 
http://visservices.sdsc.edu/projects/volcano.  
Amit Chourasia’s collaborative work with LBL/UCDavis on “Evaluating the Benefits of An 
Extended Memory Hierarchy for Parallel Streamline Algorithms” was presented at the IEEE 
Symposium on Large-Scale Data Analysis and Visualization in  Providence, RI, USA. 
18.7 SP-Specific Activities 
SDSC has coordinated with NSF and initiated communications with users about 
decommissioning its tape archive by June 2012. The archive contains legacy data from 
earlier generations of SDSC HPC resources, and users are being asked to delete or migrate their 
data to other resources by June 2012.  
We will also be communicating with users about decommissioning the GPFS-WAN file system 
mid-2012. This has been an allocated resource and nearly all allocations will have expired by the 
time the system is decommissioned; nevertheless it represents further shrinkage of the space 
available for online storage (along with IU’s Data Capacitor) and the only remaining allocated 
resource of this type will soon be Albedo.  
SDSC has made available user-settable reservations and on-demand computing capabilities.  
User-settable reservations allow users to reserve future availability of compute resources.  The 
on-demand feature allows select users immediate access to compute resources for critical 
compute tasks SDSC provides support for Gateways jobs on SDSC machines. This includes 
investigation of problems that specifically affect Gateway jobs and tuning of the batch system to 
accommodate the unique needs of Gateways.  
A number of new features were added to the SDSC scheduling system to accommodate 
specialized needs on Trestles and Gordon. Topology scheduling was developed to efficiently 
schedule compute nodes connected in a 3D torus.  This allows users to specify the degree of 
connectivity required for their jobs, with those jobs being assigned to compute nodes according to 
relative switch topology.  To accommodate multiple users of limited software licenses, a method 
for incorporating licenses into the scheduling process, along with core and memory allocation, 
was developed.  To accommodate preventative maintenance and the occasional unplanned 
unavailability of individual scheduling servers, failover capability, through the NFS file-system 
was added to the batch system. This allows a pool of scheduling servers to run, with any 
individual server able to continue scheduling if any of the others become unavailable.  It is 
planned to deploy these features in the 1Q2012. 
A new tool was developed in this reporting period to facilitate up-to-date informed 
decisions whether or not to accept transfers and/or supplemental allocations.  It projects 
required system deliveries using allocations from prior quarterly meetings and updated 
supplements/transfers, tracks actual usage against the required deliveries, and shows the 
expansion factor for recently completed jobs.  Further development in 2012 will enable 
full usage of both the Trestles and Gordon resources while maintaining reasonable queue 
wait times. There is some interest from the XSEDE Allocations Working Group in 
leveraging and further developing this tool for XSEDE-wide use. 
SDSC continued to host and support the XSEDE Central Database in conjunction with PSC.  A 
fail-over and fail-back to and from PSC was performed over the holidays to avoid a potential 
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service disruption due to scheduled maintenance at SDSC.  Exploratory discussions are underway 
to determine if there is a reliable way to fail-over the AMIE messaging subsystem. 
18.8 Publications  
“Evaluating the Benefits of An Extended Memory Hierarchy for Parallel Streamline Algorithms” 
D. Camp, H. Childs, A. Chourasia, C. Garth, K. Joy (2011). Presented at the IEEE Symposium on 
Large-Scale Data Analysis and Visualization, October 23-24, 2011, Providence, RI, USA. 
S.H. Seale, J.H. Steidl, L.B. Seale, and A. Chourasia  (2011). "Visualizing Structural Response 
and Site Amplification Using Earthquake Data Recorded at the NEES@UCSB Field Sites", 
SCEC Annual Meeting poster, September 12-13, 2011, Palm Springs, CA. 
A. E. Bandrowski, S. Sivagnanam, K. Yoshimoto, V. Astakhov, A. Majumdar, "Performance of 
parallel neuronal models on the Triton cluster," Society for Neuroscience Annual Meeting, 
Washington D.C., Nov 12-16, 2011. 
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18.9 Metrics  
18.9.1 Standard systems metrics 
SDSC Trestles Quarterly Report 
Total NUs Charged by Resource 
XSEDE 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Job Size 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
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Avg Wall Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
 
The error bars associated with the mean values in this figure represent the standard 
deviation of the sampled mean which is the standard deviation divided by the square 
root of N, where N is sample size. 
 
Avg Wait Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
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User Expansion Factor by Job Size 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
 
 
Total NUs Charged by Job Wall Time 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
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User Expansion Factor by Job Wall Time 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
 
 
Total NUs Charged by Field of Science 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
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Total NUs Charged by Institution 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
 
 
Total NUs Charged by Principal Investigator 
Resource = SDSC-TRESTLES 
2011-10-01 to 2011-12-31 
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SDSC Dash Quarterly Report 
Total NUs Charged by Resource 
XSEDE 
2011-10-01 to 2011-12-31 
 
 
 
Total NUs Charged by Job Size 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
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Avg Wall Hours Per Job by Job Size 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
 
 
 
 
The error bars associated with the mean values in this figure represent the standard 
deviation of the sampled mean which is the standard deviation divided by the square 
root of N, where N is sample size. 
 
Avg Wait Hours Per Job by Job Size 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
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User Expansion Factor by Job Size 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
 
 
 
 
Total NUs Charged by Job Wall Time 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
 
 
 
 
 
  221 
 
User Expansion Factor by Job Wall Time 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
 
 
 
 
Total NUs Charged by Field of Science 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
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Total NUs Charged by Institution 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
 
 
 
 
 
Total NUs Charged by Principal Investigator 
Resource = SDSC-DASH 
2011-10-01 to 2011-12-31 
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18.9.2 Standard User Assistance Metrics  
Between the two tickets systems used to support Trestles and Dash (NCSA’s XSEDE 
ticket system and SDSC’s local ticket system) a total of 306 tickets were created between 
October 1 and December 31. 297 of those tickets were closed, leaving 9 tickets that we 
are still working to resolve. The average time to close the tickets across the two systems 
was 5.7 days, with a median time of 3.1 days.   
 
18.9.3 SP-specific Metrics (Trestles) 
 
 
An active user has an allocation and submitted one or more jobs during the period.  Note 
that gateway users like CIPRES submit using a community account. 
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An active PI is defined user has an allocation and submitted one or more jobs during the 
period.   
 
 
 
 
 
 
 
 
 
 
 
Number of Jobs run by Job Size (Cores) 
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Average Requested Wall Time (Hours) by Job Size (Cores) 
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Average System Wait Time (Hours) by Job Size (Cores) 
 
 
Average “Scheduler” Expansion Factor by Job Size (Cores)  
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(Requested Wall Time + System Wait Time)/Requested Wall Time 
 
 
Average Scheduler Expansion Factor by Requested Wall Time (Hours) 
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Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr     1      
1-24 hr  2  3 4    1  
1-7 d 3 2  9 9 1  8  1 
1-2 wk 1 1  5 1 1  2   
> 2 wk 1 4  6 1 2  6   
Still 
Open 
1   1 1 3  1  1 
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19 TACC - Service Provider Quarterly Report 
19.1 Executive Summary 
Provide short, high-level self-contained description of significant activities by the SP institution 
during the reporting period. 
The Texas Advanced Computing Center (TACC) at The University of Texas at Austin (UT 
Austin) develops and deploys an integrated infrastructure of advanced computing resources to 
enhance the research and education activities of the faculty, staff, and students at UT Austin, and 
in Texas and across the US through its involvement in various state and national programs, 
including the NSF funded eXtreme Digital Resources for Science and Engineering (XD) project. 
This infrastructure includes high performance computing (HPC) systems, advanced scientific 
visualization (SciVis) systems, data servers and storage/archival systems, grid computing servers, 
IT systems, high-bandwidth networks, and a comprehensive software environment comprising 
applications, tools, libraries, databases, and grid software. TACC services include technical 
documentation, consulting, and training in HPC, SciVis, and grid computing. 
A significant upgrade to the Lonestar compute cluster was completed; integrating additional large 
memory nodes into the configuration and increasing the amount of SCRATCH storage available 
to users. 
TACC staff continued to contribute to the success of the XSEDE project to date. Significant 
effort was expended in the User Services User Engagement, User Interaction & Interfaces, and 
Training activities, XSEDE web site, and the Extended Collaborative Support Services area. 
TACC also participated in the SC11 conference with posters and presentations featured from 
various TACC staff members and researchers from XSEDE, the UT System, and other 
institutions across Texas. 
TACC continues to take a leadership position in XSEDE training efforts by offering 12 training 
workshops attended by 342 students during the reporting period. The Cornell University team 
continued to add to and improve the Ranger virtual workshop. 
Work has begun on the expansion of the TACC computing center to accommodate the new 
Stampede cluster. Planned resource outages were staged the last week of 2011 and the first week 
of 2012 to facilitate construction of the chilled water infrastructure required to support the new 
facility. 
 
19.1.1 Resource Description 
 
1.1.1.1  Sun Constellation Linux Cluster (Ranger) 
The TACC Sun Constellation Cluster contains 62,976 cores (2.3 GHz) within 3,936 Sun 
Constellation blades (nodes), an X4600 Rocks master node, 4 X4600 user login nodes, 4 X4600 
user gridftp nodes, 4 X4600 data movers, 2 X4600 nodes dedicated to supporting the SGE batch 
system, 2 X4600 external management service nodes, 2 X4600 InfiniBand subnet management 
nodes, an X4100 software build node, and 6 X4600 metadata server nodes to support the Lustre 
parallel file systems.  Multiple work and home file systems are configured from 1.7 PB of storage 
managed by the Lustre parallel file system management software.  Two Sun Data Center 3456 
switches are the core of an InfiniBand fabric through which all components are connected.  The 
basic configuration is as follows: 
 3936 Sun Constellation Blade Servers, each with 
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o four quad-core 2.0 GHz processors 
o 32 GB of Memory 
o 8 GB flash drive 
 1.7 PB of storage managed by the Lustre Parallel File System software 
 InfiniBand Interconnect 
 
1.1.1.2  Dell Westmere Linux Cluster (Lonestar)
1
 
The TACC Dell Westmere Cluster contains 22,656 compute cores (3.33 GHz) within 1,888 Dell 
PowerEdge M610 compute blades (nodes), 15 PowerEdge R610 compute-I/O server-nodes, and 2 
PowerEdge M160 login/management nodes.  Each compute node has 24 GB of memory, and the 
login/development nodes each have 24 GB.  14 large memory (1TB) nodes are available for high-
throughput computing and applications that require access to a shared-memory architecture and 8 
GPU nodes are configured for visualization and applications that can take advantage of the 
computational speed of the GPUs. The system storage includes a 421 TB parallel WORK Lustre 
file system, a 841 TB parallel SCRATCH Lustre file system, and 275 TB of local compute-node 
disk space (146GB/node).  A QDR InfiniBand switch fabric interconnects the nodes (I/O and 
compute) via a fat-tree topology, with a point-to-point bandwidth of 40Gb/sec.  The basic 
configuration is as follows. 
 
 1888 Dell PowerEdge M610 Blade Servers, each with 
o Dual Intel Westmere 6-core, 3.33 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
 14 Dell PowerEdge R910 servers, each with 
o Four 6-core, 2.0 GHz Intel Xeon processors 
o 1 TB of Memory 
o 292 GB of Local Disk 
 8 Dell PowerEdge C6100 servers, each with 
o Two NVIDIA M2070 GPUs 
o Two 6-core, Intel Xeon X5670 2.93 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
o 16-lane PCI Express to Dell C410x PCI expansion box housing the NVIDIA 
GPUs 
 421 TB Lustre Parallel File System (WORK) 
 841 TB Lustre Parallel File System (SCRATCH) 
 QDR InfiniBand Interconnect 
 
1.1.1.3  DELL/NVIDIA Visualization and Data Analysis Cluster (Longhorn) 
The TACC DELL/NVIDIA Visualization & Data Analysis Cluster, Longhorn, is a hybrid 
CPU/GPU system designed for remote, interactive visualization and data analysis.  In addition, 
Longhorn supports production, compute-intensive calculations on both the CPUs and GPUs via 
off-hour queues.  The large, per-node memory is intended to support serial and parallel 
visualization and analysis applications that take advantage of large memories, multiple computing 
cores, and multiple graphics processors.  Longhorn is an ideal companion resource for working 
                                                     
1 Began production on February 1, 2011. 
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with large data sets created on Ranger, since Longhorn can directly access Ranger's Lustre 
parallel file system through a 10 GigE network link.  
The system consists of 256 dual-socket nodes, each with significant computing and graphics 
capability.  Total system resources include 2048 compute cores (Nehalem quad-core), 512 GPUs 
(128 NVIDIA Quadro Plex S4s, each containing 4 NVIDIA FX 5800s), 13.5 TB of distributed 
memory and a 210 TB global file system.  Longhorn configuration details can be found below.  
128 NVIDIA Quadro Plex S4s, each with 
 4 NVIDIA FX 5800 GPUs 
 16GB Graphics Memory (4GB per GPU) 
 2 independent graphics busses, one per GPU pair 
240 Dell R610 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 48GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
16 Dell R710 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 144GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
Mellanox QDR InfiniBand Interconnect 
14 Dell PowerVault MD1000 Direct Attached Storage Arrays (210TB global file system, 
managed by the Lustre Parallel File System) 
1.1.1.4  Terascale Sun Visualization Cluster (Spur) 
 
TACC’s Terascale Sun Visualization Cluster contains 128 compute cores, 1 TB aggregate 
memory and 32 GPUs.  Spur acts not only as a powerful stand-alone visualization system:  it also 
enables researchers to perform visualization tasks on Ranger-produced data without migrating to 
another file system and to integrate simulations and rendering tasks on a single network fabric.  
The cluster consists of the following hardware: 
 
 1 Sun Fire X4600 server with 2 NVIDIA Quadro Plex model 4.  The X4600 contains 8 
dual-core CPUs (16 cores total) and 256GB of RAM.  Each Quadro Plex model 4 
contains 2 NVIDIA Quadro FX5600 GPUs; 
 1 Sun X4400 servers, with 4 quad-core CPUs (16 cores total) and 128GB of RAM, 
connected to 2 NVIDIA Quadro Plex model 4.  Each Quadro Plex model 4 contains 2 
NVIDIA Quadro FX 5600 GPUs; 
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 6 Sun X4400 servers, each with 4 quad-core CPUs (16 cores total) and 128GB of RAM, 
and each connected to an NVIDIA Quadro Plex S4.  Each Quadro Plex S4 contains 4 
NVIDIA Quadro FX 5600 GPUs; and 
 Total system capability: 128 cores, 1TB aggregate memory, 32 GPUs. 
 
Because Spur shares Ranger's interconnect fabric and file systems, researchers will be able to 
easily transition between HPC runs to generate and visualize data.  Furthermore, visualization 
software is able to harness both the rendering power of the graphics hardware and the compute 
power of Ranger to enable the analysis of terascale and larger data sets. 
 
19.2 Science Highlights 
 
XSEDE/TACC Q4 2011 Science Highlights: 
 
Wireless Worries 
With the help of supercomputing power, researchers explore the health risks of wireless devices 
through virtual body models and advanced algorithms 
 
Appliances, power lines, cellphones, Wi-Fi and a slew of other modern technologies emit 
microwaves that pass through, and interact with, our bodies. As wireless technology continues to 
proliferate in our daily lives, anxiety builds about its dangers. Do cellphones cause cancer? 
Impact fertility? Affect pregnancies? Increase brain 
activity?  
 
In 2009 the National Science Foundation (NSF) funded a 
five-year interdisciplinary study at The University of 
Texas at Austin to address the growing debate about the 
effects of microwave radiation. After two years, 
researchers have built one of the highest-resolution 
electromagnetic human models to date: AustinMan. The 
model is helping to determine the effects of microwaves 
from wireless devices on the body. 
 
The team’s initial results with AustinMan show the 
importance of having high-resolution body models. In a 
recently submitted paper, the team showed that low-resolution models can under- or over-
estimate the power absorbed by the skin, the cornea, the cerebrospinal fluid, and brain matter by 
up to 50 percent — a significant amount.  
 
Such extreme simulations are impossible using traditional computing methods and software. Even 
with the efficient algorithms that the researchers are developing, each simulation would take 
about five years of continuous execution on an ordinary desktop computer. Crunching the 
numbers on the National Science Foundation-sponsored Ranger supercomputer at the Texas 
Figure 2.n.  The AustinMan model was 
created from high-resolution human body 
cross-sectional images and provides a 
great amount of detail about how different 
tissues, from bones to blood vessels, are 
effected by cellphone radiation. [Courtesy 
of Ali Yilmaz, The University of Texas at 
Austin] 
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Advanced Computing Center (TACC), however, the researchers can perform these simulations in 
less than six hours.   
These simulations do not answer the question of whether cellphones are dangerous per se — 
much about the dynamics of cancer and other adverse health effects are still a mystery to 
scientists. But they represent one of the best ways to probe and quantify the thermal effects of 
wireless devices on the human body.  
 
Insights from Spinning Samples 
NSF-sponsored supercomputers help researchers find deeper insight into the purity, structure 
and behavior of protein, DNA and RNA 
 
Analytical ultracentrifugation (AUC) experiments spin 
samples at very high speeds to study how large molecules 
such as proteins, DNA and RNA, act in solution. As they 
rotate over time, these materials undergo sedimentation and 
diffusion processes, revealing aspects of how molecules 
behave under physiological conditions in solution.  
With support from the National Science Foundation, Borries 
Demeler, associate professor of biochemistry at The 
University of Texas Health Sciences Center, created the 
UltraScan software package and the UltraScan LIMS portal 
to make AUC analysis more effective. The tools allow 
researchers to analyze their experimental data over the web 
using the advanced computing methods and systems in the 
world. It also lets researchers address entirely new classes of 
research questions and widens the application of the AUC 
method. 
Demeler applied his methodology to a collaboration with 
researchers in Germany, characterizing fluorescent 
nanoparticles made out of cadmium telluride crystals for use 
in solar panels. Using a new detector developed by 
collaborators at the Max Planck Institute, he was able to measure the hydrodynamic properties of 
the nanoparticles, observe their individual absorption spectra, and correlate absorbance properties 
with particle size. 
Whether the application is nanoparticles for industry or biomarkers in blood, AUC experiments, 
when combined with UltraScan and powerful supercomputers, form a powerful analytic tool. By 
developing a web-based gateway where researchers can log in, access their data, and submit jobs 
as if they were running a very simple web application, Demeler has made the technology even 
more accessible to lab scientists. 
 
 
19.3 User-facing Activities  
 
Figure 2.n.  A two-dimensional spectrum 
analysis for a sedimentation velocity 
experiment of a mutant of superoxide 
dismutase. This mutant prevents proper 
binding of the copper and zinc metal ions 
required for protein stabilization. The loss 
of stabilization causes aggregation, 
thought to contribute to motorneuron 
damage, causing amyotrophic lateral 
sclerosis (Lou Gehrig's disease). [This 
work was performed in collaboration with 
Dr. John Hart's group at The University of 
Texas Health Sciences Center at San 
Antonio.] 
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19.3.1 System Activities 
Lonestar 
During the reporting period large memory were added to the configuration. The upgrade included 
nine Dell PowerEdge R910 servers, each with four, 6-core 2.0GHz Intel Xeon processors, 1TB of 
memory and QDR InfiniBand connectivity. These large memory nodes are ideally suited for tasks 
requiring large amounts of memory, such as pre- and post-processing of data for large scale 
compute jobs. Lonestar users now have access to 14 large memory nodes. 
 
In addition, the system’s SCRATCH file system was extended by 600 TB, bringing total file 
system size to 1.8 PB. 
 
19.3.2 Services Activities 
All Systems 
HPC staff compiled several versions of customized LAMMPS for users: Chew, Huck 
Beng, Chetan Mahajan and Longo Pazos. Communicated the information back to the LAMMPS 
developers and contributed a patch to their MAKE/Makefile.tacc make file.  
Compiled CHARMM for user Jeremy Adler and instructed him on the use of the parallel launcher 
PyLauncher, developed by HPC staff member Victor Eijkhout, instead of charmm-utils to launch 
replica exchange simulations. 
Modified OpenFOAM-1.6-ext to compile with Intel compilers (the source code abused templates) 
and got it to work for user Chan-Hoo Jeon. 
TACC HPC staff worked with several groups (Bill Hase at TTU and Douglas Dee at UT San 
Antonio, specifically) to alleviate I/O issues with NWChem. This chemistry software generates 
and manipulates many so-called "junk" files resulting in overload of the Lustre parallel file 
system. A set of tips for disabling the generation of these files was generated and a workaround 
for the users was provided. There are lingering I/O issues with NWChem that TACC continues to 
pursue with the NWChem developers. 
HPC staff members deployed new versions of VASP to support its advanced MD features, VTST 
extensions, and WANNIER90 interface on behalf of Ping Li at the University of Pittsburg and 
James Rondinelli at Drexel University. In addition, these users were assisted in creating their own 
version of VASP with patches specific to their research interests. 
HPC staff helped users including Juan Sanchez at UT Austin, Luis Smith at Clark University, and 
Ridwan Sakidja at WISC 1) build WIEN2K with fine-grained parallelism enabled, and 2) 
generate WIEN2K machine files for the SGE batch system for coarse-grained parallel runs. User 
requests for WIEN2K_11.1 on TACC systems have increased and this effort has been turned into 
a formal ECSS support effort in Q1 of 2012. The primary focus will be combining the coarse- and 
fine-grained parallelism with the task partition based on the sizes and types of calculation. The 
secondary focus will be streamlining WIEN2K calculations at different steps for a complete 
physics calculation. The third focus will be how to interface WIEN2K with other tools suggested 
by the users. 
In its role as a user champion TACC staff contacted 57 PIs with new or renewal awards granted 
for the allocation period beginning October 1, 2011.  Responses were received from 9 PIs and 
TACC staff members resolved any user issues or referred them to the appropriate site for 
resolution. TACC also initiated contact with 93 “startup” principal investigators whose 
allocations began in September 2011, October 2011, and November of 2011.  Responses were 
received from 30 PIs and TACC staff members resolved any user issues or referred them to the 
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appropriate site for resolution.  TACC staff continued to facilitate special user requests, including 
resource usage outside normal queue limits, high priority in order to meet deadlines, and special 
allocation requests to prevent user research projects from coming to a halt. 
Longhorn 
Members of the TACC Visualization group continue to provide high quality user support for the 
Longhorn XD Visualization project, providing at least one visualization person every weekday 
for hands on help ranging from startup on Longhorn to more in depth application support. 
Additionally, the Longhorn XD Visualization project provides more in depth user support to work 
on longer term projects that emerge as users become more proficient on the resources. In general, 
this more in depth support involved the development of tools and techniques to support user 
needs. 
19.4 Security 
No changes in security procedures or security incidents to report within this reporting period. 
 
19.5 Education, Outreach, and Training Activities 
19.5.1 Outreach 
The Austin Forum on Science, Technology & Society 
In this quarter, TACC hosted a total of 3 monthly Austin Forum events with invited speakers 
from areas of interest focused on science and technology. The goal of The Austin Forum on 
Science, Technology & Society is to engage and educate the local community about the 
numerous ways in which science and technology enhance the quality of their everyday life, as 
well as the health, prosperity and security of the nation. One hour is devoted to a presentation and 
Q&A discussion between the speaker and guests. Ample time for networking is offered, both 
preceding and following the speaker presentation. A total of 604 people attended The Austin 
Forum.  
TACC Facility Tours 
From K-12 and higher education groups, TACC conducted facility tours impacting 361 people; 
41% were under-represented. An overview of XSEDE and TACC were given at each event. 
The following table lists TACC outreach activities during the reporting period. 
Type Title Location Date(s) Number of 
Participants 
Number of 
Under-
represented 
people 
Vislab Tour VIP Tour- Walter 
Roper 
Vislab 10/3/1
1 
1 
0 
The Austin 
Forum on 
Science, 
Technology 
& Society 
“Innovating with 
University Startups” 
with Dr. Bob Metcalfe 
AT&T 
Confere
nce 
Center 
10/4/1
1 
160 
Not tracked. 
Ranger Tour St. Edward’s University PRC 10/5/1 25 3 
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(undergraduate 
students) 
1 
Vislab Tour 
Industry Partners- Dell 
(2 Dell customers from 
NC State University + 
4 Dell employees) 
Vislab 
10/6/1
1 
6 
 
1 
 
Vislab Tour Frank N. Bash 
Symposium 
Vislab 10/10/
11 
25 3 
Vislab Tour 
UT Electrical and 
Computer Engineering 
FIG (freshmen) 
Vislab 
10/12/
11 
20 3 
Vislab Tour CS Ambassadors (12
th 
grade) 
Vislab 10/17/
11 
2 0 
Vislab Tour 
UT Electrical and 
Computer Engineering 
FIG (freshmen) 
Vislab 
10/18/
11 
20 1 
Vislab Tour 
UT Electrical and 
Computer Engineering 
FIG (freshmen) 
Vislab 
10/19/
11 
20 4 
Vislab Tour 
UT College of Natural 
Sciences FIG 
(freshmen) 
Vislab 
10/19/
11 
9 1 
Vislab Tour 
UT Electrical 
Engineering FIG 
(freshmen) 
Vislab 
10/20/
11 
18 5 
Vislab Tour 
PCARP: Travis High 
School (sophomores, 
juniors) 
Vislab 
10/25/
11 
25 24 
Vislab Tour UT CS FIG (freshmen) 
Vislab 10/26/
11 
20 5 
Vislab Tour 
UT Electrical and 
Computer Engineering 
FIG (freshmen) 
Vislab 
10/27/
11 
8 0 
Vislab Tour 
UT Austin School of 
Information (graduate 
students) 
Vislab 
10/31/
11 
20 
Not 
tracked. 
The Austin 
Forum on 
Science, 
Technology 
& Society 
“Stem Cell Therapy in 
the Treatment of 
Patients with Ischemic 
Heart Failure” with Dr. 
Emerson Perin 
AT&T 
Confere
nce 
Center 
11/1/1
1 
124 
Not 
tracked. 
Vislab Tour PCARP Reagan High 
School 
Vislab 11/3/1
1 
24 23 
Vislab Tour NSBE Jrs (6-12
th 
grade) 
Vislab 11/4/1
1 
10 10 
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Vislab & 
Ranger Tour 
VIP: Geosciences and 
Statoil 
Vislab/P
RC 
11/7/1
1 
6 0 
Vislab & Ranger 
Tours VIP: Dell Middle East 
Vislab/P
RC 
11/8/1
1 
2 0 
Vislab Tour 
PCARP LBJ High 
School  
Vislab 11/8/1
1 
40 39 
Vislab Tour 
VIP: Dell/LATAM 
Universities 
Vislab 12/1/1
1 
8 8 
Vislab Tour 
East Austin College 
Preparatory Academy 
(6th grade) 
Vislab 
12/2/1
1 
26 15 
Vislab Tour UT FRI (freshmen) 
Vislab 12/5/1
1 
10 
Not 
Tracked. 
The Austin 
Forum on 
Science, 
Technology & 
Society 
“How Our Words 
Reflect Who We Are” 
with Dr. James 
Pennebaker  
AT&T 
Confere
nce 
Center 
12/6/1
1 
320 
Not 
tracked. 
Vislab & Ranger 
Tours 
Wall HS (sophomores, 
juniors) 
Vislab/P
RC 
12/8/1
1 
10 2 
Vislab Tour 
VIP: Castille Family (6-
65 years) 
Vislab 
12/9/1
1 
6 3 
      
19.5.2 Education 
TACC’s scientific computing curriculum Fall 2011 courses continued to attract students 
interested in acquiring scientific computation skills.  Course enrollment numbers were: 
Introduction to Scientific Programming (29 students), Scientific/Technical Computing (27 
students), and Visualization & Data Analysis for Scientists & Engineers (17 students). Total 
enrollment in Fall of 2011 was 73 students with 42 undergraduates and 31 graduate students. The 
courses are offered in the University of Texas at Austin Flawn Academic Center in a customized 
classroom housing both lecture space and a computer instruction laboratory. The classroom 
customization was made possible through a partnership with Chevron to increase instruction in 
scientific computing. Fall 2012 is targeted for webcasting instruction from the lab to higher 
education institutions in the state of Texas without scientific computation course offerings.  
In addition, the partnership with the UT Austin Division of Statistics and Scientific Computation 
(SSC) entered its third year.  SSC offers an Undergraduate Certificate Program in Scientific 
Computation that includes four of TACC’s courses. Documentation of students completing the 
certificate program appears on their transcription as a notation. In the third year of the certificate 
offering, another student completed certification in Fall 2011, bringing the total to date to 3. An 
additional 35 students are enrolled in the undergraduate certificate program.  SSC’s scientific 
computing course descriptions are online at: http://www.tacc.utexas.edu/education/academic-
courses. 
19.5.3 Training 
TACC hosted 12 training workshops during the reporting period. A total of 342 students attended 
the workshops, including 42 students from underrepresented communities. The following table 
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lists the date, title, location, attendance, and number of students from underrepresented 
communities for each workshop. 
Date Class Attendance 
Underrepresented 
Community 
Location 
10/6/2011 
Introduction to Scientific 
Visualization on Longhorn 29 15 
UT Brownsville 
10/12/2011 PerfExpert 13 NA Webcast to ORNL 
10/14/2011 
Introduction to HPC for Life 
Scientists 23 6 
UT San Antonio 
10/19/2011 
Introduction to HPC for Life 
Scientists 14 3 
UT Southwestern 
Medical Center 
11/3/2011 XSEDE New User Training 43 NA TACC 
11/7/2011 C Programming Basics 42 NA TACC - Webcast 
11/8/2011 C++ Programming Basics 28 NA TACC - Webcast 
11/10/2011 Fortran 90/95/2003 for HPC 61 NA TACC - Webcast 
11/29/2011 Introduction to CUDA 15 NA 
Webcast to Univ. do 
Minho, Portugal 
12/6/2011 Advanced Features of CUDA 15 NA 
Webcast to Univ. do 
Minho, Portugal 
12/6/2011 
Computational Biology 
Workshop 34 4 
UT San Antonio 
12/13/2011 
UT College of Education Vis 
Workshop 25 14 
UT Austin 
 
The Virtual Workshop provides users access to twenty-two training modules with new modules 
under development and existing modules being reviewed for updates.  Users who are logged in to 
the XSEDE portal can pass-through to the Virtual Workshop, or they can use guest registration.   
Available Modules 
An Introduction to Linux  
An Introduction to C Programming 
An Introduction to Fortran Programming   
Python on Ranger and Lonestar 
Balancing Scripts and Compiled Code in Scientific Applications  
MATLAB Programming   
Parallel Programming Concepts and High-Performance Computing  
Ranger Environment  
Message Passing Interface (MPI)  
MPI Point-to-Point Communications  
MPI Collective Communications 
MPI One-Sided Communication  
MPI Advanced Topics  
OpenMP  
Hybrid Programming with OpenMP and MPI  
Profiling and Debugging  
Optimization and Scalability  
Computational Steering 
Large Data Visualization 
ParaView 
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VisIt  
Using Databases (updated) 
Modules Under Development  
Advanced Batch 
Allocations 
Distributed Debugging Tool (DDT)  
EnVision 
Multi-node Map Reduce  
Parallel I/O  
Profiling with mpiP  
Modules Being Updated 
MPI Collective Communications  
Large Data Visualization 
ParaView 
Using Databases 
VisIt 
 
Virtual Workshop Usage 
 Page Loads Unique Visitors First Time Visitors Returning Visitors 
Q1 ‘11 4,456 920 730 190 
Q2 ‘11 16,281 2,988 2,509 479 
July – Sept 2011 9,208 2,905 2,457 448 
Oct – Dec 2011 10,068 3,615 3,019 596 
Note: the Q2 ’11 numbers were a result of high activity after an online news release on the Virtual Workshop was sent 
out. 
 
19.6 SP Collaborations 
The Longhorn XD Vis team worked with P.K. Yeung and Diego Donzis to visualize their large 
scale turbulent flow. Additionally, a paper was co-authored by the team and submitted to IEEE 
CG&A to detail the crucial role that visualization and data analysis play in analyzing and 
understanding turbulent flow simulations at 4096^3 cells per time slice (= 68 billion cells) and 17 
time slices (= 1 trillion total cells). The visualization techniques presented in this paper enabled 
the investigation of the dynamics of intense events individually or as they form clusters. 
Understanding the geometrical and dynamical descriptions of these intense events allow scientists 
to get closer to a more complete understanding of turbulent flows and more accurate models for 
engineering applications. Preliminary feedback indicates that this paper has been accepted and 
will appear in 2012. 
 
19.7 SP-Specific Activities 
Longhorn 
As a part of the Longhorn XD Vis project, TACC collaborates with NCAR. NCAR put out a 
release candidate (RC) for version 2.1 of VAPOR and made it available for friendly user testing 
in early October. To date, the RC has been downloaded over 250 times. Only a small number of 
software defects were uncovered in the RC, many of which were fixed this reporting period, and a 
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formal release of 2.1 is planned for January 2012.  Many of the new capabilities of 2.1, such as 
hedgehog plots and display of 3D scene files, were developed with the direct support of this 
award. Work on re-factoring vaporgui’s internal architecture to facilitate 3rd party extensibility 
continued in Q4. Progress was made on integrating a new object-oriented internal data model into 
vaporgui. The new data model provides first class support for missing data values, and provides 
abstract representation of many commonly used computation grids (e.g. AMR, staggered, 
stretched, terrain following, etc.). Modification of two of vaporgui’s visualization modules - the 
direct volume rendering engine, and the ray-casting based isosurface renderer – to support the 
new data model was completed, and these visualizers now correctly treat missing data (among 
other benefits). Work on integrating the new data model into other vaporgui visualizers will 
continue next quarter. In addition to efforts on the internal data model, a GPU shader manager 
was implemented. The shader manager allows users to upload from a file their own (or modified 
existing) GLSL shading codes used by the direct volume render and isosurface renderer. Hence, a 
VAPOR user can customize, with a large degree of freedom, the appearance of rendered data. 
Work resumed, and is nearing completion, on a parallel API for reading and writing data to a 
VAPOR Data Collection (VDC) from an MPI-based simulation code. The API, which is an 
extension to NCAR’s Parallel IO library, (http://code.google.com/p/parallelio), will enable 
modelers to write wavelet-encoded data directly, bypassing the need for a post-processing 
translation step, an important step toward our extreme data handling goals. Code development on 
the library, PIOVDC, is complete. Next steps are to port and package the code for distribution. 
Longhorn PI Gaither co-taught a Visualization and Data Analysis for Science and Engineering 
course at The University of Texas at Austin. This course had 16 total students made up of 8 
undergraduate students and 8 graduate students. All students were required to run on Longhorn 
and do at least one programming assignment on the resource. Additionally, approximately half of 
the students developed their semester long project on Longhorn, with applications ranging from 
Cosmology to Fluid Mechanics. All of the students finished the course with a proficiency in using 
remote visualization resources, and more importantly, developing applications on these resources 
as well. 
As part of the Longhorn XD Vis effort, NCAR offered a tutorial on VAPOR at the Front Range 
High Performance Computing Symposium at the Co. School of Mines. SURA continues to be the 
liaison for reaching out to underrepresented institutions. While there was no MSI or HBCU 
training during this past quarter, SURA has scheduled two trainings that will take place next 
quarter. 
 
19.8 Publications 
All publications and presentations by SP-funded staff members and publications that utilized SP 
resources in the prior reporting period in bibliography format. (There may be overlap between 
SP-funded publications reported here and XSEDE-funded publications reported in the main 
report. If gray, err on the side of redundancy in both locations.) 
Xu W., Jain S. D., Esteva M. “Analysis of Large Digital Collection with Interactive 
Visualization” Proceedings of 2011 IEEE Conference on Visual Analytics Science and 
Technology (VAST’11) 
Jiang Y., Xu W., Thompson L., Gutell R., Miranker D. “RNA Sequence Alignment with 
Structural Information” Proceedings of 2011 IEEE conference on Bioinformatics and 
Biomedicine (BIBM’11) 
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Xu W., Wongsa A., Lee J., Shang L., Cannone J., Gutell R. “RNA2DMap: A Visual Exploration 
Tool of the Information in RNA's Higher-Order Structure” Proceedings of 2011 IEEE conference 
on Bioinformatics and Biomedicine(BIBM’11) 
Jiang Y., Willmore F., Sanders D., Smith Z., Ribeiro C., Doherty C., Thornton A., Hill A., 
Freeman B., Sanchez I. “Cavity size, sorption and transport characteristics of thermally 
rearranged (TR) polymers” Polymer Volume 52, Issue 10, 4 May 2011, Pages 2244–2254 
Willmore F., Simmons D., Douglas J. “GPGPU vs. Free Volume: Using Graphics Hardware to 
Define, Characterize, and Visualize Negative Space in Polymers” Annual Meeting of American 
Institute of Chemical Engineers 
Willmore F., Jiang Y., Sanchez I. “As the Molecule Turns: Extending the Applicability of a 
Probabilistic MD Via the Inclusion of Rotational Modes” Annual Meeting of American Institute 
of Chemical Engineers 
Willmore F., Simmons D., Douglas J. “Exploring empty space in glass-forming materials” 
XSEDE 2011 Visualization Showcase 
Maciejewski R., Jang Y., Woo I., Janicke H., Gaither K., Ebert D. “Abstracting Attribute Space 
for Transfer Function Exploration and Design,” submitted to IEEE Transactions on Visualization 
and Computer Graphics, 2011 
Jang Y., Ebert D., Gaither K. “Time-Varying Data Visualization using Functional 
Representations,” IEEE Transactions on Visualization and Computer Graphics, to appear 2011 
Woo I., Maciejewski R., Gaither K., Ebert D. “Feature-Driven Data Exploration for Volumetric 
Rendering,” IEEE Transactions on Visualization and Computer Graphics, to appear 2011 
Jang Y., Ebert D., Gaither K. “Time-Varying Data Visualization Using Functional 
Representations,” IEEE Transactions on Visualization and Computer Graphics, to appear 2011 
Harrison C., Childs H., Gaither K. “Data-Parallel Mesh Connected Components Labeling and 
Analysis,” Proceedings of EGPGV 2011 
 
19.9 Metrics 
 
19.9.1 Standard systems metrics 
Below are system metrics for TACC XSEDE committed resources, Ranger/Spur, Lonestar, and 
Longhorn. Tables are included for 1) total normalized service units (NUs) charged, 2) total NUs 
charged by job size, 3) average wall-clock hours per job by job size, 4) average wait hours per job 
by job size, 5) user expansion factor by job size, 6) total NUs charged by job wall-clock time, 7) 
user expansion factor by job wall-clock time, 8) total NUs charged by field of science, 9) total 
NUs charged by institution, and 10) total NUs charged by principal investigator. 
Note that job wait times and job expansion factors are skewed by job dependencies. TACC staff 
members are investigating a way to eliminate the influence job dependencies have on these 
statistics. 
Ranger 
Total Normalized Service Units (NUs) 
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Total NUs Charged by Job Size 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
Lonestar 
Total NUs Charged 
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Total NUs Charged by Job Size 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
Longhorn 
Total NUs Charged 
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Total NUs Charged by Job Size 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
User Expansion Factor by Job Size 
  254 
 
Total NUs Charged by Job Wall Time 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
 
SPUR 
Total NUs Charged 
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Total NUs Charged by Job Size 
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19.9.2 Standard User Assistance Metrics  
TACC staff members continue to provide trouble ticket support via the XSEDE ticket system and 
the TACC Consulting System.  341 tickets, submitted via the XSEDE ticket system, were 
handled by TACC staff during the report period with 318 being closed.  Both trouble ticket 
systems are monitored 7x24x365 and approximately 25 TACC staff members are engaged in this 
front-line support activity. The following table indicates the number of tickets opened, closed, 
and a breakdown of the ticket category. 
Issue Category  Number of tickets opened Number of tickets closed  
Jobs/Batch Queues 101 88 
Software/Applications 74 68 
Login/Access Issues 79 79 
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System Issues 5 5 
Account Issues 16 16 
Filesystem Issues  16 16 
Other  50 46 
 
TACC Ticket resolution times by category from XSEDE Ticket System 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr  3  4 2     1 
1-24 hr 1 1 1 10 19 1 1 3 1 2 
1-7 d 4 1  21 10 4 1 11 4 2 
1-2 wk 4 1 1 10 6 3  7 1 1 
> 2 wk 1 3 2 29 10 6 2 24 1  
Still 
Open 
   3 1   1   
 
XSEDE users also may submit requests for assistance via the TACC User Portal. During the 
reporting period 122 tickets were submitted via through the TUP; 89 have been resolved, 24 are 
pending user response, and 9 are in progress. 
 
 
19.9.3 SP-specific Metrics 
Allocation usage in section 1.9.1 reflects utilization of TACC resources by the XSEDE user 
community. There are allocation pools on TACC resources for the non-XSEDE community; the 
following table indicates the breakdown of available allocation and usage during the reporting 
period for both communities. Allocation and usage information is reported in system units (SUs) 
with an SU being a core hour. 
TG/UT Quarter Usage 
System 
SUs 
Available 
TG SUs 
Delivered 
TG Usage 
(%) 
UT SUs 
Delivered 
UT Usage 
(%) 
Total SUs 
Delivered 
Ranger 137,602,560 106,853,438 86.66 16,449,712 13.34 123,303,150 
Lonestar 50,251,320 17,542,808 52 16,294,504 48 33,837,312 
Longhorn 4,358,656 147,499 19 633,909 81 781,408 
Spur 279,680 9,445 38 15,706 62 25,151 
 
The following table contains uptime statistics for the reporting period for TACC compute, 
visualization, and storage resources. 
 
TACC Resource Uptime Statistics 
  
Lonestar Spur 
Uptime Uptime 
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PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2011-10 1 11.00 0 0.00 98.52 1 11.50 0 0.00 98.45 
2011-11 1 11.00 0 0.00 98.47 1 11.50 0 0.00 98.40 
2011-12 1 12.50 0 0.00 98.32 0 0.00 0 0.00 100 
  
Ranger Ranch 
Uptime Uptime 
PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2011-10 1 11.50 0 0.00 98.45 1 79.50 0 0.00 89.31 
2011-11 1 11.50 0 0.00 98.4 0 0.00 0 0.00 100 
2011-12 0 0.00 0 0.00 100 1 8.00 0 0.00 98.92 
  
Longhorn      
Uptime      
PM Outage        
Month # Hrs # Hrs %Up      
2011-10 0 0.00 0 0.00 100      
2011-11 0 0.00 0 0.00 100      
2011-12 1 79.75 0 0.00 89.28      
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A XSEDE Project Milestones Update  
Content for this appendix is pending finalizing the XSEDE Architecture that is being reworked 
due to the merging of the XSEDE and XROADS proposals. 
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B XSEDE Schedule with Progress Update 
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C XSEDE Risk Register 
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D XSEDE Change Control Report 
 
No Project Change Requests (PCRs) were processed for this quarter. 
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E Metrics 
To demonstrate its success and help focus management attention on areas in need of 
improvement, XSEDE monitors a wide range of metrics in support of different aspects of 
“success” for the program. The metrics presented in the quarterly reports provide a view into 
XSEDE’s user community, including its success at expanding that community, the projects and 
allocations through which XSEDE manages access to resources, and the use of the resources by 
those projects (§E.1). In addition, XSEDE has identified metrics describing the program’s success 
at delivering centralized services to this community, including operations, user support, advanced 
user support, and education and outreach activities (§E.2). Together, these metrics provide 
perspectives on how XSEDE works to ensure that the XSEDE-associated services and resources 
deliver science impact for the science and engineering research community. 
E.1 XSEDE Resource and Service Usage Metrics 
Table 5 highlights a few key XSEDE measures that summarize the user community, the projects 
and allocations, and resource utilization for the quarter. Expanded information and five-year 
historical trends are shown in three corresponding subsections. 
Notably for Q4 2011, XSEDE saw a slight dip in open user accounts and active individuals, as 
well as institutions with active users. This may largely be attributed to systems ending XSEDE 
service during the quarter. Gateways 
continued to represent a growing 
component of the XSEDE community, 
with 1,389 users submitting jobs via 
science gateways—that is, 43% of 
XSEDE’s active users. More details are 
provided in §E.1.1. 
Project and allocation activity remained 
strong, with XSEDE resources requested 
at 167% of what was available. The 
XRAC recommendations, however, fit 
within the resources available. During 
the quarter, 1,560 projects were open and 
nearly 60% of them made use of the 
resources. More details are in §E.1.2. 
XSEDE computing resources represented 
2.5 Pflops (peak) at the end of the 
quarter. The central accounting system 
showed 15 resources reporting activity, 
and together they delivered 15.21 billion 
NUs of computing. This represents an 
increase of approximately 3% over the 
previous quarter. At the same time, 
XSEDE users experienced shorter wait 
times, on average, according to several 
metrics. More details are in §E.1.3. 
E.1.1 User community metrics 
Figure 32 shows the five-year trend in 
the XSEDE user community, including 
Table 5. Quarterly activity summary 
User Community Q3 2011 Q4 2011 
Open user accounts 6,056 5,829 
Active individuals 1,965 1,819 
Gateway users 1,158 1,389 
New user accounts 471 545 
Active fields of science 28 26 
Active institutions 337 316 
Projects and Allocations   
NUs available at XRAC 13.398B 16.780B 
NUs requested at XRAC 33.164B 28.012B 
NUs recommended by XRAC 21.928B 16.268B 
NUs awarded at XRAC 13.973B 16.268B 
Open projects 1,588 1,560 
Active projects 971 917 
Active gateways 21 16 
New projects 187 188 
Closed projects 253 254 
Resources and Usage   
Resources open (all types) 32 23 
Total peak petaflops 2.55 2.50 
Resources reporting use 19 15 
Jobs reported 1.62M 1.13M 
NUs delivered 14.84B 15.21B 
Avg wtd run time (hrs) 22.6 22.5 
Avg wtd wait time (hrs) 27.7 26.8 
Avg wtd slow down 3.1 3.5 
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open user accounts, total active XSEDE users, active individual accounts, active gateway users, 
and the number of new accounts during the quarter. The decreases related to individual users, 
both open accounts and active, may be a continued impact of resources retiring from TeraGrid 
and XSEDE service. Figure 33 shows the activity on XSEDE resources according to field of 
science, including the relative fraction of PIs, open accounts, active users, allocations, and NUs 
used according to discipline. The disciplines with more than 2% of NUs used are listed in the 
figure. PI and users may be counted more than once if they are associated with projects in 
different fields of science. Notably, the Q4 2011 data show that the percentages of PIs and current 
accounts associated with the “other” disciplines represent nearly 30% of all PIs and user 
accounts, and nearly 20% of active users. Collectively the “other” fields of science represent 
about 6% of total quarterly usage. 
Table 6 and Table 7 highlight aspects of the broader impact of XSEDE. The former shows that 
graduate students, post-doctoral researchers, and undergraduates make up 63% of the XSEDE 
user base. The latter table shows XSEDE’s reach into targeted institutional communities. 
Institutions with Campus Champions represent a large portion of XSEDE’s usage (this table 
shows all users at Campus Champion institutions, not just those on the champion’s project). The 
table also shows XSEDE’s reach into EPSCoR states, the MSI community, and internationally. 
 
Figure 32. XSEDE user census, excluding XSEDE staff. 
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Figure 33. Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, 
excluding staff projects. Note: PIs, users may appear under more than one field of science. 
Table 6. End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Q3 2011 Q4 2011 
Graduate Student 2,368 2,275 
Faculty 1,336 1,299 
Postdoctoral 1,008 1,002 
University Research Staff 506 501 
Undergraduate Student 505 416 
High school  5 5 
Others 328 331 
Table 7. Active institutions, overall and in selected categories. Notes: “Total” reflects institutions not in any 
specially designated category. Institutions may be in more than one category. 
Category Institutions Users NUs % NUs 
Campus Champion site 52 545 4,541,016,680 30% 
EPSCoR state 59 270 2,505,421,901 16% 
MSI 12 23 98,805,044 1% 
International 46 74 567,204,035 4% 
Total 316 1,819 15,214,322,175 100% 
E.1.2 Project and allocation metrics 
shows the historical trends for requests and awards at XSEDE quarterly allocation meetings. The 
figure shows the continued growth in demand against the relative plateau in available resources; 
NUs requested were 167% of NUs available, while the XRAC recommended awarding almost 
exactly 100% of the NUs available to the 138 requests for resources. Table 8 presents a summary 
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of overall project activity. Notably, 88% of XRAC requests received an award, and 29% were 
new awards. 
Table 9 and Table 10 show projects and activity in key project categories—Campus Champion, 
Staff, and Science Gateways—and by allocation board type. (Science Gateways may appear 
under any board.) Table 9 also shows new and closed projects for the quarter, while Table 10 
shows the number of open and active user accounts with each type of project. Table 11 shows 
detailed information about allocations activity for the various request types available for the 
different classes of projects. Notably, XSEDE had 138 Research (XRAC) requests, of which 121 
(88%) received awards, including 35 new projects. There were also 129 Startup requests, of 
which 115 (89%) received awards, and 19 Education requests, with 18 awards. 
As a special class of projects, science gateway activity is detailed in Figure 35, showing 
continued high levels of usage and users from these projects. Table 12 shows gateway activity 
supported by specific XSEDE resources. 
 
Figure 34. Allocation meeting history, showing NUs requested, awarded, available, and recommended. 
Note that December 2007 and June 2008 were the last two MRAC meetings, i.e. only had “medium” 
requests. 
Table 8. Project summary metrics 
Project metric Q3 2011 Q4 2011 
XRAC requests 157 138 
XRAC request success 91% 88% 
XRAC new awards 37% 29% 
Startup requests 137 129 
Startup request success 86% 89% 
Projects open 1,588 1,560 
Projects new 187 188 
Projects active 971 917 
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Projects closed 252 254 
Resource diversity (wtd) 1.5 (2.3) 1.4 (2.1) 
SP diversity (wtd) 1.4 (1.8) 1.3 (1.7) 
Table 9. Project activity in designated categories 
Type Open New Closed Active NUs % NUs 
Campus Champion 82 8 7 29 39,030,320 0.3% 
Science Gateway 20 0 2 17 504,875,879 3.3% 
TG Staff Project 44 0 19 15 37,722,826 0.2% 
Others 1,414 180 226 856 14,670,415,976 96.2% 
TOTALS 1,560 188 254 917 15,252,045,001 100.0% 
Table 10. Project activity by allocation board type. 
Board Open projects Open users Active projects Active users NUs 
XRAC/TRAC 595 4,236 502 1,334 14,616,393,718 
Startup 833 2,203 367 478 434,911,565 
Discretionary 3 51 3 5 118,621,021 
Staff 42 692 15 79 37,722,826 
Campus Champions 33 195 10 29 29,476,352 
Educational 54 578 20 129 14,919,519 
TOTALS 1,560 7,955 917 2,054 15,252,045,001 
Table 11. Allocations activity in POPS, excluding staff and discretionary projects. 
 Research Startup 
 # Req SU Req # Awd SUs Awd # Req SU Req # Awd SUs Awd 
New 52 224,290,107 35 92,442,823 114 13,920,325 103 10,624,642 
Prog. Report 3 3,424,000 3 2,503,000 n/a n/a n/a n/a 
Renewal 83 379,954,226 83 274,080,047 15 2,455,010 12 1,136,016 
Advance 31 26,202,421 26 6,132,666 n/a n/a n/a n/a 
Justification 4 11,378,000 4 6,301,000 0 0 0 0 
Supplemental 20 58,699,012 18 21,467,000 20 1,913,976 14 1,060,003 
Transfer 78 23,241,229 73 12,310,106 34 1,336,143 32 1,320,545 
Extension 51 n/a 47 n/a 40 n/a 37 n/a 
         
 Education Campus Champions 
 # Req SU Req # Awd SUs Awd # Req SU Req # Awd SUs Awd 
New 19 1,480,005 18 1,480,003 10 8,610,692 7 5,525,031 
Prog. Report n/a n/a 
Renewal 0 0 0 0 12 9,632,198 12 8,627,032 
Advance n/a n/a 
Justification 0 0 0 0 0 0 0 0 
Supplemental 2 100,000 1 20,000 4 409,202 4 409,202 
Transfer 1 38,174 1 20,000 1 2,600,000 1 190,000 
Extension 1 n/a 2 n/a 0 n/a 0 n/a 
Table 12. Gateway activity by resource. 
Resource Gateways Jobs NUs  
SDSC Trestles 5 11,714 176,272,856 
Purdue Steele 3 35,857 21,932,421 
TACC Ranger 11 2,218 19,222,487 
TACC Lonestar4 4 502 3,988,017 
NICS Kraken 2 97 200,743 
LONI QueenBee 1 72 143,752 
PSC Blacklight 2 49 43,038 
NCSA Forge 1 277 974 
Purdue Condor 1 59 19 
 
  289 
 
Figure 35. Quarterly gateway usage (NUs), jobs submitted, users (reported by AUSS), registered gateways, 
and active gateways. 
E.1.3 Resource and usage metrics 
Figure 36 shows the total NUs delivered by XSEDE computing systems, as reported to the central 
accounting system over the past five years. In Q4 2011, the systems delivered 15.2 billion NUs, 
an increase of about 3% from Q3. This represented 15% more NUs than the year ago quarter. 
Table 13 breaks out the resource activity according to different resource types. 
Figure 37 presents a perspective of the capacity and capability use of XSEDE resources by 
project. The figure shows the cumulative percentage of projects and resource usage according to 
each project’s largest reported job size (in cores). The point at which the proverbial 80/20 rule 
holds precisely is at 77/23; that is the 77% of projects whose largest jobs were between 512 and 
1,024 cores consumed only 23% of the delivered NUs, while the remaining 23% of projects 
consumed the remaining 77% of delivered NUs.  
Finally, Table 14 presents some summary metrics to reflect aggregate “usage satisfaction,” 
including the average run time, wait time, response time (run + wait), and slow down (or 
expansion factor). These values are presented as unweight averages, which show the impact of 
small jobs, and as averages weighted by each job’s portion of the workload (in core-hours), which 
show responsiveness to the jobs responsible for most of the delivered NUs. Notably, while the 
“average” job is only 3 hours long, the average weighted job is just over 22 hours long. On a 
number of usage satisfaction metrics, XSEDE showed modest improvements, including average 
response time, average slow down, average weighted wait time, and average weighted response 
time. The weighted average for slow down (3.5) eliminates the skew in the job slow down 
attributed to small jobs and shows a much more realistic average perceived slowdown for the 
work delivered. 
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XSEDE provides central monitoring of GRAM5 and GRAM job submission activity at XSEDE 
SP sites (Figure 38). In Q4 2011, the Globus monitoring service encountered file system issues 
resulting in missing data for November and December 2011. The service was returned to full 
service in January 2012. 
 
Figure 36. Total XSEDE resource usage in NUs. 
Table 13. Resource activity, by type of resource, excluding staff projects.  
Note: A user will be counted for each type of resource used. 
Type Resources Jobs Users NUs 
High-performance computing 8 1,056,542 1,550 14,953,895,292 
Data-intensive computing 3 24,194 300 227,695,126 
Visualization system 3 13,278 102 20,291,434 
High-throughput computing 1 554,779 13 12,440,323 
Total 15 1,648,793 1,965 15,214,322,175 
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Figure 37. Cumulative distribution of projects, jobs, and usage according to project’s maximum job size in 
cores (excludes staff projects). Vertical line (black) shows “joint ratio” of 77/23 at between 512 and 1,024 
cores. I.e., 77% of projects use fewer than 1,024 cores and consume 23% of XSEDE NUs; the other 23% of 
projects have jobs larger than 1,024 cores and consume the other 77% of XSEDE NUs. 
Table 14. Usage satisfaction metrics, for HPC and data-intensive computing resources only, 
excluding staff projects. 
 Job attribute 
Q3 2011 
Average 
Q4 2011 
Average 
Unweighted 
Run time (hrs) 2.0 3.0 
Wait time (hrs) 4.3 3.1 
Response time (hrs) 7.2 7.0 
Slow down 699.4 252.3 
Weighted 
Wtd run time (hrs) 22.6 22.5 
Wtd wait time (hrs) 27.7 26.8 
Wtd response time (hrs) 50.3 49.4 
Wtd slow down 3.1 3.5 
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Figure 38. GRAM5 and GRAM jobs recorded per resource. Data not available for Nov.-Dec. 2011. 
 
E.2 XSEDE Program Metrics 
E.2.1 Project Office 1.1 
1.1.4 External Relations 
Table 15. XSEDE media hits, Q4 2011 
Date Source Link Notes 
12/29/11 Inside HPC RCE Podcast: XSEDE Extreme Science and Engineering 
Discovery Environment 
Phil Blood is 
interviewed about 
XSEDE. 
12/22/11 MacVideo Flash Gordon supercomputer to go live in January   
12/19/11 GIGAom Tech 
News & 
Analysis 
Proof that supercomputers can see and build the future Re: Discovery of new 
chemical bond by 
NCSA's Thom Dunning 
and chemist David 
Woon. 
12/17/11 ZDnet 
Australia 
Gordon' supercomputer powered by flash   
12/15/11 The Register 
(UK) 
'Flash Gordon' supercomputer powers up in January   
12/13/11 Cdnet Supercomputer 'Gordon' runs on flash memory   
12/9/11 Wired 
Enterprise 
Meet Gordon, the world's first flash supercomputer Also in Tom's 
Hardware, the SSD 
Review, CNET, and 
The Register 
12/9/11 HPCWire Supercomputing welcomes Flash Gordon   
12/9/11 Austin 
Business 
Journal 
UT to build $56 million home for supercomputer Also in Austin 
American-Statesman 
12/7/11 HPCWire TACC expands data center for Stampede supercomputer   
12/6/11 HPCWire Flash forward: SDSC launches data-internsive supercomputer   
12/1/11 HPCWire First XSEDE Conference Set for July in Chicago   
11/29/11 HPCWire PSC, SGI Team Up on Shared-Memory Computer   
11/20/11 InsideHPC NICS: Scientific applications for Intel MIC architecture   
11/18/11 Data Center 
Knowledge 
The Top Ten supercomputers, illustrated   
11/18/11 Inside HPC Intel MIC cluster app at NICS   
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11/18/11 Inside HPC Mathworks GPU roundtable at SC11   
11/17/11 Wired 
magazine 
Intel Shrinks Supercomputer in the Palm of  Your Hand mentions Stampede 
11/15/11 R&D magazine NICS to begin strategic engagement with Intel Also in HPCWire 
11/14/11 HPCwire Gordon ranks among Top 50 fastest supercomputers in the world   
11/13/11 PhysOrg.com Kraken set to deliver 2 billionth CPU hour   
11/10/11 HPCwire TACC offers new and improved computational biology software 
for researchers 
  
11/9/11 IISGTW Insights from spinning samples   
11/9/11 HPCwire PSC's Blacklight Supercomputer Opens Doors in Research   
11/9/11 HPCWire TACC to Highlight HPC and Visualization Technologies at SC11   
11/8/11 HPCwire NSF will extend operation of Ranger supercomputer beyond 2012 Also in the Austin-
Statesman 
11/8/11 HPCwire Purdue activates fourth campuswide research cluster in four years   
11/1/11 Popular 
Science online 
What are you working on, Ranger? Reporter contacts: Bill 
Bell at NCSA, Faith 
Singer-Villalobos and 
Aaron Dubrow at 
TACC. 
10/21/11 HPCwire PRACE partner joins XSEDE   
10/20/11 Indiana 
University 
IU awarded $1.5 million NSF grant for new national center to 
support human genome research 
  
10/19/11 International 
Science Grid 
This Week 
Smooth upgrade to XSEDE's network XSEDE pitched this. 
10/11/11 HPCwire XSEDE upgrades network infrastructure XSEDE pitched this. 
10/5/11 HPCwire SDSC Cloud Supports New NSF Mandate for Data Management   
 
E.2.2 Operations 1.2 
1.2.1 Security 
The XSEDE security team has identified the following metrics for tracking security incidents and 
response. Details on any incidents are provided in the main body of the report. 
Table 16. XSEDE security metrics and incident response 
 Q4 2011 
XSEDE-wide notice of vulnerability 0 
Compromised user accounts 5 
Other incident response 1 
Critical rollout of vulnerability patches 0 
Security enhancement rollouts 0 
1.2.2 Data Services 
XSEDE supports monitoring for two central data movement services: the gridFTP service 
connecting the XSEDE service providers and the Globus Online service for connecting XSEDE 
service providers as well as external sites. 
Table 17. Globus Online activity to and from XSEDE endpoints. 
 Q3 2011 Q4 2011 
To/from 
XSEDE 
endpoint 
Files to XSEDE 12.7 million 8 million 
TB to XSEDE 206 216 
Files from XSEDE 13.5 million 21.8 million 
TB from XSEDE 186 180 TB 
Faults detected 732,000 573,000 
Users 116 124 
To/from 
XSEDE 
via 
Files to XSEDE 2.2 million 1.5 million 
TB to XSEDE 41 19 
Files from XSEDE 1.7 million 1.4 million 
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Figure 39. Globus Online activity into and out of XSEDE SP end points 
 
Figure 40. GridFTP volume and file transfers, per SP site, for Oct. 2011 only. Separate source of GridFTP 
data showed 6,451,854 transfers for Oct. 2011, 17,361,559 for Nov. 2011, and 4,280,681 for Dec. 2011. 
 
Globus Connect TB from XSEDE 18 20 
Faults detected 422,000 102,000 
Users 71 74 
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1.2.3 XSEDEnet 
Traffic utilization of the Chicago-Denver XSEDEnet link is shown in two figures below.  Figure 
41 shows the peak bandwidth across the link for the period.  Figure 42 shows link utilization as a 
percentage.  Traffic utilization across all XSEDEnet links is shown in Figure 43.   
 
Figure 41. XSEDEnet Chicago-Denver peak bandwidth 
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Figure 42. XSEDEnet Chicago-Denver utilization (as a percentage) 
 
 
 
 
Figure 43. XSEDEnet utilization across all links 
 
1.2.4 Software Testing and Deployment 
XSEDE is evaluating what, if any, software testing and deployment metrics may be provided in 
the future. 
1.2.5 Accounting and Account Management 
The Accounting and Account Management group administers and operates the software for the 
XSEDE allocations system (POPS), the accounting system, and user account management. 
Table 18. Average time to process allocation requests and account creation requests, in days. 
(Quarterly XRAC requests omitted) 
ALLOCATION REQUESTS Q3 2011 Q4 2011 
Research Advance 15 12 
Transfer 5 4 
Supplement 23 27 
Justification 37 54 
Startup, Education, 
Campus Champions, 
Discretionary 
New 13 13 
Renewal 11 11 
Transfer 5 4 
Supplement 10 11 
Account creation requests 3.2 4.6 
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1.2.6 Systems Operational Support 
The Systems Operational Support group encompasses the XSEDE Operations Center (XOC), 
which includes front-line user support and the ticket system, and the system administration of all 
XSEDE centralized services. 
Table 19. XSEDE Operations Center ticket system metrics. 
 Q3 2011 Q4 2011 
Total tickets opened 2,800 2,140 
Tickets opened – email 1,788 1,318 
Tickets opened – portal 812 684 
Tickets opened – phone 200 138 
Total tickets closed 2,965 2,111 
Tickets, response in 2 bus. days 1,985 (71%) 1,550 (72%) 
Tickets closed within 2 bus. days 925 (33%) 739 (35%) 
 
 
Figure 44. Ticket breakdown (opened/closed) for each major resolution center. 
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Figure 45. Tickets in seven primary problem categories. This pie chart represents a significant portion of 
the Q4 2011 tickets but does not represent the entire range.  Tickets largely fit in the seven displayed 
categories; other categories are not significant enough to visually represent. 
Table 20. XSEDE centralized service uptime and outages. Services not shown did not have any outages 
during the reporting period. 
Service 
Percentage of Uptime 
(Number of hours) 
Nature of Outage 
Inca 98.4%  (34.5 hours) Unplanned (30:45) / Planned (3:45) 
Information Services 99.95%  (1 hour) Unplanned 
Karnak 98.6%  (31 hours) Unplanned 
MyProxy  99.7%  (6 hours) Planned 
XSEDE User Portal 99.99%  (10 minutes) Unplanned 
XDCDB 99.99%  (15 minutes) Planned 
XDCDB Backup 99.77%  (5 hours) Planned 
AMIE Backup 99.77%  (5 hours) Planned 
RDR 99.77%  (5 hours) Planned 
Speedpage 99.91%  (2 hours) Planned 
Kerberos Backup 99.91%  (2 hours) Planned 
 
Table 21. Inca-monitored XSEDE central services, Inca-detected uptimes, and outages. 
Service Definition of outage 
Uptime 
(Details of outages) 
Inca Inca status pages are unavailable or not able to fetch 
data from the database (i.e., test details page fails to 
load).   Tests every 5 mins. 
98.4% 
(Six outages for a total of 34.5 
hours of downtime) 
Information Services Information Web pages are unavailable.  Tests every 
15 mins. 
99.95% 
(One outage for 1 hour of 
downtime) 
Karnak Karnak front page fails to load.  Tests every 30 mins. 98.6% 
(Four outages for a total of 31 
hours of downtime) 
MyProxy MyProxy server does not respond to credential query 
check.  Tests every hour. 
99.7% 
(One outage for 6 hours of 
downtime) 
User Portal Portal front home page fails to load correctly.  Tests 
every 30 mins. 
100% 
(No outages detected) 
XDCDB  Connection to database refused or slow (using 
check_postgres.pl  script).  Tests every 5 mins. 
100% 
(No outages detected) 
28% 
27% 
21% 
6% 
5% 8% 
5% 
Tickets Opened by Category 
jobs / batch queues
login / access
software / apps
mss / data
account / allocaitons
system issues
filesystems
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E.2.3 User Services 1.3 
The User Information and Interfaces group provides XSEDE users with central information and 
services via the XSEDE User Portal (XUP), web site, XUP mobile, and knowledgebase. Activity 
on all user information interfaces increased, in part due to the teragrid.org sites being retired. 
Table 22. XSEDE web site, user portal and XUP Mobile activity.  
Note: “Users” indicates logged-in users. 
UII Activity Q3 2011 Q4 2011 
Web hits 1,114,358 1,924,648 
Web visitors 11,693 24,208 
XUP hits 751,526 1,164,994 
XUP visitors 6,290 10,346 
XUP users 2,694 3,024 
XUP Mobile hits 886 1,702 
XUP Mobile users 41 48 
KB docs retrieved 17,139 64,679 
KB retrievals in XUP 3,200 n/a 
Total KB docs 348 405 
New KB docs 24 25 
 
Table 23. XUP and Web site application visits.  
Note: “Users” indicates logged-in users. 
 Q3 2011 Q4 2011 
Application Visits Users Visits Users 
Resource Listing 64,688 652 100,544 864 
Allocations/Usage 27,589 2,686 69,290 2,991 
File Manager 49,537 
(transfers) 
81 users 
(7.3 TB) 
60,009 
(transfers) 
60  
(3.9 TB) 
Science Gateways Listing 10,803 177 51,684 180 
GSI-SSH 11,438 919 34,132 1,083 
Knowledge Base 4,882 285 17,454 261 
Software Search 5,249 150 14,812 176 
System Accounts 10,949 1,515 13,457 1,609 
System Monitor 5,861 1,047 13,350 1,050 
Training Registration   12,648 345 
Add User Form 3,483 533 8,406 611 
Consulting Form 2,520 434 6,206 557 
My Jobs 2,465 834 5,640 908 
SU Calculator (web) 1,001 141 4,376 180 
User News   4,312 25 
Ticketing System 1,503 559 3,708 609 
Online Training Listing 1,111 175 2,720 215 
Karnak Queue Prediction 751 215  1,770 212 
Feedback form   1,174 57 
DN Listing 498 371 1,092 399 
User Profile 870 398   
 
E.2.4 Extended Collaborative Support Service 1.4, 1.5 
The Extended Collaborative Support Service pairs members of the XSEDE user community with 
expert staff members in projects lasting weeks to a year in order to solve challenging science and 
engineering problems through the application of cyberinfrastructure. 
Table 24. Extended Collaborative Support project and staffing activity 
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  Q3 2011 Q4 2011 
Project requests XRAC 22 16 
Supplemental/Startups 5 21 
Projects initiated Research Team 6 18 
Community Codes 2 9 
Science Gateways  4 
Projects 
cancelled/no-go 
XRAC  1 
Supplemental/Startups  9 
Projects active Research Team (XRAC)  7 
Research Team (S/S)  4 
Research (TG)  29 
Subtotal 37 40 
Community Codes (XRAC)  3 
Community Codes (S/S)  3 
Community Codes (TG)  2 
Subtotal 2 8 
Science Gateways (TG) 2 10 
Subtotal 2 10 
Total Projects Active  58 
Work plans   6 
Projects completed  7 11 
Novel, Innovative 
Projects (NIP) 
User groups engaged 27 15 
NIP-led ECS planning 
efforts 8 8 
NIP ECS requests 
(prospective user groups) 5 14 
NIP ECS projects active 5 5 
NIP outreach events 2 9 
ECSS staffing 
(FTE) 
Research Team 13.62 13.72 
Community Codes 6.98 6.73 
Science Gateways 4.83 4.83 
NIP 4.7 5.30 
TEO 4.07 4.02 
 
Table 25. Extended Support for Training, Education and Outreach 1.5.3 
Description Count Staff count 
Requests for service  1 1 
User meetings and BOFs 7 9 
Mentoring 3 3 
Talks and presentations 7 8 
Tutorials 3 3 
Online tutorials and webinars 1 3 
Online tutorial reviews  5 4 
* 
In progress: online tutorial reviews 
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F XSEDE Publications Listing 
F.1 XSEDE Staff Publications  
F.1.1 Project Office 1.1 
1. Hart, DL, “Deep and Wide Metrics for HPC Resource Capability and Project Usage,” SC’11 State of the 
Practice Reports (Seattle, WA), 2011, doi:10.1145/2063348.2063350 
F.1.2 Operations 1.2 
F.1.3 User Services 1.3 
F.1.4 Extended Collaborative Support Service 1.4, 1.5 
2. Jiang Y., Willmore F., Sanders D., Smith Z., Ribeiro C., Doherty C., Thornton A., Hill A., Freeman B., 
Sanchez I. “Cavity size, sorption and transport characteristics of thermally rearranged (TR) polymers” 
Polymer Volume 52, Issue 10, 4 May 2011, Pages 2244–2254 
3. Willmore F., Simmons D., Douglas J. “GPGPU vs. Free Volume: Using Graphics Hardware to Define, 
Characterize, and Visualize Negative Space in Polymers” Annual Meeting of American Institute of Chemical 
Engineers 
4. Willmore F., Jiang Y., Sanchez I. “As the Molecule Turns: Extending the Applicability of a Probabilistic MD 
Via the Inclusion of Rotational Modes” Annual Meeting of American Institute of Chemical Engineers 
5. Willmore F., Simmons D., Douglas J. “Exploring empty space in glass-forming materials” XSEDE 2011 
Visualization Showcase 
6. Maciejewski R., Jang Y., Woo I., Janicke H., Gaither K., Ebert D. “Abstracting Attribute Space for Transfer 
Function Exploration and Design,” submitted to IEEE Transactions on Visualization and Computer Graphics, 
2011 
7. Jang Y., Ebert D., Gaither K. “Time-Varying Data Visualization using Functional Representations,” IEEE 
Transactions on Visualization and Computer Graphics, to appear 2011 
8. Woo I., Maciejewski R., Gaither K., Ebert D. “Feature-Driven Data Exploration for Volumetric Rendering,” 
IEEE Transactions on Visualization and Computer Graphics, to appear 2011 
9. Jang Y., Ebert D., Gaither K. “Time-Varying Data Visualization Using Functional Representations,” IEEE 
Transactions on Visualization and Computer Graphics, to appear 2011 
10. Harrison C., Childs H., Gaither K. “Data-Parallel Mesh Connected Components Labeling and Analysis,” 
Proceedings of EGPGV 2011 
F.1.5 Education and Outreach 1.6 
11. Knepper, R. 2011. Regional Cyberinfrastructure Support for Bridging and Research Engagement Panel 
Discussion. (Presentation) Internet2 Fall Members Meeting (Raleigh, NC, 3-6 Oct 2011). 
12. Knepper, R. 2011. XSEDE: the eXtreme Science and Engineering Discovery Environment Panel 
(Presentation) Internet2 Fall Members Meeting (Raleigh, NC, 3-6 Oct 2011). 
13. Knepper, R., C.A. Stewart and J.W. Ferguson. 2011. XSEDE Campus Bridging Birds of a Feather. 
(Presentation) TeraGrid '11 (SaltLake City, UT, 18-21 Jul). Available from: http://hdl.handle.net/2022/13423 
[cited 16 Dec 2011] 
F.2 Publications from XSEDE Users  
The following publications were gathered from Research submissions to the December 2011 
XSEDE Resource Allocations Committee (XRAC) meeting. Renewal submissions are required to 
provide a file specifically to identify publications resulting from the work conducted in the prior 
year. The publications are organized by the proposal with which they were associated. This 
quarter, users identified 535 publications and conference papers that were published, in press, 
accepted, submitted, or in preparation. 
ASC090004 
1. Cui Zhang, et al., Structural and Vibrational Properties of Liquid Water from van der Waals Density 
Functionals. Journal of Chemical Theory and Computation, 2011. 7(10): p. 3054-3061. 
2. Ivan Duchemin and Francois Gygi, A scalable and accurate algorithm for the computation of Hartree-Fock 
exchange. Computer Physics Communications, 2010. 181(5): p. 855-860. 
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3. Cui Zhang, et al., First Principles Simulations of the Infrared Spectrum of Liquid Water Using Hybrid Density 
Functionals. Journal of Chemical Theory and Computation, 2011. 7(5): p. 1443-1449. 
ASC100002 
4. A. Prakash, N. Parsons, X. Wang, and X. Zhong, “High-order shock-fitting methods for direct numerical 
simulation of hypersonic flow with chemical and thermal nonequilibrium,” Journal of Computational Physics, 
available online 22 August 2011. 
5. A. Tumin, X. Wang, and X. Zhong, “Numerical simulation and theoretical analysis of perturbations in 
hypersonic boundary layers,” AIAA Journal, Vol. 49, No. 3, pp. 463-471, 2011.  
6. X. Wang and X. Zhong, “DNS of strong shock and turbulence interaction including real gas effects,” AIAA 
paper 2011-3707, 2011. 
7. X. Wang and X. Zhong, “Development and validation of a high-order shock-fitting nonequilibrium flow 
solver,” AIAA paper 2011-0365, 2011. 
8. P. S. Rawat and X. Zhong, “Direct Numerical Simulations of Turbulent Flow Interactions with Strong Shocks 
Using Shock-Fitting Method,” AIAA paper 2011-649, January 2011. 
9. D. Fong, X. Wang, X. Zhong, “Finite roughness effect on modal growth of a hypersonic boundary layer,” 
AIAA paper, 2012. 
10. X. Wang and X. Zhong, “Compressibility effect on strong shock and turbulence interactions including real gas 
effects,” AIAA paper 2012. 
AST070022 
11. 2011a, MNRAS, 410, 2579, Multicomponent and variable velocity galactic outflow in cosmological 
hydrodynamic simulations|.  
12. 2011b, MNRAS, in press, On the inconsistency between the estimates of cosmic star formation rate and stellar 
mass density of high redshift galaxies  
13. Jaacks, J., Choi, J.-H., & Nagamine, K. 2011, ArXiv e-prints, Steep Faint-end Slopes of Galaxy Mass and 
Luminosity Functions at z > 6 in Cosmological SPH Simulations  
14. Nagamine, K. 2010, Advances in Astronomy, 2010, Star Formation History of Dwarf Galaxies in 
Cosmological Hydrodynamic Simulations  
15. Nagamine, K., Choi, J., & Yajima, H. 2010, ApJ, 725, L219, E_ects of Ultraviolet Back-ground and Local 
Stellar Radiation on the H I Column Density Distribution  
16. Niino, Y., Choi, J.-H., Kobayashi, M. A. R., Nagamine, K., Totani, T., & Zhang, B. 2011, ApJ, 726, 88, 
Luminosity Distribution of Gamma-ray Burst Host Galaxies at Redshift z= 1 in Cosmological Smoothed 
Particle Hydrodynamic Simulations: Implications for the Metallicity Dependence of GRBs  
17. Springel, V. 2005, MNRAS, 364, 1105, The cosmological simulation code GADGET-2  
18. Thompson, R. & Nagamine, K. 2011, ArXiv e-prints, Pairwise Velocities of Dark Matter Halos: a Test for the 
Lambda Cold Dark Matter Model using the Bullet Cluster  
19. Virgili, F. J., Zhang, B., Nagamine, K., & Choi, J.-H. 2011, MNRAS, in press, Gamma-ray burst rate: high-
redshift excess and its possible origins  
20. Yajima, H., Choi, J.-H., & Nagamine, K. 2011, MNRAS, 412, 411, Escape fraction of ionizing photons from 
high-redshift galaxies in cosmological SPH simulations  
21. Yajima, H., Umemura, M., Mori, M., & Nakamoto, T. 2009, MNRAS, 398, 715, The escape of ionizing 
photons from supernova-dominated primordial galaxies 
AST080040 
22. Shankar Agarwal & Hume A. Feldman, The Effect of Massive Neutrinos on Matter Power Spectrum, 
MNRAS, 410, 1647-1654 (2011) (ArXiv:1006.0689) 
23. Hume A. Feldman, Richard Watkins & Michael J. Hudson, Cosmic Flows on 100 Mpc/h Scales: Standardized 
Minimum Variance Bulk Flow, Shear and Octupole Moments, MNRAS, 407, 2328-2338 (2010) 
(ArXiv:0911.5516) 
24. Roman Juszkiewicz, Hume A. Feldman, J. N. Fry & Andrew H. Jaffe, Weakly nonlinear dynamics and the 
&sigma8 parameter, JCAP 02 021 (2010) (ArXiv:0901.0697) 
25. Richard Watkins, Hume A. Feldman & Michael J. Hudson, Consistently Large Cosmic Flows on Scales of 100 
h-1Mpc: a Challenge for the Standard ΛCDM Cosmology, MNRAS, 392, 743 (2009) (ArXiv:0809.4041) 
AST090074 
26. G. Vesper & A. Khokhlov, Algorithmic control over dynamical computational systems, Phys. Scr, T142 
(2010) 014055. 
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27. I. Dominguez & A. Khokhlov, Incomplete Carbon-Oxygen Detonation in Type Ia Supernovae, ApJ, 730 
(2011) 87. 
28. A. Khokhlov, I. Dominguez, C. Bacon, B. Clifford, E. Baron, P. Hoeflich, K. Krisciunas, N. Suntzeff, 
29. L. Wang, Three-dimensional simulations of thermonuclear detonation with network: Numerical method and 
preliminary results, in Advances in Computational Astrophysics: methods, tools and outcome, June 13 - 17 
June 2011, Cefalu, Sicily (Italy), in press. 
30. I. Dominguez & A. Khokhlov, One-dimensional stability and propagation of incomplete Carbon-Oxygen 
detonation in Type Ia Supernovae, in Advances in Computational Astrophysics: methods, tools and outcome, 
June 13 - 17 June 2011, Cefalu, Sicily (Italy), in press. 
31. A. Khokhlov, I. Dominguez, C. Bacon, B. Clifford, E. Baron, P. Hoeflich, K. Krisciunas, N. Suntzeff, L. 
Wang, Three-dimensional simulations of incomplete carbon-oxygen detonations in Type Ia supernovae, being 
submitted to ApJ. 
AST090104 
32. Chawla, S., Anderson, M., Besselman, M., Lehner, L., Liebling, S. L., Motl, P. M., & Neilsen, D. 2010, 
Physical Review Letters, 105, 111101 
33. Marcello, D. C. 2011, PhD thesis, Louisiana State University and Agricultural & Mechanical College 
34. Marcello, D. C., & Tohline, J. E. 2011, ApJ Suppl., submitted 
35. Neilsen, D., Lehner, L., Palenzuela, C., Hirschmann, E. W., Liebling, S. L., Motl, P. M., &Garrett, T. 2010, 
ArXiv e-prints 
AST100001 
36. Brandt, T. D., Burrows, A., Ott, C., Livne, E. 2011, ApJ 728, 8. 
37. Nordhaus, J., Burrows, A., Almgren, A., & Bell, J. 2010, Astrophys. J. , 720, 694 
38. Nordhaus, J., Brandt, T., Burrows, A., Livne, E., & Ott, E. 2010 Phys Rev. D 82, 103016 
39. Ranstiou, E., Burrows, A., Nordhaus, J., Almgren, A. 2011 ApJ 732, 57 
ATM100030 
40. Dirmeyer, P. A., B. A. Cash, J. L. Kinter III, T. Jung, L. Marx, M. Satoh, C. Stan, H. Tomita, P. Towers, N. 
Wedi, D. Achuthavarier, J. M. Adams, E. L. Altshuler, B. 
41. Huang, E. K. Jin, and J. Manganello, 2011: Simulating the hydrologic diurnal cycle in global climate models: 
Resolution versus parameterization. Climate Dyn., (accepted). 
42. Dirmeyer, P., B. A. Cash, J. L. Kinter III, C. Stan, T. Jung, L. Marx, P. Towers, N. Wedi, J. M. Adams, E. L. 
Altshuler, B. Huang, E. K. Jin, and J. Manganello, 2011: 
43. Evidence for enhanced land-atmosphere feedback in a warming climate. J.Hydrometeorology (submitted). 
44. Jung, T., M. Miller, T. Palmer, P. Towers, D. Achuthavarier, J. M. Adams, E. L. Altshuler, B. A. Cash, J. L. 
Kinter III, L. Marx, C. Stan and K. Hodges, 2011: High-resolution global climate simulations with the 
ECMWF model in Project Athena: Experimental design, model climate and seasonal forecast skill. J.Climate 
(accepted). 
45. Kinter, J. L. III, D. Achuthavarier, J. M. Adams, E. L. Altshuler, B. A. Cash, P. Dirmeyer, B. Doty, B. Huang, 
L. Marx, J. Manganello, C. Stan, T. Wakefield, E.K. Jin, T. Palmer, M. Hamrud, T. Jung, M. Miller, P. 
Towers, N. Wedi, M. 
46. Satoh, H. Tomita, C. Kodama, Y. Yamada, P. Andrews, T. Baer, M. Ezell, C. Halloy, D. John, B. Loftis and 
K. Wong, 2011: Revolutionizing Climate Modeling – Project Athena: A Multi-Institutional, International 
Collaboration. Bull. Amer. Met. Soc. (in review) 
47. Manganello, J., K. Hodges, J. L. Kinter III, B. Cash, L. Marx, T. Jung, D. Achuthavarier,J. Adams, E. 
Altshuler, B. Huang, E. K. Jin, C. Stan, P. Towers and N. Wedi, 2011: Tropical Cyclone Climatology in a 10-
km Global Atmospheric GCM: Toward Weather-Resolving Climate Modeling. J. Climate (accepted) 
48. Satoh, M., K. Oouchi, T. Nasuno, H. Taniguchi, Y. Yamada, H. Tomita, C. Kodama, J. L. Kinter III, D. 
Achuthavarier, J. Manganello, B. Cash, T. Jung, T. Palmer and N. Wedi, 2011: The Intra-Seasonal Oscillation 
and its control of tropical cyclones simulated by high-resolution global atmospheric models. Climate Dyn. 
(submitted) 
ATM110009 
49. Gao, Y., J. S. Fu, J. Drake and J-F Lamarque (2011). Global increase in annual heat wave and seasonal 
extreme temperature in the 21st Century. Submitted to Nature climate change. 
50. Lam, Y. F., J. S. Fu, S. Wu, L. J. Mickley (2011). Impacts of future climate change and effects of biogenic 
emissions on surface ozone and particulate matter concentrations in the U.S. Atmospheric Chemistry and 
Physics, 11, 4789–4806, doi:10.5194/acp-11-4789-2011. 
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CCR120003 
51. Nayhouse, M., V. Heng, A. M. Amlani, and G. Orkoulas, “Precise Simulation of the Freezing Transition of 
Subcritical Lennard-Jones”, in preparation  
52. Nayhouse, M., A. M. Amlani, V. Heng, and G. Orkoulas, “Determination of Fluid-Solid Coexistence via 
Thermodynamic Integration Using a Modified Cell Model”, in preparation.  
53. Nayhouse, M., A. M. Amlani, and G. Orkoulas, “Precise Simulation of the Freezing Transition of Supercritical 
Lennard-Jones,” J. Chem. Phys., in press, (2011).  
54. Nayhouse, M., A. M. Amlani, and G. Orkoulas, “A Monte Carlo Study of the Freezing Transition of Hard 
Spheres,” J. Phys.: Condens. Matter 23 325106 (2011); IOP Select (http://Select.iop.org).  
55. Orkoulas, G. and M. Nayhouse, “A Simple Method for Simulation of Freezing Transitions,” J.Chem. Phys., 
134 171104 (2011); top-20 most downloaded article (May 2011).  
56.  
CDA110003 
57. L. Olson and R. Throne, “Early detection of breast cancer through an inverse problem approach to stiffness 
mapping: Improved formulation and parallelization,” 11th U.S. National Congress on Computational 
Mechanics, 2011. 
58. L. Olson and R. Throne, “Early detection of breast cancer through an inverse problem approach to stiffness 
mapping,” In Preparation, 2011. 
CHE030089 
59. Hong, Y. J.; Tantillo, D. J. Org. Lett. 2011, 13, 1294-1297: "How Many Secondary Carbocations are Involved 
in the Biosynthesis of Avermitilol?" 
60. Lodewyk, M. W.; Tantillo, D. J. J. Nat. Prod. 2011, 74, 1339-1343: "Prediction of the Structure of Nobilisitine 
A Using Computed NMR Chemical Shifts" 
61. Tantillo, D. J. Nat. Prod. Rep. 2011, 28, 1035-1053: "Biosynthesis via Carbocations: Theoretical Studies on 
Terpene Formation," invited review. 
62. Davis, R. L.; Leverett, C. A.; Romo, D.; Tantillo, D. J. J. Org. Chem. 2011, 76, 7167-7174: "Switching 
Between Concerted and Stepwise Mechanisms for Dyotropic Rearrangements of beta-Lactones Leading to 
Spirocyclic, Bridged gamma-Butyrolactones." 
63. Hong, Y. J.; Tantillo, D. J. Organometallics 2011, in press: "Does Gold as a Substituent Accelerate [3,3] 
Sigmatropic Shifts?" 
64. Hong, Y. J.; Tantillo, D. J. Chem. Commun. 2011, in press, DOI:10.1039/C1CC14414F: 
"TheoreticalCalculations on Carbocations Involved in the Biosynthesis of Bergamotenes and Related Terpenes 
- The Same and Not the Same." Part of the Emerging Investigators issue. 
CHE040001 
65. Coadsorption of n Monomer Species on Terraces and Nanotubes, A. J. Phares, Langmuir, Vol. 27, pp. 8105-
8119 (2011). 
66. Modeling adsorption on fcc(nnm) surfaces, A. J. Phares, D. W. Grumbine, Jr. and F. J. Wunderlich, European 
Physical Journal B 80: Condensed Matter - Solid State and Materials pp. 311-319 (2011) 
67. Dimer adsorption on square surfaces with first- and second-neighbor interactions, A. J. Phares, P. M. Pasinetti, 
D. W. Grumbine, Jr. and F. J. Wunderlich, Physica B: Condensed Matter Vol. 406, pp. 1096-1105 (2011). 
CHE060063 
68. Amaro, R.E., Swift, R.V., Votapka, L., Li, W. W., Walker, R., and Bush, R. (2011) “Mechanism of 150-
Cavity Formation in Influenza Neuraminidase”, Nature Communications, 2:388 (doi:10.1038/ncomms1390). 
69. Amaro, R.E. and Li, W.W., “Applications Against Pandemic Diseases: Computational Investigations of 
Influenza Glycoproteins,” appearing in Methods in Molecular Biology: Computer-Aided Drug Design, 
Humana Press, USA (2011), in press. 
70. Demir, O., Baronio, R., Salehi, F., Wassman, C.D., Hall, L., Hatfield, G.W., Chamberlin, R., Kaiser, P., 
Lathrop, R.H., and Amaro, R.E., Ensemble-based Computational Approach Discriminates Functional Activity 
of p53 Cancer and Rescue Mutants, PLoS Computational Biology, in press (2011). 
71. Feher, V.A., Randall, A., Baldi, P., Bush, R., de la Maza, L. and Amaro, R.E., “A 3-dimensional  
72. trimeric -barrel model for Chlamydia MOMP contains conserved and novel elements of gram-negative 
bacterial porins," (2011) submitted. 
73. Torres, R., Swift, R.V., Chim, N., Wheatley, N. Lan, B., Atwood, B.R., Pujol, C., Sankaran, B., 
74. Bliska, J.B., Amaro, R.E., and Goulding, C., Biochemical, Structural and Molecular 
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75. Dynamics Analyses of the Potential Virulence Factor RipA from Yersinia pestis, PLoS 
76. One (2011), 2011;6(9):e25084. 
77. Gabrielsen, M., Beckham, K., Feher, V., Zetterström, C., Wang, D., Müller, S., Elofsson, M., Amaro, R.E, 
Byron, O., and Roe, A., Structural Characterization of Thiol Peroxidase from Yersinia pseudotuberculosis 
Reveals Insights into the Binding of Salicylidene Acylhydrazide Compounds, Biochemical Journal (2011), in 
review. 
78. Swift, R.V. and Amaro, R.E., “Molecular simulation in computer-aided drug design: algorithms and 
applications”, appearing in RSC Biomolecular Science Series: Innovations in Biomolecular Modeling and 
Simulation (2011), in press. (invited) 
79. Votapka, L.W., Czapla, L., Zhenirovskyy, M., and Amaro, R.E., DelEnsembleElec: Computing 
80. ensemble-averaged electrostatics using DelPhi, Communications in Computational Physics (2011), in review, 
minor revisions submitted. 
81. Swift, R.V., and Amaro, R.E., Modeling the Pharmacodynamics of Passive Membrane Permeability, Journal 
of Computer-Aided Molecular Design (2011), in review, minor revisions submitted. 
CHE070035 
82. Role of the Somersault Rearrangement in the Oxidation Step for Flavin Monooxygenases (FMO). A 
Comparison between FMO and Conventional Xenobiotic Oxidation with Hydroperoxides, J. Phys. Chem. A, 
2011, 115 (40), pp 11087–11100. 
83. Simulating the Reactivity of a Disordered Surface of the TiCN Thin Film, J. Phys. Chem. C, 2011, 115 (31), 
pp 15432–15439. 
84. Solid-State NMR and Density Functional Theory Studies of Ionization States of Thiamin. Sivakumar 
Paramasivam, Anand Balakrishnan, Olga Dmitrenko, Amy Godert, Tadhg P. Begley, Frank Jordan, and 
Tatyana Polenova, J. Phys. Chem. B, 2011, 115 (4), pp 730–736. 
CHE070060 
85.  Matching Method”, Omololu Akin-ojo, and Feng Wang
* 
, J. Comput. Chem., 32, 453, (2011)  “Approaching 
Post-Hartree-Fock Quality Potential Energy Surfaces with Simple Pair-wise Expressions: Parameterizing 
Point-Charge Based Force Fields for Liquid Water Using the Adaptive Force Matching Method” Feng Wang
*
, 
Omololu Akin-ojo, Eric Pinnick, Yang, Song, Molecular Simulation, 37, 591 (2011) [invited article]  
86. “A simple molecular mechanics potential for μm scale graphene simulations from the adaptive force matching 
method”, Dongshan Wei, Yang Song, and Feng Wang
*
, J. Chem. Phys.,134, 184704 (2011)  
87. “Effects of the dispersion interaction in liquid water” Omololu Akin-ojo and Feng Wang
*
, Chem. Phys. Lett, 
513, 59 (2011).  
88. “The Extraordinary Stability Imparted to Silver Monolayers by Chloride: Novel Atomically-flat Surfaces” Erin 
V. Iski, Mahnaz El-Kouedi, Camilo Calderon, Feng Wang, Darin O. Bellisario, Tao Ye, E. Charles H. Sykes
*
, 
Electrochimica Acta, 56, 1652, (2011) 
89. Achieving fast convergence in ab initio free energy calculations through the adaptive force matching method”, 
Eric Pinnick, Andrew Rusnak, Camilo Calderon, Feng Wang*, Theoretical Chemistry Accounts, in press. 
[invited article] 
CHE080029 
90. C. Petit, L. L. Huang, J. Jagiello, J. Kenvin, K. E. Gubbins, and T. J. Bandosz, "Towards Understanding 
Reactive Adsorption of Ammonia on Cu--‐ MOF/Graphite Oxide Nanocomposites", Langmuir, 
dx.doi.org/10.1021/la202924y, (2011). 
91. Y. Long, J. C. Palmer, B. Coasne, M. Sliwinska--‐ Bartkowiak, K. E. Gubbins, "Under Pressure: Quasi--‐ High 
Pressure Effects in Nanopores", Microporous and Mesoporous Materials, DOI: 
10.1016/j.micromeso.2011.07.017, (2011). 
92. Y. Long, J. C. Palmer, B. Coasne, M. Sliwinska--‐ Bartkowiak, K. E. Gubbins, "Pressure Enhancement in 
Nanopores: A Major Confinement Effect", Physical Chemistry Chemical Physics, 13, 17163 (2011). 
93. J. C. Palmer, J. D. Moore, J. K. Brennan, and K. E. Gubbins, "Simulating Local Adsorption Isotherms in 
Structurally Complex Porous Materials: A Direct Assessment of the Slit Pore Model", Journal of Physical 
Chemistry Letters, 2, 165 (2011). 
94. J. C. Palmer, J. D. Moore, J. K. Brennan, and K. E. Gubbins, "Adsorption and Diffusion of Argon in 
Disordered Nanoporous Carbons", Adsorption, 17, 189 (2011). 
95. J. C. Palmer, J. D. Moore, T. J. Roussel, J. K. Brennan, and K. E. Gubbins, "Adsorptive Behavior of CO2, 
CH4 and Their Mixtures in Carbon Nanospace: A Molecular Simulation Study", Physical Chemistry Chemical 
Physics, 13, 3985 (2011). 
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96. B. Coasne, C. Alba--‐ Simionesco, F. Audonnet, G. Dosseh, and K. E. Gubbins, "Adsorption, Structure and 
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