Most of the existing steady state detection approaches are designed for univariate signals. For multivariate signals, the univariate approach is often applied to each process variable and the system is claimed to be steady once all signals are steady, which is computationally inefficient and also not accurate. The article proposes an efficient online method for multivariate steady state detection. It estimates the covariance matrices using two different approaches, namely, the mean-squared-deviation and mean-squared-successive-difference. To avoid the usage of a moving window, the process means and the two covariance matrices are calculated recursively through exponentially weighted moving average. A likelihood ratio test is developed to compare the difference of the two covariance matrices and to detect the steady state. The intensive numerical studies and real case study show that the proposed method can accurately detect the steady state of a multivariate system.
INTRODUCTION
Detecting if a system or a process is steady is a significantly important task in many engineering problems, such as process analysis and optimization [1] [2] [3] [4] , fault detection and diagnosis [5, 6] , data reconciliation [7, 8] , process automation and control [9] [10] [11] . In these applications, the steady state is often defined as a state where the mean of the time series stays unchanging. For example, in the chemical industry, process data (e.g., flow rate, pH values, temperature etc.) have to be collected under steadystate conditions for unit design, pinch analysis, process optimization, and fault detection [12] . Besides, almost all the fault detection and diagnostic (FDD) methodologies are based on steady state models and require that the system is steady [6, 13] .
Another example is batch process or batch manufacturing. During batch-to-batch start-up periods, the batch operations are not steady at the beginning due to that the materials are not mixed well and the machine conditions such as temperature and pressure are not stable, which cannot guarantee the product quality [14, 15] . Therefore, an efficient method for steady-state detection could help achieve satisfied products and avoid expensive quality inspection. In process automation and control, the steady state can be used to trigger the next action. For example, in ultrasonic cavitation based particle dispersion process, the steady state condition of the cavitation noise has been used as a process completion indicator [11] . Once the noise signal is steady state, the dispersion process is considered completed and the process can be stopped. In the numerical iterative methods, such as nonlinear regression, optimization and neural network training, the steady state condition can also be used as a stopping or convergence criterion. The iterative procedures will be stopped once the objective function like the sum of squared error reaches a steady state [9, 16] .
Steady state detection applies various statistical techniques to identify the transition from nonstationary state (also called transient state, start-up or warm-up period) to the steady state. It should be noted that the traditional statistical process control techniques utilize various control charts to monitor the change from steady state to other steady or nonstationary states, which is opposite to the steady state detection. In the last few decades, there are more than forty offline steady-state detection algorithms developed for univariate signals, mostly of which are developed to remove the transient period in discrete-event simulations [17] . According to Robinson and Davies [18, 19] , these methods can be classified into five categories: (1) graphical methods, such as time-series inspection [20] , CUSUM plots method [21] , exponentially weighted moving average method (EWMA) [22] , and statistical process control method [19] ; (2) heuristic approaches (e.g. the marginal standard error rules [23, 24] ) which offer some simple and straightforward rules to truncate the time-series data. These methods are very popular in various areas because they are not as subjective as the graphical methods; (3) statistical methods including the goodness-of-fit test [25] and wavelet-based spectral algorithms [26] ; (4) initialization bias tests are to test whether there is initialization bias in the data. The representative methods include batchmeans-based tests, t-tests and compound test method [27] ; and (5) hybrid methods which combine the initialization bias tests and graphical or heuristic approaches to determine the warm-up period [28] .
These offline methods can efficiently identify the steadystate period if the full or entire signal is available. Nevertheless, they are not suitable for real-time or online applications. The online steady state detection is based on the observations up to the current time and is more challenging [2, 3] . In the existing literature, there are only several online steady-state methods, which can be summarized as follows: (1) a linear regression is performed over a moving data window, and the fitted slope is monitored. If the absolute value of the fitted slope is lower than a threshold or the fitted line is sufficiently "flat", the process signal is considered steady [11, 29, 30] ; (2) t-test is applied to compare the means of two recently obtained adjacent moving data windows. When there is no significant difference between them, the process is considered steady [31] ; (3) the standard deviation of a moving data window is monitored. The steady state is detected when the standard deviation is below a threshold [6] ; (4) an F-test (also called variance ratio test) is performed on the ratio of two variances of a moving window calculated by two different methods. One is the mean squared deviation, while the other one is the mean of squared differences of successive data [32] . When the process is at the steady state, the ratio is close to unity [9] . All these methods, however, are not robust due to the usage of a moving window [11, 33, 34] . Too long a moving window may delay the detection while too short a moving window may result in high false alarm rate.
Based on the F-test method, an efficient method without moving windows is developed by Cao [9] , where exponentially weighted moving average (EWMA) is performed to calculate the two variances recursively. Although this method performs well on some kinds of signals, it is also not robust in that one set of detection parameters is not able to handle signals of different characteristics, e.g., changing rate, noise level. Wu et al. [33] [34] [35] developed a robust method through Bayesian piecewise linear modeling and online inference of the latest line segment for steady state detection. Their method is much more accurate and robust on various types of signals.
All the aforementioned method are for univariate systems. However, almost all systems are multivariate inherently. To guarantee that the system is steady, all the signals of the system have to be steady. Therefore, steady state detection of multivariate signals are desirable. To our best knowledge, there is a very limited number of multivariate steady state detection algorithms in the existing literature. Brown and Rhinehart.R [36] utilized the Cao's method [9] to detect the steady state of each signal separately. Once all the signals reach the steady state, the system is claimed steady. Mathematically, the overall test statistic can be written as = ∏ =1 where is the steady state status (0 denotes nonstationary while 1 denotes steady state) of the i-th signal. Once = 1, the system or process is steady. To keep the overall significance level, the individual significance level is reduced or corrected from the well-known Sidak inequality. Kelly et.al [37] proposed a moving window-based method where a residual Student t test using the estimated mean of the process signal without any drift and the estimated standard-deviation of the underlying white-noise driving force is used to test if the signal is steady. To handle multivariate signals, they also followed Brown and Rhinehart.R's way [36] and chose to correct the individual significance level. However, similar to applying multiple univariate control charts on a multivariate data in SPC literature, this method faces the famous multiple testing problem [9] with inflated type I error or false discovery rate. Jiang et al. [12] proposed wavelet transform method and to combine multiple monitoring indices into one through the Dempster's balance rule of combination, .i.e.,
where ( ) is the individual steady state index of the i-th signal. Clearly, this combination approach is just a generalization of the approach by Brown and Rhinehart [36] and therefore faces the same multiple testing problems. In the batch processes, several methods are developed [15] . In these methods, various dimension reduction and feature extraction techniques are used first, such as multiway principal component analysis (MPCA), dynamic principal component analysis (DPCA), and then one of the abovementioned multivariate methods is used for steady state detection. Therefore, these methods are basically the same. The only difference lies in the preprocessing step, i.e., dimension reduction or feature extraction.
In this article, an efficient method is developed for online steady state detection of the multivariate systems. In this method, the first step is a multivariate extension of Cao's univariate method [9] . The two covariance matrices, i.e., the mean squared deviation and the mean squared differences of successive data are calculated recursively through EWMA techniques. Then a likelihood ratio test is performed to test the difference of these two covariance matrices. Ideally, if the multivariate signal is steady, the two covariance matrices are close to each other and thus the likelihood ratio would be close to 1. To make the detection ratio more stable and more sensitive to small drift, an EWMA technique is also applied directly to the likelihood ratio.
The rest of this article is organized as follows. In Section 2, the approximated formula for the expectation and covariance matrices of a multivariate systems model will be derived for the steady-state detection, computational issues will be addressed, and the virtues of the proposed identification method of the steady state is also introduced. Section 3 and 4 respectively present the numerical analysis and performance evaluation. Meanwhile, the comparison with several existing methods also will be showed in Section 4. The application using the proposed method in the micro/nanoparticle dispersion process will be demonstrated in Section 5. The discussion and conclusion are given in Section 6.
A EWMA BASED LRT FOR MULTIVARIATE STEADY STATE DETECTION
The computation of the covariance matrices is an multivariate extension of Cao [9] . Similarly, three EWMA filters are used to approximate the sample average and two covariance matrices. The conventional sample covariance for a moving data window can be calculated as
where is total number of observations in the moving window or the window size, is t-th the p-dimensional observation, and ̅ is the mean of the observations. It is assumed that the observations are independently distributed as Gaussian distributions. To avoid the usage of moving window, the mean and the covariance can be calculated recursively through EWMA, which is computationally faster and requires much less storage. The moving average can be calculated as
(2) where 0 < λ 1 ≤ 1 is the filtering coefficient. The covariance of , can be derived as
where Σ is the true covariance matrix, which is assumed to be unchanged in the whole process. The detailed derivation of Eq. (3) is given in Appendix A. As time t goes infinite,
To calculate the covariance matrix recursively, the filtered value , −1 is used to replace the sample mean in Eq. (1), and the EWMA is also applied:
where 0 < λ 2 ≤ 1 is the filtering coefficient. Alternatively, the mean squared successive difference can be used to estimate the covariance. Define ∑ , as the expectation of the squared successive difference. It can be expressed as
Similarly, to calculate it recursively, another EWMA is applied as
where 0 < λ 3 ≤ 1 is the filtering coefficient.
In the stationary period, as approaches infinite, the expectations (Σ , ) and (Σ , ) can be proved to satisfy the following equations
and
The proof of Eq. (8) and Eq. (9) are given in Appendix B and C, respectively.
Based on Eq. (8) and Eq. (9), the covariance matrix Σ can be unbiasedly approximated using the following two approaches
In the steady state period, the covariance matrices estimated using Eq. (10) and Eq. (11) would be comparable. However, in the non-stationary period, the second approach using the squared successive differences would result in much larger dispersion than the first approach. To evaluate the difference, we use the likelihood ratio test (LRT), which is similar to LRT based control charts in statistical process control charts. The following absolute value of the likelihood ratio is utilized:
In order to make the t calculated by the likelihood ratio test more stable and sensitive to the detection of small drift, the EWMA is also used as follows = 4 + (1 − 4 ) −1 (13) In the non-stationary period, the index is expected to be larger than 0 while in the stationary period, it will approach to 0. We denote this method as EWMA-LRT. In the following section, we use numerical studies and real case study to demonstrate the effectiveness of the proposed approach.
ILLUSTRATION OF THE EWMA-LRT METHOD
In this section we use simulated signals is to illustrate the detection process of the EWMA-LRT algorithm for multivariate system. The simulated signals are generated by bias functions and noise. These bias functions are composed of an initial transient state and a steady-state. There are four bias functions used in this article: linear function, quadratic function, exponential function and oscillating function, as show in Table  1 . These bias functions have been widely used in evaluating the initial bias truncation algorithms for discrete-event simulations [24] .
To illustrate how the algorithm works, four-dimensional (p=4) signals are simulated with each bias function simulating one dimension. For these four functions, ℎ = 1 (the height of the signal), = 600 (the total number of observations of the signal). Two steady state times are considered, 0 = 2 00 and 0 = 300, which represents two different initial bias changing rates. For the oscillating function, = 30 (the total of 10 peaks and troughs). The signal noise is set to ∑ = 0.01 4 , where 4 is a 4 × 4 identity matrix. The filter factors for the EWMA-LRT method are selected as: 1 = 0.1, 2 = 0.1, 3 = 0.1, 4 = 0.1. The threshold is set to 0.5. Figure 1 shows that the steady-state detection process for the two randomly generated four-dimensional output. Clearly, the detection index rapidly increases at the beginning, and then gradually decreases until the signal enters into steady state, where is stable around a value close to 0. Once the value of is below the threshold 0.5, the multivariate signal is claimed steady. The detection times are * = 205 and * = 288 , respectively, which are very close to the true values.
PERFORMANCE EVALUATION AND COMPARISON
In this section, we compare the proposed method with several existing algorithms. The performance measures for steady state detection often include the closeness of detected time to the actual one, and the false alarm rate (FAR) [33] . The closeness measure alone is often inadequate for detection performance evaluation since it does not consider the false alarm (early detection) or detection delay. For example, for the same detection closeness, the detection delay is often better than early detection in many practical applications. To consider both detection closeness and FAR, we use another evaluation metric, the weighed standard error (WSE) [33, 34] :
where is the total number of replications, * and 0 are the detected value and true value respectively for the ith multivariate output, and ( * ) is the penalty weight expressed as
If ( * ) ≡ 1, then WSE is just the closeness measure. If < 1 , then a lower penalty is put on detection delay than early detection.
can be treated as the penalty ratio of the detection delay to the early detection. To show how many signals are earlydetected, we also use the FAR as an auxiliary metric. In the performance evaluation and comparison, = 4 and 8 are selected and each dimension is simulated using a bias function randomly selected from the four given in Table 1 . The height of the signal is set to ℎ = 1 and ℎ = 2. To simulate different bias severity, two values for 0 are selected: 0 = 200 and 0 = 300 . It is assumed that all dimensions reach steady state at the same time. The length of the signal is set to be 600 . 100 replications are generated for each set of signal parameters. Three types of Gaussian noise are used to test the algorithm: (1) no auto-correlation, denoted by AR(0); (2) firstorder autoregressive correlation, denoted by AR(1); (3) secondorder autoregressive correlation, denoted by AR (2) . The noises types and their parameters are listed in Table 2 . Different noise amplitudes are also considered: for AR(0), = 0.06, 0.1, 0.14; for AR(1) and AR (2) 0.045, 0.071, 0.106 respectively to match the noise variances of AR(0). The proposed EWMA-LRT method is compared with the well-known Variance Ratio Test (VRT) [9] , SSD method to detect non-stationary drifts [37] and Wavelet Transform Detection (WTD) method [12] . Since VRT is a univariate method, it is applied to each dimension of the multivariate signal and then the largest detection value is selected as the steady state time. It means that a multivariate process is not steady if any process variable is at transient state, while it is steady once all process variables enter into steady state. For all methods, the optimal filter factors, threshold values and other parameters are selected by minimizing the overall WSE. For the SSD method, the optimal window size of 22 is selected. The overall significance level α is set as 0.05. Based on the Sidak inequality, the individual significance level should be 0.0127.For WTD method, the process trends are extracted from the raw measurements to eliminate the random noise and abnormalities. Then, the steady-state index is calculated for every process variable and the second-order WT modulus is used to address the zero-crossing points. Finally, the steady-state index of a multivariate system is computed from the Dempster's ruler. Figure 2 shows the WSE as a function of w for EWMA-LRT, VRT, SSD and WTD under different p and noise types. Table 3 shows the detailed detection results for w≡1, i.e., closeness and FAR, for = 4 . For space limitation, the detailed detection results for = 8 is not provided here. The proposed EWMA-LRT outperforms other methods significantly for all cases in terms of WSE. For WTD, the WSE is almost unchanged when w varies. The reason is that WTD has a very high FAR, e.g., almost 90% for all cases; besides, increasing 0 or noise will reduce the detection closeness and increase the FAR for all methods, as shown in Table 3 . The reason is that more initial bias will be immersed into signal noise and becomes undetectable when the noise amplitude is increased or the mean shifting rate before steady state is reduced; in addition, the performances are almost the same under different noise types for all methods, indicating that they are also applicable for autoregressive noises with mild or medium autocorrelation. Increasing the dimension from = 4 to = 8 , the performances of all methods are improved, which is an important advantage of multivariate detection method over univariate method.
Table 2. Noise Types and Their Parameters

APPLICATION TO THE MICRO/NANOPARTICLE DISPERSION PROCESS
In this section, the proposed method is applied to cavitation noise signals obtained from the micro/nanoparticle dispersion process [11] . Recently, micro/nanoparticles have attracted significant scientific interests, due to a wide variety of potential applications in biomedical, optical, electronic, and mechanical fields. However, in actual applications, due to high surface-tovolume ratio and high surface energy, the micro/nanoparticles often agglomerate or cluster together, which may significantly limit their effectiveness. Therefore, the micro/nanoparticles must be dispersed before use. Ultrasonic cavitation is an effective method to disperse micro/nanoparticles. It is found that when the cavitation noise signals enter into steady state, the dispersion process is finished [11] . Thus, the dispersion process can be monitored by detecting the steady state of cavitation noise signals. To capture the evolution of cavitation noise, Wu et al. [11] developed a univariate monitoring index, termed as cavitation noise power (CNP), which is the integration of cavitation noise spectrum over frequency in a logarithmic scale. However, such information fusion will inevitably result in information loss. Here we consider spectrum amplitudes of four critical frequency components, 0 KHz, 20 KHz, 40 KHz and 60 KHz, which are harmonics, subharmonics, and ultraharmonics. They are directly related with the physical dispersion process. Figure 3 shows the steady state detection of the fourdimensional spectrum amplitude signals in the dispersion of 30g Al2O3 particles with ultrasonic power 40W. The same detection parameters ( = 0.1, = 1, … ,4, = 0.5) are used to detect and evaluate the steady state. The detected steady state time is 327, which is higher than using univariate CNP signal (around 300). It is expected since CNP signal has information loss. If the process reaches steady state, CNP signal will be steady. However, the reverse is not necessarily true, i.e., the steady state of CNP signal does not necessarily indicate a steady state of the whole system.
DISCUSSION AND CONCLUSION
In this paper, we have developed a new online method to detect the steady state of the multivariate systems. The covariance matrices are estimated through two approaches, the mean-squared-deviation and the mean-squared successive difference. To reduce the computational cost and avoid the usage of moving windows, these two covariance matrices are computed recursively through exponentially weighted moving average. In the non-stationary period, the dispersion of the covariance matrix estimated using mean-squared successive difference is expected to be larger than that using mean-squared-deviation. While in steady state period, both these two covariance matrices are unbiased estimator of the true covariance matrix. Based on these findings, a likelihood ratio test is proposed to compare these two estimated covariance matrices.
The performance of the proposed method was evaluated and compared with existing ones through numerical studies. The simulation results demonstrated that the proposed methods outperforms others for various types of signals. A real case study is also performed to show its application and effectiveness. The results of this research provide useful guidelines for establishing an online steady state detection scheme. It should be pointed that the detection parameters, including the filtering weights and detection threshold, are essential to achieve a reliable detection. In practical applications, these parameters can be tuned using simulated signals with various types of bias functions and bias severities. 
