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Abstract
In this paper, we are interested in maximal synchronous codes. More precisely, we prove
that we can embed any synchronous code in a maximal one. Moreover, we establish that, for
synchronous codes, the notion of maximality in the family of synchronous codes is equivalent
to the notion of maximality in the family of codes.
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1. Introduction
Maximal codes play a prominent part in the theory of variable-length codes. A code
Y is maximal if it is not strictly included in another code. Since any code is included in
a maximal code (see e.g. [1]), studying these codes gives informations on the structure
of the codes in general.
In this paper, we are interested in the classical problem of the embedding of a non-
maximal code in a maximal one. More precisely, let F be a family of codes and let
X be a non-maximal code, the problem is to construct a code Y∈F containing X
such that Y is maximal in F. This problem has been extensively studied and some
constructions are known in the case where F is the class of thin codes [6], the class of
thin code with bounded deciphering delay [4], the class of rational bi9x codes [3], the
class of thin circular codes [5], the class of thin code with a 9nite interpreting delay [7]
and the class of uniformly synchronous codes [2]. Surprisingly, no embedding method
was given for synchronous codes.
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The class of synchronous codes is of a fundamental interest in the theory of infor-
mation (see e.g. [12]). A code Y is synchronous if there exists a pair (x; y)∈Y ∗×Y ∗
such that
∀u; v ∈ A∗; uxyv∈Y ∗ ⇒ ux; yv∈Y ∗:
Recent works deal with the reduction of errors propagation in Hu?man and Hu?man
equivalent code by the use of synchronous codes [8]. Indeed, when an error of trans-
mission occurs, they allow to synchronize all the possible decipherings on a same point,
therefore, we are able to decipher the rest of the message.
This paper is organized as follows. In Section 2, we recall some de9nitions and
some basic results on variable-length codes. In the following section, we present how
to embed a synchronous code in a synchronous maximal code. This method preserves
some synchronous pairs. The three following sections are devoted to the proof of this
result. Finally, we prove in the last section that the notion of maximality in the family
of synchronous code is equivalent to the notion of maximality in the family of codes
for synchronous codes.
2. Preliminaries
We denote by A an alphabet, by A∗ the free monoid it generates and by 
 the empty
word.
Given a word w∈A∗, the set of all factors (pre9xes, suCxes) of w is denoted by
F(w) (P(w); S(w)).
A word w is unbordered if
w ∈ uA+ ∩ A+u⇒ u = 
:
A non-empty subset X ⊂A+ is a code if for any n; m¿1 and for any x1; : : : ; xn∈X ,
y1; : : : ; ym∈X the following condition holds:
x1 : : : xn = y1 : : : ym ⇒ n = m; xi = yi; i ∈ [1; n]:
A submonoid M is stable if for any words u, v, w∈M
u; v; uw; wv ∈ M ⇒ w ∈ M:
Proposition 1 (SchFutzenberger [11]). A submonoid is free i7 it is stable.
A code X is synchronous if there exists (x; y)∈X ∗×X ∗ such that for any u:v∈A∗
the following condition holds:
uxyv ∈ X ∗ ⇒ ux; yv ∈ X ∗:
We say that the pair (x; y) is synchronous for X .
Remark 2. • If the pair (
; 
) is synchronous for X then X ⊂A.
• If X is synchronous, then X is very thin.
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• The synchronous property is not preserved by inclusion. For instance, the code
X =(a + ba)2 is not synchronous while X ∪{b2} admits (a2; b2) as a synchronous
pair.
We denote by Fcode(Fsync) the set of codes (synchronous codes).
A code X is maximal in Fcode if, for any code Y such that X ⊂Y , we have Y =X .
A thin code X is a code such that A∗\F(X ) = ∅.
We can extend the notion of maximality to any arbitrary family of codes F: a code
X∈F is maximal in F if, for any code Y∈F such that X ⊂Y , we have Y =X .
Theorem 3 (Berstel and perrin [1, p. 240]). Let X be a code. For x; y∈X ∗, the fol-
lowing properties are equivalent:
(i) X is maximal in Fcode and admits (x; y) as a synchronizing pair.
(ii) yA∗x ⊂ X ∗.
3. Embedding method for synchronous codes
The well-known method of Ehrenfeucht–Rozenberg [6] builds a maximal synchronous
code from any thin code. However, if the code X is synchronous, the synchronous pairs
of the maximal code Y can have no relations with the synchronous pairs of X .
We propose in the following sections an embedding method which construct at least
one synchronous pair for the maximal code from a synchronous pair of X .
Let X be a synchronous code and let (x; y) be a synchronous pair for X . We set
t0 = xy and
V =(t0A∗ ∩ A∗t0)\A∗t0X ∗t0A∗\A∗t0X+\X+t0A∗\X ∗:
We shall prove that
Y =X ∪ V (1)
is a synchronous maximal code.
Remark 4. Indeed, we shall prove that (xy; xy) is a synchronizing pair for Y . Un-
fortunately, for any synchronous code X having a synchronous pair (x; y), it is not
possible to embed X in a maximal synchronous code having the same synchronous
pair (x; y). For example, the set X = {a; cab; bad; cb2d} de9ned in [2] admits (a; a) as
a synchronous pair. However, with a similar argument as in [2], we can prove that it
cannot be embedded in a maximal code that admits (a; a) as a synchronous pair.
Before studying more precisely the structure of the set Y , we establish a technical
lemma dealing with synchronous codes.
Lemma 5. Let X be a synchronous code and let k¿0, x1; : : : ; xk∈X and y∈X ∗ be
such that (x1 : : : xk ; y) is a synchronous pair for X .
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Fig. 1. yu= 1 : : : q.
If there exist n; m¿0, 1; : : : ; n∈X , 1; : : : ; m∈X , such that
∃u ∈ A∗; 1 : : : n:x1 : : : xk :y:u= 1 : : : m; (2)
then we have m¿n+ k, i = i for 16i6n and xj = n+j for 16j6k.
Informally, Lemma 5 assures that the 9rst n + k words which appear in the two
sides of Eq. (2) are equal two by two.
Proof of Lemma 5. We have 1 : : : n:x1 : : : xk :y:u= 1 : : : m, since the pair (x1 : : : xk ; y)
is synchronous, we obtain yu∈X ∗. Let q¿0, 1; : : : ; q∈X such that yu= 1 : : : q
(cf. Fig. 1).
The word 1 : : : m admits two factorizations:
(1; : : : ; m)
and
(1; : : : ; n; x1; : : : ; xk ; 1; : : : ; q):
Since X is a code, we have m= n+ k + q and
i = i for 16i6n;
xi = n+i for 16i6k;
i = n+k+i for 16i6q:
If t0 = 
 then (x; y)= (
; 
) is a synchronous pair. Thus the code X is included in
the set A (cf. Remark 2) which is a synchronous maximal code. Therefore, we can
consider in the following that t0 = 
.
We shall prove that the set Y is a synchronous maximal code by establishing that Y
is a code (Section 5) and that Y is synchronous and maximal (Section 6). However,
we need to study 9rst the “behaviour” of the words that we have added to X relative
to the factors of X ∗. This is the aim of the following section.
4. The set V vs. F(X∗)
We begin by a fundamental property of the words belonging to V .
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Fig. 2. De9nition of w.
Lemma 6. The words of V do not belong to F(X ∗).
Proof. By contradiction, let us assume that there exists ∈V such that ∈F(X ∗).
By de9nition of V , we have ∈xy:A+ ∩A+: xy. Hence, there exist two words
u1; u2∈A+ such that
 = xy:u1 = u2:xy (3)
By (3), we have y∈S(xyu1) and, more precisely, y∈S(yu1). Let w=yu1:y−1 (cf.
Fig. 2), then we have
 = x:yu1 = x:(yu1):y−1:y = x:w:y:
Thus we have x:w:y= ∈F(X ∗). In other words, there exist w1; w2∈A∗ such that
w1:x:w:y:w2 ∈ X ∗: (4)
We have x:w:y= x:yu1, thus w:y=yu1, hence, by (4),
w1:x:(yu1):w2 ∈ X ∗:
Since the pair (x; y) is synchronous for X , we obtain w1:x∈X ∗ and (yu1)w2∈X ∗, that
is (w:y)w2∈X ∗.
Since the words u1; u2 have symmetric de9nitions, we can prove in a similar way
that x:w:y= u2x:y, hence w1:xw∈X ∗ and yw2∈X ∗.
Since the submonoid X ∗ is free, it is stable thus the condition
w1x; yw2; (w1x):w; w:(yw2) ∈ X ∗
implies w∈X ∗.
Therefore, since = x:w:y, we have ∈X ∗. But we have ∈V , thus we have
V ∩X ∗ = ∅ which is in contradiction with the construction of V . Consequently, we
can not have ∈F(X ∗), this concludes the proof.
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5. The set Y is a code
The 9rst step of our study consists to establish the following result:
Proposition 7. The set Y =X ∪V de;ned above is a code.
Proof. Ad absurdum, assume that there exists n; m¿1, 1; : : : ; n∈Y , 1; : : : ; m∈Y
such that 1 = 1 and
1 : : : n = 1 : : : m: (5)
We can assume, without loss of generality, that Eq. (5) is as short as possible (in
particular, we have n = m).
Clearly, since X is a code, there exists at least one word in {1; : : : ; n; 1; : : : ; m}
which does not belong to X , and thus belongs to V . Moreover, thanks to Lemma 6,
such a word appears in {1; : : : ; n} and in {1; : : : ; m}.
We set
k = min{i | i ∈ V};
k ′ = min{j | j ∈ V}:
Property 1. We have k = k ′=1.
We shall prove that |1 : : : k−1|= |1 : : : k′−1|. The result of Property 1 will be held
directly.
By contradiction, let us assume that |1 : : : k−1|¡|1 : : : k′−1| (the case where
|1 : : : k−1|¿|1 : : : k′−1| can be treated in a symmetrical way by rewriting i in i
and vice versa).
By de9nition of k ′, we have j∈X for 16j¡k ′.
Moreover, by de9nition of V ⊂ t0A∗, the word t0 = xy is a pre9x of k′ .
If |1 : : : k |6|1 : : : k′−1xy| then, by Eq. (5), we have 1 : : : k∈P(1 : : : k′−1xy)
hence k∈F(X ∗). Lemma 6 assures that this case cannot appear.
Thus we have
|1 : : : k−1|¡|1 : : : k′−1| and |1 : : : k′−1xy|¡|1 : : : k |: (6)
Once again, by de9nition of V , t0 = xy is a pre9x of k and k . We have assumed
1 : : : k−1∈P(1 : : : k′−1), hence we have
1 : : : k−1xy ∈ P(1 : : : k′−1xy):
Thus, by (5), there exists u∈A∗ such that (cf. Fig. 3)
1 : : : k−1xy:u= 1 : : : k′−1xy:
Lemma 5 assures that k¡k ′ and for any i∈[1; k − 1], i = i (we recall that, since
we have assumed |1 : : : k−1|¡|1 : : : k′−1|, the words i can only be “aligned” on
words i).
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Fig. 3. |1 : : : k′−1xy|¡|1 : : : k |.
By (5) and (6), we have k∈k : : : k′−1xy:A∗, therefore, we have k∈X+:t0:A∗. This
contradicts the de9nition of V (we have V ∩X+t0A∗= ∅).
Hence, we have
|1 : : : k−1| = |1 : : : k′−1|:
By condition (5), we have 1 : : : k−1 = 1 : : : k′−1. By de9nitions of k and k ′, we
have i∈X for any i∈[1; k[ and j∈X for any j∈[1; k ′[. Thus, since the set X is a
code, we obtain
k = k ′ and i = i for 16 i ¡ k:
Thus, since Eq. (5) is as short as possible, we have k = k ′=1.
By (5), we have 1∈P(1 : : : m). Thus, there exist h, 16h¡m and p∈P(h+1)\{
}
such that
1 = 1 : : : h:p: (7)
Let us remark that, by (5), we have
p = h+1 : : : m:(2 : : : n)−1: (8)
First, we prove that j∈X for 1¡j6h and that p =∈ t0:A∗.
Indeed, as above, if there exists a (smallest) integer h′ such that h′∈V then we
have 1∈A∗t0X ∗t0A∗, that contradicts the de9nition of V . Hence j∈X for 1¡j6h.
Now, if p∈ t0:A∗ then, once again, we have 1∈A∗t0X ∗t0A∗. Thus, we have j∈X for
1¡j6h and p =∈t0:A∗.
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Therefore, if p∈P(V ) then the condition p =∈ t0:A∗ assures that p∈P(t0). Since
p∈P(X ∪V ), we have p∈P(t0 ∪X ).
We de9ne the word v such that
pv =
{
h+1 if h+1 ∈ X;
xy if h+1 ∈ V:
We have, by Eq. (7), p∈S(1). Moreover, if h+1∈X then Eq. (8) assures that v∈P
(2 : : : n). If h+1∈V then the word pv is a pre9x of h+1 and, thus, Eq. (8) assures
that v∈P(2 : : : n). Hence, we have, in all cases, v∈P(2 : : : n). Finally, since j∈X
for any j∈]1; h], we have
2 : : : hpv ∈ X ∗: (9)
Let u; z∈A∗ be such that 1 = ut0 and 1 = uzt0. We have zxyv= t02 : : : hpv∈X ∗.
Since (x; y) is a synchronizing pair for X , we have zx; yv∈X ∗.
Hence, we obtain a shorter equality by replacing 1 by zt0∈X ∗ and 1 by t0∈X ∗.
This holds the contradiction.
6. The code Y is maximal and synchronous
It remains to prove the following result.
Proposition 8. The code Y is maximal and synchronous.
Proof. We shall prove that t0A∗ ∩A∗t0⊂Y ∗.
We proceed by induction. By de9nition of t0, it is clear that t0∈Y ∗ (we recall that
X ∗ ⊂ Y ∗).
Let us assume, that for an integer n¿0, we have t0Am ∩Amt0⊂Y ∗ for any integer
m6n. We shall prove that in this case we have t0An+1 ∩An+1t0⊂Y ∗.
Let w∈A∗ be such that w∈ t0An+1 ∩An+1t0. Clearly, if w =∈A∗t0X ∗t0A∗ ∪A∗t0X+ ∪
X+t0A∗ ∪X ∗ then, by de9nition of Y , we have w∈Y , thus w∈Y ∗.
Now, we assume that w∈A∗t0X ∗t0A∗ ∪A∗t0X+ ∪X+t0A∗ ∪X ∗.
• If w∈X ∗ then, by de9nition of Y , we have w∈Y ∗.
• If w∈X+t0A∗ then there exists w′∈ t0A∗ such that w∈X+w′. Since w∈A∗t0 and
|w′|¿|t0|, we have w′∈A∗t0. By induction, we obtain w′∈Y ∗ and thus w∈Y ∗.
• In a similar way, if w∈A∗t0X+ then w∈Y ∗.
• Finally, if w∈A∗t0X ∗t0A∗ then there exist two words w′∈A∗t0 and w′′∈ t0A∗ such
that w∈w′X ∗w′′. We have w∈A∗t0 and |w′′|¿|t0|, thus, w′′∈A∗t0. Moreover, we
have w∈ t0A∗ and |w′|¿|t0|, thus, w′∈ t0A∗. Therefore, by induction, we obtain
w′; w′′∈Y ∗ and thus, w∈Y ∗.
Therefore, we have t0A∗ ∩A∗t0⊂Y ∗, hence t0A∗t0⊂Y ∗. Theorem 3 states that the
code Y is maximal and synchronous.
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7. Maximal synchronous codes
We have proved in the two preceding sections the existence of a synchronous code
Y which is maximal and containing X . Moreover, by construction, if X is rational then
Y is rational.
Theorem 9. Any synchronous code X can be embedded in a synchronous code Y which
is maximal in Fcode. Moreover, the embedding method preserves the rationality of
the sets.
We have not discussed about synchronous codes which are maximal in Fsync.
Indeed, the following proposition establishes the equivalence between the two notions
of maximality for synchronous codes:
Proposition 10. Let X be a synchronous code. The two following properties are
equivalent:
(i) X is maximal in Fcode.
(ii) X is maximal in Fsync.
Proof. Clearly, any code which is maximal in Fcode is maximal in Fsync.
We shall prove that the converse is true. Let us assume that there exists a code X
which is maximal in Fsync and not maximal in Fcode. Let Y be the set de9ned in (1).
Theorem 9 states that Y is a maximal code in Fcode and that Y is synchronous. Since
X is not maximal in Fcode, we have X =Y but X ⊂Y . Hence, the code X cannot be
maximal in Fsync.
Remark 11. Finite circular codes cannot be embedded in 9nite maximal circular codes.
This is not the case for synchronous codes. Indeed the set {a; b; acb} ([10]) is a syn-
chronous code (for example the pair (a; b) is synchronous) and it is included in the
code {a; b; acb; ca; cc; bcb; cbcb; cacb; cccb} which is maximal and synchronous. How-
ever, any synchronous code is not necessarily included in a 9nite maximal code. Indeed,
the set {a5; ba2; ab; b} is synchronous (for example (b2; b) is a synchronous pair) and
yet it is the smallest known set which is not 9nitely completable [9].
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