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Abstract
The Hawkes process is a class of point processes whose future depends on their own his-
tory. Previous theoretical work on the Hawkes process is limited to a special case in which
a past event can only increase the occurrence of future events, and the link function is linear.
However, in neuronal networks and other real-world applications, inhibitory relationships may
be present, and the link function may be non-linear. In this paper, we develop a new approach
for investigating the properties of the Hawkes process without the restriction to mutual exci-
tation or linear link functions. To this end, we employ a thinning process representation and
a coupling construction to bound the dependence coefficient of the Hawkes process. Using
recent developments on weakly dependent sequences, we establish a concentration inequality
for second-order statistics of the Hawkes process. We apply this concentration inequality to
cross-covariance analysis in the high-dimensional regime, and we verify the theoretical claims
with simulation studies.
Keywords: Hawkes process; thinning process; weak dependence.
1 Introduction
Hawkes (1971) proposed a class of point process models in which a past event can affect the
probability of future events. The Hawkes process and its variants have been widely applied to
model recurrent events in many fields, with notable applications to earthquakes (Ogata, 1988),
crimes (Mohler et al., 2011), interactions in social networks (Simma and Jordan, 2010; Perry and
Wolfe, 2013), financial events (Chavez-Demoulin et al., 2005; Bowsher, 2007; Aı¨t-Sahalia et al.,
2015), and spiking histories of neurons (see e.g., Brillinger, 1988; Okatan et al., 2005; Pillow et al.,
2008).
There is currently a significant gap between applications and statistical theory for the Hawkes
process. Hawkes (1971) considered the mutually-exciting Hawkes process, in which an event
excites the process, i.e. one event may trigger future events. Later, Hawkes and Oakes (1974) de-
veloped a cluster process representation for the mutually-exciting Hawkes process, which is an es-
sential tool for subsequent theoretical developments (Reynaud-Bouret and Schbath, 2010; Hansen
et al., 2015; Bacry et al., 2015). The cluster process representation requires two key assumptions:
(i) the process is mutually-exciting; and (ii) the link function is linear, implying that the effects of
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past events on the future firing probabilities are additive. In many applications, however, one might
wish to allow for inhibitory events and non-additive aggregation of effects from past events. For
instance, it is well-known that a spike of one neuron may inhibit the activities of other neurons (see
e.g., Purves et al., 2001), meaning that it decreases the probability that other neurons will spike.
Furthermore, non-linear link functions are often used when analyzing spike trains (Paninski et al.,
2007; Pillow et al., 2008). In these cases, many existing theoretical results do not apply, since
Hawkes and Oakes’s cluster process representation is no longer viable.
In this paper, we propose a new analytical tool for the Hawkes process that applies beyond the
mutually-exciting and linear setting. We employ a new representation of the Hawkes process to
replace the cluster process representation. To demonstrate the application of this new analytical
tool, we establish a concentration inequality for second-order statistics of the Hawkes process,
without restricting the process to be mutually-exciting or to have a linear link function. We apply
this tool to study smoothing estimators of cross-covariance functions of the Hawkes process.
While this paper was under revision, it came to our attention that Costa et al. (2018) have
concurrently studied the Hawkes process with inhibitions in the one-dimensional case. By contrast,
our work allows for multiple dimensions and considers the high-dimensional setting. We will
provide some additional remarks on their proposal in Section 3.3.
The paper is organized as follows. We introduce the Hawkes process and review the existing
literature in Section 2. In Section 3, we present the construction of a coupling process, and derive
a new concentration inequality for the Hawkes process. In Section 4, we study the theoretical
properties of smoothing estimators of the cross-covariance functions of the Hawkes process, and
corroborate our findings with numerical experiments. Proofs of the main results are in Section 5.
We conclude with a discussion in Section 6. Technical proofs are provided in the Appendix.
2 Background on the Hawkes Process
In this section, we provide a very brief review of point processes in general, and the Hawkes process
in particular. We refer interested readers to the monograph by Daley and Vere-Jones (2003) for a
comprehensive discussion of point processes.
We use the notation f ∗ g(t) ≡ ∫∞−∞ f(∆)g(t − ∆)d∆ to denote the convolution of two
functions, f and g. We use ‖a‖2 to denote the `2-norm of a vector a ∈ Rp. Furthermore,
‖f‖2,[l,u] ≡
{ ∫ u
l
f 2(t)dt
}1/2 will denote the `2-norm of a function f on the interval [l, u], and
‖f‖∞ ≡ supx |f(x)| will denote the maximum of f . We use Γmax(A) for the maximum eigen-
value of a square matrixA. We use J to denote a p-vector of ones. The notation 1[C] is an indicator
variable for the event C.
2.1 A Brief Review of Point Processes
Let B(R) denote the Borel σ-field of the real line, and let {ti}i∈Z be a sequence of real-valued
random variables such that ti+1 > ti and 0 ≤ t1. Here, time t = 0 is a reference point in time, e.g.,
the start of an experiment. We define a simple point process N on R as a family {N(A)}A∈B(R)
that takes on non-negative integer values such that the sequence {ti}i∈Z consists of event times of
the process N , i.e., N(A) =
∑
i 1[ti∈A] for A ∈ B(R). We write N
(
[t, t + dt)
)
as dNj(t), where
dt denotes an arbitrarily small increment of t.
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Now suppose thatN is a marked point process, in the sense that each event time ti is associated
with a mark mi ∈ {1, . . . , p} (see e.g., Definition 6.4.I. in Daley and Vere-Jones, 2003). With a
slight abuse of notation, we can then view N as a multivariate point process, N ≡ (Nj)j=1,...,p,
for which the jth component process, Nj , satisfies Nj(A) =
∑
i 1[ti∈A,mi=j] for A ∈ B(R). To
simplify the notation, in what follows, we will let {tj,1, tj,2, . . .} denote the event times of Nj . Let
Ht denote the history of N up to time t. The intensity process λ(t) =
(
λ1(t), . . . , λp(t)
)T is a
p-variateHt-predictable process, defined as
λj(t)dt = P(dNj(t) = 1 | Ht), j = 1, . . . , p. (1)
2.2 A Brief Overview of the Hawkes Process
For the Hawkes process (Hawkes, 1971), the intensity function (1) takes the form
λj(t) = φj
{
µj +
p∑
k=1
(
ωk,j ∗ dNk
)
(t)
}
, j = 1, . . . , p, (2)
where (
ωk,j ∗ dNk
)
(t) =
∫ ∞
0
ωk,j(∆)dNk(t−∆) =
∑
i:tk,i≤t
ωk,j(t− tk,i).
We refer to µj ∈ R as the background intensity, and ωk,j(·) : R+ 7→ R as the transfer function.
If the link function φj on the right-hand side of (2) is non-linear, then λj(t) is the intensity of a
non-linear Hawkes process (Bre´maud and Massoulie´, 1996). We will refer to the class of Hawkes
processes that allows for non-linear link functions and negative transfer functions as the general-
ized Hawkes process.
In this paper, we assume that we observe the event times of a stationary process dN on [0, T ],
whose intensities follow (2). The existence of a stationary process is guaranteed by the following
assumption.
Assumption 1 We assume that φj(·) is αj-Lipschitz for j = 1, . . . , p. Let Ω be a p × p matrix
whose entries are Ωj,k = αj
∫∞
0
|ωk,j(∆)| d∆ for 1 ≤ j, k ≤ p. We assume that there exists a
generic constant γΩ such that Γmax(Ω) ≤ γΩ < 1.
Note that in Assumption 1, the constant γΩ does not depend on the dimension p. For any fixed
p, Bre´maud and Massoulie´ (1996) establish that the intensity process of the form (2) is stable in
distribution, and thus a stationary process dN exists given Assumption 1. We refer interested
readers to Bre´maud and Massoulie´ (1996) for a rigorous discussion of stability for the Hawkes
process.
We define the mean intensity Λ = (Λ1, . . . ,Λp)T ∈ Rp as
Λj ≡ E[dNj(t)]/dt, j = 1, . . . , p. (3)
Following Equation 5 of Hawkes (1971), we define the (infinitesimal) cross-covariance V (·) =(
Vk,j(·)
)
p×p : R 7→ Rp×p as
Vk,j(∆) ≡
{
E[dNj(t)dNk(t−∆)]/{dtd(t−∆)} − ΛjΛk j 6= k
E[dNk(t)dNk(t−∆)]/{dtd(t−∆)} − Λ2k − Λkδ(∆) j = k
, (4)
3
for any ∆ ∈ R, and 1 ≤ j, k ≤ p. Here δ(·) is the Dirac delta function, which satisfies δ(x) = 0
for x 6= 0 and ∫∞−∞ δ(x)dx = 1.
Example 1 (Linear Hawkes processes) Suppose that φ(x) = x and ωk,j(∆) ≥ 0 for all ∆ ∈ R+
and for all j, k ∈ {1, . . . , p}. The intensity in (2) takes the form
λj(t) = µj +
p∑
k=1
(
ωk,j ∗ dNk
)
(t), j = 1, . . . , p. (5)
This is known as the linear Hawkes process (Hawkes, 1971; Bre´maud and Massoulie´, 1996;
Hansen et al., 2015). If the Hawkes process defined in (5) is stationary, then the following re-
lationships hold between the mean intensity Λ (3), the cross-covariance V (4), the background
intensity µ ≡ (µ1, . . . , µp)T (5), and the transfer functions ω ≡ (ωk,j)p×p (5) (see, e.g., Equations
21 and 22 in Hawkes, 1971 or Theorem 1 in Bacry and Muzy, 2016):
Λ = µ+
[∫ ∞
0
ω(∆)d∆
]
Λ, (6)
and
V (∆) = ω(∆)diag(Λ) + (ω ∗ V )(∆), (7)
where [ω ∗V ]k,j(∆) ≡
∑p
i=1[ωk,i ∗ Vi,j](∆). Equation (7) belongs to a class of integral equations
known as the Wiener-Hopf integral equations. For the linear Hawkes process, these equations are
often used to learn the transfer functions ω by plugging in estimators of Λ̂ and V̂ (see, e.g., Bacry
and Muzy, 2016, Krumin et al., 2010). These equations are similar to the Yule-Walker equations
in the vector-auto regression model (Yule, 1927; Walker, 1931).
Remark 1 An assumption similar to Assumption 1, known as walk summability, was proposed
by Anandkumar et al. (2012) in the context of the Gaussian graphical model. Consider a linear
Hawkes process (5) with ωk,j(∆) ≥ 0 for all ∆, so that Ω =
∫∞
0
ω(∆)d∆. Under Assumption 1,
we can rewrite (6) as
Λ =
∞∑
i=0
Ωiµ, (8)
where Ωi is the ith power of the matrix Ω. In (8), Ωiµ can be seen as the intensity induced through
paths of length i. Assumption 1 ensures that the induced intensity decreases exponentially fast as
the path length i grows, i.e., ‖Ωiµ‖2 ≤ γiΩ‖µ‖2. Viewed another way, the equality in (8) says
that the mean intensity is a sum of induced intensities through paths of all possible lengths, and
Assumption 1 prevents this sum from diverging.
3 A New Approach for Analyzing the Hawkes Process
In this section, we present a new approach for analyzing the statistical properties of the Hawkes
process, without assuming linearity of the link function φj or nonnegativity of the transfer function
ωk,j in (2). We provide an overview of existing theoretical tools and a new approach for analyzing
the Hawkes process in Section 3.1. In Section 3.2, we construct a coupling process using the
thinning process representation. In Section 3.3, we present a bound on the weak dependence
coefficient for the Hawkes process using the coupling technique (Dedecker and Prieur, 2004), and
present a new concentration inequality for the Hawkes process in the high-dimensional regime.
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3.1 Overview
From a theoretical standpoint, the most challenging characteristic of a Hawkes process N is the
inherent temporal dependence in the intensity (2). To be specific, the realization ofN on any given
time period [t1, t2) depends on the realization of N on the previous time period (−∞, t1). As a
result, it is challenging to quantify the amount of information available in the observed realization
of a Hawkes process on any period [0, T ].
Most existing theoretical analyses of the Hawkes process rely on the cluster process represen-
tation proposed by Hawkes and Oakes (1974). The basic idea behind this representation is simple:
for the linear Hawkes process (5), when the transfer functions are non-negative, i.e., ωk,j(·) ≥ 0
for 1 ≤ j, k ≤ p, the processN can be represented as a sum of independent processes, or clusters.
Each cluster has intensity of the form (5), but with background intensity set to zero. Properties
of the Hawkes process can then be investigated by studying the properties of independent clus-
ters. See, among others, Reynaud-Bouret and Roy (2006) and Hansen et al. (2015) for recent
applications of the cluster process representation.
Unfortunately, the cluster process representation is no longer available for the generalized
Hawkes process (2) in which φj(·) may be non-linear and ωk,j(·) may be negative. To see this,
note that a single cluster cannot model inhibition by itself, since its intensity is lower-bounded by
zero. Moreover, independence across clusters implies that events in one cluster cannot affect the
behavior of other clusters, which prohibits inhibition across clusters. Finally, the cluster process
representation treats N as the summation of clusters, which can only model an additive increase
in the intensity, i.e., an intensity of the form (5).
The lack of available techniques to study the Hawkes process in the absence of linearity or
non-negativity assumptions constitutes a significant gap between theory and applications of the
Hawkes processes. As an example, networks of neurons are known to have both excitatory and
inhibitory connections (van Vreeswijk and Sompolinsky, 1996; Vogels et al., 2011). Similarly, it
is unrealistic for neurons to have unbounded firing rates, which is possible for the linear Hawkes
process. In fact, almost all applications of the Hawkes process to neuronal spike train data use a
non-linear link function and avoid constraints on the signs of the transfer functions (Pillow et al.,
2008; Quinn et al., 2011; Mishchencko et al., 2011; Vidne et al., 2012; Song et al., 2013). To
bridge the gap between the theory and emerging applications of the Hawkes process, we present
a new approach to study theoretical properties of the Hawkes process without assuming that link
functions are linear or that transfer functions are non-negative.
The key idea of our new approach is to represent the generalized Hawkes process with intensity
(2) using the thinning process representation (see e.g., Ogata 1981; Bre´maud and Massoulie´ 1996),
which was first introduced by Ogata (1981) in order to simulate data from the Hawkes process. The
thinning process representation has a clear advantage over the cluster process representation in that
the former does not require the transfer functions to be non-negative or the link function to be lin-
ear. However, the thinning process representation has not been put into full use for the Hawkes
process. In what follows, we will show that the thinning process representation can be used, in
conjunction with a coupling result of Dedecker and Prieur (2004), to bound the temporal depen-
dence of generalized Hawkes processes, without assuming linearity of φj(·) or non-negativity of
ωk,j(·).
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3.2 Coupling Process Construction using Thinning
To make the discussion more concrete, we consider the task of establishing a concentration in-
equality for
y¯k,j ≡ 1
T
∫ T
0
∫ T
0
f(t− t′) dNk(t) dNj(t′), 1 ≤ j, k ≤ p, (9)
where f(·) is a known function with properties to be specified later. Quantities of the form (9)
appear in many areas of statistics, such as regression analysis, cluster analysis, and principal com-
ponents analysis. Concentration inequalities for (9) thus provide the foundation for the theoretical
analysis of these methods.
Let
yk,j,i ≡ 1
2
∫ 2i
2(i−1)
∫ T
0
f(t− t′) dNk(t) dNj(t′), (10)
where  is some small constant. For simplicity, assume that T/(2) is an integer. Then, y¯k,j can
be intuitively seen as the average of the sequence {yk,j,i}T/(2)i=1 . Due to the nature of the Hawkes
process, it is clear that the sequence {yk,j,i}T/(2)i=1 is inter-dependent, meaning that elements in
the sequence depend on each other. As a result, standard concentration inequalities that require
independence do not apply to y¯k,j . Moreover, the Hawkes process is not a Markov process (outside
of some special cases, e.g., a linear Hawkes process with exponential transfer functions). Thus,
concentration inequalities for Markov processes do not apply to y¯k,j either. Existing concentration
inequalities for |y¯k,j − Ey¯k,j| (see, e.g., Proposition 5 in Reynaud-Bouret and Schbath (2010),
Proposition 3 in Hansen et al. (2015)) rely heavily on the cluster process representation (Hawkes
and Oakes, 1974; Reynaud-Bouret and Roy, 2006), which, as discussed earlier, is not applicable
due to the non-linearity of φj and the possibility of ωk,j taking negative values.
To develop a concentration inequality for y¯k,j , we bound the temporal dependence of the se-
quence {yk,j,i}T/(2)i=1 using the thinning process representation, combined with the coupling result
of Dedecker and Prieur (2004).
First, we need to choose a measure of dependence for {yk,j,i}T/(2)i=1 ; see, e.g., the comprehensive
survey by Bradley (2005). We consider the τ -dependence coefficient (Dedecker and Prieur, 2004),
τ(M, X) ≡ E
[
sup
h
{∣∣∣∣∫ h(x)PX|M(dx)− ∫ h(x)PX(dx)∣∣∣∣}] , (11)
where the supremum is taken over all 1-Lipschitz functions h : R 7→ R, X is a random variable,
andM is a σ-field. Here, PX|M denotes the probability measure of X conditioned onM. We now
introduce a coupling lemma from Dedecker and Prieur (2004).
Lemma 1 (Lemma 3 in Dedecker and Prieur (2004)) Let X be an integrable random variable
and M a σ-field defined on the same probability space. If the random variable Y has the same
distribution as X , and is independent ofM, then
τ(M, X) ≤ E|X − Y |. (12)
Lemma 1 provides a practical approach for bounding the τ -dependence coefficient: one can obtain
an upper bound for τ(M, X) by constructing a coupling random variable Y , and evaluating E|X−
Y |.
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Equation 11 defines a measure of dependence between a random variable and a σ-field. For a
sequence {yk,j,i}T/(2)i=1 , the temporal dependence is defined as (see, e.g., Merleve`de et al., 2011)
τy(l) ≡ sup
u∈{1,2,...}
τ
(Hyu, yk,j,u+l), (13)
for any positive integer l, where Hyu is the σ-field determined by {yk,j,i}ui=1, and the supremum
in (13) is taken over all positive integers. In words, for any time gap l, the temporal dependence
of a sequence is defined as the maximum dependence between any elements in the sequence and
the history of the sequence l steps ago. As a direct result of Lemma 1, we obtain the following
coupling result for the temporal dependence (13):
τy(l) ≤ sup
u
E
∣∣y˜uk,j,u+l − yk,j,u+l∣∣, (14)
where {y˜uk,j,i}T/(2)i=1 is a sequence satisfying the conditions of Lemma 1, i.e., {y˜uk,j,i}T/(2)i=1 has the
same distribution as {yk,j,i}T/(2)i=1 , and is independent of {yk,j,i}ui=1.
Given the definition of temporal dependence (13) and the coupling result (14), it remains to
construct a coupling sequence {y˜uk,j,i}T/(2)i=1 and to bound the right-hand side of (14). Recalling that
yk,j,i is of the form (10), the problem reduces to finding a coupling process N˜
z
and bounding the
first- and second-order deviations between dN˜
z
and dN , where z ≡ 2u. In what follows, we will
discuss the construction of dN˜
z
for a fixed z, and thus suppress the superscript z for simplicity of
notation.
We use the thinning process representation of the Hawkes process to construct the coupling
process dN˜ . To begin, we review the iterative construction strategy proposed by Bre´maud and
Massoulie´ (1996). Let N (0)j , for j = 1, . . . , p, be a homogeneous Poisson process on R2 with
intensity 1. For n = 1, we construct a p-variate processN (1) as
dN
(1)
j (t) = N
(0)
j
(
[0, µj]× dt
)
j = 1, . . . , p, (15)
where N (0)j
(
[0, µj]×dt
)
is the number of points for N (0)j in the area [0, µj]× [t, t+dt). For n ≥ 2,
we constructN (n) as
λ
(n)
j (t) = φj
{
µj +
(
ω·,j ∗ dN (n−1)
)
(t)
}
dN
(n)
j (t) = N
(0)
j
(
[0, λ
(n)
j (t)]× dt
)
, j = 1, . . . , p.
(16)
Bre´maud and Massoulie´ (1996) show that, under Assumption 1, the sequence {N (n)}∞n=1 con-
verges to the Hawkes processN with intensity (2). In a sense, (15) and (16) define the generalized
Hawkes process for an arbitrary intensity function (2).
In order to construct a coupling process, we modify the iterative construction strategy, (15) and
(16), as follows. Let N˜
(0)
also be a p-variate homogeneous Poisson process with each component
process defined on R2 with intensity 1, but independent of N (0). For j = 1, . . . , p, define the
process N˜
(1)
as
dN˜
(1)
j (t) =
{
N˜
(0)
j
(
[0, µj]× dt
)
t ≤ z
N
(0)
j
(
[0, µj]× dt
)
t > z
. (17)
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For n ≥ 2, we construct N˜ (n) as
λ˜
(n)
j (t) = φj
{
µj +
(
ω·,j ∗ dN˜
(n−1))
(t)
}
dN˜
(n)
j (t) =
{
dN˜
(0)
j ([0, λ˜
(n)
j (t)]× dt) t ≤ z
dN
(0)
j ([0, λ˜
(n)
j (t)]× dt) t > z
j = 1, . . . , p.
(18)
The constructions of {N˜ (n)}∞n=1 and {N (n)}∞n=1 are almost identical, with the only difference
being the use of N˜
(0)
or N (0), which are identically distributed homogeneous Poisson processes.
Thus, from Bre´maud and Massoulie´ (1996), we know that {N˜ (n)}∞n=1 converges to a process N˜
with intensity (2). As a result, the two processes N˜ and N are identically distributed. Thus, to
apply Lemma 1, we only need to verify that N˜ is independent of Hz. However, this is guaranteed
by our construction, because the process N is determined by the homogeneous Poisson process
N (0) up to time z, which is independent of N˜
(0)
and also independent of dN (0)(t) for any t > z
due to properties of the homogeneous Poisson process. The next theorem shows that the deviation
between N˜ andN can be bounded.
Theorem 1 Let N be a Hawkes process with intensity of the form (2) satisfying Assumption 1.
For any given z > 0, there exists a point process N˜ , called the coupling process ofN , such that
a) N˜ has the same distribution asN ;
b) N˜ is independent of the history ofN up to time z (i.e.,Hz).
Moreover, let b be a constant and define a matrix η(b) =
(
ηj,k(b)
)
p×p with ηj,k(b) =
[
αj
∫∞
b
|ωk,j(∆)|d∆
]
.
Then, for any u ≥ 0,
E
∣∣dN˜(z + u)− dN(z + u)∣∣/du  2v1
Ωbu/b+1cJ +
bu/b+1c∑
i=1
Ωi−1η(b)J
 , (19)
E
∣∣dN˜ (t′)dN˜ (z + u)− dN (t′)dN (z + u)∣∣/(dudt′)
2v2
Ωbu/b+2c +
bu/b+1c∑
i=1
Ωiη(b)
JJT + 2v21
JJT(Ωbu/b+1c)T +
bu/b+1c∑
i=1
η(b)JJT
(
Ωi
)T ,
(20)
where  denotes element-wise inequality, and v1 and v2 are parameters that depend on Λ, V , and
{φj(µj) : j = 1, . . . , p}.
The proof of Theorem 1 is given in Section 5.2. In both (19) and (20), the bounds are decomposed
into two parts: terms involving η(b) (e.g., the last term in (19) and the last two terms in (20)), and
terms that do not involve η(b). By definition, η(b) characterizes the tail mass of ωk,j, 1 ≤ j, k ≤ p,
or, in other words, the long-term direct effect of an event. In contrast, Ωi captures the indirect
effect from the chain of events induced by an initial event. Intuitively, this decomposition reveals
that the temporal dependence of a Hawkes process is jointly regulated by the long-term direct
effects of every event and the indirect ripple effects descended from these events.
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3.3 Main Results
We now use the coupling process constructed in Theorem 1 to bound the weak dependence coef-
ficient and establish a concentration inequality for y¯k,j . To this end, we introduce two additional
assumptions on the transfer functions ωk,j(·), 1 ≤ j, k ≤ p, which will allow us to obtain element-
wise bounds for the terms on the right-hand sides of both (19) and (20). To facilitate the analysis
of the high-dimensional Hawkes process, we focus here on the setting where p can grow.
First of all, the bounds in both (19) and (20) involve residual terms related to the tail behaviour
of the transfer functions ωk,j(·). Naturally, the temporal dependence of a Hawkes process depends
on the shape of the transfer functions, e.g., a process has stronger temporal dependence if effects
of each event last longer. Therefore, we need an assumption on the tails of the transfer functions.
Assumption 2 There exists a constant b0 such that, for b ≥ b0 and some r > 0,
max
j
p∑
k=1
∫ ∞
b
|ωk,j(∆)|d∆ ≤ c1 exp
(− c2br).
This assumption prevents the long-term memory from dragging on indefinitely as p increases. For
instance, Assumption 2 is violated by a Hawkes process with transfer functions that equal zero
except for ωk,k+1(∆) = 0.5 for ∆ ∈ [k, k + 1], k = 1, . . . , p− 1. We can see that the dependence
between dNp−1 and dNp grows as p grows. The bounds on temporal dependence in (19) and (20),
although still valid, is not meaningful in this setting as p can grow.
Secondly, in order to accommodate the high-dimensional regime, we further impose the fol-
lowing condition on the matrix Ω defined in Assumption 1 of Section 2.2.
Assumption 3 For all j = 1, . . . , p, there exists a positive constant ρΩ < 1 such that Ω satisfies∑p
k=1 Ωj,k ≤ ρΩ.
Applying Assumption 3 to (8) for the linear Hawkes process (see Example 1) gives that, for each
j = 1, . . . , p,
Λj = µj + Ωj,· ·
[ ∞∑
i=1
Ωi−1µ
]
= µj + Ωj,· ·Λ ≤ µj + ρΩ max
k
(Λk). (21)
In a sense, Assumption 3 prevents the intensity from concentrating on a single process. Assump-
tion 3 can be replaced by assumptions on the structure of Ω if the magnitude of each entry of Ω is
upper bounded; for instance, it can be shown that Assumption 3 holds with high probability when
the support of Ω corresponds to the adjacency matrix of a sparse Erdo¨s-Re´nyi graph or a stochastic
block model with a suitable bound on maxj,k Ωj,k (Anandkumar et al., 2012).
With these additional assumptions, we arrive at the following bound for the temporal depen-
dence coefficient.
Theorem 2 Suppose thatN is a Hawkes process with intensity (2), which satisfies Assumptions 1–
4. Suppose also that the function f(·) has bounded support and ‖f‖∞ ≡ maxx |f(x)| ≤ Cf . For
any positive integer l, the τ -dependence coefficient of {yj,k,i}i introduced in (13) satisfies
τy(l) ≤ a5 exp(−a6lr/(r+1)), (22)
where r is introduced in Assumption 2, and a5 and a6 are parameters that do not depend on p and
T .
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In order to bound the deviation of y¯j,k from its mean, we need to introduce an additional as-
sumption.
Assumption 4 Assume that one of the following two conditions holds.
a) For all j = 1, . . . , p, the link functions φj(·) in (2) are upper-bounded by a positive constant
φmax.
b) In Assumption 2, the constant c1 = 0.
Assumption 4 guarantees that the event count for the Hawkes process Nj(A) has an exponential
tail for any bounded interval A, as stated in the following lemma.
Lemma 2 SupposeN is a Hawkes process with intensity (2), which satisfies Assumptions 1 and 4.
For any bounded interval A, it holds that, for j = 1, . . . , p, P (Nj(A) > n) ≤ exp(1 − n/K) for
some constant K.
The proof of Lemma 2 is provided in Appendix A.6. We hypothesize that Assumption 4 can be
further relaxed, but we leave this for future work.
Finally, we can establish the following concentration inequality for y¯j,k.
Theorem 3 Suppose thatN is a Hawkes process with intensity (2), which satisfies Assumptions 1–
4. Suppose also that the function f(·) has bounded support and ‖f‖∞ ≡ maxx |f(x)| ≤ Cf . Then,
for 1 ≤ j ≤ k ≤ p,
P
( ⋂
1≤j≤k≤p
[|y¯k,j − Ey¯k,j| ≥ c3T−(2r+1)/(5r+2)]) ≤ c4p2T exp(−c5T r/(5r+2)), (23)
where r is introduced in Assumption 2, and c3, c4 and c5 are parameters that do not depend on p
and T .
The proof of Theorem 3 is given in Section 5, and is rather straightforward given Theorem 2 and
Lemma 2. Briefly, we verify that the conditions in Merleve`de et al. (2011) hold for the sequence
{yk,j,i}T/(2)i=1 . We show that yk,j,i has an exponential tail of order 0.5 using Lemma 2, and we
show that the temporal dependence of the sequence {yk,j,i}T/(2)i=1 decreases exponentially fast as in
Theorem 2. Then, Equation (23) is a direct result of Theorem 1 in Merleve`de et al. (2011).
Remark 2 In concurrent work, Costa et al. (2018) have proposed an alternative approach for
analyzing the one-dimensional Hawkes process with inhibition. They take φ(x) ≡ max(0, x) and
a transfer function with bounded support and possibly negative values. Similar to our proposal,
Costa et al. (2018) employ the thinning process representation (Bre´maud and Massoulie´, 1996)
to characterize the Hawkes process. However, the two proposals differ in the use of the thinning
process representation. Costa et al. (2018) construct a linear Hawkes process N+ that dominates
the original process N , which allows the use of the cluster process representation (Hawkes and
Oakes, 1974) and hence the existing theory on the linear Hawkes process. They further use N+
to bound the renewal time of N , and establish limiting theorems using renewal techniques. In
our proposal, we construct a coupling process N˜ to bound the τ -dependence coefficient of the
generalized Hawkes process. This allows us to apply the theory of weakly dependent sequences
(see, among others, Chapter 4 of Rio, 2017) to the Hawkes process, and to obtain concentration
inequalities for high-dimensional Hawkes processes with inhibition.
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4 Application: Cross-Covariance Analysis of the Hawkes Pro-
cess
4.1 Theoretical Guarantees
Cross-covariance analysis is widely used in the analysis of multivariate point process data. For
instance, many authors have proposed and studied estimation procedures for the transfer functions
ω based on estimates of the cross-covariance V (Brillinger et al., 1976; Krumin et al., 2010; Bacry
and Muzy, 2016; Etesami et al., 2016). As another example, in neuroscience applications, it is
common to cluster neurons based on the cross-covariances of their spike trains (Eldawlatly et al.,
2009; Feldt et al., 2010; Muldoon et al., 2013; Okun et al., 2015). The empirical studies in Okun
et al. (2015) show that the jth neuron can be viewed as a “soloist” or a “chorister” based on
estimates of Λ−1j
∑
k 6=j Vk,j(0) for j = 1, . . . , p.
However, estimators of the cross-covariance are not well-understood under practical assump-
tions. Existing theoretical studies often require multiple realizations of the same process (see e.g.,
Bacry and Muzy, 2016) and non-negativity of the transfer functions. These assumptions do not al-
ways hold for real world point process data, such as financial data or neural spike train data. In this
section, we demonstrate that Theorem 3 can be used to fill these gaps by providing a concentration
inequality on smoothing estimators of the cross-covariance. As a concrete example, we consider
the following smoothing estimator
V̂k,j(∆) =
(Th)
−1 ∫∫
[0,T ]2 K
(
(t′−t)+∆
h
)
dNj(t
′)dNk(t)− T−1Nj([0, T ]) 1TNk([0, T ]) j 6= k
(Th)−1
∫∫
[0,T ]2\{t=t′}K
(
(t′−t)+∆
h
)
dNk(t
′)dNk(t)− T−2N2k ([0, T ]) j = k
,
(24)
where K(·) is a kernel function with bandwidth h and bounded support.
Using Theorem 3, we obtain the following concentration inequality for the smoothing estimator
(24).
Corollary 1 Suppose that N is a Hawkes process with intensity (2), which satisfies Assump-
tions 1–4. Further assume that the cross-covariances {Vk,j, 1 ≤ j, k ≤ p} are θ0-Lipschitz func-
tions. Let h = c6T−(r+0.5)/(5r+2) in (24) for some constant c6. Then,
P
( ⋂
1≤j≤k≤p
[∥∥V̂k,j − Vk,j∥∥2,[−B,B] ≤ c6T− r+0.55r+2 ]
)
≥ 1− 2c4p2T
6r+0.5
5r+2 exp
(
−c5T r5r+2
)
,
where
∥∥V̂k,j−Vk,j∥∥22,[−B,B] ≡ ∫ B−B [V̂k,j(∆)−Vk,j(∆)]2d∆ with B a user-defined constant, c4 and
c5 are constants introduced in Theorem 3, and c6 depends on θ0, B, and c3 in Theorem 3.
Corollary 1 provides a foundation for theoretical analysis of statistical procedures based on cross-
covariances of the high-dimensional Hawkes process. It is a direct result of Theorem 3. Its proof,
given in Section 5.5, involves careful verification that the smoothing estimator (24) satisfies the
conditions in Theorem 3.
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4.2 Simulation Studies
In this section, we verify the theoretical result on estimators of the cross-covariance presented
in Section 4.1. In all simulations, the intensity of the Hawkes process takes the form (2) with
φj(x) = exp(x)/[1 + exp(x)], µj = 1, and ωk,j(t) = ak,jγ2t exp(−γt) for all 1 ≤ j, k ≤ p. Here,
the parameter γ controls the tail behavior of the transfer functions, and the parameter ak,j controls
the magnitude of each transfer function. In what follows, we will provide details of the simulation
setup and verify that the assumptions for Corollary 1 are met.
We generate networks of neurons as connected block-diagonal graphs shown in Figure 1(a).
Each block consists of four nodes, among which Node 1 excites Nodes 2 and 3, and Nodes 2
and 3 are mutually inhibitory. Nodes 2 and 3 excite Node 4. The last node in each block excites
the first node in the next block (i.e, a4i+4,4i+5 > 0 for i = 0, 1, 2, ...). In addition, all nodes are
self-inhibitory, i.e., aj,j < 0 for j = 1, . . . p.
From the choice of ωk,j , we know that, for any pair (j, k), Ωj,k = ‖ωk,j‖1 = ak,j and ‖ωk,j‖1,[b,∞) =
ak,j exp(−b/γ). Thus, Assumption 2 is met with r = 1. We set a4i+2,4i+2 = a4i+3,4i+2 =
a4i+3,4i+3 = a4i+2,4i+3 = a4i+4,4i+4 = −0.3, and a4i+2,4i+1 = a4i+3,4i+1 = a4i+4,4i+2 = a4i+4,4i+3 =
0.3 for the ith block, for i = 0, . . . , p/4 − 1. We set a4i,4i+1 = 0.45 for i = 0, 1, . . . , p/4 − 2.
We further set a1,1 = −0.9 and a4i+1,4i+1 = −0.45 for i = 1, . . . , p/4 − 1. Noting that the link
function φj(·) is 1-Lipschitz, we can verify that Ω satisfies Assumptions 1 and 3 with γΩ = 0.9
and ρΩ = 0.9. Finally, Assumption 4(a) holds since φj(x) ≤ φmax = 1 for j = 1, . . . , p.
We consider three scenarios with p ∈ {20, 40, 80}. In each scenario, we simulate a Hawkes
process with T ranging from 20 to 400, using the thinning process (Ogata, 1988). For each real-
ization of the Hawkes process, we estimate the cross-covariance for all pairs of 1 ≤ j, k ≤ p using
the estimator V̂k,j defined in (24) with the Epanechnikov kernel and a bandwidth of T−3/14 since
r = 1. Since the analytical form of the true cross-covariance V (4) is unknown, we approximate
the true cross-covariance with V˜ , which is the average of 500 smoothing estimators on indepen-
dent realizations of the Hawkes process on [0, 200]. By the law of large numbers, the estimator V˜
is very close to the true value given the large number of independent samples, and we thus treat V˜
as the true cross-covariance in this numerical study. Define the event A as
A ≡
{ ∩
1≤j,k≤p
[
‖V̂k,j − V˜k,j‖2,[−B,B] ≤ c6T−3/14
]}
, (25)
where B = 10 and c6 = 0.32. Corollary 1 states that the event (25) occurs with probability
converging to unity as time T increases. We will verify this claim by counting the proportion of
cases that A holds in 200 independent simulations.
Simulation results are shown in Figure 1(b). Note that c6 does not have an analytic form in
Corollary 1. We evaluate the empirical probability of A for a range of values of c6, and choose
c6 = 0.32 to produce the curves in Figure 1. Other choices yield similar results. The y-axis
displays the empirical probability of the event A in (25) over 200 simulations, and the x-axis
displays the scaled time T 1/7. Corollary 1 claims that P(A) converges to unity exponentially fast
as a function of T 1/7, as reflected in this plot. Furthermore, as p increases, convergence slows
down only slightly.
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Figure 1: Simulation setup and results to verify the concentration inequality in Corollary 1. Panel
(a) illustrates two blocks of the connectivity graph of the simulated Hawkes process. Each block
contains four nodes, where only the first and the fourth nodes are connected to the nodes in the other
blocks. Red solid arrows indicate excitatory transfer functions, and blue dashed arrows indicate
inhibitory transfer functions. Self-inhibitory edges are omitted for ease of visualization. Panel (b)
displays the empirical probability of the event A in (25) over 200 independent simulations. The
x-axis displays the scaled time, T 1/7. As expected from Corollary 1, the empirical probability
converges to unity exponentially fast as T 1/7 grows.
5 Proofs of Main Results
In this section, we prove the main theoretical results from Sections 3 and 4. This section is orga-
nized as follows. In Section 5.1, we list six technical lemmas, and a theorem from Merleve`de et al.
(2011) that are useful in the proofs. In Section 5.2, we prove Theorem 1, which guarantees the
existence of a coupling process N˜ constructed in Section 3, and bounds on the first- and second-
order differences between dN˜ and dN . In Section 5.3, we prove Theorem 2, which bounds the
τ -dependence coefficient for the sequence {yk,j,i}T/i=1. In Section 5.4, we apply the result in Mer-
leve`de et al. (2011) to prove Theorem 3, which establishes a concentration inequality for y¯j,k in (9).
In Section 5.5, we prove the concentration inequality of cross-covariance estimators in Corollary 1.
5.1 Technical Lemmas
The first two lemmas bound the expected deviation between the limiting processes of the two
sequences constructed in Equations 15 and 16 and Equations 17 and 18, respectively. Note that,
under Assumption 1, the existence of the limiting process is shown by Bre´maud and Massoulie´
(1996).
Lemma 3 Suppose that Assumption 1 holds for the intensity function (2). Let N and N˜ be the
limiting processes of the sequences {N (n)}∞n=1 and {N˜
(n)}∞n=1, respectively. Let b be a constant
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and define a matrix η(b) =
(
ηj,k(b)
)
p×p with ηj,k(b) =
[
αj
∫∞
b
|ωk,j(∆)|d∆
]
. Then, for any z > 0
and u ≥ 0,
E
∣∣dN˜(z + u)− dN(z + u)∣∣/du  2v1
Ωbu/b+1cJ +
bu/b+1c∑
i=1
Ωi−1η(b)J
 ,
where  denotes element-wise inequality, and v1 is a parameter that depends on Λ and {φj(µj) :
j = 1, . . . , p}.
Lemma 4 Suppose that Assumption 1 holds for the intensity function (2). Let N and N˜ be the
limiting processes of the sequences {N (n)}∞n=1 and {N˜
(n)}∞n=1, respectively. Let b be a constant
and define a matrix η(b) =
(
ηj,k(b)
)
p×p with ηj,k(b) =
[
αj
∫∞
b
|ωk,j(∆)|d∆
]
. Then, for any z > 0
and u ≥ 0,
E
∣∣dN˜ (t′)dN˜ (z + u)− dN (t′)dN (z + u)∣∣/(dudt′)
2v2
Ωbu/b+2cJJT +
bu/b+1c∑
i=1
Ωiη(b)JJT
+ 2v21
JJT(Ωbu/b+1c)T +
bu/b+1c∑
i=1
η(b)JJT
(
Ωi
)T ,
where  denotes element-wise inequality, v1 is introduced in Lemma 3, and v2 is a parameter that
depends on Λ, V , and {φj(µj) : j = 1, . . . , p}.
Proofs of Lemmas 3 and 4 are provided in Appendices A.1 and A.2, respectively.
The next two lemmas provide bounds on every entry in the left-hand sides of the inequalities
in Lemmas 3 and 4.
Lemma 5 Suppose N is a Hawkes process with intensity (2), which satisfies Assumptions 1–3.
For a given z > 0, consider the process N˜ constructed in Theorem 1. Then, for j = 1, . . . , p,
E
∣∣dN˜j(z + u)− dNj(z + u)∣∣/du ≤ a1v exp (− a2ur/(r+1)),
where r is defined in Assumption 2, v = max(v1, v21, v2) in Theorem 1, and a1 and a2 are parame-
ters that do not depend on p and T .
Lemma 6 Suppose N is a Hawkes process with intensity (2), which satisfies Assumptions 1–3.
For a given z > 0, consider the process N˜ constructed in Theorem 1. Then, for 1 ≤ j, k ≤ p and
t′ > z + u,
E
∣∣dN˜k(t′)dN˜j(z + u)− dNk(t′)dNj(z + u)∣∣/(dt′du) ≤ a3v exp (− a4ur/(r+1)),
where r is defined in Assumption 2, v = max(v1, v21, v2) in Theorem 1, and a3 and a4 are parame-
ters that do not depend on p and T .
We provide the proofs in Appendix A.4 and Appendix A.5, respectively.
Lemma 7 quantifies the tail behaviour of a Poisson random variable. We state it without proof.
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Lemma 7 Let x be a Poisson random variable with mean m. Then for any n > 0,
P(x−m ≥ n) ≤ exp (−m− [log(n/m)− 1]n). (26)
The next lemma characterizes the tail of the product of two random variables.
Lemma 8 Suppose that Z1 and Z2 satisfy
P (|Zi| > n) ≤ exp(1− n/Ki), i = 1, 2, (27)
for all n ≥ 0. Then, for any n ≥ 0 and K∗ = K1K2(log 2 + 1),
P (|Z1Z2| > n) ≤ exp
(
1− (n/K∗)1/2). (28)
The proof of Lemma 8 is provided in Appendix A.3.
The following theorem from Merleve`de et al. (2011) will be used in the proof of Theorem 3.
Theorem 4 (Theorem 1 in Merleve`de et al. (2011)) Let {yi}i∈Z be a sequence of real valued
random variables and let vy be defined as
vy = sup
i>0
{
E
[
(yi − Eyi)2
]
+ 2
∑
l≥1
E
[
(yi − Eyi)(yi+l − Eyi+l)
]}
. (29)
Assume that
τ(y) ≤ a exp(−cxγ1) for any x ≥ 1, (30)
and
sup
k>0
P(|yk| > t) ≤ exp
(
1− (t/b)γ2). (31)
Further assume that γ < 1 where 1/γ = 1/γ1 + 1/γ2. Then vy is finite and, for any n ≥ 4, there
exist positive constants C1, C2, C3 and C4 depending only on a, b, c, γ and γ1 such that, for any
positive x,
P
(∣∣∣∣∣ 1n
n∑
i=1
yi − Eyi
∣∣∣∣∣ ≥ x
)
≤n exp
(
−x
γ
C1
)
+ exp
(
− x
2
C2(1 + nvy)
)
+ exp
[
− x
2
C3n
exp
(
xγ(1−γ)
C4 [log(x)]
γ
)]
.
(32)
5.2 Proof of Theorem 1
Without loss of generality, we assume that the link function φj(·) is 1-Lipschitz, αj = 1 for all
j. This can be achieved by setting φ˜j(x) ≡ φj(x/αj), µ˜j = µjαj , and ω˜k,j(∆) = αjωk,j(∆)
for all j, k. Using this simplification, Assumption 1 means that Ωj,k =
∫∞
0
|ωk,j(∆)|d∆ and
Γmax(Ω) = γΩ < 1.
As outlined in Section 3.2, the first part of the proof involves constructing two sequences of
point processes that converge to N and its coupling process N˜ , respectively. We have provided
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the construction in (16) and (18). Here we verify the two statements in Theorem 1: (a) N˜ has the
same distribution asN , and (b) N˜ is independent of the history ofN up to time z.
We notice that (a) in Theorem 1 is a direct result of our construction. Bre´maud and Massoulie´
(1996) show that, under Assumption 1, the sequence
{
N (n)
}∞
n=1
converges to a process that has
the same distribution as N , i.e., the limiting process has intensity (2). In this proof, we will not
distinguish between N and the limit of
{
N (n)
}∞
n=1
. We claim that the sequence
{
N˜
(n)}∞
n=1
also
converges to a process with intensity (2). To see this, define a hybrid process N̂ (0)j (ds × dt) ≡
1[t≤z]N˜
(0)
j (ds×dt) +1[t>z]N (0)j (ds×dt). The process N̂ (0)j is a homogeneous Poisson process on
R2 with intensity 1. This follows from the fact that for any Borel set A ∈ B(R2), N̂ (0)j (A) follows
a Poisson distribution with expectation m(A), where m(A) is the Lebesgue measure of A. We can
rewrite the construction of
{
N˜
(n)}∞
n=1
using N̂
(0)
as
dN˜
(1)
j (t) = N̂
(0)
j
(
[0, µj]× dt
)
(33)
and for n ≥ 2,
λ˜
(n)
j (t) = φj
{
µj +
(
ω·,j ∗ dN˜
(n−1))
(t)
}
dN˜
(n)
j (t) = dN̂
(0)
j
(
[0, λ̂
(n)
j ]× dt
)
.
(34)
The argument in Bre´maud and Massoulie´ (1996) can thus be applied to Equations 33 and 34, which
means that a limiting process N˜ exists with intensity of the form (2).
To establish (b) in the statement of Theorem 1, we show that, for every n, N˜
(n)
is independent
of H(n)z . To see this, note that, by construction, N˜ (n−1) is independent of the history of N (n−1)
before time z, denoted as H(n−1)z . Since λ˜(n) is a function of N˜ (n−1), we see that λ˜(n) is inde-
pendent of H(n−1)z . Thus, since N˜ (n) is determined by λ˜(n) and N˜ (0), it is also independent of
H(n−1)z . Hence, given that H(n)z is determined only by H(n−1)z and r(n), N˜ (n) is also independent
of H(n)z . Therefore, the iterative construction preserves the independence between N˜ (n) and H(n)z .
As a result, N˜ ≡ N˜ (∞) is independent ofH(∞)z ≡ Hz.
So far, we have verified claims (a) and (b) of Theorem 1, i.e., that (a) there exist identically
distributedN and N˜ , and that (b) N˜ is independent ofHz.
The rest of the proof follows from Lemmas 3 and 4, which lead to the inequalities in (19) and (20),
respectively. 
5.3 Proof of Theorem 2
Without loss of generality, in this proof, we assume that supp(f) ⊂ [−bf , 0] for a positive constant
bf . It is straight-forward to generalize the results to f with arbitrary bounded support. To see this,
consider three scenarios for [b1, b2] ≡ supp(f):
1. b1 < b2 < 0. It is clear that supp(f) ⊂ [bf , 0] with bf ≡ b1.
2. 0 < b1 < b2. We can define g(x) = f(−x). Then the proof applies to supp(g).
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3. b1 < 0 < b2. We can write f as f = f+ + f− where f+(x) = f(x)1[x>0] and f−(x) =
f(x)1[x≤0]. Setting g(x) = f+(−x), we can see that the proof applies to f− and g, and thus
to f .
Recall that the series {yk,j,i} for i = 1, . . . , T/(2) is introduced in (10) as
yk,j,i ≡ 1
2
∫ 2i
2(i−1)
∫ T
0
f(t− t′)dNk(t)dNj(t′).
Here,  is the smallest number such that  ≥ max{bf , b} and T/(2) is an integer.
We establish the bound (22) on the τ -dependence coefficient of the sequence {yk,j,i}T/(2)i=1 . For
any z, we construct a sequence {y˜zk,j,i}T/(2)i=1 , with the same distribution as {yk,j,i}T/(2)i=1 , but for all
positive integers l, y˜zk,j,z+l is independent of {yk,j,i}zi=1. For simplicity, we suppress the superscript
z in the remainder of this proof. To this end, let N˜ be the process in Theorem 1 such that N˜ has
the same distribution asN and N˜ is independent ofH2z. We define y˜k,j,i based on N˜ as
y˜k,j,i ≡ 1
2
∫ 2i
2(i−1)
∫ T
0
f(t− t′)dN˜k(t)dN˜j(t′). (35)
From Theorem 1, we know that {y˜k,j,i}T/(2)i=1 has the same distribution as {yk,j,i}T/(2)i=1 , and {y˜k,j,i}T/(2)i=z+l
is independent of {yk,j,i}zi=1. We now bound the quantity E
∣∣y˜j,k,z+l − yj,k,z+l∣∣.
For l ≥ (2+ bf )/,
E
∣∣y˜j,k,z+l − yj,k,z+l∣∣ = 1
2
E
∣∣∣∣∣
∫ 2(z+l)
2(z+l−1)
∫ t
t−bf
f(t− t′)[dN˜k(t′)dN˜j(t)− dNk(t′)dNj(t)]
∣∣∣∣∣
≤ 1
2
∫ 2(z+l)
2(z+l−1)
∫ t
t−bf
|f(t− t′)|E
∣∣∣dN˜k(t′)dN˜j(t)− dNk(t′)dNj(t)∣∣∣
≤Cf
2
∫ 2(z+l)
2(z+l−1)
∫ t
t−bf
E
∣∣∣dN˜k(t′)dN˜j(t)− dNk(t′)dNj(t)∣∣∣
≤Cf
2
∫ 2(z+l)
2(z+l−1)
∫ t
t−bf
a3p
3/2v2 exp
(− a4[min(t′, t)− 2z]r/(r+1))dt′dt,
where the second inequality follows from ‖f‖∞ ≤ Cf < ∞, and the last inequality follows from
Lemma 6. Given that min(t′, t)−2z ≥ 2(z+l−1)−bf−2z = 2(l−1)−bf and l ≥ (2+bf )/,
we have
E
∣∣y˜j,k,z+l − yj,k,z+l∣∣ ≤ a′5 exp(−a6lr/(r+1)),
where a′5 = Cfbfp
3/2va3 with v2 introduced in Theorem 1, and a6 = r/(r+1)a4.
For l < (2+ bf )/, we similarly have
E
∣∣y˜j,k,z+l − yj,k,z+l∣∣ ≤ Cfbfa3p3/2v.
Taking a5 = a′5 exp
(
[2+ bf ]
r/(r+1)
)
, for any positive integer l, we arrive at
E
∣∣y˜j,k,z+l − yj,k,z+l∣∣ ≤ a5 exp(−a6l).
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Thus, using Eq. 13 and 14,
τy(l) ≡ sup
z
τ
(Hyz , yj,k,z+u) ≤ a5 exp(−a6lr/(r+1)),
as required. 
5.4 Proof of Theorem 3
In what follows we use C1, C2, C3, and C4 to denote constants whose value might change from line
to line. As in the proof of Theorem 2, we assume that supp(f) ⊂ [−bf , 0] for a positive constant
bf .
We first verify that, for any i, yk,j,i in (10) has an exponential tail of order 1/2, i.e.,
sup
i>0
P(|yk,j,i| ≥ x) ≤ exp
(
1− a7x1/2
)
, (36)
where a7 is a constant. Since ‖f‖∞ ≤ Cf <∞, we know that
yk,j,i ≤ Cf
2
Nj
(
[2(i− 1), 2i])Nk([2i− 2− bf , 2i)). (37)
Given that both [2(i − 1), 2i] and [2i − 2 − bf , 2i) are finite intervals, Lemma 2 shows that
Nj
(
[2(i−1), 2i]) and Nk([2i−2− bf , 2i)) have exponential tails of order 1. From Lemma 8,
we know that yk,j,i has an exponential tail of order 1/2.
From (36) and the conclusion of Theorem 2, we know that {yk,j,i}T/(2)i=1 satisfies (31) and (30)
in Theorem 4 with γ1 = r/(r + 1) and γ2 = 1/2. Thus, applying Theorem 1 in Merleve`de et al.
(2011) to {yk,j,i − Eyk,j,i}T/(2)i=1 gives
P
∣∣∣∣∣∣
T/(2)∑
i=1
yk,j,i − T
2
Eyk,j,i
∣∣∣∣∣∣ ≥ T1
 ≤ T
2
exp
(
−(1T )
r/(3r+1)
C1
)
+ exp
(
− 
2
1T
2
C2(1 + Tvy/2)
)
+ exp
[
− 
2
1T
2
C3T/2
exp
(
(1T )
r(2r+1)/(3r+1)2
C4 [log(1T )]
r/(3r+1)
)]
,
(38)
where 1 is to be specified later, and vy is a measure of the “variance” of yk,j,i, introduced in (29).
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We can see that
vy = sup
i>0
E[(yk,j,i − Eyk,j,i)2]+ 2∑
l≥1
E
[
E(yk,j,i+l − Eyk,j,i+l | yk,j,i)(yk,j,i − Eyk,j,i)
]
≤ sup
i>0
E[(yk,j,i − Eyk,j,i)2]+ 2∑
l≥1
E
[∣∣E(yk,j,i+l − Eyk,j,i+l | yk,j,i)∣∣∣∣(yk,j,i − Eyk,j,i)∣∣]

≤ sup
i>0
E[(yk,j,i − Eyk,j,i)2]+ 2∑
l≥1
E
[
a5 exp(−a6l)
(|yk,j,i − Eyk,j,i|)]

≤ sup
i>0
E[(yk,j,i − Eyk,j,i)2]+ 2∑
l≥1
a5 exp(−a6l)E
(|yk,j,i − Eyk,j,i|)

= sup
i>0
{
E
[
(yk,j,i − Eyk,j,i)2
]
+ 2E
(|yk,j,i − Eyk,j,i|) a5 exp(−a6)
1− exp(−a6)
}
,
(39)
where the second inequality follows from a property of τ -dependence, which ensures that τy(l −
m) ≥ |E[yk,j,i+l | yj,k,m] − Eyk,j,i+l| (see e.g., Equation 2.1 in Merleve`de et al. (2011)), and (22).
Furthermore, we know that both E
[
(yk,j,i−Eyk,j,i)2
]
and E|yk,j,i−Eyk,j,i| are finite since yk,j,i has
an exponential tail of order 1/2. Therefore, vy is bounded.
Letting 1 = c3T−(2r+1)/(5r+2)/2 and noting that  is fixed gives
P
(|y¯j,k − Ey¯j,k| ≥ c3T−(2r+1)/(5r+2)) ≤ c4T exp(−c5T r/(5r+2)), (40)
where the right-hand side of (40) dominates the terms on the right-hand side of (38). Using a
Bonferroni bound yields the result (23) in Theorem 3. 
5.5 Proof of Corollary 1
In the following, we only discuss the case j 6= k for V̂k,j . The proof for j = k follows from a
similar argument and is omitted.
Recall that the estimator V̂k,j takes the form (Equation 24)
V̂k,j(∆) =
1
Th
∫∫
[0,T ]2
K
({t′ − t}+ ∆
h
)
dNj(t)dNk(t
′)︸ ︷︷ ︸
I/h
− 1
T
Nj(T )
1
T
Nk(T )︸ ︷︷ ︸
II
. (41)
For I, applying Theorem 3 with f(x) = K
(
[∆− {t′ − t}]/h) gives
P
(
|I− E[I]| ≥ c3T−
2r+1
5r+2
)
≤ c4T exp(−c5T r5r+2 ), (42)
where by (3) and (4)
E[I] =E
[
1
T
∫∫
[0,T ]2
K
({t′ − t}+ ∆
h
)
dNj(t)dNk(t
′)
]
=
1
T
∫∫
[0,T ]2
K
({t′ − t}+ ∆
h
)
(Vk,j(t− t′) + ΛjΛk)dtdt′.
(43)
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Therefore,
|E[I]− h[Vk,j(∆) + ΛjΛk]|
=
∣∣∣∣∣ 1T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)
E[dNj(t′)dNk(t)]− 1
T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)
[Vk,j(∆) + ΛjΛk]dtdt
′
∣∣∣∣∣
=
∣∣∣∣∣ 1T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
){
E[dNj(t′)dNk(t)]− ΛjΛkdtdt′
}−
1
T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)
Vk,j(∆)dtdt
′
∣∣∣∣∣
=
∣∣∣∣∣ 1T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)
Vk,j(t
′ − t)dtdt′ − 1
T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)
Vk,j(∆)dtdt
′
∣∣∣∣∣
=
∣∣∣∣∣ 1T
∫∫
[0,T ]2
K
(
t− t′ + ∆
h
)[
Vk,j(t
′ − t)− Vk,j(∆)
]
dtdt′
∣∣∣∣∣ ,
where we use the definition of V in the third equality. Recalling that the kernel function K(x/h)
is defined on [−h, h], it follows that
|E[I]− h[Vk,j(∆) + ΛjΛk]|
=
∣∣∣∣∣ 1T
∫ T
0
∫ min(T,t+∆+h)
max(0,t+∆−h)
K
(
t− t′ + ∆
h
)[
Vk,j(t
′ − t)− Vk,j(∆)
]
dtdt′
∣∣∣∣∣
≤
∣∣∣∣∣ 1T
∫ T
0
∫ min(T,t+∆+h)
max(0,t+∆−h)
K
(
t− t′ + ∆
h
)
θ0|t′ − t−∆|dtdt′
∣∣∣∣∣
≤
∣∣∣∣∣ 1T
∫ T
0
∫ min(T,t+∆+h)
max(0,t+∆−h)
K
(
t− t′ + ∆
h
)
θ0hdtdt
′
∣∣∣∣∣
≤
∣∣∣∣ 1T
∫ T
0
2θ0h
2dt
∣∣∣∣
=2θ0h
2,
(44)
where the first inequality follows from the fact that Vk,j is a θ0-Lipschitz function, and the last
inequality holds since the kernel function K(t/h) integrates to h on R.
Similarly, for each term in II = Nj(T )Nk(T )/T 2, an argument very similar to the proof of
Theorem 3 gives, for 1 ≤ j ≤ p,
P
(
|Nj(T )/T − Λj| ≥ c3T−
2r+1
5r+2
)
≤ c4T exp(−c5T r5r+2 ). (45)
Combining (42), (44), and (45), we have, with probability at least 1− 2c4T exp(−c5T r5r+2 ),∣∣∣V̂k,j(∆)− Vk,j(∆)∣∣∣ ≤ ∣∣h−1I− h−1E[I]∣∣+ ∣∣h−1E[I]− Vj,k(∆) + ΛjΛk∣∣+∣∣∣∣ 1T 2 (Nj(T )− TΛj)Nk(T )
∣∣∣∣+ ∣∣∣∣Λj 1T Nk(T )− ΛjΛk
∣∣∣∣
≤c3T−
2r+1
5r+2h−1 + 2θ0h+ (‖Λ‖∞ + c3T−
2r+1
5r+2 )c3T
− 2r+1
5r+2 + ‖Λ‖∞c3T−
2r+1
5r+2 .
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Thus, letting h = c6T−
r+0.5
5r+2 , we can see that, for some constant c′3,∣∣∣V̂k,j(∆)− Vk,j(∆)∣∣∣ ≤ c′3T− r+0.55r+2 . (46)
Lastly, we need a uniform bound on V̂k,j − Vk,j on the region [−B,B]. We first note that the
probability statement (45) holds for a grid of dT r+0.55r+2 e points on [−B,B], denoted as {∆i}dT
r+0.5
5r+2 e
i=1 .
The gap between adjacent points on this grid is upper-bounded by 2BT
r+0.5
5r+2 . Furthermore, for any
∆ ∈ [−B,B], we can find a point ∆i on the grid such that |∆−∆i| ≤ 2B/dT
r+0.5
5r+2 e ≤ 2BT− r+0.55r+2 .
From basic algebra, for all ∆ ∈ [−B,B],∣∣∣V̂k,j(∆)− Vk,j(∆)∣∣∣ = ∣∣∣V̂k,j(∆)− V̂k,j(∆k) + V̂k,j(∆k)− Vk,j(∆k) + Vk,j(∆k)− Vk,j(∆)∣∣∣
≤2BT− r+0.55r+2 + c′3T−
r+0.5
5r+2 + 2θ0BT
− r+0.5
5r+2
≤c′′3T−
r+0.5
5r+2 ,
where c′′3 = 2B + c
′
3 + 2θ0B.
Now, taking a union bound, with probability at least 1−2c4p2T
6r+0.5
5r+2 exp
(
−c5T r5r+2
)
, it holds
for all j, k that, for some constant c6,
∥∥V̂k,j − Vk,j∥∥2,[−B,B] ≤ c6T− r+0.55r+2 . 
6 Discussion
The proposed approach in Section 3 generalizes existing theoretical tools for the Hawkes process
by lifting the strict assumptions that allow only mutually-exciting relationships and linear link
functions (Hawkes and Oakes, 1974). However, more challenges remain in the analysis of the
Hawkes process with inhibitory relationships. For instance, the assumption for stability (Assump-
tion 1) introduced by Bre´maud and Massoulie´ (1996) puts a strong restriction on the matrix Ω.
Here, each entry of Ω is the `1-norm of the corresponding transfer function, which neglects its sign.
This assumption can be too restrictive in the presence of inhibitory relationships. To see this, con-
sider a bivariate Hawkes process with a self-regulatory function ω1,1(∆) = ω2,2(∆) = −2a1[∆<1],
ω1,2(∆) = ω2,1(∆) = a1[∆<1], any positive 1−Lipschitz link function, and a non-zero spontaneous
rate µ1 = µ2 = a. For any a ≥ 1/3, it is clear that this specification yields a stable process despite
violating Assumption 1. It is natural to hypothesize that the requirement for stability depends on
the sign of the transfer functions and the graphical structure. Relaxing this assumption could be a
fruitful direction of future research.
References
Aı¨t-Sahalia, Y., J. Cacho-Diaz, and R. J. Laeven (2015). Modeling financial contagion using
mutually exciting jump processes. Journal of Financial Economics 117(3), 585 – 606.
Anandkumar, A., V. Y. F. Tan, F. Huang, and A. S. Willsky (2012). High-dimensional Gaussian
graphical model selection: walk summability and local separation criterion. J. Mach. Learn.
Res. 13, 2293–2337.
21
Bacry, E., S. Gaı¨ffas, and J.-F. Muzy (2015). A generalization error bound for sparse and low-rank
multivariate Hawkes processes. arXiv preprint arXiv:1501.00725.
Bacry, E. and J.-F. Muzy (2016). First- and second-order statistics characterization of Hawkes
processes and non-parametric estimation. IEEE Trans. Inform. Theory 62(4), 2184–2202.
Bowsher, C. G. (2007). Modelling security market events in continuous time: intensity based,
multivariate point process models. J. Econometrics 141(2), 876–912.
Bradley, R. C. (2005). Basic properties of strong mixing conditions. A survey and some open
questions. Probab. Surv. 2, 107–144. Update of, and a supplement to, the 1986 original.
Bre´maud, P. and L. Massoulie´ (1996). Stability of nonlinear Hawkes processes. Ann.
Probab. 24(3), 1563–1588.
Brillinger, D. R. (1988). Maximum likelihood analysis of spike trains of interacting nerve cells.
Biological Cybernetics 59(3), 189–200.
Brillinger, D. R., H. L. Bryant Jr, and J. P. Segundo (1976). Identification of synaptic interactions.
Biological Cybernetics 22(4), 213–228.
Chavez-Demoulin, V., A. C. Davison, and A. J. McNeil (2005). Estimating value-at-risk: a point
process approach. Quant. Finance 5(2), 227–234.
Costa, M., C. Graham, L. Marsalle, and V. C. Tran (2018). Renewal in hawkes processes with
self-excitation and inhibition. arXiv preprint arXiv:1801.04645.
Daley, D. J. and D. Vere-Jones (2003). An introduction to the theory of point processes. Vol. I (Sec-
ond ed.). Probability and its Applications (New York). Springer-Verlag, New York. Elementary
theory and methods.
Dedecker, J. and C. Prieur (2004). Coupling for τ -dependent sequences and applications. J.
Theoret. Probab. 17(4), 861–885.
Eldawlatly, S., R. Jin, and K. G. Oweiss (2009). Identifying functional connectivity in large-scale
neural ensemble recordings: a multiscale data mining approach. Neural Comput. 21(2), 450–
477.
Etesami, J., N. Kiyavash, K. Zhang, and K. Singhal (2016). Learning network of multivariate
Hawkes processes: a time series approach. arXiv preprint arXiv:1603.04319.
Fan, J., Y. Ma, and W. Dai (2014). Nonparametric independence screening in sparse ultra-high-
dimensional varying coefficient models. J. Amer. Statist. Assoc. 109(507), 1270–1284.
Feldt, S., J. Wang, E. Shtrahman, R. Dzakpasu, E. Olariu, and M. Z˙ochowski (2010). Functional
clustering in hippocampal cultures: relating network structure and dynamics. Physical Biol-
ogy 7(4), 046004.
Hansen, N. R., P. Reynaud-Bouret, and V. Rivoirard (2015). Lasso and probabilistic inequalities
for multivariate point processes. Bernoulli 21(1), 83–143.
22
Hawkes, A. G. (1971). Spectra of some self-exciting and mutually exciting point processes.
Biometrika 58, 83–90.
Hawkes, A. G. and D. Oakes (1974). A cluster process representation of a self-exciting process. J.
Appl. Probability 11, 493–503.
Krumin, M., I. Reutsky, and S. Shoham (2010). Correlation-based analysis and generation of
multiple spike trains using Hawkes models with an exogenous input. Frontiers in Computational
Neuroscience 4(147).
Merleve`de, F., M. Peligrad, and E. Rio (2011). A Bernstein type inequality and moderate deviations
for weakly dependent sequences. Probab. Theory Related Fields 151(3-4), 435–474.
Mishchencko, Y., J. T. Vogelstein, and L. Paninski (2011). A Bayesian approach for inferring
neuronal connectivity from calcium fluorescent imaging data. Ann. Appl. Stat. 5(2B), 1229–
1261.
Mohler, G. O., M. B. Short, P. J. Brantingham, F. P. Schoenberg, and G. E. Tita (2011). Self-
exciting point process modeling of crime. J. Amer. Statist. Assoc. 106(493), 100–108.
Muldoon, S. F., I. Soltesz, and R. Cossart (2013). Spatially clustered neuronal assemblies comprise
the microstructure of synchrony in chronically epileptic networks. Proceedings of the National
Academy of Sciences 110(9), 3567–3572.
Ogata, Y. (1981). On Lewis’ simulation method for point processes. Information Theory, IEEE
Transactions on 27(1), 23–31.
Ogata, Y. (1988). Statistical models for earthquake occurrences and residual analysis for point
processes. Journal of the American Statistical Association 83(401), 9–27.
Okatan, M., M. A. Wilson, and E. N. Brown (2005). Analyzing functional connectivity using a
network likelihood model of ensemble neural spiking activity. Neural Comput. 17(9), 1927–
1961.
Okun, M., N. A. Steinmetz, L. Cossell, M. F. Iacaruso, H. Ko, P. Bartho´, T. Moore, S. B. Hofer,
T. D. Mrsic-Flogel, M. Carandini, et al. (2015). Diverse coupling of neurons to populations in
sensory cortex. Nature 521(7553), 511–515.
Paninski, L., J. Pillow, and J. Lewi (2007). Statistical models for neural encoding, decoding, and
optimal stimulus design. Progress in Brain Research 165, 493–507.
Perry, P. O. and P. J. Wolfe (2013). Point process modelling for directed interaction networks. J.
R. Stat. Soc. Ser. B. Stat. Methodol. 75(5), 821–849.
Pillow, J. W., J. Shlens, L. Paninski, A. Sher, A. M. Litke, E. Chichilnisky, and E. P. Simoncelli
(2008). Spatio-temporal correlations and visual signalling in a complete neuronal population.
Nature 454(7207), 995–999.
Purves, D., G. J. Augustine, D. Fitzpatrick, L. C. Katz, A.-S. LaMantia, J. O. McNamara, and
S. M. Williams (2001). Neuroscience (Second ed.). Sunderland, MA: Sinauer Associates.
23
Quinn, C. J., T. P. Coleman, N. Kiyavash, and N. G. Hatsopoulos (2011). Estimating the directed
information to infer causal relationships in ensemble neural spike train recordings. J. Comput.
Neurosci. 30(1), 17–44.
Reynaud-Bouret, P. and E. Roy (2006). Some non asymptotic tail estimates for Hawkes processes.
Bull. Belg. Math. Soc. Simon Stevin 13(5), 883–896.
Reynaud-Bouret, P. and S. Schbath (2010). Adaptive estimation for Hawkes processes; application
to genome analysis. Ann. Statist. 38(5), 2781–2822.
Rio, E. (2017). Asymptotic theory of weakly dependent random processes. Springer-Verlag Berlin
Heidelberg.
Simma, A. and M. I. Jordan (2010). Modeling events with cascades of Poisson processes. pp.
546–555.
Song, D., H. Wang, C. Y. Tu, V. Z. Marmarelis, R. E. Hampson, S. A. Deadwyler, and T. W.
Berger (2013). Identification of sparse neural functional connectivity using penalized likelihood
estimation and basis functions. J. Comput. Neurosci. 35(3), 335–357.
van Vreeswijk, C. and H. Sompolinsky (1996). Chaos in neuronal networks with balanced excita-
tory and inhibitory activity. Science 274(5293), 1724.
Vidne, M., Y. Ahmadian, J. Shlens, J. W. Pillow, J. Kulkarni, A. M. Litke, E. J. Chichilnisky,
E. Simoncelli, and L. Paninski (2012). Modeling the impact of common noise inputs on the
network activity of retinal ganglion cells. J. Comput. Neurosci. 33(1), 97–121.
Vogels, T., H. Sprekeler, F. Zenke, C. Clopath, and W. Gerstner (2011). Inhibitory plasticity bal-
ances excitation and inhibition in sensory pathways and memory networks. Science 334(6062),
1569–1573.
Walker, G. (1931). On periodicity in series of related terms. Proceedings of the Royal Society
of London. Series A, Containing Papers of a Mathematical and Physical Character 131(818),
518–532.
Yule, G. U. (1927). On a method of investigating periodicities in disturbed series, with special ref-
erence to wolfer’s sunspot numbers. Philosophical Transactions of the Royal Society of London.
Series A, Containing Papers of a Mathematical or Physical Character 226, 267–298.
24
A Proofs of Technical Lemmas
A.1 Proof of Lemma 3
Recall from the statement of Lemma 3 that we define η(b) ≡ (ηj,k)p×p where ηk,j(b) =
∫∞
b
|ωk,j(∆)|d∆,
for j, k ∈ {1, . . . , p}. Since b is a constant in this proof, we will denote η(b) as η for ease of nota-
tion. We claim that, for u > (n− 1)b, n = 1, 2, . . . ,
E
∣∣dN˜ (z + u)− dN (z + u)∣∣/du  2v1(ΩnJ + n∑
i=1
Ωi−1ηJ
)
, (47)
where  is the element-wise inequality, J is a p-vector of ones, and v1 is a constant such that
v1 = maxj max(φj(µj),Λj).
From Bre´maud and Massoulie´ (1996), we know that the limits of {N (n)}∞n=1 and {N˜
(n)}∞n=1
exist under Assumption 1. Therefore, for j = 1, . . . , p, the limiting process N satisfies, for
j = 1, . . . , p,
λj(t) = φj
{
µj +
(
ω·,j ∗ dN
)
(t)
}
dNj(t) = dN
(0)
j
(
[0, λj(t)]× dt
)
.
(48)
and N˜ satisfies
λ˜j(t) = φj
{
µj +
(
ω·,j ∗ dN˜
)
(t)
}
dN˜j(t) = 1[t≤z]N˜
(0)
j
(
[0, λ˜j(t)]× dt
)
+ 1[t>z]N
(0)
j
(
[0, λ˜j(t)]× dt
)
.
(49)
Using Equations 48 and 49, we can then prove (47) by induction. First note that, for any u ∈ R,
E
∣∣dNj(u+ z)− dN˜j(u+ z)∣∣/du ≤ E∣∣dNj(u+ z)∣∣/du+ E∣∣dN˜j(u+ z)∣∣/du = 2Λj ≤ 2v1, (50)
where Λj is the marginal intensity of dNj defined in (3). Hence, jointly for j = 1, . . . , p, E
∣∣dN (u+
z)− dN˜ (u + z)∣∣/du  2v1J for any u ∈ R. We will then establish the bound for u > (m− 1)b
for m ∈ {1, 2, . . .} and b introduced in Theorem 1.
For m = 1, i.e., when u > 0, we have
E
∣∣dNj(u+ z)− dN˜j(u+ z)∣∣/du
=E
∣∣N (0)j ([0, λ˜j(u+ z)]× dt)−N (0)j ([0, λj(u+ z)]× dt)∣∣/du
=E
∣∣λj(u+ z)− λ˜j(u+ z)∣∣
=E
∣∣∣φj{µj + p∑
l=1
(
ωl,j ∗ dNl
)
(u+ z)
}
− φj
{
µj +
p∑
l=1
(
ωl,j ∗ dN˜l
)
(u+ z)
}∣∣∣,
where the second equality follows since the expected differences between event counts is the ex-
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pected differences between areas. Recalling that we assume φj(·) to be 1-Lipschitz, we have
E
∣∣∣φj{µj + p∑
l=1
(
ωl,j ∗ dNl
)
(u+ z)
}
− φj
{
µj +
p∑
l=1
(
ωl,j ∗ dN˜l
)
(u+ z)
}∣∣∣
≤E
∣∣∣∣∣
p∑
l=1
(
ωl,j ∗ dNl
)
(u+ z)−
p∑
l=1
(
ωl,j ∗ dN˜l
)
(u+ z)
∣∣∣∣∣
=E
∣∣∣∣∣
p∑
l=1
∫ ∞
0
ωl,j(∆)
[
dNl(u+ z −∆)− dN˜l(u+ z −∆)
]∣∣∣∣∣
≤
p∑
l=1
∫ ∞
0
|ωl,j(∆)|E
∣∣dNl(u+ z −∆)− dN˜l(u+ z −∆)∣∣.
For each l, we note that∫ ∞
0
|ωl,j(∆)|E
∣∣dNl(u+ z −∆)− dN˜l(u+ z −∆)∣∣
=
{∫ b
0
+
∫ ∞
b
}
|ωl,j(∆)|E
∣∣dNl(u+ z −∆)− dN˜l(u+ z −∆)∣∣
≤
∫ b
0
|ωl,j(∆)|d∆
{
max
t′∈[u−b,u]
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}+∫ ∞
b
|ωl,j(∆)|d∆
{
max
t′∈[−∞,u−b]
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}
≤
∫ b
0
|ωl,j(∆)|d∆
{
max
t′≥−b
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}+∫ ∞
b
|ωl,j(∆)|d∆
{
max
t′∈R
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}
≤
∫ b
0
|ωl,j(∆)|d∆
(
Λl + Λl
)
+
∫ ∞
b
|ωl,j(∆)|d∆
(
Λl + Λl
)
≤2Ωj,lv1 + 2ηj,lv1,
where the second-to-last inequality follows from (50), and the last inequality follows from the
definition of v and the tail property of ωj,l.
Combining the above inequalities, we see that, for m = 1,
E
∣∣dNj(u+ z)− dN˜j(u+ z)∣∣/du ≤ 2v1(ΩTj,·J + ηj,·J),
Thus, jointly for all j and for u > 0,
E
∣∣dN (u+ z)− dN˜ (u+ z)∣∣/du  2v1(ΩJ + ηJ),
i.e., (47) holds for m = 1.
Now assume that (47) holds for m = n− 1, i.e., when u > (n− 2)b,
E
∣∣dN (u+ z)− dN˜ (u+ z)∣∣/du  2v1(Ωn−1J + n−1∑
i=1
Ωi−1ηJ
)
.
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Then, for u > (n− 1)b, we have
E
∣∣dNj(u+ z)− dN˜j(u+ z)∣∣/du
≤
p∑
l=1
∫ b
0
|ωl,j(∆)|d∆
{
max
t′≥(n−2)b
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}+
p∑
l=1
∫ ∞
b
|ωl,j(∆)|d∆
{
max
t′∈R
E
∣∣dNl(t′)− dN˜l(t′)∣∣/dt′}
≤
p∑
l=1
∫ b
0
|ωl,j(∆)|d∆
[
2v1
(
Ωn−1
)
l,·J + 2v1
n−1∑
i=1
(
Ωi−1
)
l,·ηJ
]
+
p∑
l=1
∫ ∞
b
|ωl,j(∆)|d∆2v1
≤
p∑
l=1
Ωj,l
[
2v1
(
Ωn−1
)
l,·J + 2v1
n−1∑
i=1
(
Ωi−1
)
l,·ηJ
]
+ 2v1ηj,·J
=2v1Ωj,·Ωn−1J + 2v1
n−1∑
i=1
(
Ωi
)
l,·ηJ + 2v1ηj,·J ,
where the inequalities follow from a similar argument to the case of m = 1. Thus, for m = n, i.e.,
u > (n− 1)b,
E
∣∣dN (u+ z)− dN˜ (u+ z)∣∣/du  2v1(ΩnJ + n∑
i=1
Ωi−1ηJ
)
.
We have thus completed the induction for E
∣∣dN (u + z) − dN˜ (u + z)∣∣/du. To summarize, for
any n and u > (n− 1)b, it holds that
E
∣∣dN (u+ z)− dN˜ (u+ z)∣∣/du  2v1(ΩnJ + n∑
i=1
Ωi−1ηj,·J
)
.
Equivalently, we can say that for any u ∈ R+, it holds that
E
∣∣dN (u+ z)− dN˜ (u+ z)∣∣/du  2v1
Ωbu/b+1cJ + bu/b+1c∑
i=1
Ωi−1ηJ
 ,
as required. 
A.2 Proof of Lemma 4
As shown in the proof of Lemma 3, we know that the limiting processesN and N˜ exist and satisfy
(48) and (49), respectively.
We first bound the cross-term E
∣∣dN (t′)dNT(u+z)−dN˜ (t′)dNT(u+z)∣∣/(dt′du). To begin,
we show that there exists an upper bound on E
∣∣dN (t′)dNT(u+z)−dN˜ (t′)dNT(u+z)∣∣/(dt′du)
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for any u ∈ R and t′ ≥ u+ z. The triangle inequality yields that
E
∣∣dN (t′)dNT(u+ z)− dN˜ (t′)dNT(u+ z)∣∣/(dt′du)
E∣∣dN (t′)dNT(u+ z)∣∣/(dt′du) + E∣∣dN˜ (t′)dNT(u+ z)∣∣/(dt′du)
=V (t′ − u− z) + ΛΛT + E∣∣dN˜ (t′)dNT(u+ z)∣∣/(dt′du), (51)
where the equality follows from the definition of V and Λ.
To find an upper bound forE
∣∣dN˜ (t′)dNT(u+z)∣∣/(dt′du), recall the construction of {N (i)}∞i=1:
For i = 1, we have
E
∣∣dN˜ (1)j (t′)dN (1)k (u+ z)∣∣
dt′du
=
E
∣∣N˜ (0)j ([0, φ(µj)]× dt′)N (0)k ([0, φ(µk)]× d(u+ z))∣∣
dt′du
= φj(µj)φk(µk),
(52)
where the first equality follows by definition and the second equality follows from the fact that
N˜
(0)
j and N
(0)
k are independent when t
′ ≥ u+ z > z.
DefineA(1) =
(
A
(1)
j,k
)
where A(1)j,k = φj(µj)φk(µk). Suppose that for m = i
E
∣∣dN˜ (i)(t′)dN (i)(u+ z)∣∣/dt′du  A(i). (53)
We can see that (53) holds for i = 1.
Then for m = i+ 1, it follows that
E
∣∣dN˜ (i+1)j (t′)dN (i+1)k (u+ z)∣∣/dt′du
=E
∣∣N˜ (0)j ([0, λ(i+1)j (t′)]× dt′)N (0)k ([0, λ(i+1)k (u+ z)]× d(u+ z))∣∣/dt′du
=E
∣∣∣φj{µj + p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜
(i)
l (t
′ −∆)
}
φk
{
µj +
p∑
l=1
∫ ∞
0
ωl,j(∆)dN
(i)
l (u+ z −∆)
}∣∣∣,
where the equalities follow by definition.
Using the Lipschitz condition for the link function yields
φj
{
µj +
p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜
(i)
l (t
′ −∆)
}
≤φj(µj) +
∣∣∣∣∣
p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜
(i)
l (t
′ −∆)
∣∣∣∣∣ (54)
28
With this, we see that
E
∣∣∣φj{µj + p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜
(i)
l (t
′ −∆)
}
φk
{
µk +
p∑
l=1
∫ ∞
0
ωl,k(∆)dN
(i)
l (u+ z −∆)
}∣∣∣
≤E
∣∣∣[φj(µj) + p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣dN˜ (i)l (t′ −∆)][φk(µk) + p∑
l=1
∫ ∞
0
∣∣ωl,k(∆)∣∣dN (i)l (u+ z −∆)]∣∣∣
=E
∣∣∣φj(µj)φk(µk) + φk(µk) p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣dN˜ (i)l (t′ −∆)+
φj(µj)
p∑
l=1
∫ ∞
0
∣∣ωl,k(∆)∣∣dN (i)l (u+ z −∆)+
p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣dN˜ (i)l (t′ −∆) p∑
l′=1
∫ ∞
0
∣∣ωl′,j(∆)∣∣dN (i)l′ (u+ z −∆)∣∣∣
=C
(i)
j,k + E
∣∣∣ p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣dN˜ (i)l (t′ −∆) p∑
l′=1
∫ ∞
0
∣∣ωl′,j(∆)∣∣dN (i)l′ (u+ z −∆)∣∣∣
(55)
where
C
(i)
j,k ≡E
∣∣∣φj(µj)φk(µk) + φk(µk) p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣dN˜ (i)l (t′ −∆)
+ φj(µj)
p∑
l′=1
∫ ∞
0
∣∣ωl′,j(∆)∣∣dN (i)l′ (u+ z −∆)∣∣∣
≤φj(µj)φk(µk) + φk(µk)Ωj,· ·Λ + φj(µj)Ωk,· ·Λ
is bounded by construction. Rewriting the right-hand side of (55) yields
E
∣∣∣φj{µj + p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜
(i)
l (t
′ −∆)
}
φk
{
µk +
p∑
l=1
∫ ∞
0
ωl,k(∆)dN
(i)
l (u+ z −∆)
}∣∣∣
≤C(i)j,k + E
∣∣∣ ∑
1≤l,l′≤p
∫ ∫ ∣∣ωl,j(∆)ωl′,k(∆′)∣∣dN˜ (i)l (t′ −∆)dN (i)l′ (u+ z −∆)∣∣∣
=C
(i)
j,k +
∑
1≤l,l′≤p
∫ ∫ ∣∣ωl,j(∆)ωl′,k(∆′)∣∣E∣∣∣dN˜ (i)l (t′ −∆)dN (i)l′ (u+ z −∆)∣∣∣
≤C(i)j,k +
∑
1≤l,l′≤p
∫ ∫ ∣∣ωl,j(∆)ωl′,k(∆′)∣∣A(i)l,l′d∆d∆′
≤C(i)j,k +
∑
l,l′
Ωj,lΩk,l′A
(i)
l,l′
=C
(i)
j,k + Ωj,·A
(i)ΩTk,·,
where the second equality holds since all terms in the integral are non-negative, and the second-to-
last inequality holds due to the induction condition (53).
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Therefore, we can see that (53) holds for i+ 1 withA(i+1) ≡ ΩTA(i)Ω +C(i). By induction,
A(i+1) = (ΩT)iA(1)Ωi +
i∑
m=1
(ΩT)i−mC(m)Ωi−m.
Given that Γmax(Ω) < 1 from Assumption 1, we know that A(∞) ≡ limi→∞A(i) exists and thus
E
∣∣dN˜ (t′)dNT(u+ z)∣∣/(dt′du) has a well-defined element-wise bound, which we denote byA.
We now prove the inequality in (51). First, for any u,
E
∣∣dN (t′)dNT(u+ z)− dN˜ (t′)dNT(u+ z)∣∣/(dt′du)
V (t′ − u− z) + ΛΛT +A  v2JJT,
(56)
where v2 = maxj,k,∆
{|Vj,k(∆)|+ ΛjΛk +Aj,k}. Suppose, for m = n− 1, that, for u ≥ (n− 2)b,
E
∣∣dN (t′)dNT(u+ z)− dN˜ (t′)dNT(u+ z)∣∣/(dt′du)  v2(Ωn−1JJT + n−1∑
i=1
Ωi−1ηJJT
)
,
where Ω0 is the identity matrix. Then, for m = n (i.e., u ≥ (n− 1)b),
E
∣∣dNj(t′)dNk(u+ z)− dN˜j(t′)dNk(u+ z)∣∣/(dt′du)
=E
∣∣[λ˜j(t′)− λk(u+ z)]dNk(u+ z)∣∣/du
=E
∣∣∣[φ(µj + ω·,j ∗ dN˜ (t′))− φ(µj + ω·,j ∗ dN (u+ z))] dNk(u+ z)∣∣∣ /du
≤E
∣∣∣∣∣∣φ(µj + ω·,j ∗ dN˜ (t′))− φ(µj + ω·,j ∗ dN (u+ z))∣∣∣dNk(u+ z)∣∣∣ /du
≤E
∣∣∣∣∣∣∣∣
p∑
l=1
∫ ∞
0
ωl,j(∆)
[
dN˜l(t
′ −∆)− dNl(u+ z −∆)
]∣∣∣dNk(u+ z)
∣∣∣∣∣ /du
≤
p∑
l=1
∫ ∞
0
E
∣∣ωl,j(∆)[dN˜l(t′ −∆)− dNl(u+ z −∆)]∣∣dNk(u+ z)/du,
where the second inequality follows from the Lipschitz condition of φj (54).
Then, for each l, we can see that∫ ∞
0
E
∣∣ωl,j(∆)[dN˜l(t′ −∆)− dNl(u+ z −∆)]∣∣dNk(u+ z)/du
≤
∫ ∞
0
∣∣ωl,j(∆)∣∣E∣∣dN˜l(t′ −∆)dNk(u+ z)− dNl(u+ z −∆)dNk(u+ z)∣∣/du
=
{∫ b
0
+
∫ ∞
b
} ∣∣ωl,j(∆)∣∣E∣∣dN˜l(t′ −∆)dNk(u+ z)− dNl(u+ z −∆)dNk(u+ z)∣∣/du
≤v2Ωj,l
[
Ωn−1JJT +
n−1∑
i=1
Ωi−1ηJJT
]
l,k
+ ηj,lv2.
30
Thus,
E
∣∣dNj(t′)dNk(u+ z)− dN˜j(t′)dNk(u+ z)∣∣/(dt′du)
≤v2ΩTj,·
[
Ωn−1JJT +
n−1∑
i=1
Ωi−1ηJJT
]
·,k
+ v2ηj,l.
Therefore, we have shown that, for u ≥ (n− 1)b
E
∣∣dN (t′)dNT(u+z)−dN˜ (t′)dNT(u+z)∣∣/(dt′du)  v2(ΩnJJT + n∑
i=1
Ωi−1ηJJT
)
. (57)
Finally, we return to bounding E
∣∣dN (t′)dNT(u + z) − dN˜ (t′)dN˜T(u + z)∣∣/(dt′du). Note
that when t′ = u+ z,
E
∣∣dNk(u+ z)dNk(u+ z)− dN˜k(u+ z)dN˜k(u+ z)∣∣ = E∣∣dNk(u+ z)− dN˜k(u+ z)∣∣.
This quantity was bounded in Lemma 3. Moreover,
E
∣∣dN(t′)dNT(u+ z)− dN˜(t′)dN˜T(u+ z)∣∣ = [E∣∣dN(u+ z)dNT(t′)− dN˜(u+ z)dN˜T(t′)∣∣]T .
Hence, it suffices to consider the case when t′ > u+ z.
Now, for any u ≥ (n− 1)b and t′ > u+ z, we have
E
∣∣dNj(t′)dNTk (u+ z)− dN˜j(t′)dN˜Tk (u+ z)∣∣/(dt′du)
=E
∣∣dNj(t′)dNTk (u+ z)− dN˜j(t′)dNTk (u+ z) + dN˜j(t′)dNTk (u+ z)− dN˜j(t′)dN˜Tk (u+ z)∣∣/(dt′du)
≤E∣∣[dNj(t′)− dN˜j(t′)]dNTk (u+ z)∣∣/(dt′du) + E∣∣dN˜j(t′)[dNTk (u+ z)− dN˜Tk (u+ z)]∣∣/(dt′du)
=E
∣∣E{[dNj(t′)− dN˜j(t′)]/dt′ | Ht′ , H˜t′}dNk(u+ z)∣∣/(du)+
E
∣∣E{[dN˜j(t′)]/dt′ | H˜t′}[dNk(u+ z)− dN˜k(u+ z)]∣∣/(du)
=E
∣∣[λj(t′)− λ˜j(t′)]dNk(u+ z)∣∣/(du) + E∣∣λ˜j(t′)[dNk(u+ z)− dN˜k(u+ z)]∣∣/(du).
Next, we use the Lipschitz condition of the link function φj . Recall that
λj(t) = φj
{
µj +
(
ω·,j ∗ dN
)
(t)
}
and λ˜j(t) = φj
{
µj +
(
ω·,j ∗ dN˜
)
(t)
}
.
Then,
E
∣∣[λj(t′)− λ˜j(t′)]dNk(u+ z)∣∣/(du)
≤E
∣∣∣{ p∑
l=1
∫ ∞
0
ωl,j(∆)
[
dNl(t
′ −∆)− dN˜l(t′ −∆)
]}
dNk(u+ z)
∣∣∣/(du)
≤
p∑
l=1
∫ ∞
0
∣∣ωl,j(∆)∣∣d∆ max
u≥(n−1)b
{dNl(t′ −∆)dNk(u+ z)− dN˜l(t′ −∆)dNk(u+ z)
d∆du
}
≤v2
p∑
l=1
Ωj,l
[
ΩnJJT +
n∑
i=1
Ωi−1ηJJT
]
l,k
.
31
And, similarly,
E
∣∣λ˜j(t′)[dNk(u+ z)− dN˜k(u+ z)]∣∣/(du)
≤E
∣∣∣[φj(µj) + p∑
l=1
∫ ∞
0
ωl,j(∆)dN˜l(t
′ −∆)
][
dNk(u+ z)− dN˜k(u+ z)
]∣∣∣/(du)
≤φj(µj) max
u≥(n−1)b
E
∣∣dNk(u+ z)− dN˜k(u+ z)∣∣/(du)+
p∑
l=1
∫ ∞
0
|ωl,j(∆)|d∆ max
u≥(n−1)b
{
E
∣∣dN˜l(t′ −∆)dNk(u+ z)− dN˜l(t′ −∆)dN˜k(u+ z)∣∣
d∆du
}
≤2v21 (ΩnJ)k + 2v21
n∑
i=1
(
Ωi−1ηJ
)
k
+
p∑
l=1
Ωj,lv2
[
ΩnJJT +
n∑
i=1
Ωi−1ηJJT
]
l,k
,
where the second inequality follows from the Lipschitz condition of φj (54).
To summarize, we have shown that
E
∣∣dNj(t′)dNTk (u+ z)− dN˜j(t′)dN˜Tk (u+ z)∣∣/(dt′du)
≤2v2Ωj,·
[
ΩnJJT +
n∑
i=1
Ωi−1ηJJT]·,k + 2v21
{
(ΩnJ)k +
n∑
i=1
(
Ωi−1ηJ
)
k
}
.
In the matrix form, we have, for u > (n− 1)b
E
∣∣dN (t′)dNT(u+ z)− dN˜ (t′)dN˜T(u+ z)∣∣/(dt′du)
2v2Ωn+1JJT + 2v22JJT
(
Ωn
)T
+ 2v2
n∑
i=1
ΩiηJJT + 2v22
n∑
i=1
ηJJT
(
Ωi
)T
,
or, alternatively,
E
∣∣dN˜ (t′)dN˜ (z + u)− dN (t′)dN (z + u)∣∣/(dudt′)
2v2
Ωbu/b+2cJJT +
bu/b+1c∑
i=1
ΩiηJJT
+ 2v21
JJT(Ωbu/b+1c)T +
bu/b+1c∑
i=1
ηJJT
(
Ωi
)T ,
(58)
as required. 
A.3 Proof of Lemma 8
Let M = (nK2/K1)1/2. We have that
P (|Z1Z2| > n) = P ({|Z2| ≥M, |Z1Z2| > n} ∪ {|Z2| < M, |Z1Z2| > n})
= P ({|Z2| ≥M, |Z1Z2| > n}) + P ({|Z2| < M, |Z1Z2| > n})
≤ P (|Z2| ≥M) + P ({|Z2| < M,M |Z1| > n})
≤ P (|Z2| ≥M) + P (M |Z1| > n)
≤ 2 exp (1− (n/K1K2)1/2)
≤ exp (1− (n/K∗)1/2).
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where the last inequality follows from the proof of Lemma A.2 in Fan et al. (2014). 
A.4 Proof of Lemma 5
From Assumption 3, we have that (ΩJ)j ≤ ρΩ, which is equivalent to ΩJ  ρΩJ . Then, by
induction, ΩnJ  ρnΩJ . Hence, from Theorem 1, we know that, for each j,
E
∣∣dN˜j(z + u)− dNj(z + u)∣∣/du ≤(2vΩbu/b+1cJ + 2v bu/b+1c∑
i=1
Ωi−1ηJ
)
j
=
(
2vΩbu/b+1cJ
)
j
+ 2v
bu/b+1c∑
i=1
(
Ωi−1ηJ
)
j
≤(2vΩbu/b+1cJ)
j
+ 2vmax
j
[ηj,·J ]
bu/b+1c∑
i=1
(
Ωi−1J
)
j
≤2vρbu/b+1cΩ + 2vmax
j
[ηj,·J ]
bu/b+1c∑
i=1
ρi−1Ω
≤2vρbu/b+1cΩ + 2vmax
j
[ηj,·J ]
ρΩ
1− ρΩ ,
where we use that v = max(v1, v21, v2).
Let b = max(b0, log1/(r+1)(ρ−1Ω )(c1)
−1/(r+1)u1/(r+1)). Then by Assumption 2
max
j
[ηj,·J ] ≤ c2 exp{− logr/(r+1)(ρ−1Ω )(c1)1/(r+1)ur/(r+1)}.
Therefore,
E
∣∣dN˜j(z + u)− dNj(z + u)∣∣/du
≤2vρbu/b+1cΩ + 2vpη
ρΩ
1− ρΩ
≤[2v + 2v ρΩ
1− ρΩ c2] exp{− log
r/(r+1)(ρ−1Ω )(c1)
1/(r+1)ur/(r+1)}
≡a1v exp
(− a2ur/(r+1)),
where we use the fact that bu/b+ 1c ≥ u/b. 
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A.5 Proof of Lemma 6
Similar to the proof of Lemma 5, we can rewrite the bound in Theorem 1 as
E
∣∣dN˜j(t′)dN˜k(z + u)− dNj(t′)dNk(z + u)∣∣/(dt′du)
≤
2v2Ωbu/b+2cJJT + 2v21JJT(Ωbu/b+1c)T + 2v2 bu/b+1c∑
i=1
ΩiηJJT + 2v21
bu/b+1c∑
i=1
ηJJT
(
Ωi
)T
j,k
≤2v
[
Ωbu/b+2cJ
]
j
+ 2v
[
Ωbu/b+1cJ
]
k
+ 2v
bu/b+1c∑
i=1
[
ΩiηJ
]
j
≤2vρbu/b+2cΩ + 2vρbu/b+1cΩ + 2vmax
j
[ηj,·J ]
bu/b+1c∑
i=1
ρiΩ
≤2vρbu/b+2cΩ + 2vρbu/b+1cΩ + 2vmax
j
[ηj,·J ]
ρΩ
1− ρΩ ,
(59)
where we use v = max(v1, v21, v2) in the second inequality, and Assumption 2 in the second-to-last
inequality.
Recall that we set b = max(b0, log1/(r+1)(ρ−1Ω )(c1)
−1/(r+1)u1/(r+1)). And thus Assumption 2
yields that
max
j
[ηj,·J ] ≤ c2 exp{− logr/(r+1)(ρ−1Ω )(c1)1/(r+1)ur/(r+1)}.
Thus, using the fact that ρΩ < 1,
E
∣∣dN˜j(t′)dN˜k(z + u)− dNj(t′)dNk(z + u)∣∣/(dt′du)
≤
(
2v + 2v + 2v
ρΩ
1− ρΩ + 2p
3/2v
ρΩ
1− ρΩ
)
exp
{
− logr/(r+1)(ρ−1Ω )(c1)1/(r+1)ur/(r+1)
}
≡a3v exp
(− a4ur/(r+1)).
(60)

A.6 Proof of Lemma 2
We discuss two scenarios depending on which condition holds in Assumption 4.
(i) Suppose that Assumption 4a holds, i.e., λj(t) ≤ φmax. We construct a dominating process
N̂ as
dN̂j(t) = N
(0)
j
(
[0, φmax]× dt
)
, j = 1, . . . , p. (61)
We see that, by construction, dN̂j(t) ≥ dN (i)j (t) for any i, and thus dN̂j(t) ≥ limn→∞ dN (i)j (t) =
dNj(t). It is then follows that, for any n and A ∈ B(R),
P
(
Nj
(
A
) ≥ n) ≤ P(N̂j(A) ≥ n). (62)
Now, by definition N̂j(A) is a Poisson random variable. Then, by Lemma 7, the tail probability in
(62) decreases exponentially fast in n.
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(ii) Suppose that Assumption 4b holds. Recall that we represent the Hawkes process N using
an iterative construction and a dominating homogeneous Poisson process N (0) in Equations 15 –
16. Here we construct another process N̂ in a similar manner but the intensity of the process N̂
takes the form
λˆj(t) = φj
(
µj
)
+
p∑
k=1
(
ωˆk,j ∗ dNk
)
(t), j = 1, . . . , p, (63)
where ωˆj,k(∆) ≡ |ωj,k(∆)|. From the Lipschitz condition of φj , λˆj(t) is always larger than λj
given the same history. From the iterative construction, we can see that the process N̂ (i)j domi-
nates N (i)j (A) for any i, which means that the limiting process N̂j dominates Nj . As a result, we
have Nj(A) ≤ N̂j(A) for any bounded interval A. For N̂j(A), we know from Proposition 2.1
in Reynaud-Bouret and Roy (2006) that P (N̂j(A) > n) ≤ exp(1 − n/K), which implies that
P (Nj(A) > n) ≤ exp(1− n/K). In other words, Nj(A) has an exponential tail of order 1. 
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