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Abstract
Single-cell experiments show that gene expression is stochastic and bursty, a feature that can emerge from
slow switching between promoter states with different activities. One source of long-lived promoter states is the
slow binding and unbinding kinetics of transcription factors to promoters, i.e. the non-adiabatic binding regime.
Here, we introduce a simple analytical framework, known as a piecewise deterministic Markov process (PDMP),
that accurately describes the stochastic dynamics of gene expression in the non-adiabatic regime. We illustrate
the utility of the PDMP on a non-trivial dynamical system by analyzing the properties of a titration-based
oscillator in the non-adiabatic limit. We first show how to transform the underlying Chemical Master Equation
into a PDMP where the slow transitions between promoter states are stochastic, but whose rates depend upon
the faster deterministic dynamics of the transcription factors regulated by these promoters. We show that the
PDMP accurately describes the observed periods of stochastic cycles in activator and repressor-based titration
oscillators. We then generalize our PDMP analysis to more complicated versions of titration-based oscillators to
explain how multiple binding sites lengthen the period and improve coherence. Last, we show how noise-induced
oscillation previously observed in a titration-based oscillator arises from non-adiabatic and discrete binding events
at the promoter site.
Keywords: mathematical model, gene expression, circadian rhythm, intrinsic noise, stochastic cycles
1 Introduction
Gene expression is fundamentally a stochastic bio-
chemical process that arises from thermal fluctuations.
An important source of stochastic noise comes from
the discrete and random binding and unbinding events
between the regulating transcription factors and the
promoter sites of the regulated genes. Conventionally,
these DNA binding and unbinding events are thought
to be fast compared to the downstream processes of
transcription, translation, and degradation [1]. This
separation of timescales leads to an approximation,
known as a quasi-steady state or adiabatic approxi-
mation, where the mean transcription rate simplifies
to a function of the concentrations and protein-DNA
dissociation constants at the promoter [2, 3]. The adi-
abatic approximation is commonly used to reduce the
number of dynamical variables (e.g. promoter states)
in gene regulatory networks. However, it is also a bold
assumption because experiments [4, 5, 6, 7] show that
the binding and unbinding events of transcription fac-
tors and chromatin at the promoter can take place at a
comparable, or even slower, timescale than the down-
stream processes of gene expression. This observation
has motivated theoretical studies into the effects of
slow or non-adiabatic binding on gene regulatory net-
works. There is a consensus that non-adiabatic bind-
ing results in bursty production of transcripts [8, 9],
broadened distributions of gene expression [10, 11, 12],
and bi- or multi-stabilities that reflect the discrete, un-
derlying promoter states [11, 12, 13].
Many of these studies focused on the system prop-
erties at stationarity and mostly ignored the effects
of non-adiabatic binding on the non-equilibrium dy-
namics of gene regulatory networks. In this article, we
address the following questions: What are the dynami-
cal consequences of non-adiabatic binding? What kind
of modeling framework accurately describes the non-
stationary dynamics of gene regulatory networks in the
non-adiabatic regime? To answer these questions, we
use a model of titration-based clocks to illustrate the
effects of non-adiabatic binding on dynamics (e.g. os-
cillation) and to show how an analytical framework,
known as a piecewise deterministic Markov process
(PDMP), accurately describes the stochastic dynamics
of the full model in the non-adiabatic regime.
This article is organised as follows. In Section 2.1,
we introduce two idealised models of titration-based
circuits commonly found in circadian clocks and im-
mune signaling. We prove in Section 2.2 that limit
cycles are impossible in the fast-binding (adiabatic)
limit. In Section 2.3, we simulate the Full Chemical
Master Equation to demonstrate that the titration-
based circuits exhibit stochastic cycles in the slow-
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Figure 1: Schematic diagrams of the idealised (a) activator-titration circuit (ATC) and (b) repressor-titration
circuit (RTC).
binding (non-adiabatic) limit. We then transform the
Chemical Master Equation into a piecewise determin-
istic Markov process (PDMP) where transitions be-
tween discrete promoter states are stochastic but the
rates depend upon the faster deterministic dynam-
ics of the transcription factor concentrations regulated
by these promoters (Section 2.4). The PDMP makes
no assumptions regarding the timescales of promoter
switching and is valid for both slow or fast switch-
ing. It is an exact formulation of the Chemical Mas-
ter Equation in the thermodynamic limit for systems
where protein numbers are large. The thermodynamic
limit and, hence, PDMP analysis is well-suited for
stochastic gene dynamics in eukaryotic cells where cell
sizes and the number of regulatory proteins can be
large. We show that the PDMP framework accu-
rately describes the observed periods and coherence
of stochastic cycles in the non-adiabatic regime. We
also demonstrate that the PDMP can be readily ap-
plied to more detailed and mechanistic models in Sec-
tion 3. We conclude in Section 4 by discussing our
results and PDMP analysis in the context of previous
work on non-adiabatic binding and oscillation in gene
networks.
2 Mathematical Framework
We begin by introducing two idealised models of
titration-based gene regulatory networks commonly
found in biological oscillators. These models are ‘ide-
alised’ in the sense that transcription and translation
are lumped into a single-stage of ‘production’, and
the intermediate mRNA populations are not explic-
itly modelled. We further simplify the cis-regulatory
architecture of each promoter to the fewest number of
possible binding states. The purpose of these idealised
models is to illustrate how PDMP analysis can be used
to understand the origin and properties of the stochas-
tic cycles that emerge in the non-adiabatic regime. We
will relax some of these assumptions in later sections.
2.1 Idealised models
Both idealised models consist of two genes, which pro-
duce two kinds of regulatory proteins X (a transcrip-
tion factor, TF) and Y (an inhibitor that titrates
X into an inactive complex); see Figure 1. Our
first model is called the activator-titration circuit
(ATC) because protein X is a transcriptional activa-
tor [14, 15]. In this model, X increases the production
rate of inhibitor Y by binding to cis-regulatory bind-
ing sites in the promoter of gene Y with an association
rate κY. There are a total of NY cis-regulatory bind-
ing sites in the promoter of gene Y and we assume
that binding of X is sequential, such that there are a
total of NY + 1 promoter states. Bound X dissociates
sequentially from each binding sites with a rate θY.
The production rate of gene Y depends non-linearly
on the number of X bound to the promoter because
the production rate is βbY (“bound”) when any of the
binding sites are occupied; otherwise, the production
rate is βfY (“free”). We note that β
b
Y > β
f
Y because X
is an activator. Gene X is unregulated and, thus, acti-
vator X is constitutively produced at a constant rate
βX. Last, inhibitor Y inhibits the activity of TF X
by titration, where one Y molecule irreversibly binds
to one X molecule with a bimolecular rate of asso-
ciation (α) and forms a non-functional heterodimer.
The idealised ATC can be modelled by the following
elementary reactions:
∅ βX−−→ X, (Production of X) (1)
∅
βfY−−→ Y, if sY = 0, (Production of Y ) (2)
∅
βbY−−→ Y, if sY > 0, (Production of Y ) (3)
X
δX−−→ ∅, (Degradation of X) (4)
Y
δY−−→ ∅, (Degradation of Y ) (5)
X + Y
α−→ ∅, (Titration) (6)
sY
xκY−−→ sY + 1, if 0 ≤ sY < NY, (Binding) (7)
sY
θY−−→ sY − 1, if 0 < sY ≤ NY. (Unbinding) (8)
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Here, sY = 0, 1, . . .NY identifies the promoter state by
its number of bound X. A schematic diagram of the
ATC can be found in Fig. 1(a). All the elementary
rate constants are defined in the sense of mass action
kinetics, and x denotes the concentration of TF X in
the thermodynamic limit. In the stochastic models
that consider discrete molecules (detailed in Sec. 2.3),
the rates have to be properly scaled by Ω, which is a
parameter that quantifies the system size and is related
to cell volume. The scaling relationship between the
mass-action rate constants and the stochastic model
rates can be found in Appendix A.
The second model is called a repressor-titration cir-
cuit (RTC) because X is a transcriptional repressor
[15]; see Figure 1(b). This model differs from the ATC
in two ways. First, the inhibitor Y is now constitu-
tively expressed at a constant rate βY . Secondly, X
negatively auto-regulates itself where X decreases its
own production rate by binding to cis-regulatory bind-
ing sites in the promoter of gene X with an association
rate κX . There are a total of NX cis-regulatory bind-
ing sites in the promoter of gene X and we assume that
binding of X is sequential, such that there are a total
of NX + 1 promoter states. Bound X dissociates se-
quentially from each binding sites with a rate θX. The
production rate of gene X depends non-linearly on the
number of X bound to the promoters, where the pro-
duction rate of X is βbX (“bound”) when any of the
binding sites are occupied; otherwise, the production
rate is βfX (“free”). We note that β
f
Y > β
b
Y because X
is a repressor. The rest of the process and parameters
are similarly defined as in the ATC. The idealised RTC
can be modelled by the following elementary reactions:
∅ βY−−→ Y, (Production of Y ) (9)
∅
βfX−−→ X, if sX = 0, (Production of X) (10)
∅
βbX−−→ X, if sX > 0, (Production of X) (11)
X
δX−−→ ∅, (Degradation of X) (12)
Y
δY−−→ ∅, (Degradation of Y ) (13)
X + Y
α−→ ∅, (Titration) (14)
sX
xκX−−→ sX + 1, if 0 ≤ sX < NX, (Binding) (15)
sX
θX−−→ sX − 1, if 0 < sX ≤ NX. (Unbinding)
(16)
Similarly, sX = 0, 1, . . .NX identifies the promoter
state by its number of bound X.
2.2 No limit cycle in the adiabatic limit
The aim of this section is to show that mass action
kinetics describing the ATC and RTC in the fast-
switching (adiabatic) limit do not allow determinis-
tic limit cycles. Below, we generically use Z = X or
Y as the gene index and Z = X or Y as the pro-
tein index. The discrete switching events between the
bound TF at the promoter sites, sZ → sZ ± 1, are
a random birth-and-death process [16, 17] where the
birth rate κZ depends on the concentration (x) of the
transcription factor X. In the fast-switching (adia-
batic) limit, formally expressed as O (xκZ) ,O (θZ) 
O (Any other transition rates), the variable x is a slow
variable and is treated as approximately constant. In
this limit, the birth and death rates are approximately
constant, and the quasi-stationary distribution (QSD)
of sZ is obtained using detailed balance of this one-
dimensional birth-death process [16]:
PQSD {sZ = i} = (xκZ/θZ)
i∑NZ
m=0 (xκZ/θZ)
m
. (17)
The effective production rate of the regulated gene,
βeffZ , can be derived using the quasi-stationary distri-
bution (17):
βeffZ (x) = β
b
Z +
(βfZ − βbZ)∑NZ
m=0 (xκZ/θZ)
m
. (18)
In the thermodynamic limit, we denote the concen-
trations of X and Y by x and y respectively, and the
resulting mass action kinetics of the ATC and RTC
are described by the following deterministic differen-
tial equations:
x˙(t) = F(x, y) = βeffX (x)− δXx− αxy, (19a)
y˙(t) = G(x, y) = βeffY (x)− δY y − αxy. (19b)
For simplicity, we unified the expressions for the ide-
alised ATC and RTC where βeffX (x) := constant βX
in the ATC and βeffY (x) := constant βY in the RTC.
Equations (19) constitute a two-dimensional dynami-
cal system. The Bendixson criterion [18] states that
limit cycles do not exist when the trace of the Jaco-
bian, ∂xF(x, y) + ∂yG(x, y), does not change sign on a
simply connected domain. On the biologically relevant
domain x ≥ 0 and y ≥ 0,
∂xF+∂yG = dβ
eff
X (x)
dx
−δX−δY −α (x+ y) < 0. (20)
The trace of the ATC is always negative because
dβeffX (x)/dx = 0. The trace of the RTC is also al-
ways negative because dβeffX (x)/dx < 0. Thus, there
are no deterministic limit cycles for the idealised ATC
and RTC in the adiabatic limit. If we were to mod-
ify the ATC such that the activator X also stimu-
lates its own production (i.e. positive feedback), then
dβeffX (x)/dx > 0 and it would be possible to have limit
cycles in the adiabatic limit.
2.3 Stochastic cycles in the non-adiabatic
regime
We first develop a full stochastic model that describes
the dynamics where the population of molecules and
the number of bound promoter sites are all discrete.
We will then use this model to show the emergence of
stochastic cycles with well-defined periods in the non-
adiabatic regime. The state of the model is determined
by (1) the population of X, NX , (2) the population
of Y , NY , (3) the bound promoter state of gene X,
sX, and (4) the bound promoter state of gene Y, sY.
The probability of having NX = i, NY = j, sX =
k, and sY = l at time t is given by Pi,j,k,l(t). The
discrete-state stochastic process of the idealised model
3
is described by the Chemical Master Equation [16, 17]:
P˙i,j,k,l = (Pi−1,j,k,l − Pi,j,k,l)1{k=0}ΩβfX
+ (Pi−1,j,k,l − Pi,j,k,l)1{k>0}ΩβbX
+ (Pi,j−1,k,l − Pi,j,k,l)1{l=0}ΩβfY
+ (Pi,j−1,k,l − Pi,j,k,l)1{l>0}ΩβbY
+ δX [(i+ 1)Pi+1,j,k,l − iPi,j,k,l]
+ δY [(j + 1)Pi,j+1,k,l − jPi,j,k,l]
+
α
Ω
[(i+ 1) (j + 1)Pi+1,j+1,k,l − ijPi,j,k,l]
+
κX
Ω
[
(i+ 1)Pi+1,j,k−1,l − i1{k<NX}Pi,j,k,l
]
+
κY
Ω
[
(i+ 1)Pi+1,j,k,l−1 − i1{l<NY}Pi,j,k,l
]
+ θX
[
Pi−1,j,k+1,l − 1{k>0}Pi,j,k,l
]
+ θY
[
Pi+1,j,k,l+1 − 1{l>0}Pi,j,k,l
]
. (21)
where we have suppressed writing the t-dependence of
Pi,j,k,l for brevity. The boundary conditions Pi,j,k,l =
0 when i < 0, j < 0, k < 0, l < 0, k > NX, or
l > NY are imposed. We unified the model descrip-
tions of ATC and RTC; for ATC, NX, κX , θX := 0 and
βbX = β
f
X = constant βX; similarly, for RTC, NY,κY ,
θY := 0 and β
b
Y = β
f
Y = constant βY. 1{condition} is
the characteristic function: it is equal to 1 when the
condition is true, otherwise 0. The different rates and
the protein population scale as a function of system
size Ω, as outlined in Appendix A [11, 16]. The concen-
trations x and y in previous sections are interpreted as
the normalised population density NX/Ω and NY /Ω,
where NX and NY are the discrete populations of reg-
ulatory proteins X and Y .
We refer to the model (21) as the Full CME. Stan-
dard continuous time Markov chain simulations were
constructed to generate exact sample paths of the Full
CME of the ATC and RTC [19, 20]. We chose two
sets of parameters listed in Table 1, where the ATC
and RTC promoters have a single binding site (NZ=1)
and the only source of nonlinearity is the titration of
X by Y . We chose this parameter set because it is
simple and it illustrates the fundamental ingredients of
stochastic cycling in the non-adiabatic regime. We will
consider more complicated cis-regulatory promoters in
later sections. For each parameter set, we introduce
a scaling factor λ, such that the binding and unbind-
ing rates are respectively parametrised by κZ := λκ¯Z
and θZ := λθ¯Z. We fixed κ¯Z and θ¯Z and systemati-
cally change the value of λ in order to examine the
dynamics of the same model in both the adiabatic and
non-adiabatic regime.
In Fig. 2(a-b), we present sample paths of the Full
CME. We do not observe limit cycles in (x,y) for the
idealised ATC or RTC in the fast binding and un-
binding limit (i.e., adiabatic regime, λ = 1000), as
predicted by our analysis in Sec. 2.2. When we de-
creased the parameter λ to 1, the system entered a
regime where the timescale of binding and unbinding
between the TF and gene is comparable to other pro-
cesses. In this non-adiabatic regime, Fig. 2(b) shows
alternating high-amplitude expression of X and Y that
appears oscillatory. We measured the ‘period’ of each
stochastic cycle using a protocol detailed in Appendix
Figure 2: Sample paths of the Full CME of the ATC
and RTC in the (a) adiabatic regime (λ = 1000) and
(b) non-adiabatic regime (λ = 1) for a single bind-
ing site (N=1). (c) Sample paths of the constructed
piecewise deterministic Markov process when λ = 1
(Sec. 2.4). (d) The alternative deterministic limit of
the processes (Sec. 2.8). (e) Quantification of the pe-
riods of the stochastic cycles.
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Figure 3: Schematic diagrams of the derived piecewise deterministic Markov process (PDMP) for (a) idealised
activator-titration circuit (ATC) and (b) idealised repressor-titration circuit (RTC). Both models have a single
promoter site (N=1). The linearised PDMP for ATC and RTC are shown in (c) and (d) respectively, where the
green arrows indicates the direction of the emergent stochastic cycles. Blue and red boxes denote promoter states
with different production rates where βX > βY (y → 0 due to titration) and βY > βX (x → 0 due to titration),
respectively.
B. The measured period of stochastic cycles exhibits a
unimodal distribution with a dominant frequency, as
shown in Fig. 2(e).
2.4 Derivation of the piecewise determinis-
tic Markov process (PDMP) approximat-
ing gene expression dynamics in the non-
adiabatic regime
In this section, we develop the PDMP framework
[21, 22] of the Full CME to analyse and understand
the observed stochastic cycling in the non-adiabatic
regime. The idea of PDMP is to re-formulate the
master equation conditioning on the discrete promoter
states, (k, l) ∈ {0, 1, . . .NX}×{0, 1, . . .NY}. Then, for
any fixed promoter states (k, l), we approximate the
stochastic dynamics in the TF population space us-
ing a set of ordinary differential equations, thus, leav-
ing the discrete and Markovian stochastic switching
in the (k, l) space. This approximation is accurate
for large system size (Ω) or the thermodynamic limit
[23]. The PDMP framework makes no assumptions
regarding relative timescales and is equally valid for
adiabatic and non-adiabatic regimes in the thermody-
namic limit. To derive the PDMP, we first defined
a continuum-limit probability density pk,l(x, y, t) ∝
Pi,j,k,l(t) with the scaled variables x := i/Ω and
y := j/Ω. After inserting the pk,l(x, y, t) into the
master equation (21), performing a Kramers–Moyal
expansion [16, 17] with respect to large system size Ω,
and collecting terms to the lowest order (O (Ω0)), we
arrived at the coupled partial differential equations for
the probability density pk,l ≡ pk,l (x, y, t):
∂tpk,l = − ∂x
[
pk,l
(
1{k=0}β
f
X + 1{k>0}β
b
X − δXx
)]
− ∂y
[
pk,l
(
1{l=0}β
f
Y + 1{l>0}β
b
Y − δY y
)]
− (∂x + ∂y) (pk,lαxy)
+ κXx
(
pk−1,l − 1{k<NX}pk,l
)
+ κYx
(
pk,l−1 − 1{l<NY}pk,l
)
+ θX
(
pk+1,l − 1{k>0}pk,l
)
+ θY
(
pk,l+1 − 1{l>0}pk,l
)
. (22)
The coupled partial differential equations describe
the evolution of joint probability density pk,l(x, y, t).
Again, the ‘boundary conditions’ in the (k, l) space,
pk,l = 0 if k < 0, l < 0, k > NX, or l > NY, are
imposed. Note that the evolution contains two parts:
some terms contain ∂x or ∂y and describe the Liouvil-
lian flow, whereas other terms contain κZ or θZ and de-
scribe the Markovian switching between discrete pro-
moter states (k, l). Because the total state follows the
deterministic Liouvillian flow between stochastically
switching discrete state (k, l), the resulting process is
referred to as the piecewise deterministic Markov pro-
cess (PDMP) [24, 25]. The PDMP of the ATC and
RTC models with a single promoter site (N = 1) are
summarised in the schematic diagrams presented in
Fig. 3(a) and (b).
Kinetic Monte Carlo simulations using the algo-
5
rithm described in Appendix C were implemented to
generate the sample paths of the PDMP in the non-
adiabatic (λ = 1) regime; see Fig. 2(c). These PDMP
sample paths capture the salient features of the dy-
namics of the Full CME in Fig. 2(b). For example,
the measured distribution of stochastic cycle periods
using the PDMP is in perfect agreement with that
of the Full CME; see Fig. 2(e). Numerically, the ad-
vantage of the PDMP framework is that the Kinetic
Monte Carlo simulations are faster than the contin-
uous time Markov chain simulations of the Full CME
because x,y are determined by numerically-integrating
ODEs, when the system size Ω 1.
2.5 Linearisation of the PDMP
While the PDMP can be numerically simulated for any
given state, the evolution of the TF concentrations is
described by a set of nonlinear ordinary differential
equations that do not allow for analytic solutions. The
nonlinearity comes from the term αxy, which describes
the titration (second-order reaction). We developed
a linearsation approximation, which utilises the fast
titration limit (i.e., large αxy compared to any other
reactions). In this limit, the molecular species (X or
Y ) with the lower production rate relative to the other
will be quickly sequestered and converge to almost zero
concentration. As a consequence, we can separate each
of the promoter states in Fig. 3(a) and (b) into two
dynamical regimes, one where x > 0 and y = 0 and
the other where x = 0 and y > 0. The horizontal
Markovian transitions between different sZ in each dy-
namical regime inherit the random switching present
in the nonlinear PDMP (Fig. 3(c) and (d)), whereas
the vertical transitions between the dynamical regimes
are determined solely by the faster, deterministic pro-
cess of titration. In each of the compartments, we for-
mulate a set of linear ordinary differential equations,
which allow analytic solutions and facilitate quantifi-
cation of the random switching times. Schematic di-
agrams of an ATC and RTC with a single promoter
site are shown in Fig. 3(c) and (d), and we shall refer
to these models as the linearised PDMPs. We used
Kinetic Monte Carlo simulations with the algorithm
described in Appendix C to generate sample paths of
the linear PDMP in the non-adiabatic (λ = 1) regime.
The measured distribution of stochastic cycle period
using the linear PDMP is similar to that of the Full
CME (Fig. 2(e)), although it tended to underestimate
the shorter cycles that occur in the PDMP and Full
CME.
2.6 Origin of stochastic cycles
The PDMP schematic in Figure 3 suggests that the
stochastic cycles arise from the two-state nature of the
regulated promoter, which must follow cyclical Marko-
vian dynamics (sZ = 0 → 1 → 0 → 1 . . .). To demon-
strate, we consider a two-state promoter with constant
transition rates (k+ and k−), e.g. a promoter with a
single binding site and a fixed concentration of a regu-
lating transcription factor. This trivial two-state pro-
moter system generates stochastic cycles with a uni-
modal distribution of ‘period’ (τ) given by a hypoex-
ponential distribution:
ρ(τ) =
k+k−
k+ − k− (e
−k−τ − e−k+τ ) (23)
with a mean period µτ = 1/k+ + 1/k− and variance
σ2τ = 1/k
2
+ + 1/k
2
−. The mean and variance of the
period are a sum of the mean and variance of the
individual transitions in the two-state cycle because
the waiting times are independent. The period dis-
tribution is qualitatively similar to Fig. 2(e), which
suggests that stochastic dynamics of a two-state pro-
moter explain much of the stochastic cycling observed
in the single-binding site ATC and RTC model. In
the non-adiabatic regime, the faster protein dynamics
faithfully track the underlying promoter state dynam-
ics and generate large amplitude stochastic cycles in
(x,y).
This raises the question of whether stochastic cy-
cling between two promoter states can be called oscil-
lation. This is difficult to answer because the distinc-
tion between stochastic cycling and oscillation is ill-
defined. For example, by including mechanisms that
reduce variance in the timing of individual transitions,
one can produce cycles that are more coherent. In the
extreme limit where each transition has no variance,
the period of the two-state cycle has no variance and
is indistinguishable from a deterministic limit cycle.
In the following section, we will investigate potential
mechanisms that reduce the variance of the stochastic
transition times and make the stochastic cycles more
‘deterministic’.
2.7 Increased coherence of stochastic cycles in
ATC and RTC
The linearised ATC and RTC in Figs. 3(c) and (d)
shows that the system often cycles through four dis-
crete states that alternate between stochastic pro-
moter switching and deterministic titration of x,y.
The only state where the system has more than one
‘option’ is sZ = 1 and x > 0 (bottom right box): it
can transit to either sZ = 0 and x > 0 by a dissoci-
ation event of bound X or to sZ = 1 and x = 0 by
deterministic titration of x. When θZ is sufficiently
small (i.e., slow dissociation rate in the non-adiabatic
regime), the system favors the later route, which in-
duces a ‘full cycle’ through all four discrete states in
the counterclockwise order (green arrow in Fig. 3). As
described below, this ‘full cycle’ and the x-dependence
of the association rate conspire to reduce variance and
produce more coherent stochastic cycles.
The predominant resource of uncertainty in the ‘full
cycle’ of the ATC and RTC is the stochastic promoter
switching (horizontal transitions) because the titration
of x (upward arrow) and y (downward arrow) are de-
terministic and exhibit little variance. As before, the
transition rate from sZ = 1→ 0 is constant and, thus,
the waiting time for dissociation is a simple exponen-
tial where ρ(t) = θe−θt; see Fig. 4(a). Unlike the pre-
vious model, the transition from sZ = 0 → 1 is not
constant and depends on x(t), which can be quanti-
fied by computing the survival function [26]. Using
the linearized ATC, x(t) can be exactly solved for the
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Figure 4: The waiting time distributions of the next dissociation and binding event in the linear PDMP. The
waiting time distribution of the dissociation event is exponential. The waiting time distribution of the binding
event is derived from the survival function (25), and depends on the initial concentration of x.
sZ = 0 state:
x(t) = x(t0)e
−δX(t−t0) +
βX − βfY
δX
(
1− e−δX(t−t0)
)
,
(24)
and the survival probability starting with t = t0 is
equal to
P {Tbinding > t} = exp
[
−
∫ t
t0
κYx(t
′)dt′
]
. (25)
The distribution of binding times is uniquely deter-
mined by this survival function, which we plot for dif-
ferent initial conditions x0 in Fig. 4(b). A similar cal-
culation can be performed for the linearized RTC; see
Fig. 4(c). The variance in binding time is reduced
when initial x0 is close to zero because the system
must wait until the population of x increases to a value
above which binding is likely to take place. This ex-
plains why the ‘full cycle’ reduces variance of the total
period because the system always starts at sZ = 0 and
x = 0 (top left box in Fig. 3(c-d)) due to the previ-
ous titration and dissociation of x. Thus, x0 = 0 and
the waiting time before x binds the promoter will have
reduced variance. We remark that the binding times
are not exponentially distributed and are dependent
on the concentration of the activator (x) in general.
Hence, the transition is not Markovian as some of the
‘memory’ is stored in the TF space (x, y).
2.8 Alternative deterministic limit without
invoking the adiabatic approximation
The deterministic dynamics in Eq. (19) describe the
mean (x,y) concentrations in the adiabatic limit where
the effective protein synthesis rates are determined by
the stationary distribution of promoter states. The
PDMP framework explicitly models the stochastic
binding and unbinding events and is valid in both the
adiabatic and non-adiabatic limits. Here, we consider
an alternative ‘deterministic limit’ (ADL) of the linear
PDMP, where the remaining variability due to stochas-
tic binding and unbinding is artificially set to zero and
the stochastic cycle becomes a ‘deterministic’ limit cy-
cle. We use the first moments of the random waiting
times as a deterministic residence time of a promoter
state and, thus, the dynamics in (x, y) will be deter-
ministic. The first moments can be easily computed
numerically from Eq. 25 for the linear PDMP:
E [∆Tbinding − t0] = −
∫ ∞
t0
t
dP {Tbinding > t}
dt
dt
=
∫ ∞
t0
P {Tbinding > t} dt. (26)
When there is more than one possible reaction, we
choose the reaction with the minimal deterministic
waiting time. This is analogous to Gillespie’s ‘first
reaction’ method [19]. For the parameter set of the
idealised ATC and RTC in Figure 2, the average time
to titrate all the X is shorter than the average dis-
sociation time and the system cycles through all four
states. The time series of the ATC and RTC in the
alternative deterministic limit is shown in Fig. 2(d).
3 Analyses of more detailed mechanis-
tic models
The PDMP framework will now be applied to more
sophisticated models of the ATC. A previous model of
the ATC [15], which we call the KB model, showed
that multiple binding sites lengthened the period and
improved coherence of stochastic cycling. Using the
PDMP, we will show that multiple binding sites per
se are insufficient to improve coherence. Rather, slow
mRNA dynamics and multiple binding sites conspire
to push the dynamics across all the promoter states
and improve the coherence of stochastic cycling. The
second model of the ATC [27], which we call the VKBL
model, has an additional positive feedback loop where
the activator activates itself in addition to activating
the inhibitor. The authors previously showed that the
VKBL model exhibits excitation-relaxation or noise-
induced oscillation beyond the Hopf bifurcation. We
will use PDMP analysis to reveal that the fluctuations
in the random unbinding events of the bound TF on
the promoter sites are essential for inducing transcrip-
tional noise, which in turn drive the excitable system
away from its stable fixed point and induce large ex-
cursions in a semi-periodic manner.
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Figure 5: Schematic diagrams of the KB model [15] and the VKBL model [27] of the activator-titration circuit
(ATC). The parametrisations were adopted from the original papers.
3.1 Multiple binding sites do not improve co-
herence of stochastic cycling in idealised
ATC and RTC
One explanation for the improved coherence of
stochastic cycling in the KB model is that the coef-
ficient of variance (CV) of the total period is reduced
by increasing the number of steps in the ‘full cycle’.
For example, if there are N independent, stochastic
steps in the full cycle and if the means and vari-
ances at each step are of equal magnitude, then the
mean and variance of the total period scales with N
but the CV decreases as
√
N . To test this idea, we
simulated the idealised ATC and RTC with multiple
promoter sites (NZ = 3) using the Full CME with
the parameters listed in Table 1. As before, we only
see stochastic cycling in the non-adiabatic limit; see
Fig. 11(a-b). Strikingly, the distribution of periods
was similar to that of simulations for single binding-
sites; compare Fig. 2(e) to Fig. 11(e). To understand
why multiple binding sites did not increase the period
or improve the coherence of stochastic cycles, we first
transformed the Full CME into a PDMP (Appendix
D). We confirmed that simulations of the PMDP ac-
curately reproduced the results of the full CME; see
Fig. 11(c). We then reduced the PDMP into a lin-
earised PDMP framework, which explains why mul-
tiple binding sites in the idealised ATC and RTC do
not significantly alter the length of the period or im-
prove coherence. The linear PDMP shows that the
system becomes trapped in a ‘mini-cycle’ between the
sZ = 0 and sZ = 1 promoter states at the blue and
red boundaries (Fig. 6). The production rate changes
instantaneously upon promoter state switching across
the boundary, and deterministic titration of x will im-
mediately start pushing the system upwards (red box).
The timescale of titration is typically faster than that
of the next stochastic binding and, thus, produces a
stochastic mini-cycle around the boundary. This mini-
cycle dynamic is also reflected in the alternative de-
terministic limit of the ATC and RTC, as shown in
Fig. 11(d).
3.2 Origins of improved coherence in the KB
model
The KB model has several additional features com-
pared to the idealised ATC, which could explain the
observed increase in the period and coherence of
stochastic cycles. First, the dynamics of mRNA tran-
scription, degradation and protein translation are ex-
plicitly modelled. Second, the activators form homod-
imers before they can bind to the promoter sites and
regulate gene expression. Third, the homodimers bind
to the promoter sites independently and no longer need
to bind sequentially (i.e. distributive binding). Last,
the activator and inhibitor heterodimer is no longer
irreversible and can dissociate to form monomers.
Below, we describe PDMP analysis of the KB model
[15] for the ATC shown in Fig 5(a). Beginning with the
master equation governing the KB model, we perform
the system-size expansion presented in Sec. 2.4 and
arrived at the following PDMP:
d
dt
[rA] = −δm [rA] + ρ0
V
,
d
dt
[rI ] = −δm [rI ] +
1{G=0}ρf + 1{G>0}ρb
V
,
d
dt
[A] = −δp [A] + β [rA]− 2γ [A]2 + 21 [A2]
− γ [A] [I] + 2 [AI] ,
d
dt
[A2] = −δp [A2] + γ [A]2 − 1 [A2] , (27)
d
dt
[I] = −δp [I] + β [rI ]− γ [A] [I] + 2 [AI] ,
d
dt
[AI] = −δp [AI] + γ [A] [I]− 2 [AI] ,
G
α(Gmax−G)[A2]−−−−−−−−−−→ G+ 1,
G
θG−−→ G− 1.
We used the same variables and parameter set in Fig. 6
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Figure 9: Numerically measured data of the KB model [15]. (a) A sample path of the Full CME, (b) a sample
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CV. Panel (d) presents the probability distribution of the stochastic periods when the scaling factor $ = 1, as
measured from 105 stochastic cycles of the Full CME, PDMP, and reduced PDMP (Fig. 8).
of the original paper [15]. The state variables, [rA],
[rI ], [A], [A2], [I], [AI], andG are the concentrations of
the activator mRNA, inhibitor mRNA, monomeric ac-
tivators, homodimeric activators, inhibitors, and het-
erodimers. G is the promoter state variable, Gmax = 3
is the total number of binding sites, and V is anal-
ogous to the system size. The association and dis-
sociation rates are multiplied by G and (Gmax − G)
because there are multiple combinations of promot-
ers with same number of bound activators due to dis-
tributive binding. We reduced the PDMP into a linear
PDMP (Appendix E). The Monte Carlo kinetic simu-
lation of the linear PDMP gives similar results to the
Full CME of the KB model; see Fig. 9(a-b). In both
cases, the stochastic cycles exhibit a well-defined dis-
tribution of periods with reduced CV, as previously
observed.
The schematic of the linear PDMP in Fig. 7 sug-
gests that the period and coherence improved because
the mRNA dynamics introduce a time lag between the
change in mRNA production rate and the resulting
protein synthesis rate. Thus, even though the tran-
scription rate changes instantaneously upon crossing
the boundary when G = 0→ 1, the mRNA levels will
respond and reach a new state on the timescale set
by the mRNA degradation rate δm. This lag delays
the process of deterministic titration, which requires
new inhibitor synthesis, such that G can reach satu-
ration before x is titrated. As a consequence, the KB
model now goes through the largest cycle from G = 0
to G = 3. Given the importance of the lag, we ex-
pect the coherence of stochastic cycling to decrease
upon increasing the rate of mRNA degradation and,
thus, making the mRNA more responsive to changes
in transcription. We tested this idea by rescaling the
mRNA degradation δm = $δ¯m and protein translation
β = $β¯, such that the total protein levels stayed fixed,
but mRNA degradation rate could be varied through
$. Our results in Fig. 9(c) confirm that increasing the
mRNA degradation rate via larger $ created shorter
and less coherent stochastic ‘mini-cycles’, similar to
the idealised ATC which had a measured CV= 0.622.
We noticed that the variance of the waiting times
of binding events in the linear PDMP was much less
than those of unbinding events. This motivated us to
keep only the stochastic unbinding events whose wait-
ing times are all exponentially distributed and take
a deterministic waiting time for the binding events by
evaluating the first moment of the cumulative distribu-
tion (34). The resulting model is summarized in Fig. 8
and is referred to as the reduced PDMP. In the reduced
model, the only stochasticity—the random unbinding
events—results in a random duration in a series of pro-
moter states which actively produce the inhibitor I
(top row of Fig. 8). The excellent agreement between
the reduced PDMP and full CME of the KB model
suggests that the variability in stochastic cycle times
is mostly determined by the stochasticity of unbinding
events; see Fig. 9(d). Although the serial nature of
unbinding events helps reduce the overall CV and im-
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Figure 10: Slow fluctuations in the random binding and unbinding events induce the excitable mode of VKBL
model [27]. Column (a) is the full CME, (b) is the PDMP, and (c) is the ADL of the VKBL model. The first
row are the dynamics of the mRNAs and the second are the dynamics of the activator (A), inhibitor (R), and
heterodimer complex (C). Insets are longer time series.
prove the coherence of stochastic cycling, the random-
ness of unbinding events propagates nonlinearly and
contributes to the overall uncertainty of the stochastic
cycle period. For example, in each ‘episode’ of serial
stochastic unbinding, the number of synthesized in-
hibitors will be a random quantity that subsequently
determines the time to titrate the produced I back to
zero (downward arrow) before the promoter state can
deterministically cycle back to the actively producing
I state (G = Gmax and a = 0).
3.3 Noise-induced oscillation in the VKBL
model
We then turned our attention to the ATC model stud-
ied by Vilar et al. [27], whose schematic is shown in
Fig. 5(b). In the VKBL model, the activator activates
itself in addition to the inhibitor and, thus, can ex-
hibit deterministic limit cycles. However, the authors
deliberately studied the VKBL model for a param-
eter set where there were no deterministic limit cy-
cles but the system exhibited excitation-relaxation or
noise-induced oscillations. Below, we will use PDMP
analysis to show that stochastic promoter fluctuations
are responsible for kicking the stable fixed point into
an excitable excursion. The VKBL model is given by:
d [MA]
dt
= 1{GA=0}αA + 1{GA>0}α
′
A − δM [MA] ,
d [MR]
dt
= 1{GR=0}αR + 1{GR>0}α
′
R − δM [MR] ,
d [A]
dt
= βA [MA]− δA [A]− γC [A] [R] ,
d [C]
dt
= γC [A] [R]− δA [C] (28)
d [R]
dt
= βR [MR]− δR [R]− γC [A] [R] + δA [C] ,
GA = 0
γA[A]−−−−⇀↽ −
θA
GA = 1
GR = 0
γR[A]−−−−⇀↽ −
θR
GR = 1.
We adopt the same symbols and parameters of Fig. 5
from the original work [27], except for discrete GA ∈
{0, 1} and GR ∈ {0, 1}, which represent the number of
bound activators on the promoters of A or R.
The sample path of the PDMP faithfully captures
the signature of the dynamics of the full CME in
the parameter regime with noise-induced oscillations;
compare Figs. 10(a) and (b). The PDMP only takes
into account the stochasticity of the binding and un-
binding events (i.e., GZ = 0  1); the rest of the
processes are described by deterministic evolutionary
equations. Thus, we can conclude that the noise-
induced oscillations in the full CME are due to the
discrete binding and unbinding events at the promoter
site. In both the full CME and PDMP, the system con-
stantly switches back-and-forth between GA = 0  1
and produces a bursty activator mRNA population
(Fig. 10(a-b)). However, occasionally, an unbind-
ing event takes longer than usual which leads to a
larger-than-average number of activator mRNAs. This
larger-than-average number of activators titrates all
the inhibitors (R) and the critical accumulation of ac-
tivator excites the system through a large excursion in
the phase space; see Fig. 10(b). The alternative de-
terministic limit of the VKBL model does not exhibit
any excitable excursions, as shown in Fig. 10(c). By
definition, the ADL does not exhibit any variability
in the binding and unbinding events. The lack of ex-
citable excursions in the ADL is consistent with the
idea that rare fluctuations in the unbinding times are
the critical ingredient for generating enough activators
(A) to titrate all the inhibitors (R) in the system.
4 Discussion and future outlook
Dynamical models of gene expression often assume
that switching between promoter states (e.g. bind-
ing and unbinding of regulatory proteins) takes place
at a much shorter timescale than any other processes
in the model. This idealisation, known as the quasi
steady-state or adiabatic approximation [2, 3], uses an
effective rate inferred from the quasi-stationary distri-
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bution of the promoter states. When the timescale of
promoter state switching is comparable to other pro-
cesses, which is typically the case for natural systems,
this approach fails to describe the resulting dynamics
accurately.
In this article, we investigated the stochastic dy-
namics of biological clocks in the non-adiabatic regime.
Previous work [14, 15] demonstrated that time delays,
which arise from slow promoter switching in the non-
adiabatic regime, are important for the emergence of
deterministic limit cycles. These studies modeled the
transcription rate as an ensemble-averaged transcrip-
tion rate of the discrete promoter states. Such a treat-
ment would be precise if one had a large copy number
of independent promoters, e.g. models in [28]. How-
ever, the copy number of genomic DNA is small in
many biological systems and the transcription rate at
any given time can only be one of the two discrete
values βbZ and β
f
Z . When the switching timescale is
fast (i.e., adiabatic), the promoter state goes through
a large numbers of cycles between consecutive tran-
scription events and the effective rate of transcription
converges to the ensemble-averaged transcription rate.
However, when the switching timescale is slow (i.e.,
non-adiabatic), the averaged transcription rate cannot
capture the nature of alternating rates of transcription
events.
The effects of non-adiabatic promoter fluctuations
have been investigated, mostly numerically, in the
literature of biological clocks. Both the studies of
Potoyan and Wolynes [29] and Gonze et al. [30] re-
ported that slower switching rates compromise the co-
herent oscillation seen in the deterministic limit. In
a slightly different model, Feng et al. [31] observed
coherent oscillation when the binding and unbinding
events were either very fast (adiabatic) or very slow
(non-adiabatic). Last, stochastic resonance was re-
ported by Li and Li [32], who showed that there exists
a ‘sweet spot’ where the promoter switching is nei-
ther fast or slow. In the above-mentioned studies, the
adopted methods range from direct computation of the
eigenvalues of the truncated Chemical Master Equa-
tion [29], direct computation of the stationary distri-
bution [31], and direct continuous-time Markov simu-
lations and power spectral analyses of the generated
sample paths [30, 32]. Although it is straightforward
to carry out these analyses, they reveal little about
the mechanisms of stochastic oscillations. For exam-
ple, these methodologies could not answer why a sys-
tem with more promoter binding sites exhibits more
coherent oscillation, or quantify the impact of mRNA
or post-translational reactions, e.g. dimerisation.
We present a mathematical framework to analyse
the stochastic dynamics of gene expression in the non-
adiabatic regime. In this framework, we begin with the
most detailed description of the individual-molecular-
based and stochastic dynamics, the chemical master
equation, and systematically construct the piecewise
deterministic Markov processes (PDMP), which re-
tains the discrete and stochastic switching nature of
the genetic states. This framework is a natural gener-
alisation of our previous work [11, 21, 22], and the de-
rived PDMP has been shown to be a powerful mathe-
matical tool to model coloured noise in stochastic gene
expression [12, 33, 34, 35, 36, 37, 38, 39, 40, 41]. Our
analyses showed that for the models we investigated,
the PDMP faithfully captures dynamical features of
the individual-molecular-based models. We further
proposed a scheme to construct an alternative ‘deter-
ministic description’ of the dynamics without invok-
ing the adiabatic assumption. These analytical tools
revealed the emergent non-equilibrium transitions be-
tween the discrete genetic states in the non-adiabatic
regime. In the idealised models, both the ATC and
RTC exhibited stochastic cycling in the discrete ge-
netic states. We showed that a more robust and co-
herent oscillation (the full cycle) occurred in a regime
of slower dissociation rate (small θZ in the idealised
model). The analysis also revealed the interactions be-
tween the TF population and the transition between
the discrete genetic states, showing that it is necessary
to consider the joint process describing the TF dynam-
ics and gene switching dynamics. While the joint pro-
cess (PDMP) is Markovian, it is known that the TF
dynamics alone [42] is non-Markovian. In this work,
we showed that the gene switching dynamics alone is
also non-Markovian.
To illustrate the practicality of these analytical
tools, we analysed more sophisticated and detailed
models. Interestingly, in the two models we investi-
gated, the analysis revealed different mechanisms of
to induce oscillations. In the KB model [15], we found
that the oscillation was induced by the slow-transitions
between the discrete-genetic states, similar to the ide-
alised models. Nevertheless, in contrast to the ide-
alised model which exhibits similar dynamics when we
changed the number of promoter sites NZ, the inclu-
sion of the mRNA in the KB model pushes the system
to transit through more genetic states. This is because
the product of the gene, i.e. mRNA, no longer directly
(and abruptly) regulates its own production rate and
there is a delay. Since the predominant stochasticity of
the system arises from the random unbinding events,
the ability to travel through more internal stages de-
creases the coefficient of variance. Consequently, more
coherent oscillations were observed in the KB model,
compared to the idealised models. By applying the an-
alytical tools to the VKBL model [27], we were able to
show that the average (deterministic) genetic switch-
ing events were not sufficient to induce the oscillation.
Instead, longer-than-average binding events were re-
sponsible for exciting the FitzHugh-Nagumo-like sys-
tem to go through a large excursion in the phase space.
Biologically, these longer-than-average binding events
are called transcriptional bursting noise. It is straight-
forward to show that by increasing translational burst-
ing, achieved by simultaneously scaling up the transla-
tion rate and scaling down the transcription rate, one
can also induce similar oscillations (data not shown).
On a final note, the PDMP is derived from the de-
tailed Chemical Master Equation and can be viewed
as a hybrid model which combines the continuous
and deterministic TF dynamics and the discrete and
stochastic promoter switching dynamics. The PDMP
is therefore a promising ‘bridge model’ connecting
detailed and mechanistic computational models and
12
highly-idealised discrete-state oscillators [43, 44, 45]
and phase oscillators [46, 47, 48, 49] which were pre-
viously proposed ad hoc.
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Parameter Description ATC RTC Order of reaction
Ω Characteristic system size 103 103 N/A
λ Scaling factor of the binding rate κZ and unbinding rate θZ, Z ∈ {X,Y } (1, 103) (1, 103) N/A
NX Number of binding sites on gene X 0 (1, 3) N/A
NY Number of binding sites on gene Y (1, 3) 0 N/A
βfX Basal production rate of gene X when the number of bound X < NX 2 10 Zeroth order
βbX Activated production rate of gene X when the number of bound X = NX 2 0 Zeroth order
βfY Basal production rate of gene Y when the number of bound X < NY 0 2 Zeroth order
βbY Activated production rate of gene Y when the number of bound X = NY 10 2 Zeroth order
δX Degradation rate of TF X 1 1 First order
δY Degradation rate of TF Y 1 1 First order
κX The binding rate of TF X to an empty target promoter site on gene X 0 0.2λ Second order
κY The binding rate of TF X to an empty target promoter site on gene Y λ 0 Second order
θX The dissociation rate of a TF X bound to promoter sites of X 0 0.4λ First order
θY The dissociation rate of a TF X bound to promoter sites of Y 0.5λ 0 First order
α The production rate of heterodimer XY 10 10 Second order
Table 1: Descriptions and values of the idealised model parameters.
A Scaling relationship between param-
eters in the mass action kinetics and
parameters in the Full CME model
The scaling of parameters depends on the order of the
reactions. The mapping from the defined mass action
rates to the rates in the Full CME simulations are:
0th order reactions: βfZ → ΩβfZ , βbZ → ΩβbZ, (29a)
1st order reactions: δZ → δZ , θZ → θZ (29b)
2nd order reactions: α→ α/Ω, κZ → κZ/Ω, (29c)
with Z ∈ {X,Y}.
B Measuring the periods of stochastic
cycles
In the marginal space describing the genetic state (sZ),
the regulatory protein dynamic of sZ = 0 is signifi-
cantly different from the other states (sZ > 0). This is
because we defined the transcription rate of the regu-
lated gene Z to be 1{sZ=>0}β
b
Z + 1{sZ=0}β
f
Z . There-
fore, we record the times at which each transition
sZ = 0→ 1 occurs, and we define the elapsed time be-
tween two consecutive transitions as the period of the
stochastic cycle. We measured 105 periods for each
model and compared their probability distributions in
Fig. 2(e).
C A kinetic Monte Carlo scheme to
generate sample paths of nonlinear
PDMPs
When the deterministic part of the PDMP has an an-
alytical solution, Bokes et al. prescribed a simple al-
gorithm to generate the exact random switching times
[50]. We used the Bokes algorithm for our linearised
PDMP, which has an analytical solution for the deter-
ministic part. The two-dimensional deterministic sys-
tem of the full PDMP is governed by a set of nonlinear
equations where the nonlinearity comes from the term
describing heterodimer formation, αxy. As the exact
solution is unknown, we used the following numerical
scheme to generate exact sample paths that respect the
waiting times before the next switching events. In our
idealised model of the ATC or RTC, there is only one
gene whose promoter states can switch. Our algorithm
below generates sample paths for this specific type of
network with one promoter sZ , but it can be general-
ized to more complex, multiple-switching genes.
1. Initiation. Initiate the state variable (x, y, sZ).
Here (x, y) are the population density of the TFs,
and sZ is the discrete promoter state; in ATC,
sZ = sY and in RTC, sZ = sX. Initiate a “time
of last switching” t0 ← 0.
2. Generate dissociation time. When sZ > 0,
the bound X can dissociate from the promoter
sites. The exponentially distributed waiting time
is generated by assigning Tdiss ← − log u/θ, with
u ∼ Unif(0, 1). When sZ = 0 assign Tdiss ←∞.
3. Generate a random number to determine
the next binding event. When sZ is less than
the maximum capacity of promoter sites (ATC:
NY; RTC: NX), it is possible to have a binding
event in the future. Generate a u1 ∼ Unif(0, 1)
for future use. When s is equal to the maximum
capacity of the promoter sites, we set u1 ← −1.
4. Forward integrate the system. Advance the
time by a small dt  1 to forward integrate
the ODE’s numerically, update the state (x, y).
We implement the integrator using Runge–Kutta
method.
5. Check if a binding or dissociation event oc-
curs. If the time t > Tdiss, there was a dissoci-
ation event that occurred in the past time step.
Update the genetic state sZ ← sZ − 1. On the
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Figure 11: Sample paths of the Full CME model of the
ATC and RTC in the (a) adiabatic regime (λ = 1000)
and (b) non-adiabatic regime (λ = 1) for multiple
binding sites (NZ=3). (c) Sample paths of the con-
structed piecewise deterministic Markov process when
λ = 1 (Sec. 2.4). (d) The alternative deterministic
limit of the processes (Sec. 2.8). (e) Quantification of
the periods of the stochastic cycles.
other hand, the probability that the system has
not bind another TF molecule is
P {Tbinding > t} = exp
[
−
∫ t
t0
κZx(t
′)dt′
]
(30)
We compute this quantity, noting that this can be
summed up for each of the time step dt numeri-
cally. If P {Tbinding > t} < u1 , we know by the in-
verse transform sampling that a binding event oc-
curred in the past time step, so assign sZ ← sZ+1
accordingly.
6. Repeat. If there was a change in the promoter
state sZ , then repeat from 2 and register a new
t0; otherwise, repeat from 4, until the end of the
simulation.
We remark that if the dynamics are linear and solv-
able, one can analytically compute the survival func-
tion Eq. (30) and derive an more efficient continuous-
time sampling technique [50]. In the VKBL model, the
above algorithm is generalised to the two genetic states
(GA, GR). We notice that there are four distinct ge-
netic states ψ1 := (0, 0), ψ2 := (1, 0), ψ3 := (0, 1),
and ψ4 := (1, 1), and the possible transitions are
ψ1  ψ2  ψ4  ψ3  ψ1. Therefore, when the
genetic state is in ψ1, we derive two survival functions
and use them to perform inverse sampling which gener-
ates a first binding event. Similarly, when the genetic
state is in ψ4, two exponentially distributed dissocia-
tion times are be sampled to determine the first dis-
sociation event. As for genetic states ψ2 and ψ3, they
can either transit to ψ1 (by a dissociating event of the
bound TF) or ψ4 (by an binding event between the
free promoter and a free TF). The random times are
sampled similar to the above step 2 to 5.
D PDMP of idealised ATC and RTC
The PDMP of the ATC is
x˙ = βX − δXx− αxy, (31)
y˙ = 1{sY=0}β
f
Y + 1{sY>0}β
b
Y − δY y − αxy,
sY
xκY−−→ sY + 1, if 0 ≤ sY < NY,
sY
θY−−→ sY − 1, if 0 < sY ≤ NY.
and the PDMP of the RTC is
y˙ = βY − δY y − αxy, (32)
x˙ = 1{sX=0}β
f
X + 1{sX>0}β
b
X − δXx− αxy,
sX
xκX−−→ sX + 1, if 0 ≤ sX < NX,
sX
θX−−→ sX − 1, if 0 < sX ≤ NX.
where NZ is the number of promoter states.
E Linear PDMP of the KB model
We performed the following model reduction for
the nonlinear PDMP in Eq. (27) by imposing the
following assumptions based on the parameters used
in [15]:
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Irreversible heterodimersation. The het-
erodimerisation is much larger than the reverse rate,
and we approximate it as an irreversible process.
Thus, [AI] is ignored.
Fast homodimerisation and dissociation. The
homodimerisation and dissociation occurs at a much
faster timescale than other processes, so the concen-
trations of [A] and [A2] satisfy the quasi-stationary
approximation—γ [A]
2 ≈ 1 [A2]—at any given time.
For simplicity, we define [A] := [A] + 2 [A2] (t) as the
total number of activators in monomeric and dimeric
form.
Linearisation. We assume that at any given time,
either activators or inhibitors are dominant such that
the other becomes a limiting factor. This is the ap-
proximation we proposed in Sec. 2.8 for the idealized
model. After this linearisation, the dynamics of [rA],
[rI ], [A], and [I] are all analytically tractable. In the
long run, [rA] → ρ0/δm, and [rI ] relax exponentially
to the fixed points ρf/δm and ρb/δm when G = 0
and G > 0 respectively. The activation rate of the
linearised PDMP is proportional to the concentration
of the dimeric activators A2, which can be solved by
equating
[A] = [A] + 2 [A2] =
√
1
γ
[A2] + 2 [A2] , (33)
using the adiabatic approximation γ [A]
2
= 1 [A2] in
the last step. The survival function of the waiting time
of the next binding event can be formulated as follows:
let the random time to the next binding event to be τ ,
P {τ > t|G(t0) = G0} = e−α(Gmax−G0)
∫ t
t0
[A2](t′)dt′ .
(34)
The survival function is then used to generate the
stochastic waiting time to next binding event using
the inverse transform sampling method.
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