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Abstract
By using the Krasnoselskii fixed point theorem on cones in Banach spaces some existence results
of positive solutions of a boundary value problem concerning a second-order functional differential
equation are given.
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1. Introduction
We investigate the existence of one or more positive solutions of a boundary value
problem for a second-order functional differential equation.
We shall denote byR the set of real numbers and byR+ the set of all nonnegative x ∈R.
Fix any r ∈ R+. Then Cr will denote the Banach space of all continuous functions
φ : [−r,0] =: J →R endowed with the sup-norm
‖φ‖J := sup
{∣∣φ(s)∣∣: s ∈ J }.
For any continuous function x defined on the interval [−r,1] and any t ∈ [0,1] =: I , the
symbol xt is used to denote the element of Cr defined by
xt (s)= x(t + s), s ∈ J.
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x ′′(t)+F(t, xt )= 0, t ∈ I, (1.1)
where F : I ×Cr →R is a continuous function, associated with the initial condition
x0 = φ. (1.2)
Here φ is an element of the space
C+r (0) :=
{
ψ ∈ C(J,R+): ψ(0)= 0}.
There is a great number of papers and books dealing with functional differential equa-
tions. For a detailed review on this class of equations we refer to the books by Hale and
Lunel [10] and Driver [5].
Motivated mainly by the papers [12,15,16] we associate Eq. (1.1) with the boundary
condition
ax(1)+ bx ′(1)= 0, (1.3)
where a, b are nonnegative real numbers with a + b > 0.
As pointed out in [7], boundary value problems associated with functional differential
equations have arisen from problems of physics and variational problems of control the-
ory, as well as from applied mathematics appeared early in the literature (see [8,9]). Since
then many authors (see, e.g., [1,18–20]) investigated the existence of solutions for bound-
ary value problems concerning functional differential equations. A more detailed treatment
can also be found in the books of Erbe et al. [6] and Henderson [11]. Recently an increas-
ing interest in studying the existence of positive solutions for such problems is observed.
Among others we refer to [1,2,4,12–16,21,22].
Our purpose in this paper is to establish sufficient conditions for the existence of positive
solutions of the boundary value problem (1.1)–(1.3). The key tool in finding our main
results is the following well-known fixed point theorem due to Krasnoselskii [17].
Theorem 1.1. Let B be a Banach space and let K be a cone in B. Assume that Ω1 and Ω2
are open subsets of B, with 0 ∈Ω1 ⊂ Ω1 ⊂Ω2, and let
A :K∩ (Ω2\Ω1)→K
be a completely continuous operator such that either
‖Au‖ ‖u‖, u ∈K∩ ∂Ω1, and ‖Au‖ ‖u‖, u ∈K∩ ∂Ω2,
or
‖Au‖ ‖u‖, u ∈K∩ ∂Ω1, and ‖Au‖ ‖u‖, u ∈K∩ ∂Ω2.
Then A has a fixed point in K∩ (Ω2\Ω1).
2. Preliminaries and some basic lemmas
In the sequel we shall denote by C0(I) the space of all continuous functions x : I → R
with x(0)= 0. This is a Banach space when it is furnished with the usual sup-norm
‖x‖I := sup
{∣∣x(s)∣∣: s ∈ I}.
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C+0 (I) :=
{
x ∈ C0(I): x(t) 0, t ∈ I
}
and fix t ∈ I . For each φ ∈C+r (0) and x ∈ C0(I) we define
xt (s;φ) :=
{
x(t + s), t + s  0,
φ(t + s), t + s  0, s ∈ J ,
and observe that xt (·;φ) ∈C(J,R).
By a solution of the boundary value problem (1.1)–(1.3) we mean a function x ∈C0(I)
such that x ′′ exists on I and x satisfies condition (1.3) and for a certain φ the relation
x ′′(t)+F (t, xt (·;φ))= 0 (2.1)
holds for all t ∈ I .
A function x is a solution of the boundary value problem (1.1)–(1.3) if and only if it
satisfies
x(t)=
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds, t ∈ I,
where G is the well-known Green’s function for the homogeneous boundary value problem
which corresponds to (1.1)–(1.3), i.e., for the problem
x ′′(t)= 0, x(0)= 0, ax(1)+ bx ′(1)= 0.
More precisely, the function G is defined by the formula (see [3]; a more general situation
is also presented in [16])
G(t, s) := 1
a + b
{ [a(1− t)+ b]s, Q s  t  1,
[a(1− s)+ b]t, Q t  s  1.
Note that for every t, s ∈ I the function G satisfies the inequality
G(t, s)G(s, s). (2.2)
Now we establish our basic assumptions.
(H1) There exist real numbers M > 0 and ri , i = 1,2, . . . , n, with 0 < r1 < r2 < · · · <
rn = r , as well as (Lebesgue) measurable functions uk : I → R+ and nondecreasing
functions Lk :R+ →R+ such that
F(t,ψ)
n∑
k=1
uk(t)Lk
(‖ψ‖Jk ), t ∈ I, ψ ∈C+r (0), ‖ψ‖M, (2.3)
where J1 := [−r1,0], Jk := [−rk,−rk−1), k = 2,3, . . . , n, and ‖ψ‖Jk := sup{ψ(s):
s ∈ Jk}, k = 1,2, . . . , n.
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[0,+∞), and nondecreasing w :R+→R+ such that
measEδ > 0,
where
Eδ :=
{
t ∈ I : δ  t − τ (t) 1− δ}
and
F(t,ψ) v(t)w
(
ψ
(−τ (t))), t ∈ I, ψ ∈ C+r (0).
Assume, also, that sup{v(t): t ∈Eδ}> 0.
It is not hard to see that relation (2.1) and assumption (H2) imply that r < 1.
To proceed we set
µ := min
{
δ,
aδ+ b
a + b
}
and define the set
K :=
{
x ∈ C+0 (I): min
δt1−δ x(t) µ‖x‖I
}
,
which, clearly, is a cone in C0(I). For any φ ∈ C+r (0) consider the operator Aφ :K→
C0(I) defined by the type
(Aφx)(t) :=
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds, t ∈ I.
To prove our main results we need the following lemmas.
Lemma 2.1. Let assumption (H1) hold. If M satisfies the condition
n∑
k=1
Lk(M)
(
ck − a
a + bdk
)
<M, (2.4)
where
ck :=
1∫
0
suk(s) ds and dk :=
1∫
0
s2uk(s) ds,
then for any φ ∈ C+r (0), with ‖φ‖J M and any x ∈K, with ‖x‖I =M , we have
‖Aφx‖I < ‖x‖I .
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(Aφx)(t)=
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds 
1∫
0
G(s, s)F
(
s, xs(·;φ)
)
ds

n∑
k=1
1∫
0
G(s, s)uk(s)Lk
(∥∥xs(·;φ)∥∥Jk
)
ds 
n∑
k=1
Lk(M)
1∫
0
G(s, s)uk(s) ds
=
n∑
k=1
Lk(M)
(
ck − a
a + b dk
)
<M = ‖x‖I . ✷
Having in mind the proof of Lemma 2.1, one can easily conclude the following results.
Lemma 2.2. Let assumption (H1) be true. If condition (2.3) is satisfied for all ψ ∈ C+r (0)
and the inequality
lim inf
ζ→+∞
n∑
k=1
(
ck − a
a + bdk
)
Lk(ζ )
ζ
< 1 (2.5)
holds, then for each large k there exists Mk > k so that the conclusion of Lemma 2.1 keeps
in force with M :=Mk .
Lemma 2.3. Let assumption (H1) be true. If condition (2.3) is satisfied for all small ψ ∈
C+r (0) and the inequality
lim inf
ζ→0+
n∑
k=1
(
ck − a
a + bdk
)
Lk(ζ )
ζ
< 1 (2.6)
holds, then for each positive integer n there exists a number Mn ∈ (0,1/n) so that the
conclusion of Lemma 2.1 keeps in force with M :=Mn.
Lemma 2.4. Let assumption (H2) hold. If for some ρ > 0 we have
ρ < µw(ρ)λδ, (2.7)
where
λδ := sup
t∈I
∫
Eδ
G(t, s)v(s) ds,
then for any φ ∈ C+r (0) and any x ∈K, with ‖x‖I =R := ρ/µ, it holds that
‖Aφx‖I > ‖x‖I .
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‖Aφx‖I = sup
t∈I
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds
 sup
t∈I
1∫
0
G(t, s)v(s)w
(
xs(−τ (s);φ)
)
ds
 sup
t∈I
∫
Eδ
G(t, s)v(s)w
(
x
(
s − τ (s)))ds
w
(
µ‖x‖I
)
sup
t∈I
∫
Eδ
G(t, s)v(s) ds >
ρ
µ
=R = ‖x‖I . ✷
Again, having in mind the proof of Lemma 2.4, we can easily conclude the following
results.
Lemma 2.5. Let assumption (H2) hold. If the function w satisfies the condition
lim sup
ζ→0+
w(ζ )
ζ
>
1
µλδ
, (2.8)
then for each positive integer n there is ρn ∈ (0,1/n) so that the result of Lemma 2.4 is
true with ρ := ρn.
Lemma 2.6. Let assumption (H2) hold. If the function w satisfies the condition
lim sup
ζ→+∞
w(ζ )
ζ
>
1
µλδ
, (2.9)
then for each k ∈N there is ρk > k so that the result of Lemma 2.4 is true with ρ := ρk .
3. Main existence results
Theorem 3.1. Suppose that either
(i) (H1), (2.4), (H2), (2.7), and ρ = µM , or
(ii) (H1), (2.4), (H2), (2.8), or
(iii) (H1), (2.4), (H2), (2.9)
hold. Then for every φ ∈C+r (0), with ‖φ‖J M , the boundary value problem (1.1)–(1.3)
has at least one positive solution x such that
min
{
ρ
µ
,M
}
< ‖x‖< max
{
ρ
µ
,M
}
in case (i),
0 < ‖x‖<M in case (ii),
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M < ‖x‖ in case (iii).
Proof. For any x ∈K we observe that Aφx(0)= 0. Since a + b > 0, we have G(t, s) 0
for all t, s ∈ I . Also from (H2) it follows that Aφx(t) 0, t ∈ I . Moreover, for any x ∈K
and any t ∈ I it holds that
(Aφx)(t)=
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds 
1∫
0
G(s, s)F
(
s, xs(·;φ)
)
ds,
because of (2.2). So we have
‖Aφx‖I 
1∫
0
G(s, s)F
(
s, xs(·;φ)
)
ds. (3.1)
On the other hand, observe that for every t ∈ (δ,1− δ) we have
G(t, s)
G(s, s)
= a(1− t)+ b
a(1− s)+ b 
aδ+ b
a + b , if 0 s  t,
and
G(t, s)
G(s, s)
= t
s
 δ
1
= δ, if t  s  1.
Namely, it holds that
G(t, s) µG(s, s), t ∈ (δ,1− δ), s ∈ I.
Consequently, by (3.1), for any x ∈K we have
min
δt1−δ
(Aφx)(t)= min
δt1−δ
1∫
0
G(t, s)F
(
s, xs(·;φ)
)
ds
µ
1∫
0
G(s, s)F
(
s, xs(·;φ)
)
ds  µ‖Aφx‖I .
Therefore the operator Aφ maps the cone K into itself. Furthermore, by (H1) the function
F(t, ·) maps bounded subsets of C+r (0) into bounded subsets of R and hence Aφ is a
completely continuous operator.
The rest of the proof is obtained by applying Theorem 1.1 and Lemmas 2.1, 2.4 in
case (i), Lemmas 2.1, 2.5 in case (ii), and Lemmas 2.1, 2.6 in case (iii). ✷
Theorem 3.2. Suppose that either
(i) (H1), (2.5), (H2), (2.7), or
(ii) (H1), (2.5), (H2), (2.8)
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positive solution x such that ‖x‖> ρ/µ in case (i).
Proof. We follow the same procedure as above, but now we use Lemmas 2.2, 2.4 in case (i)
and Lemmas 2.2, 2.5 in case (ii). ✷
Theorem 3.3. Suppose that either
(i) (H1), (2.6), (H2), (2.7), or
(ii) (H1), (2.6), (H2), (2.8), or
(iii) (H1), (2.6), (H2), (2.9)
hold, where (2.3) holds for all small ψ ∈ C+r (0). Then for every small φ ∈ C+r (0) the
boundary value problem (1.1)–(1.3) has at least one positive solution x such that 0 <
‖x‖< ρ/µ in case (i).
Proof. Again, we follow the same procedure as in Theorem 3.1, but now we use Lem-
mas 2.3, 2.4 in case (i), Lemmas 2.3, 2.5 in case (ii), and Lemmas 2.3, 2.6 in case (iii). ✷
The following results can be easily obtained by using the lemmas we stated above ac-
cordingly and Theorem 1.1.
Theorem 3.4. Assume that the conditions
(i) (H1), (2.4), (H2), (2.7), (2.5), or
(ii) (H1), (2.4), (H2), (2.7), (2.8)
together with ρ > µM hold, or the conditions
(iii) (H1), (2.4), (H2), (2.7), (2.9), or
(iv) (H1), (2.4), (H2), (2.7), (2.6)
together with ρ < µM hold. Assume also that in case of (2.6) relation (2.3) is satisfied
for all small ψ ∈ C+r (0). Then the boundary value problem (1.1)–(1.3) has at least two
positive solutions x1, x2, such that
M < ‖x1‖< ρ
µ
< ‖x2‖ in case (i),
0 < ‖x1‖<M < ‖x2‖< ρ
µ
in case (ii),
ρ
µ
< ‖x1‖<M < ‖x2‖ in case (iii),
and
0 < ‖x1‖< ρ
µ
< ‖x2‖<M in case (iv).
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(i) (H1), (2.4), (2.5), (H2), (2.7), (2.8), and ρ > µM , or
(ii) (H1), (2.4), (2.6), (H2), (2.7), (2.9), and ρ < µM
hold. Assume also that in case of (2.6) relation (2.3) is satisfied for all small ψ ∈
C+r (0). Then the boundary value problem (1.1)–(1.3) has at least three positive solutions
x1, x2, x3, such that
0 < ‖x1‖<M < ‖x2‖< ρ
µ
< ‖x3‖ in case (i)
and
0 < ‖x1‖< ρ
µ
< ‖x2‖<M < ‖x3‖ in case (ii).
4. Applications
To illustrate our results we present the following examples.
Example 1. Consider the boundary value problem
x ′′(t)+ γ (|x(t − α)| + σ )(1− exp(−∣∣x(t − β)∣∣1/2))= 0, t ∈ [0,1], (4.1)
and
x(t)= φ(t), t ∈ [−β,0], (4.2)
ax(1)+ bx ′(1)= 0, (4.3)
where 0 < α  β < 1, φ ∈ C+β (0), γ,σ > 0, and a, b 0 are such that a + b > 0 and
(3b+ a)γ < 6(a + b).
Observe that
F(t,ψ) := γ (∣∣ψ(−α)∣∣+ σ )(1− exp(−∣∣ψ(−β)∣∣1/2))
 u1(t)L1
(‖ψ‖J1 )+ u2(t)L2(‖ψ‖J2),
where we have set
r1 := α, r2 := β, u1 := γ, u2 := γ σ, L1(ζ ) := ζ, and L2(ζ ) := 1.
Also we obtain
F(t,ψ) v(t)w
(
ψ
(−τ (t))),
where
v(t) := γ σ, τ (t) := β, w(ζ ) := 1− e−
√
ζ , ζ  0.
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observe that limζ→0+(wζ/ζ ) = +∞, and therefore condition (2.8) is satisfied. Finally,
condition (2.4) holds with any M > 0 such that
M >
(3b+ a)σ
6(a + b)− γ (a + 3b) .
These arguments guarantee that Theorem 3.1(ii) applies and we conclude that there is a
positive solution of the problem with norm less than M .
Example 2. Consider the boundary value problem
x ′′(t)+
t∫
t−1/4
∣∣x(t − s)∣∣ds + g
(
x
(
t − 1
3
))
= 0, t ∈ [0,1], (4.4)
x(t)= φ(t), t ∈
[
−1
3
,0
]
, (4.5)
x(1)= 0, (4.6)
where
g(z) :=
{
z, z 1,
|z|1/2, z 1,
and φ ∈C+1/3(0).
Observe that
F(t,ψ) :=
0∫
−1/4
∣∣ψ(s)∣∣ ds + g
(
ψ
(
−1
3
))
and therefore
F(t,ψ) u1(t)L1
(‖ψ‖J1)+ u2(t)L2(‖ψ‖J2 ),
where we have set
r1 := 14 , r2 :=
1
3
, u1 := 14 , u2 := 1, L1(ζ ) := ζ, and L2(ζ ) := g(ζ ).
Also we obtain
F(t,ψ) v(t)w
(
ψ
(−τ (t))),
where
v(t) := 1, τ (t) := 1
3
, w(ζ ) := g(ζ ).
Choose δ := 1/3, thus we have Eδ := [2/3,1]. Also we have µ= 1/3 and
λδ = sup
0t1


t
18 , 0 t 
2
3 ,
−9t2+13t−4 , 2  t  1.
= max
{
1
27
,
25
648
}
= 25
648
.18 3
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dition (2.4) is satisfied for all M > 16/529. Also, obviously, lim supζ→0(w(ζ )ζ )=+∞,
so condition (2.8) is satisfied. Therefore Theorem 3.4(ii) applies when the inequalities
16/529 <M < 3ρ < 625/3888 hold. We conclude that there exist two positive solutions
x1, x2 of the boundary value problem (4.4)–(4.6) such that 0 < ‖x1‖<M < ‖x2‖< 3ρ.
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