Quantitative Structure Activity Relationship (QSAR) models are expected to play an important role in the risk assessment of chemicals on humans and the environment. In this study, we developed a validated QSAR model to predict acute oral toxicity of 329 pesticides to rats because a few QSAR models have been devoted to predict the Lethal Dose 50 (LD50) of pesticides on rats. This QSAR model is based on 17 molecular descriptors, and is robust, externally predictive and characterized by a good applicability domain. The best results were obtained with a 17/9/1 Artificial Neural Network model trained with the Quasi Newton back propagation (BFGS) algorithm. The prediction accuracy for the external validation set was estimated by the Q 2 ext and the Root Mean Square error (RMS) which are equal to 0.948 and 0.201, respectively. 98.6% of external validation set is correctly predicted and the present model proved to be superior to models previously published. Accordingly, the model developed in this study provides excellent predictions and can be used to predict the acute oral toxicity of pesticides, particularly for those that have not been tested as well as new pesticides.
Pesticides are widely used in agriculture for plant protection and for increasing production yields and quality of agricultural products but also in domestic applications. They are also used to slow the spread of insects, to maintain lawns, recreational areas and highways.
Pesticides have also contributed to the control of many human diseases transmitted by insects.
The most common pesticides are herbicides, insecticides and fungicides. However, despite these advantages, pesticides have a major drawback such as toxicity [1] . Due to the excessive use of these products, they are found as well as residue in the environment (water, soil, air) than in terrestrial and aquatic food chains [2, 3] . In addition, they also pose a threat to the environment, humans, animals and other organisms [4, 5] . Many studies made internationally highlight the environmental pollution by pesticides. The consequences of this pollution are the widespread presence of residues in air, water, soil and foodstuffs [6-13].
Long-term exposure to pesticides can cause harm to human life and can disrupt the functioning of various organs in the body. This significant relationship between exposure to pesticides and some chronic diseases has been the subject of several scientific publications.
Exposure to these persistent pesticides has been associated with health effects including cancer, headache, skin and eye irritation, immune system problems, stomach, kidney, Parkinson and Alzheimer's disease, reproductive difficulties, birth defects, diabetes, cataracts and anemia [14-
17].
As seen, humans and the environment are exposed to thousands of pesticides. This pollution caused by pesticides has become an important issue affecting the survival and development of humain being. It is evident that risk assessment for pesticides can provide a precaution against the corresponding pollution. One of the procedures currently used for human and environmental risk assessment is the determination of the acute toxicity of pesticides [18] .
Unfortunately, experimental determination of the toxicity takes time, requires a high expense and poses an ethical problem (demands to reduce or abolish the use of animals). Also, there is a very large body of research going on in many countries with the aim of replacing in vivo tests by in silico prediction methods according to the European Directive on the Protection of Laboratory Animals [19] and the Registration, Evaluation, Authorization and restriction of Chemicals (REACH) regulation [20] . Despite being significantly cheaper than in vivo study, in vitro tests are still costly compared with in silico methods [21] . The use of in silico predictive methods, based on computer tools, offers a rapid, cost-effective and ethical alternative to testing toxicity of chemical substances in animals [22] . These methods include the Quantitative Structure-Activity Relationship (QSARs) models. To establish a QSAR model, three elements are necessary. The first relates to the biological activity (eg toxicity) measured for a set of molecules. The second concerns the descriptors. Finally, the third must be a statistical learning method that is used to connect the first two elements. (62 herbicides) for the R 2 coefficient. The conclusion which can be draw from these studies is that most QSAR models developed are distinguished by two major shortcomings: lack of validation test on the one hand, and a limited field of application because these studies included a relatively small number of pesticides on the other hand.
Since the prediction of potential risks to human health is based on the assumption that test results seen in high-dose animal tests are predictive of effects that will occur in human populations exposed to much lower levels [34], our main goal in this work is to establish a robust QSAR model to predict acute toxicity (log [1/LD50]) of pesticides on rats. The database used consists of 329 pesticides. The QSAR model established by using artificial neural networks and molecular descriptors satisfies the guidelines required by the Organisation for Economic Cooperation and Development (OECD), namely: (1) a defined endpoint; (2) an unambiguous algorithm; (3) a defined domain of applicability; (4) appropriate measures of goodness of fit, robustness, predictability; (5) a mechanistic interpretation, if possible.
Materials and method

Data set
It is well known that high-quality experimental data are essential for the development of high quality QSAR models The initial database that included 907 pesticides was rigorously reviewed and "cleaned" by removing pesticides whose LD50 was not experimentally determined or whose LD50 was not determined in the same experimental conditions. A total of 329 pesticides with experimental data were selected to form the final database ( Table 1 ). The basis of 329 pesticides was divided into 2 lots. The first with 258 pesticides was dedicated to develop the QSAR model. The second which included 71 pesticides that had not been used for the development of the QSAR model, was left for the external validation.
Molecular descriptors
One important step in obtaining a QSAR model is the numerical representation of the structural features of molecules, which were named molecular descriptors. Nowadays, there are more than 4000 of molecular descriptors which can be used to solve different problems in Chemistry, Biology and related sciences [1] . In the specific case of this study, for each molecule, 1664 molecular descriptors were calculated, which belong to many classes. All descriptors were obtained through the online program E-Dragon 1.0 (http: //www.vcclab. org/lab/edragon).
To avoid the phenomenon of overfitting, the number of descriptors must be reduced.
Several methods to simplify a database are used. The method used to select the most significant descriptors was described previously [32] . In the first step, invariant descriptors, namely those with absent values (represented by the code ''999''), were manually removed. Next, any descriptor that had identical values for 75% of the samples and any descriptors with a relative standard deviation < 0.05 were removed. Finally, half of the descriptors showing an absolute value of the Pearson correlation coefficient > 0.95 were also removed. The number of descriptors obtained after the selection was 95. For relevant descriptors selection, stepwise regression was then used [37] . Twenty nine descriptors were selected.
Model development
In this work, all calculations were run on a Sony personal computer with a Core (TM) i3 and windows XP as operating system. The Artificial Neural Networks (ANN) which has extensive applicability in solving non-linear systems was employed to build the QSAR model between the molecular relevant descriptors and the toxicity of pesticides. A three-layer feed-forward neural network utilizing back-propagation algorithm was employed. The typical backpropagation network consists of an input layer, an output layer and at least one hidden layer.
Each layer contains neurons and each neuron is a simple micro-processing unit which receives and combines signals from many neurons.
The use of a neuronal regression goes through the choice of the input parameters but also by optimizing the architecture of the neural network itself. The optimization of both the distribution of the database, the number of hidden layers, the number of neurons per hidden layer, the transfer functions as well as algorithms was carried after extensive testing. The design of the neural model is to evaluate the components of the network according to the desired performance modeling. Model performance is evaluated in terms of root mean square error (RMS) [38] and was calculated with the following equation:
where n is the number of compounds in the dataset, and , are the predicted and the experimental values, respectively.
Model validation
For the validation of the predictive power of a QSAR model, two basic principles (internal validation and external validation) are available. The quality is always judged by the statistical parameters, for instance, the squared R (R 2 ) and root mean square error (RMS). These parameters mainly reflect the goodness of fit of the models. However, recent studies [38] have indicated that the internal validation is considered to be necessary for model validation. In the present study, we took the leave-one-out (LOO) cross-validation (CV) for the internal validation to evaluate the internal predictive ability of the developed model, and its result was defined as Q 2 LOO, which could be calculated according to the following equation [38]:
where , and ̅ are the experimental, predicted, and average log (1/LD50) values of the samples for the training set, respectively. A value of Q 2 LOO > 0.5 is considered satisfactory, and a Q 2 LOO value > 0.9 is excellent [39].
Furthermore, the external validation is a significant and necessary validation method used to determine both the generalizability and the true predictive ability of the QSAR models for new chemicals, by splitting the available dataset into a training set and an external prediction set. As mentioned above, the whole dataset in this work has been randomly divided into a training set with 258 compounds for model development, and a prediction set with 71 compounds for model external validation. The external predictive ability of the developed models on the external prediction set was evaluated by Q 2 ext, which could be calculated as follows [38]:
where , are the experimental and predicted log(1/LD50) values of the samples for the prediction set, and ̅̅̅̅ is the mean experimental log(1/LD50) values of the samples for the training set.
Applicability domain
Even the most comprehensive and validated models cannot predict reliably properties for all existing compounds. The QSAR model is not intended to be used outside its domain of applicability, that is to say, outside of the chemical space covered by the training set. Also, the applicability domain (AD) of models must be defined and the predictions of the molecules in this area can be considered admissible. The determination of AD is therefore of great
The AD is a theoretical region in the space defined by the descriptors of the model and the modeled response, for which a given QSAR should make reliable predictions. This region is defined by the nature of the compounds in the training set, and can be characterized in various ways. In our work, the AD was verified by the leverage approach. The leverage hi is defined as follows [41]:
Where xi is the descriptor value of the ith object, and ̅ is the average value of the descriptor in the training set, and n is the number of substances in the training set. The warning leverage h* is, generally, fixed at 3(p + 1)/n, where n is the total number of samples in the training set and p is the number of descriptors involved in the correlation. with leverage values greater than the threshold value, h > h*). For a sample in the external test set whose leverage value is greater than h*, its prediction is considered unreliable, because the prediction is the result of a substantial extrapolation of the model. Conversely, when the leverage value of a compound is lower than the critical value, the probability of accordance between predicted and experimental values is as high as that for the compounds in the training set [42].
Results and discussion
Selection of relevant descriptors
To select the most important descriptors and the optimal number, the influences of the significance, and the descriptors were found to be reasonably orthogonal. Order to study the correlation between the selected descriptors, the correlation matrix has been established using the XLSTAT software. The results show that these descriptors are not correlated owing to the fact that the greatest value of the correlation coefficient is 0.512. The list of descriptors used in the development of QSAR model is given in Table 2 .
QSAR modeling
The main objective of this phase of the study is to find the optimal architecture of the neural network to predict the acute oral toxicity of pesticides on rats. A typical multilayer perceptron (MLP) three-layered network with an input layer, a hidden layer and an output layer is adopted in this work. Increasing the number of the hidden layers decreases the learning accuracy. Theoretical works have shown that a single hidden layer is sufficient for the ANN to approximate to any complex nonlinear function and many experimental results seem to confirm that one hidden layer may be enough for most forecasting problems [44] . The use of a neuronal regression requires the selection of input parameters, but also the optimization of the neural network architecture. Before training the network, the database distribution, the activation functions (for hidden neurons and output neurons), the number of neurons in the hidden layer and the learning algorithms were optimized after many trials. The optimal model performance is evaluated in terms of root mean square error (RMS) [45, 46] . The results of this study and the ANN network optimal adopted are given in Table 3 .
The selected parameters (Table 3) were used to develop nonlinear model. The seventeen relevant descriptors were used as inputs to the network. Before training the network, the number of nodes in the hidden layer was optimized, because it is an important parameter influencing the performances of the ANN. Thus, a 17-9-1 network architecture was obtained after trial and error procedure. The main performance parameters of MLP-ANN model are shown in Table 4 .
The predictive results from the MLP-ANN model for the entire dataset (329 compounds) are obtained and presented in Table 1 . Figure 1 Moreover, some authors [48, 54-57] found that among the descriptors that affect the toxicity of the compounds studied, a substantial number belong to the categories of WHIM descriptors, GETAWAY descriptors, 2D autocorrelations, and Atom-centered fragments. In our study, a large number of descriptors involved in the present model also belong to this category.
It is obvious that the descriptors in this category have major significance in the toxicity of pesticides
Applicability domain
The applicability domain of the model was analysed using a Williams plot (Fig.5), where the vertical line is the critical leverage value (h*), and the horizontal lines are 3s the cut off value for Y space. As seen in Fig.5 , one can observe that none of the pesticides compounds in the training set and validation set have a leverage higher than the warning h* value of 0.16.
In the Williams plot, three pesticides can be considered as response outlier (in the Y-response space). In the training set, one pesticide (Pyrazophos: 225) was overestimated, while another pesticide was underestimated (Oxycarboxine: 201). However, in the region of underestimated pesticides, Pyrazophos (329) was from the validation set. These three response outlier (in the Y-response space) could be associated with errors in the experimental values.
It should be noted that 98.6% of the domain was covered by the model when it was applied to predict the acute oral toxicity of the 71 pesticides in the validation set. Thus, these results show that MLP-ANN model complies with the third principle of the OECD. Accordingly, the model developed in this study provides excellent predictions for 329 pesticides. It can be used to predict the acute oral toxicity of pesticides, particularly for those that have not been tested as well as new pesticides.
Comparison with different models
As indicated in the introduction, there are a limited number of QSAR models available in the literature for predicting the oral acute toxicity of pesticides to rats. The evaluation of their advantages and disadvantages is quite difficult, because each published study used different data sets and a different modeling approach (chemical descriptors, algorithms, etc.). However, it would be worthwhile to evaluate the performance of our model (present work) in light of the few QSAR models published in the literature over the last few years. Our main aim is to compare the predictive power of each model, which gives an estimation of the fitting of the model and its robustness.
It should be noted that the most of these QSAR models were obtained using small Table 5 . It is possible to observe that all of those models could give high prediction ability (correlation coefficient R 2 , Q 2 ). However, our model exceeds the previously published models in all statistical indices available for comparison. Indeed, it gives the higher correlation coefficient and the lower RSM error if compared to the other models. It can be seen that the database for this study (training set and validation set) was wider than that of previous models with the exception of the base used by Zhu et al. [62] . According to these results, the present model can be promisingly used for predicting the toxicity of new chemicals, thus contributing to the risk assessment, saving substantial amounts of money and time.
Conclusion
The aim of the present work was to develop a QSAR study and to predict the oral acute toxicity of pesticides to rats. This study involved 258 pesticides with an additional external set 
