The planar Least Gradient problem in convex domains: the discontinuous
  case by Rybka, Piotr & Sabra, Ahmad
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Abstract
We study the two dimensional least gradient problem in convex polygonal sets in the
plane, Ω. We show the existence of solutions when the boundary data f are attained in
the trace sense. The main difficulty here is a possible discontinuity of f . Moreover, due
to the lack of strict convexity of Ω, the classical results are not applicable. We state the
admissibility conditions on the boundary datum f , that are sufficient for establishing an
existence result. One of them is that f ∈ BV (∂Ω). The solutions are constructed by a
limiting process, which uses solutions to known problems.
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1 Introduction
The least gradient problem, in its isotropic and anisotropic versions, has recently attracted con-
siderable attention, see [5], [8], [11], [13], [24]. It may be stated as follows: for a given bounded
region Ω ⊂ RN with Lipschitz continuous boundary and a boundary datum f ∈ L1(∂Ω), we
seek u ∈ BV (Ω) which attains the following minimum,
min
{∫
Ω
|Du| : u ∈ BV (Ω), Tu = f
}
, (1.1)
where T : BV (Ω) → L1(∂Ω) denotes the trace operator. There are various motivations for
studying (1.1). In one of the early papers, the authors of [20] were interested in solutions
to (1.1), because their level sets are minimal surfaces. A plastic design problem leads to an
obstacle least gradient problem, [12], where the solution u has to satisfy a pointwise constraint,
u(x) ≤ φ(x), where φ is given.
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More recently, a link between (1.1) and the Free Material Design or the minimal flow Beck-
man problem, see [10], permitted to apply tools of the optimal transportation theory to the study
of the least gradient problems as shown in [5] and [4].
A weighted least gradient problem appears in medical imaging, [17], and [18], which re-
quires investigating the anisotropic version of (1.1), see [11]. Namely, authors of these papers
consider (1.1) with the integrand |Du| replaced by a(x)|Du|, where a is subject to some restric-
tions.
One of the first papers devoted to systematic studies of (1.1) was the article by Sternberg-
Williams-Ziemer, [23]. It offered a geometric construction of solutions (1.1), because the direct
method of the calculus of variations is not available due to the well-known lack of lower semi-
continuity of the total variation over the set {u ∈ BV (Ω) : Tu = f} for f ∈ L1(∂Ω). The
construction was performed for a restricted class of regions and continuous data. Namely, it
is assumed in [23] that the boundary of the region Ω has a non-negative mean curvature (in a
weak sense) and ∂Ω is not locally area minimizing. In the anisotropic case studied in [11] and
[16], Ω was supposed to satisfy a barrier condition that is equivalent to the conditions in [23] for
the isotropic setting. However, in the case of regions in R2 these conditions reduce to the strict
convexity of Ω. We relax the strict convexity here. We will consider only polygonal regions in
this paper, as we did in [21]. In other words, ∂Ω consists of at most countable number of line
segments,
Sternberg-Williams-Ziemer also showed uniqueness of the solution to (1.1) provided that
f ∈ C(∂Ω), see [23]. Using a weaker interpretation of the boundary conditions, the authors of
[14] proved the existence of solutions to a relaxed least gradient problem for general Lipschitz
domain with L1 boundary data, see [14, Definition 2.3]. Moreover, the example in [14] shows
that even a finite number of discontinuity points leads to the loss of uniqueness of solutions.
We mention that the non-uniqueness could be tackled. The author of [8] provides a clas-
sification of multiple solutions. It is worth noticing that this result is valid for convex regions,
which need not be strictly convex.
It is interesting to ask if we can relax the continuity of the data in the existence theorems.
Examples show, see [22], that the space of traces of solutions to (1.1) is smaller than L1(∂Ω),
which the image of the trace operator T . It is known that f ∈ BV (∂Ω) or a.e. continuity of f
suffices for the existence of solutions, at least in case of strictly convex Ω, see [5], [9].
Here our objective comes. We want to study (1.1) in convex polygonal domains in the plain
with data in BV (∂Ω).
In general, we do not expect existence of solutions to (1.1), even in the case of continuous
f , once the strict convexity condition is dropped, see [23, Theorem 3.8]. As a result, we have
to develop a proper tool to examine the domain and the range of the data. Actually, we did it
in [21], when the datum f was continuous. In order to avoid unnecessary technical difficulties,
we restricted our attention to convex bounded polygons Ω that have finite or infinite number of
sides.
In [21] we stated admissibility conditions. The first one, C1, means that f restricted to a
side is a monotone function. The other condition, C2, says that if f achieves a maximum or
minimum on a side of ∂Ω, then this must happen on a large set called a hump. More precisely,
by a hump we mean an interval on which f attains a local maximum or minimum, see Section
2 for details. Moreover, each hump must have a “companion” on a different side of ∂Ω. In this
way we avoid accumulation of the level sets of solutions along a side, which is a common cause
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of nonexistence of solutions.
Condition C2 had to be complemented with another restriction on f ruling out a category of
bad data. For this reason, we introduced in [21] the Ordering Preservation Condition (OPC for
short), see Definition 2.9, and the Data Consistency Condition (DCC for short), see Definition
2.11. Roughly speaking, the OPC condition does not permit datum f , which leads to intersec-
tions of the level sets of the candidates for solutions. At the same time, the DCC says that, if f
attains a maximum on side `1, then f may not attain any minimum on side `2 in front of `1.
We presented in [21] examples of data showing that dropping C1, C2, OPC or DCC leads
to non-existence of solutions.
Here, we have to state these restrictions in a way suitable for discontinuous data inBV (∂Ω),
they will be called D1, see Definition 2.4 and D2, see Definition 2.5. We also add one more
admissibility condition D3, see Definition 2.6, which prevents jumps at points which are strict
local maxima or minima.
We may now state the results of this paper:
Theorem 1.1. Let us suppose that f ∈ BV (∂Ω), choosing a representative that satisfies (2.1), Ω
is an open, bounded and convex set. The boundary of Ω is polygonal, i.e. it consists of at most a
countable number of sides, ∂Ω =
⋃
j∈J `j , where `j are line segments. Furthermore, f satisfies
the admissibility conditions D1 or D2 on all sides of ∂Ω, and D3, the Ordering Preservation
Condition (2.4) and the Data Consistency Condition (2.5-2.6).
(a) If the number of sides as well as the number of humps are finite, then there exists a solution
to problem (1.1). Moreover, the following estimate is valid for any solution u of (1.1),
‖u‖L∞ ≤ ‖f‖L∞ ,
∫
Ω
|Du| ≤ diam ΩTV (f). (1.2)
(b) We assume that the number of sides is infinite and they have at most one accumulation
point p0. We also require that the number of all humps of f is finite and f has a local maxi-
mum/minimum at p0. Moreover, there is  > 0 such that the restriction of f to each component
of (B(p0, ) ∩ ∂Ω) \ {p0} is strictly monotone. Under these assumptions the problem (1.1) has
a solution, which satisfies (1.2).
(c) Suppose that only one side, `, has an infinite number of humps accumulating at its end-
point p0. This point p0 may be an accumulation point of sides of Ω. Then, problem (1.1) has a
solution, satisfying (1.2).
Let us make a few comments. We remark that estimate (1.2) is new also in the case of
continuous data. However, its proof requires the restricted geometry of the data.
Our method of proof is based on successive approximations. In fact, we approximate a
given datum f from below and above by monotone sequences satisfying the assumptions of the
existence result [21, Theorem 3.8]. The monotonicity of the sequences implies their pointwise
convergence. In a sense we construct an upper and a lower solution in part (a). The monotonicity
is very helpful in establishing (1.2).
In the proof of part (b) we approximate not only the data but also the region Ω. We do so
in such a way that part (a) yields a sequence of approximate solutions. Estimate (1.2) is very
helpful in establishing convergence and the trace property, i.e. Tu = f . The approach to prove
(c) is the same as in the case of (b), however, the details are a bit different.
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Finally, we present the plan of the paper. In Section 2 we recall the admissibility conditions
stated in [21] and used to prove the existence results. We adapt these conditions to the case of
discontinuous data. We also prove a comparison principle and the estimate (1.2) for continuous
data. Section 3 is devoted to the construction of solution by approximation processes. Here, we
carefully construct decreasing and increasing sequences of continuous functions on ∂Ω, which
approximate the datum. The point is that these sequences satisfy the assumptions of the basic
existence result in [21, Theorem 3.8], when Ω is a polygon and f has a finite number of humps,
i.e. flat pieces of the graph of f . The existence of solutions in this case is shown in Theorem
3.7. These solutions are used to approximate situations when ∂Ω has an infinite number of
sides, but a finite number of humps, cf. Theorem 3.10 or when the number of humps is infinite,
see Theorem 3.12.
2 Preliminary results
In this paper we assume that Ω ⊆ R2 is a bounded convex domain, whose boundary is the union
of at most countable number of line segments. We denote the sides of ∂Ω by `j = [p
j
l , p
j
r] and
write
∂Ω =
⋃
j∈J
`j.
Given a function f ∈ BV (∂Ω), we will always choose a representative of f whose jumps
are a bit restricted. In case of functions defined on the real line we would consider the so-called
good representatives of f . Namely, we require that the following condition holds,
f(x) ∈ [lim inf
z→x
f(z), lim sup
z→x
f(z)] for all x ∈ ∂Ω. (2.1)
This will be our standing assumption. Having the above setting in mind, we define the follow-
ing:
Definition 2.1. Given f ∈ BV (∂Ω), satisfying (2.1), we define
P (e) =
{
x ∈ ∂Ω : e ∈ [lim inf
z→x
f(z), lim sup
z→x
f(z)]
}
.
We notice that if f is continuous in ∂Ω, then P (e) = f−1(e).
Proposition 2.2. For f ∈ BV (∂Ω), satisfying (2.1), the set P (e) is closed.
Proof. We shall show that the complement of P (e) is open. Let x /∈ P (e), that is
e /∈ [lim inf
z→x
f(z), lim sup
z→x
f(z)].
We will consider the case, when
e < lim inf
z→x
f(z) = sup
ε>0
(inf{f(z) : z ∈ (B(x, ε) \ {x}) ∩ ∂Ω}).
The argument, when e > lim supz→x f(z) is similar.
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By definition of lim inf, for a given δ > 0 there exists ε0 such that for every z ∈ B(x, ε0),
e < f(z)− δ. Hence,
e ≤ lim inf
z→y
f(z)− δ < lim inf
z→y
f(z)
for every y ∈ B(x, ε0) ∩ ∂Ω, i.e. B(x, ε0) ∩ P (e) = ∅. We conclude that the complement of
P (e) is open.
Definition 2.3. For a given f ∈ BV (∂Ω), with each side `, we associate a family of closed
intervals {I¯i}i∈I such that I¯i = [ai, bi] ( ` and I¯i ∩ ∂` = ∅. We assume that on each Ii, the
function f is constant and attains a local maximum or minimum, and each Ii is maximal with
this property. We call such Ii a hump, and set ei = f(Ii), i ∈ I. We also adopt the following
notation. Given a side ` = [pl, pr] in ∂Ω, and a hump I , I¯ = [a, b] ⊆ `, we order the vertices so
that
|pl − a| < |pl − b| and |pr − b| < |pr − a|.
In other words, by definition the endpoint a of I is closer to the ‘left’ endpoint of side `. Of
course, the last notion depends on the orientation on ∂Ω. To be precise, we require that the
tangent vector pr − pl agrees with the positive orientation of ∂Ω.
Once for all we fix the positive orientation of Ω.After doing so, we may identify a connected
neighborhood of any point x0 ∈ ∂Ω with an open interval of the real line by an order preserving
homeomorphism. Keeping this in mind we may sensibly write
lim
x→x−0
f(x) =: f(x−0 ), lim
x→x+0
f(x) =: f(x+0 ).
2.1 Admissibility conditions
We are now ready to present the conditions on f and Ω that are sufficient for a proof of existence
of solutions to the corresponding least gradient problem (1.1). Since, in this paper, the trace f
is not necessarily continuous, the admissibility conditions in [21] need to be adjusted.
Definition 2.4. Let us suppose that f : ∂Ω → R is a function of bounded variation and f
restricted to ` = [pl, pr] is monotone. We shall say that f satisfies the admissibility condition
D1 if one of the following conditions holds:
(i) f is continuous at both endpoints of ∂`;
(ii) there is  > 0 such that f restricted to ` ∪ (B(pt, ) ∩ ∂Ω) is monotone, where t = l, or r,
and f is continuous at ∂` \ {pt};
(iii) there is  > 0 such that f restricted to ` ∪ (∂Ω ∩ (B(pl, ) ∪B(pr, )) is monotone.
In case f has a hump on `, a side of ∂Ω, we require the following D2 condition.
Definition 2.5. We say that function f ∈ BV (∂Ω) satisfies the admissibility condition D2 on
side ` if and only if the following restrictions are in force:
(a) For each hump Ii in `, with I¯i = [ai, bi], the following inequality holds,
dist (ai, P (ei) ∩ (∂Ω \ I¯i)) + dist (bi, P (ei) ∩ (∂Ω \ I¯i)) < |ai − bi|. (2.2)
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Due to Proposition 2.2 there are points at which the distances above are attained. We then
require in addition that if yi, zi ∈ ∂Ω are such that
dist (ai, P (ei) ∩ (∂Ω \ I¯i)) = dist (ai, yi), dist (bi, P (ei) ∩ (∂Ω \ I¯i)) = dist (bi, zi), (2.3)
then yi, zi ∈ ∂Ω \ `.
(b) If J is one of the components of ` \⋃i Ii such that ∂J ∩ ∂` 6= ∅, then f |J satisfies D1 with
J in place of `.
The admissibility conditions D1 and D2 deal with the behavior of discontinuities of f at
the vertices of ∂Ω and the hump endpoints. We have to restrict the behavior of f at other
discontinuity points. The following condition D3 serves this purpose.
Definition 2.6. We say that f ∈ BV (∂Ω) satisfies the admissibility condition D3 on a side ` if
and only if for every discontinuity point x0 in the interior of `, there exists ε > 0 such that f
restricted to B(x0, ε) ∩ ` is monotone.
Remark 2.7. We notice that D3 implies that if J is a line segment contained in the complement
of all humps, then f must be monotone on J .
Remark 2.8. We notice that the cases when f is continuous, the admissibility conditions D1
and D2 reduce to the admissibility conditions for continuous boundary conditions discussed
in [21]. Indeed, if f is continuous on ∂Ω and satisfies conditions D1 on a side `, then f is
monotone on `. This corresponds to condition C1 in [21, Definitions 2.1]. Notice also, that if f
is continuous, then for every e ∈ f(∂Ω), P (e) = f−1(e) and hence condition D2 corresponds
to condition C2 in [21, Definition 2.2]. Moreover, D3 is satisfied automatically.
As in the continuous case, we require the following compatibility conditions OPC, and DCC
otherwise solution to (1.1) might fail to exist, see [21].
Definition 2.9. We shall say that f ∈ BV (∂Ω) satisfies the order preserving condition, (OPC),
if for any two different humps I1, I2, contained in two sides `1, `2, which may be equal, any
choice of the corresponding points yi, zi, i = 1, 2 defined in (2.3) fulfills
([a1, y1] ∪ [b1, z1]) ∩ ([a2, y2] ∪ [b2, z2]) = ∅. (2.4)
The Order Preserving Condition rules out nonsense data, because level sets of solutions
cannot cross, but by itself it is not sufficient. This is why we introduced another requirement,
complementing (2.4). In order to do so, we present a new piece of notation.
Definition 2.10. For a given hump I , with I¯ = [a, b], and corresponding points y, z, see (2.3),
we let yzab ⊂ ∂Ω to be the polygonal-arc connecting y and z, and not containing [a, b].
For any p ∈ ∂Ω,  > 0 we write,
N (p, ) = B(p, ) ∩ ∂Ω \ yzab.
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Definition 2.11. We shall say that f ∈ BV (∂Ω) satisfies the data consistency condition, (DCC
for short), provided that at all humps I , with I¯ = [a, b], there is a choice of points y, z such that
inf
x∈yzab
f(x) ≥ f(I), (2.5)
whenever f attains a local maximum on hump I . Here, the points y, z are defined in (2.3) and
the arc yzab ⊂ ∂Ω is defined above. Moreover, there is  > 0 such that
f(p2) < f(p1) if p1, p2 ∈ N (z, ), dist (p2, z) < dist (p1, z),
f(p2) < f(p1) if p1, p2 ∈ N (y, ), dist (p2, y) < dist (p1, y). (2.6)
If f attain a local minimum on hump I , then the inequalities in (2.5) and (2.6) are reversed.
2.2 Auxiliary results for solutions with continuous data
It is shown in [21, Theorem 3.8], that if ∂Ω has finitely many sides and if f ∈ C(∂Ω) satisfies
conditions C1, C2 on all sides of ∂Ω as well as the OPC and DCC conditions and f has finitely
many humps, then a unique solution to (1.1) exists.
The solution to the continuous case is constructed as follows. By [21, Lemma 3.1], there is
a decreasing sequence of strictly convex domains Ωn ⊂ R2 and such that Ω¯n converges to Ω¯ in
the Hausdorff measure. Moreover, the vertices of Ω belong to the boundary of Ωn.
Let pi : R2 7→ Ω¯ be the orthogonal projection onto the closed convex set Ω¯ and pin be its
restriction to ∂Ωn, and fn = f ◦ pin. Due to [23], there exists a unique solution vn to the least
gradient problem (1.1) on Ωn with trace fn. Moreover, the solutions vn are equicontinuous with
modulus of continuity that depends only on f and the number of sides of ∂Ω, see [21, Lemma
3.6]. After letting un = vn|∂Ω, we showed that un converges uniformly to a least gradient
function u, the unique solution to (1.1).
Having in mind the above construction, we show the following comparison principle for
solutions to the least gradient solution to (1.1) in the case where Ω has finitely many sides, and
f ∈ C(∂Ω).
Proposition 2.12. Let Ω be convex and ∂Ω is a polygon with finitely many sides. We assume
that f1 and f2 belong to C(∂Ω) satisfying the admissibility conditions C1, C2, as well as the
OPC, and DCC and such that f1 ≤ f2. Let u1 and u2 be the corresponding unique solutions to
(1.1), then u1 ≤ u2 in Ω.
Proof. Using the notation in the construction above, we let Ωn be the strictly convex sets con-
verging to Ω. We assume that vn1 (resp. v
n
2 ) are the unique solution to (1.1) on Ωn with the
corresponding trace fn1 = f ◦ pin (resp. fn2 = f ◦ pin) and un1 (resp. un2 ) its restriction to Ω. By
definition, we have fn1 ≤ fn2 , then by [23], we know that vn1 ≤ vn2 . Then since un1 = vn1 |Ω and
un2 = v
n
2 |Ω converge correspondingly to u1 and u2 in Ω, we conclude that u1 ≤ u2.
We close this section with important estimate on the solution, which we will use later in its
full power. Its weaker version appeared in the course of the proof of [21, Theorem 3.10].
Lemma 2.13. Let us suppose that f ∈ C(∂Ω) ∩ BV (∂Ω) and the conditions of the existence
Theorem [21, Theorem 3.8] are satisfied, i.e. Ω is an open, bounded and convex set, whose
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boundary is a polygon and {`j}j∈I is the finite family of sides of ∂Ω. In addition we assume
that the number of humps is finite, f satisfies the admissibility conditions C1 or C2 on all
sides of ∂Ω, as well as the complementing ordering preservation condition, (2.4), and the data
consistency condition, (2.5-2.6). If u is the solution to the corresponding least gradient problem
(1.1), then
|Du|(Ω) ≤ (diam Ω)TV (f).
Proof. Let I¯i = [ai, bi], i ∈ I, be the closure of the humps of f , and V = {v1, . . . , vK} be the
vertices of ∂Ω. We denote by X = V∪ (∪i∈I{ai, bi}) the set whose only elements are the hump
endpoints and vertices of ∂Ω.
We notice that
∂Ω \
(⋃
i∈I
Ii ∪ V
)
=
M⋃
j=1
Jj,
where Jj are line segments contained in the sides of ∂Ω. The assumptions we made on data
imply that f restricted to each of the intervals Jj , j = 1, . . . ,M is monotone.
Step 1. Now, we will assume that f on each Jj is strictly monotone. We will denote by
int Ii, i ∈ I, the relative interior of the humps. Then, due to strict monotonicity of f we have,
(∂Ω \ ∪i∈I int Ii) ∩ f−1(f(X))
consists of a finite set of points, {ξ1, . . . , ξN} =: Ξ. Moreover, we arrange the set f(X) =
{y1, . . . , yS}, so that
min f = y1 < y2 < . . . < yS = max f.
The assumption that f is continuous and strictly monotone on each Jj facilitates computation
of the total variation of Du. Due to the coarea formula, we have∫
Ω
|Du| =
∫ max f
min f
P ({u ≥ t},Ω) dt =
S∑
k=2
∫ yk
yk−1
P ({u ≥ t},Ω) dt.
Obviously, the length of each of the components of ∂{u ≥ t} does not exceed diam Ω. We
have to count the components of ∂{u ≥ t}, t ∈ [yk−1, yk), their number will be written as K(t).
We denote by (ξki , ξ
k−1
j ) ⊂ R2 an open line segment with endpoints ξki and ξk−1j . We can find
such intervals satisfying the following conditions,
ξki , ξ
k−1
j ∈ Ξ, f(ξk−1j ) = yk−1, f(ξki ) = yk, (ξki , ξk−1j ) ⊂ ∂Ω (ξki , ξk−1j ) ∩ Ξ = ∅. (2.7)
Roughly speaking, the last two conditions mean that ξki and ξ
k−1
j are the closest neighbors in Ξ.
Let us take J a component of ∂{u ≥ t} such that J ∩ [ξki , ξk−1j ] 6= ∅. Actually, for each J
we can find two intervals [ξki , ξ
k−1
j ], [ξ
k
l , ξ
k−1
m ] with the above property. Thus,
K(t) ≤ #K,
where
K = {{ξk−1i , ξkj } ⊂ Ξ : (2.7) holds}.
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This implies the following estimate∫ yk
yk−1
P ({u ≥ t},Ω) dt ≤ K(t)diam Ω (yk − yk−1) = diam Ω
∑
{ξk−1i , ξkj }∈K
f(ξki )− f(ξk−1j ).
Since the points of Ξ used in the sum above form a partition of ∂Ω, we deduce that∫
Ω
|Du| ≤ diam ΩTV (f).
Step 2. Now, we relax the assumption of strict monotonicity of f on Jj . It is easy to construct
ϕjn ∈ C∞(Jj) such that:
1) each ϕjn is strictly monotone on Jj;
2) (ϕjn − f)|∂Ij = 0;
3) sequence ϕjn converges uniformly to f on Jj as n→∞;
4) if ωf is a modulus of continuity of f , then |ϕjn(x)− ϕjn(y)| ≤ ωf (2|x− y|).
In this case we can define fn by the formula,
fn(x) =
{
f(x) x ∈ ⋃i∈I Ii,
ϕjn(x) x ∈ Jj, j = 1, . . . , S.
We notice that for sufficiently large n functions fn satisfy the admissibility conditions D1 and
D2, i.e. C1 and C2 from [21] as well as OPC and DCC. As a result, due to [21, Theorem 3.8]
for sufficiently large n there exists un, a unique solution to (1.1) with datum fn.
The Comparison Principle, Proposition 2.12, implies that un are commonly bounded. More-
over, we claim that the sequence un is equicontinuous. Indeed, solutions to (1.1) with continu-
ous data are constructed in [21, Theorem 3.8] as uniform limits of solutions to auxiliary prob-
lems. Those solutions have a common modulus of continuity expressed in terms of the modulus
of continuity of boundary data, see [21, Lemma 3.6]. Since the uniform convergence preserves
the modulus of continuity, we deduce that sequence {un}∞n=1 is equicontinuous, because of a
common modulus of continuity. Thus, due to Arzela-Ascoli Theorem from any subsequence
{unk}∞k=1 we can extract another subsequence {unkl}∞l=1 converging uniformly to u. Since func-
tions un are continuous, so is u. In addition, the uniform convergence implies that
Tu = lim
n→∞
Tun = lim
n→∞
fn = f.
Moreover, by Miranda Theorem, see [15], u is a least gradient function. As a result u is a
solution to (1.1). Its uniqueness follows from [8]. As a result, we conclude that not only a
subsequence {unkl}∞l=1 converges uniformly to u, but also {un}∞n=1 does.
Due to step 1, we have |Dun|(Ω) ≤ diam ΩTV (fn). The definition of the total variation of
fn for every  > 0 yields existence of the partition of Ω such that
TV (fn) ≤
m∑
k=1
|fn(xk−1)− fn(xk)|+ .
We notice that we only increase the sum, if instead of xk, xk−1 we take the closest points ξk,
ξk−1 from X, which are common for all fn. Thus,
TV (fn) ≤
m∑
k=1
|fn(ξk−1)− fn(ξk)|+ .
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Since the points from X do not depend on n, we may pass to the limit on the right-hand-side,
lim sup
n→∞
TV (fn)−  ≤ lim
n→∞
m∑
k=1
|fn(ξk−1)− fn(ξk)| =
m∑
k=1
|f(ξk−1)− f(ξk)| ≤ TV (f).
On the other hand, the lower semicontinuity of the total variation of |Du| implies
|Du|(Ω) ≤ lim inf
n→∞
|Dun|(Ω) ≤ diam Ω lim sup
n→∞
TV (fn) ≤ diam ΩTV (f).
Our the claim follows.
3 Construction of solutions to (1.1) in the case of discontinu-
ous data
Now, we are ready to deal with discontinuous data. Namely, we study (1.1) when f ∈ BV . In
this case f might have at most countably many jump discontinuity points. We consider only
f satisfying the admissibility conditions presented in Section 2.1. The idea of the construction
of solutions is to approximate first f from above and below by sequences of continuous data
satisfying the admissibility conditions, then using a limiting argument we show that we have a
sequence of least gradient functions converging to a solution to (1.1) with trace f .
We will deal separately with the cases when f has finitely many humps and ∂Ω has finitely
many sides or one of these two quantities is infinite.
3.1 Approximation of the data
We want to approximate f by continuous functions from below and above. A prototype of
such approximation is given in [19], but here we require special properties of the approximating
sequences. The technique we use requires that ∂Ω has a finite number of sides and f has a finite
number of humps. This is our standing assumption in this subsection.
In particular, we want that the approximation from below preserves minima, while the ap-
proximation from above preserves maxima. This statement requires an explanation what is a
minimum or maximum for a discontinuous f .
Definition 3.1. Let us suppose that f ∈ BV (∂Ω) satisfies (2.1). We shall say that f has
at x0 ∈ ∂Ω a generalized local maximum (resp. generalized local minimum), if there is a
neighborhood U of point x0 such that
sup
x∈U
f(x) = lim sup
x→x0
f(x)
(
resp. inf
x∈U
f(x) = lim inf
x→x0
f(x)
)
.
We notice that in case f is continuous the generalized local minimum is a local minimum
(resp. the generalized local maximum is a local maximum).
Here is our first observation.
Corollary 3.2. If f ∈ BV and it satisfies the admissibility conditions D1, D2 and D3, then the
generalized local maxima/minima are actually attained at the vertices of ∂Ω or on humps. In
particular, f is continuous at the local maxima/minima occurring at vertices.
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Proof. Let us suppose x0 is a generalized local maximum and it belongs to the relative interior
of a side `. If f suffers a jump discontinuity at x0, then due to D3 this point must belong to the
closure of a hump, I¯ where the local maximum is attained at x1.
Let us suppose that x0 is a vertex, i.e. x0 ∈ `1 ∩ `2, where `1, `2 are two sides of ∂Ω. The
datum f satisfies either D1 or D2 on these sides. However, part (b) of the definition of D2 means
that from the point of view of the present argument, we may assume that f satisfies condition
D1 on `1 and `2. In this case, due to D1 f is continuous at x0, hence f attains its generalized
local maximum at x0. The argument for generalized local minima is the same.
We can parameterize ∂Ω using the arc length parameter, [0, L) 3 s 7→ x(s) ∈ ∂Ω, L =
H1(∂Ω). We may assume that f attains a global minimum at x(0). We can identify f with a
function over [0, L). Moreover, we will extend f to the whole line by setting f˜(x) = f(x) if
x ∈ [0, L) and f˜(x) = f(0) for x 6∈ [0, L). We notice that due to Corollary 3.2 function f˜ is
continuous at x = 0 and x = L.
Subsequently, we will suppress the tilde and we will identify freely f with its extension to
R. Now, we can construct sequences approximating our datum.
Lemma 3.3. Let us suppose that Ω is convex, and its boundary has a finite number of sides.
We assume that f ∈ BV (∂Ω) satisfies the admissibility conditions D1, D2 and D3. Moreover,
f has a finite number of humps. Then, there exist sequences {gn}∞n=0, {hn}∞n=0 in C(∂Ω) with
the following properties:
(1) For each x ∈ ∂Ω sequence {gn(x)}n=0 (resp. {hn(x)}n=0) is increasing (resp. decreasing)
and gn(x) ≤ f(x) ≤ hn(x).
(2) For all x ∈ ∂Ω, which are points of continuity of f , we have lim
n→∞
gn(x) = f(x) = lim
n→∞
hn(x).
(3) If f has a local minimum (resp. maximum) at x0 ∈ ∂Ω, then gn(x0) = f(x0) (resp.
hn(x0) = f(x0).
(4) If ` is a side of ∂Ω and f |` satisfies D1, so do gn|` and hn|`.
Proof. Since f ∈ BV (R), then its distributional derivative f ′ is a measure. Due to the Hahn
decomposition theorem, we have f ′ = (f ′)+ − (f ′)−, where (f ′)+ and (f ′)− are mutually
singular positive measures. Moreover,
supp (f ′)+ ∩ supp (f ′)− =: Z
consists of a finite number of points. More precisely, due to Corollary 3.2 elements of Z are
vertices of ∂Ω. We set,
f+(x) = (f ′)+([0, x]) + f(0), f−(x) = (f ′)−([0, x]).
Then, we can write f = f+ − f−, where f+, f− are increasing functions. Subsequently, we
will regularize f+ and f−.
Let ϕ1/n be the standard approximation to the identity with support in [− 1n , 1n ]. We consider
n ∈ N, such that
min{α, β, γ} ≥ 8
n
,
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where
α = min{|`i|, i = 1, . . . , K},
β = min{|Ij|, j ∈ I},
γ = min{|J | : J is a connected component of ` \
⋃
j∈I
Ij, ` is a side of ∂Ω}.
We consider the mollified sequences
g¯n(x) = f
+ ∗ ϕ1/n
(
x− 1
n
)
− f− ∗ ϕ1/n
(
x+
1
n
)
,
h¯n(x) = f
+ ∗ ϕ1/n
(
x+
1
n
)
− f− ∗ ϕ1/n
(
x− 1
n
)
.
Functions g¯n, h¯n are continuous. Moreover, sequences g¯n(x) and h¯n(x) converge to f(x) at
continuity points, because of general properties of the convolution.
Below, we present an analysis of g¯n and a construction of gn. The construction of hn follows
similarly.
We notice that if [a, b] is an interval such that f |[a,b] is monotone increasing, then g¯′n ≥ 0 on
[a, b− 2
n
]. Indeed, for x ∈ [a, b− 2
n
], then we have
g¯′n(x) = (f
′)+ ∗ ϕ1/n
(
x− 1
n
)
− (f ′)− ∗ ϕ1/n
(
x+
1
n
)
.
The first term in non-negative by definition, while the second one vanishes, because suppϕ1/n(·+
x+ 1
n
) does not intersect the support of (f ′)− for x ∈ (a, b− 2
n
].
The same argument shows that if f is monotone decreasing on [b, d], then g¯′n ≤ 0 on [b +
2
n
, d].
Let us suppose that x0 is a local minimum of f , which does not belong to any hump. Then,
due to Corollary 3.2, point x0 must be an endpoint of intervals `1, `2, where f is continuous
and there are intervals Ji ⊂ `i, i = 1, 2, such that f satisfies D1 on Ji, i = 1, 2. Due to the
continuity of f at x0, we notice that g¯n(x0) = f(x0). Indeed, we notice that f+ restricted to
(x0 − 2n , x0] is equal to f+(x0), while f− restricted to [x0, x0 + 2n) is equal to f−(x0). Due to
the continuity of f , the values of f±(x0) are well-defined. Hence, the definition of g¯n and the
properties of convolution imply that
g¯n(x0) = f
+(x0)− f−(x0) = f(x0).
We are going to adjust g¯n, so that the modification, gn, satisfies claim (4). Let us suppose
that f is increasing on [a, b] and decreasing on [b, d], i.e., f has a strict local maximum at b. We
are going to modify g¯n on [b− 3n , b+ 3n ], so that the modified function gn is increasing on [a, b]
and decreasing on [b, d].
Due to the definition of f± we have
f(x) ≥ min
{
f+
(
b− 2
n
)
, f−
(
b+
2
n
)}
for all x ∈
[
b− 2
n
, b+
2
n
]
.
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As a result
g¯n(x) ≥ min
{
g¯n
(
b− 2
n
)
, g¯n
(
b+
2
n
)}
=: γ for all x ∈
[
b− 2
n
, b+
2
n
]
.
Keeping this in mind, we set
gn(x) =

g¯n(x) x ∈ [a, b− 3n) ∪ [b+ 3n , d],
n
3
(γ − g¯n(b− 3n))(x− b) + γ x ∈ [b− 3n , b],
γ x = b,
n
3
(g¯n(b+
3
n
)− γ)(x− b) + γ x ∈ [b+ 3
n
, d].
Due to the definition of γ function gn is increasing on [a, b] and decreasing on [b, d], hence
condition (4) is satisfied. Let us notice that this argument is correct when b is a vertex of ∂Ω or
a hump endpoint. In the last case f− is constant in the neighborhood of b.
We have to check that properties (1)–(3) hold for gn. Let us fix n and take any point x ∈
[a, b]. We have to show that
gn(x) ≤ gn+1(x).
First, let us consider the case x ∈ [a, b− 3
n
]. The definition of g¯n(x) yields, gn(x) = g¯n(x), then
after the change of variable z = n(x− 1
n
− y), we get
gn(x) + f
−(a+
1
n
) =
∫
R
f+
(
x− 1
n
(1 + z)
)
ϕ1(z) dz =
∫ 1
−1
f+
(
x− 1
n
(1 + z)
)
ϕ1(z) dz
≤
∫ 1
−1
f+
(
x− 1
n+ 1
(1 + z)
)
ϕ1(z) dz = gn+1(x) + f
−(a+
1
n
).
If x ∈ [b+ 3
n
, d], then we see,
gn(x)− f+(b+ 2
n
) = −
∫ 1
−1
f−
(
x+
1
n
(1− z)
)
ϕ1(z) dz
≤ −
∫ 1
−1
f−
(
x+
1
n+ 1
(1− z)
)
ϕ1(z) dz = gn+1(x)− f+(b+ 2
n
).
The case x ∈ [b − 3
n
, b + 3
n
] is obvious due to the definition of gn and γ. Thus, (1) holds for
sequence {gn}∞n=1.
We take care of part (2) for gn. Let us take interval [a, b] (resp. [b, d]) such that f restricted
to it is increasing (resp. decreasing). If x ∈ [a, b) (resp. x ∈ (b, d]), then for sufficiently large n
we see that x ∈ [a, b − 3
n
] (resp. x ∈ [b + 3
n
, d]). In this case gn(x) = g¯n(x) and we shall see
that g¯n(x) → f(x), as n → ∞ if x is a point of continuity of f . Indeed, for a given  > 0, we
can find δ > 0 such that if |z| < δ, then |f(x + z)− f(x)| < . Moreover, for our choice of x,
we have g¯n(x) = f+ ∗ ϕ1/n(x− 1n) or g¯n(x) = −f− ∗ ϕ1/n(x+ 1n). We will consider only the
first possibility, then we have
|g¯n(x)− f(x)| ≤
∫ 1/n
−1/n
|f+(x− 1
n
− y)− f+(x))ϕ1/n(y)| < 
for n > 2/δ.
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Let us suppose that b is a point of continuity of f and f is increasing on [a, b]. Checking that
gn(b) converges to f(b) is done as in the previous case, but is based on the fact that g¯n(b ± 2n)
goes to f(b), when n→∞. The details are omitted.
Property (3) has been already proved for g¯n, provided that f attains a local minimum at x0,
hence f(x0) = gn(x0) and our claim follows.
We conclude that, we have established our claim for sequence {gn}∞n=1. The obvious modi-
fication of this argument is sufficient to show the corresponding results for {hn}∞n=1.
3.2 Data with a finite number of humps and ∂Ω with a finite number of
sides
We treat here the case of polygons with a finite number of sides. Moreover, we restrict our
attention to f ∈ BV (∂Ω) with a finite number of humps. These will be our standing assumption
in this subsection. In the previous subsection we constructed approximations of f from below
and above. We will show here that these sequences satisfy the assumption of the existence
theorem in [21, Theorem 3.8].
Lemma 3.4. Let us suppose that f ∈ BV (∂Ω) satisfies the admissibility condition D2 and
DCC. Then, the approximating sequences of functions, gn and hn, constructed in Lemma 3.3,
satisfy admissibility condition D2.
Proof. We take a hump of f , i.e. I¯i = [ai, bi] and f(ai, bi) = ei. We have to investigate the
behavior of the humps of gn and hn for large n. Since the argument for both type of functions
is the same, we will present the argument for gn only. For the sake of definiteness, we may
assume that f attains a maximum on Ii, the case of f having a minimum there is similar. By
Lemma 3.3 gn(ai) ≤ f(a−i ), (recall that vectors bi − ai agree with the positive orientation of
∂Ω). Hence, [αni , β
n
i ] = g
−1
n (ei) ∩ Ii ( P (ei) ∩ Ii. Actually, by the construction of g¯n and gn
we deduce that αni = ai +
2
n
and βni = bi− 2n , for sufficiently large n. The arithmetic operations
are performed on the arclength parameter, so that they are well-defined.
Hence, αni → ai and βni → bi. We have to investigate the behavior of yni corresponding to
αni (resp. z
n
i corresponding to β
n
i ). Their behavior is similar, that is why we can look only at
yni .
Our first observation in this direction is that yi cannot be a strict local maximum of f ,
because this contradicts DCC. Thus, there exists U , a neighborhood of yi, such that f |U is
monotone. We have the following possibilities:
(i) there exists an interval J = (pi, qi) ⊂ ` containing yi, where ` is a side of Ω and such that f
restricted to (pi, qi) is monotone, moreover, the tangent vector pi − qi agrees with the positive
orientation of ∂Ω;
(ii) yi is a vertex of ∂Ω.
We shall discuss the positively oriented arc contained in ∂Ω with endpoints qi, ai and con-
taining pi, yi. We face the following possibilities of the behavior of f at yi:
(a) f is discontinuous at yi and f |[qi,yi) = ei and f(pi) < ei;
(b) f is discontinuous at yi and for all x ∈ (qi, yi), we have f(x) > f(y−i ) ;
(c) f is continuous at yi.
We remark that (a) corresponds to the case when yi may belong to a closure of a hump Ij .
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First, we consider (a). Since f(y+) < ei, then due to the properties of the definition of gn,
we conclude that gn(x) < ei for x ∈ (yi − 2n , yi] and gn(yi − 2n) = ei. Hence, yni = yi − 2n .
If (b) occurs, then we proceed as follows. We notice that by definitions of P (ei), see Defi-
nition 2.1 and that of gn we have,
gn(yi) ≤ f(y+i ) ≤ ei≤ f(y−i ), and ei = gn(yni ). (3.1)
Due to assumption (c) and the convolution properties we deduces that gn(yi) < gn(yni ) implying
that yi > yni . We claim that y
n
i converges to yi, when n → ∞. Indeed, if there were a
subsequence ynli ≤ yi − δ, then, after assuming that y − δ is a continuity point of f , we see that
gnl(yi − δ) ≤ e < f(yi − δ) ≤ f(ynli ).
The LHS goes to f(yi − δ). Thus, we reached a contradiction. In other words, yni → yi.
We claim that (c) follows from (a) and (b), where we described possible types of behavior
of f in a neighborhood of y. Now, we consider f continuous at yi. If yi is in a relative interior of
an interval, where f is constant, e.g. on a hump, then there is nothing to do. Otherwise we can
reuse (3.1). If we realise we have not based our argument on f(y+i ) 6= f(y−i ), i.e., f(ζ) < f(yi)
for ζ < yi close to yi, but rather on non-constancy of f , then we see that our claim follows.
Thus, we showed that
αni → ai, βni → bi, yni → yi, zni → zi when n→∞.
In this way, we deduce that (2.2) holds for sufficiently large n.
Lemma 3.5. Let us suppose that f ∈ BV (Ω) satisfies D1, D2 and D3, see Definitions 2.4–2.6,
as well as DCC (2.5-2.6). We also assume that Ω has a finite number of sides and f has a finite
number of humps. Then, the approximating sequences {gn}∞n=1, {hn}∞n=1 satisfy DCC too.
Proof. It is sufficient to consider the case of f attaining a local maximum on a hump Ii. The
other case is handled in a similar manner.
Step 1. We will first state (2.5) for the approximating functions gn and hn. For this purpose
we introduce more notation. If I¯ = [a, b] is the closure of a hump of f , then [agn, b
g
n] (resp.
[ahn, b
h
n]) is the closure of a corresponding hump of gn (resp. hn). We shall write
γng = y
n
g z
n
g ang b
n
g
, γnh = y
n
hz
n
hanhb
n
h
.
Keeping this in mind, we have to show that
inf
x∈γng
gn(x) ≥ gn((ang , bng )), inf
x∈γnh
hn(x) ≥ hn((anh, bnh)). (3.2)
where (ang , b
n
g ) (resp. (a
n
h, b
n
h)) is the interior of a hump of gn (resp. hn) approximating (a, b).
We recall that
gn((a
n
g , b
n
g )) = hn((a
n
h, b
n
h)) = f((a, b)) = e.
Step 2. We notice that there exists δ > 0 such that f restricted to B(y, δ) ∩ ∂Ω (resp.
B(z, δ) ∩ ∂Ω) is monotone. Indeed, this follows from (2.5) implying that f cannot have an
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extremum at y (resp. z) and the fact that f , satisfying the assumptions of the Lemma, may
change its type of monotonicity only a finite number of times.
In particular, this observation implies that
γng ⊂ yzab ⊂ γnh .
Step 3. We will show the second of the inequalities in (3.2). Since hn ≥ f , we notice that
due to (2.5) we have
inf
yzab
hn ≥ inf
yzab
f ≥ e.
Moreover, due to Step 2, we see
inf
x∈γnh\yzab
hn(x) ≥ hn((anh, bnh)) = e.
As a result, our claim holds.
Step 4. Now, we will show the first inequality in (3.2). By definition f ≥ gn, in particular
for x ∈ γng⊂ yzab, we have
f(x) ≥ e = gn(yng ) = gn(zng ).
Let us consider x0 ∈ γng , any local minimum of f . Due to Lemma 3.3 (3) we have that gn(x0) =
f(x0). Hence, our claim follows.
Lemma 3.6. Let us suppose that f ∈ BV (Ω) satisfies D1, D2 and D3, see Definitions 2.4 and
2.5, as well as the OPC, (2.4). We also assume that Ω has a finite number of sides and f has
a finite number of humps. Then, the approximating sequences {gn}∞n=1, {hn}∞n=1 satisfy OPC
too.
Proof. We will discuss the case of the sequence {gn}∞n=1 only, because the argument for {hn}∞n=1
is the same. We consider humps [a1, b1], [a2, b2] and the corresponding points yi, zi, i = 1, 2.
For any gn we find humps [a
gn
i , b
gn
i ] ⊂ [ai, bi] and the corresponding points ygni , zgni , i = 1, 2.
We have seen in the course of proof bf Lemma 3.3 that
lim
n→∞
agni = lim
n→∞
ahni = a, lim
n→∞
bgni = lim
n→∞
bhni = b, i = 1, 2,
lim
n→∞
ygni = yi, lim
n→∞
zgni , i = 1, 2.
Let us now suppose that our claim is not true. i.e. there are infinitely many intervals Jn1 , J
n
2 of
the form,
Jn1 = [a
gn
1 , y
gn
1 ], or J
n
1 = [b
gn
1 , z
gn
1 ]
Jn2 = [a
gn
2 , y
gn
2 ], or J
n
2 = [b
gn
2 , z
gn
2 ],
with not empty intersection, ξn ∈ Jn1 ∩ Jn2 . The exact form of Jni , i = 1, 2 does not matter. We
may write Jn1 = [α
n, βn], Jn2 = [γ
n, δn], hence points αn, βn, ξn are co-linear so are the points
γn, δn, ξn. We may write this as
Q(αn, βn, ξn) = 0, Q(γn, δn, ξn) = 0, (3.3)
where Q is a polynomial. Since sequence ξn is bounded we may extract a convergent subse-
quence (without relabeling), ξn → ξ. Hence, the continuity of Q implies that,
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Q(α, β, ξ) = 0, Q(γ, δ, ξ) = 0.
But this means that
([a1, y1] ∪ [b1, z1]) ∩ ([a2, y2] ∪ [b2, z2]) 6= ∅.
In other words, we reached a contradiction with (2.5). Our claim follows.
We are ready to prove the main result of this section.
Theorem 3.7. Let us suppose that Ω is convex and ∂Ω is a polygon. Moreover, f ∈ BV (∂Ω)
f satisfies the admissibility conditions D1, D2, D3, as well as the complementary conditions
OPC, (2.4), and DCC, (2.5–2.6). If f has finitely many humps, then there exists a solution u to
the least gradient problem (1.1). In addition,
‖u‖L∞ ≤ ‖f‖L∞ and
∫
Ω
|Du| ≤ diam ΩTV (f). (3.4)
Proof. Define Cf = {x ∈ ∂Ω : f is continuous at x}. By Lemmas 3.3, 3.4, 3.5 and 3.6 we
construct a decreasing sequence of continuous functions hn such that hn → f in Cf . For each
hn, by [21, Theorem 3.8], there exists a continuous solution un to (1.1) on Ω, with trace hn.
By the comparison principle in Proposition 2.12, we deduce that un is a decreasing sequence.
Then, these functions converge to a function u at every point x ∈ Ω. By [15], u is a least
gradient function.
By a similar token, by Lemmas 3.3, 3.4, 3.5 and 3.6 we construct an increasing sequence
of continuous functions gn such that gn → f in Cf . For each gn, by [21, Theorem 3.8], there
exists a continuous solution vn to (1.1) on Ω with trace gn. By the comparison principle, in
Proposition 2.12, we have that vn is an increasing sequence, converging to a function v at every
point x ∈ Ω. By [15], v is a least gradient function.
We shall prove that
Tu(x) = f(x) = Tv(x) for x ∈ Cf .
We claim f(x) ≥ Tu(x) for x ∈ Cf . If it were otherwise, Tu(x) = t > f(x) = τ , then there
would exist s ∈ (τ, t). Since hn(x) → f(x) then, there exists N such that hN(x) < s. By the
continuity of uN , we gather that uN(y) < s for every y in a neighborhood of x in Ω, we may
assume that this is a ball B(x, r). Since un is a decreasing sequence, then un(y) < s for all
n ≥ N . Letting n → ∞, we get that u(y) ≤ s for all y ∈ B(x, r) ∩ Ω, contradicting the fact
that Tu(x) = t > s.
Now, we consider sequence gn converging to f from below and the corresponding solutions
vn to the least gradient problem. The sequence vn converges to a least gradient function v.
The same argument as above implies that Tv(x) ≥ f(x). Since we automatically have that
un(x) ≥ u(x) ≥ v(x) ≥ vn
we deduce from the above inequalities that
f(x) = Tu(x) = Tv(x) = f(x) for x ∈ Cf .
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Since Cf ⊂ Ω has the full measure, we deduce that Tu = f , as desired. The same argument
yields Tv = f .
We can draw further conclusions from the comparison principle. Namely, we infer directly
that
maxhn ≥ un ≥ vn ≥ min gn.
By the definition of hn and gn we deduce that
‖f‖L∞ ≥ maxhn ≥ min gn ≥ −‖f‖L∞ .
Hence,
‖f‖L∞ ≥ ‖u‖L∞ and ‖f‖L∞ ≥ ‖v‖L∞ .
It remains to prove the estimate on the total variation of solutions. Since gn is an increasing
sequence of continuous functions, satisfying the admissibility conditions, DCC and OPC, then
due to Lemma 2.13 we have ∫
Ω
|Dvn| ≤ diam ΩTV (gn).
The lower semicontinuity of the total variation yields |Du|(Ω) ≤ lim infn→∞ |Dvn|(Ω). We
have to estimate TV (gn). If we recall the definition of gn, then we see that,
TV (gn) = BV (gn) =
∫
[0,L)\En
|Dg¯n|+
∫
En
|Dgn|,
where
En =
⋃[
vj − 3
n
, vj +
3
n
]
,
where vj’s are those vertices, where f attains a local maximum. We recall that we identify a
vertex vj with a point in [0, L) denoted in the same way. Then, we have∫
[0,L)\En
|Dg¯n| ≤
∫ L
0
∣∣∣∣(Df)+ ∗ ϕ1/n)(· − 1n)
∣∣∣∣+ ∫ L
0
∣∣∣∣(Df)− ∗ ϕ1/n)(·+ 1n)
∣∣∣∣ .
This is so because Df+ and Df− have disjoint supports. Now, [1, Theorem 2.2, page 42]
implies that the right-hand-side above converges to TV (f).
Now, we shall show that
∫
En
|Dgn| goes to zero, when n→∞. Indeed,∫ vj+ 3n
vj− 3n
|Dgn| =
(
γn − g¯n
(
vj − 3
n
))
+
(
γn − g¯n
(
vj +
2
n
))
≤
(
g¯n
(
vj − 2
n
)
− g¯n
(
vj − 3
n
))
+
(
g¯n
(
vj +
2
n
)
− g¯n
(
vj +
3
n
))
.
Since f is continuous at each point vj , we conclude that the right-hand-side above converges to
zero. Hence, ∫
Ω
|Dv| ≤ diam ΩTV (f).
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The same argument applies to hn’s and u yielding,∫
Ω
|Du| ≤ diam ΩTV (f).
Even if there are other solution, they satisfy the above inequality, because if w violates it, then
it cannot be a minimizer. Our claim follows.
Remark 3.8. In the course of the above proof, we constructed two solutions u and v to the
least gradient problem having the trace at the boundary. However, they need not be equal. The
Brothers example, see [14], shows that actually the non-uniqueness may be quite severe.
We state a useful observation, which is known for continuous data.
Corollary 3.9. Let us suppose that the hypothesis of the previous theorem hold and [a, b] is a
closure of a hump I. If y and z are defined by (2.3), then u(x) = e for all x in the interior of
conv (a, b, y, z), where e = f(I) and conv (a, b, y, z) stands for the convex envelope of point
a, b, y and z.
Proof. We take gn approximating f and a hump [αn, βn] corresponding to I , i.e.
lim
n→∞
αn = a, lim
n→∞
βn = b.
We also take yn (resp. zn) corresponding to y (resp. z). We notice that the proof of [21, Lemma
3.5] combined with [21, Proposition 3.9] yields that,
un([αn, yn]) = e = un([βn, zn]),
where un is the solution to (1.1) with datum gn. By construction we have un([αn, βn]) = e.
We set Q˜n := int(conv (αn, βn, yn, zn)). We claim that for all x ∈ Q˜n we have un(x) = e. If
this were not true, then we could find u˜n with the total variation smaller than that o un. Indeed,
we set
u˜n(x) =
{
un(x) x ∈ Ω \ Q˜n,
e x ∈ Q˜n.
Then, we compute ∫
Ω
|Du˜n| =
∫
Ω\Q˜n
|Du˜n|+
∫
[yn,zn]
(Tun − e) dH1,
where Tun denotes the trace of un over [yn, zn]. Due to the DCC we know that Tun − e ≥ 0.
At the same time continuity of un implies that∫
Ω
|Dun| =
∫
Ω\Q˜n
|Dun|+
∫
Q˜n
|Dun|.
The co-area formula yields,∫
Ω\Q˜n
|Dun| =
∫ m
e
P ({un ≥ t}, Q˜n) dt,
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where m = max[yn,zn] Tun. Since
{un|Q˜n ≥ t} ∩ ([αn, yn] ∪ [αn, βn] ∪ [βn, zn]) = ∅
for t > e, we deduce that
P ({un ≥ t}, Q˜n) > H1({un ≥ t} ∩ [yn, zn]) (3.5)
for t from a set of positive measure contained in (e,m]. If we integrate (3.5) over [e,m], then
we see ∫
Q˜n
|Dun| >
∫ m
e
H1({un ≥ t} ∩ [yn, zn]) dt =
∫
[yn,zn]
(Tun(x)− e) dH1(x).
But this contradicts minimality of un, contrary to our assumption. As a result, un(x) = e for all
x ∈ Q˜n. If x is in the interior of conv (a, b, y, z), then for a sufficiently big, n we have x ∈ Qn.
Since u is a pointwise limit of un, then we deduce,
e = lim
n→∞
un(x) = u(x),
as desired.
3.3 Discontinuous data when ∂Ω has infinitely many sides and a finite
number of humps
In this section we prove our second main results. It is an analogue of [21, Theorem 3.10], where
we had continuous data.
Theorem 3.10. Let us suppose that Ω is an open, bounded and convex set, whose boundary, ∂Ω
has an infinite number of sides. We assume that the number of humps is finite. In addition, there
exists exactly one point p0 being an endpoint of a side `0, which is an accumulation point of the
sides of ∂Ω. We assume that f ∈ BV (∂Ω) and it satisfies the admissibility conditions D1 or
D2 on all sides of ∂Ω, D3 and the Order Preserving Condition (2.4) and the Data Consistency
Condition, (2.5-2.6). Finally, f attains a strict local maximum or minimum at p0, which is a
continuity point of f and there is ρ > 0, such that f restricted to each component of (B(p0, ρ)∩
∂Ω) \ {p0} is monotone. Then, problem (1.1) has a solution u ∈ BV (Ω) and
‖u‖L∞ ≤ ‖f‖L∞ and
∫
Ω
|Du| ≤ diam ΩTV (f). (3.6)
Remark 3.11. Here, Corollary 3.2 does not apply, because of the infinite number of sides.
Proof. The argument is based on the approximation of the problem in question by problems we
dealt with in the proof of Theorem 3.7. We used a similar technique in [21, Theorem 3.10].
Here, however, we face an additional difficulty, which is the lack of uniqueness of solutions to
(1.1).
Step 1. We begin with a construction of a sequence of convex sets, Ωn, such that ∂Ωn is
a polygon having a finite number of sides. For ρ given in the statement of the theorem, we
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consider all sides of ∂Ω, {`k}∞k=1, contained in B(p0, ρ). Possibly after further restriction of ρ,
we may assume that if x0 ∈ (B(p0, ρ) \ B(p0, ρ2)) ∩ `0 is a continuity point, then y0 ∈ ∂Ω, the
closest point to x0 such that f(x0) = f(y0), belongs to B(p0, ρ) \ `0 and y0 is also a continuity
point.
We define sequences {xn}∞n=1 and {yn}∞n=1 inductively. Due to our assumptions on the
behavior of f near p0, we can pick xn ∈ B(p0, ρ2n ) \ B(p0, ρ2n+1 ) ∩ `0 a continuity point of f
and yn ∈
⋃∞
k=1 `k, |yn − p0| < |yn−1 − p0|, a continuity point of f , and f(xn) = f(yn).
We set Ln = [xn, yn] and H(Ln, p0) to be the closed half-plane containing p0 whose bound-
ary contains the line segment Ln. We define Ωn = Ω \H(Ln, p0), n ∈ N and
fn(x) =
{
f(x), x ∈ ∂Ω ∩ ∂Ωn,
f(xn), x ∈ Ln.
We see that D2 and D3 hold and we claim that fn satisfies the D1 admissibility conditions.
Indeed, we could consider ρ so small that there is no hump in the ball B(p0, ρ). As a result
f |B(p0,ρ)∩` is monotone. The side of ∂Ω containing yn will be called `kn , because not all sides
`k need to be selected. In any case, f restricted to `kn is monotone. Since fn = f(xn) on Ln we
see that fn satisfies D1 on Ln. Moreover, by the choice of xn and yn, functions fn satisfy the
Order Preserving and Data Consistency Conditions.
We have to perform an additional step before invoking Theorem 3.7. Let us denote by L(`i)
the line containing segment `i. We set pn = L(`0)∩L(`kn). Furthermore, if we denote a convex
envelope of set A by conv (A), then we define a convex set Ω˜n = Ωn ∪ conv (pn, Ln) and
f˜n(x) =
{
fn(x) x ∈ ∂Ω˜n ∩ ∂Ωn,
f(xn) x ∈ ∂Ω˜n \ ∂Ωn.
Step 2. The above definition yields a function f˜n satisfying D1 on ∂Ω˜n \∂Ωn. We conclude that
Ω˜n and f˜n satisfy the assumptions of Theorem 3.7, yielding a solution wn to (1.1) on Ω˜n with
trace f˜n.
We claim that due to the continuity of data on Ln, solution wn is continuous at points
belonging to Ln. Indeed, let us suppose that Ω˜n 3 ξk → ξ ∈ Ln as k →∞. By the choice of f˜n
we see that wn = f(xn) on Ω˜n \Ωn. Hence, it is sufficient to consider ξk ∈ Ωn. For sufficiently
large k points ξk belong to Ωn \ Ωn−1. Hence, wn(ξk) ≥ f(xn−1). This implies that
∂{x : wn(x) ≥ wn(ξk)} ⊂ Ωn \ Ωn−1.
We set
{ηk1 , ηk2} = ∂{x : wn(x) ≥ wn(ξk)} ∩ ∂Ωn.
Of course ηki → ηi, i = 1, 2, when k →∞.We claim that {η1, η2} intersects {xn, yn}, otherwise
dist ([η1, η2], Ln) > 0, but this contradicts convergence of ξk to ξ ∈ Ln.
Since {η1, η2} ∩ {xn, yn} 6= ∅, then limk→∞wn(ξk) = f(xn), as desired. As a result, if we
set un = wnχΩn + f(xn)χΩ\Ωn , then∫
Ω
|Dun| =
∫
Ωn
|Dun| =
∫
Ωn
|Dwn|. (3.7)
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Step 3. We claim that un are uniformly bounded in BV . For this purpose we notice that
‖wn‖L∞ = ‖un‖L∞ .
Since wn is a solution to (1.1) in Ω˜n with datum f˜n, we may now recall (3.4). This yields
‖wn‖L∞ ≤ ‖f˜n‖L∞ ≤ ‖f‖L∞ (3.8)
and ∫
Ωn
|Dwn| ≤ TV (f˜n)diam Ω˜n ≤ TV (f)diam Ω˜1,
where the estimate TV (f˜n) ≤ TV (f) follows just from the definition of f˜n. Finally,
‖un‖L∞ ≤ ‖f‖L∞ and
∫
Ω
|Dun| ≤ TV (f)diam Ω˜n ≤ M˜. (3.9)
This estimate implies that we extract a subsequence (not relabeled) un converging to u, an
element of BV (Ω). Moreover, the lower semicontinuity of the total variation implies that
M = lim
n→∞
∫
Ω
|Dun| ≥
∫
Ω
|Du|. (3.10)
Step 4. We claim that the convergence of un to u is strict. For this purpose we will establish
that the sequence |Dun|(Ω) is increasing. Since we have already observed in Step 2 that un+1
is continuous at points on Ln, then we see∫
Ω
|Dun+1| =
∫
Ω\Ωn
|Dun+1|+
∫
Ωn
|Dun+1|.
Also in Step 2. we noticed that ∫
Ωn
|Dun+1| =
∫
Ωn
|Dun|,
hence the sequence |Dun|(Ω) is increasing.
We can compare
∫
Ωn
|Dun| and
∫
Ωn
|Du|. The continuity of un across Ln implies∫
Ω
|Dun| =
∫
Ωn
|Dun|
Since un is a solution to the least gradient problem (1.1) in Ωn and with the datum fn, then we
have ∫
Ωn
|Dun| ≤
∫
Ωn
|Du| ≡ |Du|(Ωn).
Moreover, since the sequence of sets {Ωn}∞n=1 is increasing and |Du| is a Radon measure, then
we see
lim
n→∞
|Du|(Ωn) = |Du|(Ω).
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Combining this with (3.10), we conclude,
M ≥ lim
n→∞
|Du|(Ωn) ≥ lim
n→∞
∫
Ω
|Dun| = M.
This means that un converges to u in the strict sense.
Step 5. Now, we could use the continuity of the trace with respect to the strict convergence
to claim that Tu = f . Alternatively, if x0 ∈ ∂Ω and B(x0, ) is any ball not containing p0, then
for sufficiently large k we have
Tu|∂Ω∩B(x0,ρ) = Tu|∂Ωk∩B(x0,ρ) = fk|∂Ω∩B(x0,ρ) = f |∂Ω∩B(x0,ρ).
Hence, Tu(x) = f(x) forH1-a.e. x ∈ ∂Ω.
Step 6. We claim that u is a least gradient function. Indeed, since u is an L1 limit of least
gradient functions in Ω, then by Miranda Theorem, see [15], u is a least gradient function.
Combining this with Step 5, we see that u is a solution to (1.1).
Finally, we establish estimates on the solution we constructed. Since un converges to u a.e.,
then (3.9) implies that
‖u‖L∞ ≤ ‖f‖L∞ .
Moreover, since diam Ω˜n converges to diam Ω, then (3.9) and (3.10) imply (3.6).
3.4 Discontinuous data with infinitely many humps
We assume in this section that the data have infinitely many humps on sides of ∂Ω. To be
specific, we assume ` = [pl, pr] is a side of ∂Ω, where f has infinitely many humps Ii, i ∈ I,
then since f satisfies the admissibility condition D2 the lengths of Ii must converge to 0 and the
humps endpoints must converge to the one of the endpoints of `. For the sake of definiteness,
we assume that pl is the point of accumulation of Ii’s endpoints.
When we deal with an infinite number of humps, then we assume that they accumulate at
a single point p0. Moreover, we assume that a side of ∂Ω contains an infinite number of them
and p0 is its endpoint. This restriction is introduced solely for the sake of simplicity of the
exposition. The same argument works if we have a finite number of accumulation points.
The above assumptions imply that either another facet contains infinitely many humps or an
infinite number of sides contains a finite number of humps. Here is our main observation.
Theorem 3.12. Let us suppose that Ω is a convex polygonal domain. Function f is inBV (∂Ω),
it satisfies conditions D1 or D2, D3, the Order Preserving and Data Consistency conditions.
There is a side ` containing an infinite number of humps accumulating at p0, an end point of `.
Then, there exists a solution u to the least gradient problem (1.1). Moreover,
‖u‖L∞ ≤ ‖f‖L∞ ,
∫
Ω
|Du| ≤ diam ΩTV (f). (3.11)
Proof. Step 1. We proceed by constructing a sequence of least gradient functions on an in-
creasing sequence of subsets of Ω. The approximating sets Ωn are constructed exactly as in
[21, Section 3.3]. By Theorem 3.7, we will infer existence of solutions to the least gradient
problems, un, on Ωn. They will be used to find a solution to the problem in question.
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Let us change slightly the notation and we shall write [p0, p1] for `. We assume that this side
has an infinite number of humps, {I¯n}∞n=1, I¯n = [an, bn], accumulating at endpoint p0. For the
sake of definiteness we also assume that |p0 − an| < |p0 − bn| for all n ∈ N. We choose yn and
zn as in (2.3), i.e.
dist (an, ∂Ω \ In) = |an − yn|, dist (bn, ∂Ω \ In) = |bn − zn|, yn, zn /∈ [p0, p1].
We set Ln = [an, yn] and Ωn = Ω \ H(Ln, p0), where H(Ln, p0) was defined in Step 1 of the
proof of Theorem 3.10. We also set Tn = Ω \ Ωn.
We define the boundary data on ∂Ωn,
fn(x) =
{
f(x) x ∈ ∂Ωn ∩ ∂Ω,
en x ∈ Ln.
Here, en is the value of f on the hump In. Since p0 is the only possible accumulation point
of the sides of ∂Ω, we see that Ωn has a finite number of sides and fn has a finite number of
humps.
Step 2. We will check that fn satisfies the admissibility condition D1 or D2 on ∂Ωn. First,
we notice that we did not change the hump structure on ` ∩ ∂Ωn \ In. As a result, D2 holds on
` ∩ ∂Ωn.
Moreover, fn on interval Ln is constant, i.e. monotone. We have to show that condition D1
is satisfied on Ln. Indeed, fn is constant on In and on Ln, hence it is continuous at an. We have
to look at the behavior of f near yn. If f is continuous at this point, then D1 holds.
Now, we have to consider yn as a discontinuity point of f and fn. We have two possibilities
for yn: it is either in the relative interior of a side `′n or it is a corner, i.e. there are sides `
′
n, `
′′
n
such that yn ∈ `′n ∩ `′′n. In the first case, it follows from D3 that there must be an interval
yn ∈ Jn ⊂ `′n, such that f restricted to Jn is monotone. If so, then the DCC implies that fn
restricted to In ∪ Ln ∪ Jn must be monotone, thus fn satisfies D1 on Ln.
If yn is a corner, then due to Corollary 3.2 f is continuous at yn. Thus, condition D1 holds
on Ln.
We must check that fn satisfies D1 or D2 on a side `′ ⊂ ∂Ωn containing yn. We may begin
our analysis by assuming that f on `′ satisfies D1. In this case, the DCC implies that fn on
`′ ∪ Ln ∪ In is monotone, so D1 holds for fn on `′.
Now, we look at the case, when D2 was true for f on a side of ∂Ω, ˜` containing `′n. Then,
the structure of D2 implies existence of an interval Jn ⊂ `′n containing yn such that f |Jn is
monotone. Now, the DCC on In implies that if f attains a local maximum on In, then f |Jn ≥ en
or if f attains a local minimum on In, then f |Jn ≤ en. Hence, fn is monotone on J ∪ Ln and
D2 holds on `′n.
Step 3. We will construct a sequence of approximating solutions. We have already noticed
that Ωn and fn satisfy the assumption of our basic existence result, Theorem 3.7. Thus, there
exists a solution vn of problem (1.1) on Ωn with datum fn. However, this is not enough infor-
mation for us. Let us call by L(`′n) the line containing `
′
n and L(`) the line containing `. The
lines L(`′n) and L(`) intersect at p¯n. We define Tn = conv (p¯n, Ln) and we set Ω˜n = Ωn ∪ Tn.
Of course Ω˜n is convex and it contains Ω. We define f¯n ∈ BV (∂Ω˜n) by the following formula,
f¯n(x) =
{
fn(x) x ∈ Ω˜n ∩ Ωn,
en x ∈ Ω˜n \ Ω¯n.
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We claim that each f¯n satisfies D1 or D2 on the sides of Ω˜n. Indeed:
(1) On ` functions f and fn have humps. By definition, any hump is separated from the end-
point of ` by an interval, where f is monotone. The definition of f¯n extends this interval of
monotonicity. So, f¯n satisfies D2 on `.
(2) We have already noticed that fn is monotone on Jn, so is f¯n on J ∪ [p¯n, yn].
Step 4. Since Ω˜n has a finite number of sides, f¯n has a finite number of humps and it satisfies
the remaining assumptions of Theorem 3.7, we may invoke this result. It guarantees existence
of a solution wn to (1.1) on Ω˜n with datum f¯n.
We claim that the trace ofwn+1|Ωn is equal to fn. In fact, it suffices to check that T (wn+1|Ωn) =
en on Ln. Since due to Corollary 3.9 wn+1 = en on conv (an, bn, yn, zn) our claim follows.
Step 5. We set
un = wn|Ω.
We notice that un(x) = en for x ∈ Tn and un, wn are continuous across Ln. The continuity of
un is established as in the course of proof of Theorem 3.10. Thus, we notice that∫
Ω
|Dun| =
∫
Ω˜n
|Dwn| =
∫
Ωn
|Dwn|. (3.12)
It is easy to see that∫
Ω
|Dun+1| =
∫
Ωn+1
|Dwn+1| ≥
∫
Ωn
|Dwn+1| ≥
∫
Ωn
|Dwn| =
∫
Ω
|Dun|,
where we took into account Step 4. Thus, the sequence |Dun|(Ω) is increasing. The same
methods we used in the course of Theorem 3.10 yield
sup
n∈N
|Dun|(Ω) = M <∞.
Then, we can select a subsequence {unk}∞k=1 convergent in L1 to u. By the lower semicontinuity
of the total variation, we deduce
lim
k→∞
∫
Ω
|Dun| ≥
∫
Ω
|Du|.
On the other hand, we can compare
∫
Ωn
|Dun| and
∫
Ωn
|Du|. Now, (3.12) and the continuity of
un across Ln imply∫
Ω
|Dun| =
∫
Ωn
|Dun| =
∫
Ωn
|Dwn| ≤
∫
Ωn
|Du| ≡ |Du|(Ωn).
Since the sequence of sets {Ωn}∞n=1 is increasing and |Du| is a Radon measure, then we see
lim
n→∞
|Du|(Ωn) = |Du|(Ω).
Then, we conclude,
M ≥ lim
n→∞
|Du|(Ωn) ≥ lim
n→∞
∫
Ω
|Dun| = M.
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This means that un converges to u in the strict sense. Then we have convergence of traces,
Tun → Tu
when n→∞. Thus, Tu = f.
Step 6. Since functions wn were of least gradients, so were their restrictions to Ω, i.e. un.
Hence, by Miranda theorem [15], u, the limit of the sequence un is a least gradient function.
Since by the previous step it has the correct trace, we see that u is a desired solution.
Finally, due to (3.12) and the lower semicontinuity of the variation we have,
|Du|(Ω) ≤ lim inf
n→∞
|Dun|(Ω) ≤ lim inf
n→∞
|Dwn|(Ω˜n) ≤ TV (f˜n) diam Ω˜n,
where the last inequality follows from Theorem 3.7. Since limn→∞ diam (Ω˜n) = diam Ω and
TV (f˜n) = TV (f), we deduce that∫
Ω
|Du| ≤ diam ΩTV (f).
It is easy to see that our construction also yields the first part of (3.11).
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