Abstract. Let A = UP be a polar decomposition of an n × n complex matrix A. Then for every unitarily invariant norm ||| · |||, it is shown that
Introduction
Let M n (C) be the space of all n × n complex matrices. For A ∈ M n (C) there exists a unitary matrix U and a positive semidefinite matrix P such that
The decomposition (1) is called a polar decomposition of A. In this decomposition the positive semidefinite part P is unique and P = |A| = (A * A) 1/2 . The unitary part U is unique if A is invertible. It is obvious that A * A = P 2 and AA * = U P 2 U * = (U P U * ) 2 . Thus, it follows from the spectral theorem that A is normal (i.e., A * A = AA * ) if and only if U P = P U. Equivalently, the self-commutator A * A − AA * is zero if and only if the commutator U P − P U is zero (see [1, p. 6] , [6, p. 170] , or [8, p. 414] ).
The main purpose of this paper is to establish norm inequalities for self-commutators of matrices. Though we confine our discussion to matrices regarded as operators on a finite-dimensional Hilbert space, by slight modifications the inequalities we obtain here can be extended to operators on an infinite-dimensional Hilbert space.
In Section 2 we present norm inequalities comparing the self-commutator A * A − AA * and the commutator U P − P U. It will be evident from these inequalities that a matrix A is normal if and only if the factors U and P in the polar decomposition of A commute.
It has been shown by Fong [5] that if A ∈ M n (C), then
where · denotes the operator (or the spectral) norm. A different proof of inequality (2) with an extension to the Schatten p-norms can be found in [3] .
In Section 3 we give a norm inequality that complements (2) . In fact, it will be shown that
The example A = [ 0 1
0 0 ] shows that inequalities (2) and (3) are sharp. It follows immediately from inequality (3) that if A is normal, then A 2 = A 2 , which is a well-known fact (see, e.g., [6, p. 178] ).
Inequalities associated with the polar decomposition
In this section we present quantitative versions of the characterization that a matrix A is normal if and only if the factors U and P in the polar decomposition of A commute. To achieve our goal, we need several lemmas, in which and in the sequel ||| · ||| designates any unitarily invariant norm.
To prove (4), one needs to use the identity
the triangle inequality, and the fact that for all B, C ∈ M n (C), |||BC||| is dominated by both B |||C||| and C |||B||| (see, e.g., [1, p. 94]).
Lemma 2. If
For a proof of a more general form of Lemma 2, the reader is referred to [1, p. 294] and references therein.
The following related inequality can be found in [1, p. 318 ] (see also [2, Proposition 6]).
For the particularly important Hilbert-Schmidt (or Frobenius) norm · 2 , we have the following refined version of Lemma 2.
Indeed, inequality (9) follows from the identity
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Now observe that
where, for any B ∈ M n (C), Re B and Im B are the matrices For inequalities related to inequalities (8), (9) , and (11), we refer to [4] , [7] , and [10] . Now we utilize the previous lemmas to prove our commutator inequalities that are associated with the polar decomposition.
Theorem 1. Let A ∈ M n (C) with a polar decomposition
In particular, for the operator norm, we have
where s 1 (A) and s n (A) are the largest and smallest singular values of A, respectively,
(15)
Proof. We have P 2 − (U P U * ) 2 = A * A − AA * . So, applying Lemmas 1 and 2 to the positive semidefinite matrices P and U P U * , we obtain
Using the unitary invariance of these norms and the fact that ||| |B| 2 ||| = ||| |B * | 2 ||| for every B ∈ M n (C), we have
These relations, together with (16), yield inequalities (12), (13), and the second inequality in (15). The first inequality in (15), which is a refinement of that in (12) for the Hilbert-Schmidt norm, can be obtained from Lemma 4 by a similar argument. The first inequality in (14) follows by invoking Lemma 3, in view of the fact that P ≥ s n (A)I and U P U * ≥ s n (A)I. Finally, the second inequality in (14) follows from that in (12) , together with the triangle inequality and the fact that P = s 1 (A).
A proof of inequality (3)
This section is devoted to the proof of inequality (3) . To accomplish this, we need some lemmas, in which we regard the direct sum B ⊕ C as the block diagonal matrix [ B 0
0 C ]. Though inequality (3) is solely connected with the operator norm, we formulate these lemmas in the general context of unitarily invariant norms.
Recall that
where Φ is the symmetric gauge function associated with ||| · |||, and s 1 (B) ≥ · · · ≥ s n (B) and s 1 (C) ≥ · · · ≥ s n (C) are the singular values of B and C, respectively. Since the operator norm of a matrix is the same as its largest singular value, it follows from (17) that
The following lemma (see [11, Corollaries 1 and 2] ) plays a central role in our analysis. Related results, including an improvement for the usual operator norm, can be found in [12] .
and consequently,
Inequality (22), which is closely related to (19), is an arithmetic-geometric mean inequality for matrices (see [1, p. 262] , [3] , and [4] ). Though our proof of inequality (3) does not depend on Lemma 6, it is presented here to give a lower bound estimate in the following lemma. Proof. If A = U P is a polar decomposition of A, then by the unitary invariance of the singular values and Lemma 6, applied to the positive semidefinite matrices P and U P U * , we have 2s j (A 2 ) = 2s j (U P U P ) = 2s j (P UP ) = 2s j (P UP U * )
Lemma 7. If A ∈ B(H), then
≤ s j (P 2 + (U P U * ) 2 ) = s j (A * A + AA * ) for j = 1, . . . , n.
