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Abstract
Recent results on quasi-maximum likelihood histogram sieve estimators in inverse problems
for Poisson processes are generalized to B-spline sieves. The impact of discretization effects on
strong L2 consistency and convergence rates are studied in detail. In particular, a ‘‘rates
saturation effect’’, caused by discretization, is demonstrated. Finite-sample implementation is
proposed and tested in a Monte Carlo experiment with the Wicksell problem, which shows a
superior performance of the new approach, when compared to other methods commonly used
in that context. The proposed algorithm can also be used in cases with only approximately
known folding kernel.
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1. Introduction and preliminaries
In this article, the problem of unfolding intensity function of an indirectly
observed, non-homogeneous Poisson process is considered. More speciﬁcally, let a
non-observable Poisson process on a measure space ðE0;B0; m0Þ have an intensity
function t  f ðxÞ with respect to m0: The unknown function f is the function of
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interest and t represents the ‘‘size of the experiment’’, which will tend to inﬁnity in
asymptotic considerations. The observable data form another Poisson process on
possibly another measure space ðE1;B1; m1Þ with an intensity function t  gðyÞ with
respect to m1: The functions f and g are considered elements of L
2ðm0Þ and L2ðm1Þ;
and are related by a Fredholm type I equation
gðyÞ ¼ ðKf ÞðyÞ ¼
Z
E0
kðx; yÞf ðxÞ dm0ðxÞ: ð1Þ
I the sequel, the operator K is always assumed compact (hence, bounded) and
invertible. Given observed the folded data in E1; the ﬁnal goal is to unfold f :
Standard, well-known examples that ﬁt into this general scheme are Wicksell
stereological problem, reconstruction of images in positron emission tomography
(PET), and unfolding problems in high-energy physics (HEP), among many others
(for background references, see, e.g., [24]).
It is well-known that solving the integral equation g ¼Kf is an ill-posed problem
in the Hadamard sense, because K1 is not bounded, and that some kind of
regularization or smoothing is needed. The problem has been well studied under the
assumption that g is observed in white noise; that is, for any hAL2ðm1Þ; /h; gS ¼R
hg dm1 can be measured with zero mean Gaussian error with variance proportional
to jjhjj2; and the errors are independent for orthogonal trial functions h: The
regression setup, in which gðyiÞ are measured with i.i.d. Gaussian errors, for a set of
points yi; and the density estimation setup, in which f and g are probability density
functions and i.i.d. observations from the density g are available, have been studied
as well. In all those cases, it is theoretically attractive to consider solutions based on
the singular value decomposition (SVD) of K: Suitably windowed SVD estimators
are, in many cases, asymptotically rate minimax over function classes deﬁned in
terms of Fourier coefﬁcients with respect to the right singular functions of K (see,
e.g., [12]). More generally, minimax estimators can also be constructed for f in some
Hilbert scales, properly related to K (e.g., [16,20]). A special case of the Abel
integral equation was studied in [9]. Minimax optimality was also proved for the
Galerkin method (e.g., [4]). All those methods suffer from the lack of adaptivity to
the, usually unknown, smoothness of f : As a remedy, wavelet-based methods have
been proposed in [5] that also attain minimax rates, but under less restrictive
assumptions. Recently, adaptive wavelet Galerkin methods have been proposed in
[2]. The above-mentioned articles constitute only a very selective subset of the
immense existing literature of the subject. All of the mentioned approaches assume
the exact knowledge of K; and SVD-based methods are only applicable in cases,
when SVD is known and mathematically tractable, which is rare in real-life
applications.
The problem considered in this article differs both from the inverse density
estimation problem and from the inverse regression estimation in white noise in four
important aspects, motivated by real-life applications. The functions f and g need
not be probability densities; that is, both the shape and the normalization have to be
estimated, which is typical in physical applications. Data can only be observed in
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binned form. More speciﬁcally, let E1 ¼ B1,?,Bm be a partition of E1 into
disjoint and measurable bins. The observed data n ¼ ½n1;y; nm consist of the counts
ni observed in the bins Bi: In some applications (e.g., in PET), one observes binned
data because of the discrete nature of the measurement apparatus. In some others
(e.g., in HEP), binning may be enforced by data handling and computing efﬁciency
or by incomplete, approximate knowledge of the folding operator. The latter is the
third special feature of the present approach: one of the aims of this study is to
construct procedures applicable to problems with only approximately known folding
operator. Consequently, any direct use of the singular system is avoided. Finally, the
present problem is not the white noise inverse regression problem, because the class
of trial functions h for which /h; gS can be measured is restricted to step functions
that are constant in bins, the measurement errors are not Gaussian, and they depend
on the unknown g: A related problem of inverse estimation in a white noise model
with only approximately known operator was recently analysed by Efromovich and
Koltchinskii [7]. Data grouping effects in problems with a completely known folding
operator (including its singular system) were studied by Johnstone and Silverman
[13]. As those results are not directly applicable to the present problem, the potential
of an alternative approach via sieved quasi-maximum likelihood will be studied in
the sequel. This approach seems attractive also because of algorithmic reasons—the
existence of the celebrated Expectation–Maximization (EM) algorithm.
Consider a sequence fUng of ﬁnite-dimensional subspaces of L2ðm0Þ; ultimately
dense in L2ðm0Þ: A corresponding sequence of quasi-solutions that are elements of Un
will be constructed. This sequence can be made convergent to f ; under suitable
assumptions. The idea is called the method of sieves and is closely related with the
Tikhonov regularization (see, e.g., [28] and [8]).
The binning can also be expressed in terms of sieves. Let viðyÞ ¼ IBiðyÞ; i ¼
1;y; m be indicator functions of the bins Bi: One can then think of histogram sieves
fVmg in L2ðm1Þ with Vm ¼ Spanfvi; i ¼ 1;y; mg; denote with PVm and PUn the L2
projections onto Vm and Un; and replace K with a ﬁnite-dimensional operator
Kmn ¼ PVmKPUn :
In what follows, it is assumed that Un ¼ Spanfuj; j ¼ 1;y; ng with some linearly
independent functions ujðxÞ; and G denotes the Gram matrix of the spanning set of
functions.
Deﬁne a ðm; nÞ matrix C ¼ ½cij  with
cij ¼
Z
Bi
Z
E0
kðx; yÞujðxÞ dm0ðxÞ dm1ðyÞ ¼ /Kuj; viS: ð2Þ
With a parametric set Yn; one then has a Poisson regression model for n
PtgðnÞ ¼
Ym
i¼1
ðtgiÞniðni!Þ1etgi ð3Þ
with g ¼ ½g1;y; gmT ¼ Ch; hAYnCRn: The vector g represents the expected counts
in the data space bins, and h ¼ ½y1;y; ynT represents the L2 projection of f onto Un;
that is, PUn f ¼
Pn
j¼1 yjuj: The vector h that corresponds to the true f will be denoted
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with h0; and the true vector of intensities for the given binning with g0 ¼
½g01;y; g0mT : Note that it is generally not true that g0 ¼ Ch0 (cf. a related discussion
in [24,25]). This fact, although recognized, was usually ignored (see, e.g., [19, p. 165]
and [8, p. 24]) in the hope of discretization effects being negligible. In fact, the
contrary is true, at least as far as asymptotics is concerned. To obtain strongly
consistent estimators, the approximation error, measured by jjCh0  g0jj; will be
required to converge to zero at a suitable rate, as the discretization indices m and n
tend to inﬁnity.
With gðtÞAð0; 1 and with #h ¼ ½#y1;y; #ynT ; we call
fˆtðxÞ ¼
Xn
j¼1
#yjujðxÞ ð4Þ
a quasi-maximum likelihood (QML) sieve estimator of f ; if
Pt
C#h
ðnÞXgðtÞ sup
hAYn
PtChðnÞ: ð5Þ
In the sequel, the interest will be focused on conditions for strong L2 consistency
of those estimators and on the corresponding convergence rates. Note that QML
estimators are not uniquely deﬁned, so that one is free to choose any such estimator
within the limits set by gðtÞ; which gives some freedom of additional smoothing or
regularization.
This approach, with Un being a histogram sieve as well, has been studied in detail
in [24–26]. The reader is referred to those articles for more discussion of the concept
of QML estimation and of the approximation effects, as well as for more references.
In particular, it has been shown in the ﬁrst of those articles that QML estimators are
not equivalent, even asymptotically, to the standard maximum likelihood estimators.
As t increases, the discretization indices n and m are increased as well. For the sake
of simplicity, the dependence of m and n on t is not marked explicitly in the notation.
The same holds true for the matrix C; the vectors g and h and some other quantities.
For t-dependent quantities, say at and bt; write at^bt; if at=bt remains bounded and
cut away from zero as t increases to inﬁnity. The same convention applies with i in
place of t:
In what follows, it is always assumed that there is a positive lower bound for the
difference between two consequtive points, say tk and tkþ1; at which fˆt changes (or is
computed). Consequently, the stochastic process fjjfˆt  f jjL2 ; t40g has right-
continuous, piecewice constant trajectories and the jump points of any given
trajectory are separated by at least D40: D may depend on the trajectory and the
jump points may depend on data; that is, they may form a suitable, increasing
sequence of stopping times.
For reasons that will become apparent shortly, it is convenient to consider a more
general setup with an arbitrary (that is, not necessarily deﬁned by (2)) matrix A in
place of C in the model (3). The following theorem, the proof of which is given in
Section 4, generalizes Theorem 1 from [24] and will be the main technical tool in
obtaining more specialized results.
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Theorem 1. For a sequence of discretized models (3) with some matrix A replacing C in
formulas (3) and (5), let fˆt be a QML estimator of f ; as defined in (4) and (5). With
lminðATAÞ—the minimal eigenvalue of ATA and lmaxðGÞ—the maximal eigenvalue of
the Gram matrix of linearly independent functions ui ði ¼ 1;y; nÞ that span the sieve
Un; ultimately dense in L
2ðm0Þ; assume the following:
A1. mXn and log gðtÞ1 ¼ Oðm log mtÞ:
A2. g0i^m
1 and gi^m1; i ¼ 1;y; m; for g ¼ Ah; hAYn:
A3. m ¼ oðtÞ and lmaxðGÞ=lminðATAÞ ¼ OðtbÞ for some 0obo1:
A4. jjAh0  g0jj ¼ oðm1=2lminðATAÞ=lmaxðGÞÞ:
Then, with probability one, jj fˆt  f jjL2-0 as t-N; for all f such that h0AYn for
sufficiently large n:
Assumption A1 ensures identiﬁability of the discretized models and sets a limit on
the rate, at which gðtÞ is allowed to approach zero, as t tends to inﬁnity. A2 is
essentially a postulate of a reasonable binning in the data space E1 and a speciﬁc
closeness of C and A: A3 sets admissible rates for the discretization indices and A4 is
a crucial feasibility condition, which links the approximation effects, the degree of ill-
posedness, measured by lminðATAÞ; and the properties of the sieve.
With Un being a histogram sieve, one can add conditions which make Un
ultimately dense and imply that lmaxðGÞ^n1; so that Theorem 1 from [24] can be
obtained as a special case.
The ﬁrst application of Theorem 1 in Section 2 will assume A ¼ C: In this special
case, it can be easily shown (see, e.g., [24]) that jjAh0  g0jjpOðmaxi m1=21 ðBiÞÞjj
PUn f  f jjL2 ; so that
jjPUn f  f jjL2 ¼ o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m=maxi m1ðBiÞ
p
lminðCTCÞ=lmaxðGÞ
 	
ð6Þ
is sufﬁcient for A4. The following lemma, proved in Section 4, shows that
lminðCTCÞ; which plays a crucial role in A4, can be related to the eigenvalues of the
operator KmnKmn; where K

mn is the adjoint of Kmn:
Lemma 1. With Kmn : Un-Vm and for k ¼ 1;y; n; one has
lkðCTCÞX min
i
m1ðBiÞ lminðGÞlkðKmnKmnÞ;
lkðCTCÞp max
i
m1ðBiÞlmaxðGÞlkðKmnKmnÞ;
where lkðÞ is the kth element in the non-increasing sequence of eigenvalues of the
respective matrix or operator.
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It follows from Lemma 1 that with A ¼ C; it is sufﬁcient for A4 that
jjPUn f  f jjL2
¼ o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m maxi m1ðBiÞ
p mini m1ðBiÞ
maxi m1ðBiÞ
lminðGÞ
lmaxðGÞ lminðK

mnKmnÞ

 
: ð7Þ
The eigenvalues of KmnKmn are the squared singular values of Kmn: For
orthonormal bases fung; the decay rate of the singular values of Kmn can in turn
be related to that of the singular values ofK; that is, to the degree of ill-posedness of
the problem before discretization (see [10,30]). It is known in that case that, as n and
m tend to inﬁnity, the singular values of Kmn approach from below the
corresponding singular values of K; so that the singular values of Kmn decay not
slower than those of K:
With both Un and Vm being quasi-uniform histogram sieves (that is, with
m1ðBiÞ^m1 for i ¼ 1;y; m and with an analogous property of Un), (7) simpliﬁes to
jjPUn f  f jjL2 ¼ oðlminðKmnKmnÞÞ; which shows that A4 may not be feasible for
strongly ill-posed problems, when the decay rate of the eigenvalues ofKmnKmn is to
fast for the weak approximation power of piecewise constant functions, as observed
in [24].
In the sequel, it will be shown how the results obtained in that earlier article for
histogram sieves extend to B-spline sieves. The paper is organized as follows. In
Section 2, Theorem 1 is specialized for B-spline sieves and it is shown that, for
strongly ill-posed problems, using the standard discrete approximation C; as deﬁned
by (2), may require too much smoothness from the estimated function and
impractically high order of the splines. It is also shown, using again Theorem 1, how
suitable modiﬁcations of C can help to keep the smoothness assumptions reasonably
week. Convergence rates are also obtained and discussed. A ﬁnite-sample
implementation and a Monte Carlo experiment are discussed in Section 3. All
proofs are given in Section 4.
2. B-spline sieves, regularization and strong consistency
Smoothing splines emerge naturally in the roughness penalty approach to inverse
problems and B-splines often provide a convenient way of its implementation (cf.,
e.g., [29]). B-splines were also used to construct sieves (e.g., [17]). In this context, they
provide a natural generalization of histogram sieves.
For the rest of the article, it is assumed that E0 ¼ ½c; d is a compact interval on the
real line, B0 is the Borel s-algebra, m0 is the Lebesgue measure and that uj; j ¼
1;y; n are order p (degree p  1) B-splines. A set of equidistant knots is deﬁned by
xk ¼ c þ kh; k ¼ p þ 1;p þ 2;y; n with h ¼ ðd  cÞ=ðn  p þ 1Þ: Note that
x0 ¼ c and xnpþ1 ¼ d; so that, in total, 2p  2 knots are outside the interval ½c; d:
Also note that the spacing h is of the order of n1; as n tends to inﬁnity. Then
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ujðxÞ ¼ Bpððx  xjpÞ=hÞI½c;dðxÞ; where
BpðxÞ ¼ 1ðp  1Þ!
Xp
i¼0
ð1Þi p
i

 
ðx  iÞp1þ
(cf. [21, p. 135]). The support of BpðxÞ is ð0; pÞ: Consequently, the support of uj is the
intersection ½c; d-ðxjp; xjÞ and in any particular sub-interval of ½c; d only p of the
functions uj are non-zero. Moreover, the functions uj form a partition of unity; that
is
P
j ujðxÞ ¼ 1 for all xA½c; d: With p ¼ 1; one obtains a histogram sieve. fujg is a
basis of the linear space of order p splines on ½c; d with n  p internal, equidistant
knots of multiplicity one (cf. [21, Theorem 4.9]).
The following lemma describes the asymptotic behavior of the eigenvalues of the
Gram matrix G of fujg:
Lemma 2. As n tends to infinity, lminðGÞ^n1 and lmaxðGÞ^n1; that is, all the
eigenvalues are precisely of the order of n1:
Denote by S
p
2 the Sobolev space of functions on E0 with square integrable pth
derivative. With order p B-spline sieve and with fASp2 ; the left-hand side of (7) is
OðnpÞ (cf. [21, Theorems 6.27 and 2.59]) and, using (7) and Lemma 2, one obtains
the following specialized form of Theorem 1.
Theorem 2. Under the assumptions A1, A2 of Theorem 1, with A ¼ C and with Un being
the order p B-spline sieve, let m1ðBiÞ^m1 for i ¼ 1;y; m: If m ¼ OðtblminðKmnKmnÞÞ
for some 0obo1 and np ¼ oðlminðKmnKmnÞÞ; then with probability one
jj fˆt  f jjL2-0 as t-N; for all fASp2 such that h0AYn for sufficiently large n:
This theorem, although simple, may be rather impractical. For strongly ill-posed
problems, lminðKmnKmnÞ may decay very fast and thus may require impractically high
order of the splines and (possibly unacceptably) strong smoothness assumptions on f :
Moreover, even if one knows precisely the decay rate of the singular values ofK; one
may not be sure about that of lminðKmnKmnÞ: In fact, lminðKmnKmnÞ may even be
zero for some speciﬁc binnings fBig; in which case Theorem 2 is useless. The form of the
feasibility assumption A4 in Theorem 1 suggests, however, that one may try to modify
the matrix C such that the decay rate of the minimal eigenvalue remains under control
and, at the same time, the left-hand side of A4 does not increase too much. With Un
being a histogram sieve and with rather arbitrary E0 (compact, metric), this idea has
been accomplished in [24,25]. Here, it will be shown how it works with B-spline sieves.
To motivate the way the matrix C is modiﬁed in the sequel, some basic facts about
computing singular values and functions ofKmn via algebraic SVD will be recalled.
It is elementary to see that the degenerated kernel corresponding to Kmn is
kmnðx; yÞ ¼
Xm
i¼1
Xn
j¼1
bijIBiðyÞujðxÞ; ð8Þ
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with B ¼ ½bij  ¼ T1CG1 and T ¼ diagðm1ðBiÞÞ: It then follows (cf. [10, p. 189]) that
the singular values of Kmn can be found as stationary values of
F ½y; z ¼ z
TCy
ðyTGyÞ1=2ðzTTzÞ1=2
; yARn; zARm
and the right singular functions fðm;nÞi of Kmn are obtained as
Pn
j¼1 yjuj ; with y
T ¼
½y1;y; yn: Setting y ¼ G1=2v and z ¼ T1=2x; one transforms F ½y; z to
G½v; x ¼ z
TT1=2CG1=2v
jjyjj  jjzjj ;
which means that the singular values of Kmn can be obtained through SVD of the
matrix T1=2CG1=2: From SVD one gets T1=2CG1=2 ¼ V diagðsiÞWT ; where
s1Xs2X?Xsn are the singular values of Kmn; and V and W ¼ ½w1^y ^wn are
matrices with orthonormal columns. Write M ¼ ½mki ¼ G1=2W: Then, fðm;nÞi ðxÞ ¼Pn
k¼1 mkiukðxÞ and it can be seen easily that those functions are orthonormal.
Note that C ¼ T1=2V diagðsiÞWTG1=2: A modiﬁed or regularized matrix Cr that
will replace A in Theorem 1 is then deﬁned as
Cr ¼ T1=2V diagðriÞWTG1=2; ð9Þ
where
ri ¼ maxfsi; BnðpaÞ=2g ð10Þ
and a and B are some positive parameters. Assume that the binning in E1 is m1-
uniform; that is m1ðBkÞ ¼ m1ðBcÞ; for k; c ¼ 1;y; m: In effect, lminðCTr CrÞ ¼
m1ðE1Þm1lminðG1=2W diagðr2i ÞWTG1=2Þ: Using Ostrowski theorem (see, [11, Theo-
rem 4.5.9]) and Lemma 2, one obtains, with a constant c;
lminðCTr CrÞXcðnmÞ1lminðW diagðr2i ÞWTÞXB2cðmnÞ1nðpaÞ;
which is sufﬁcient for the approximation rate of order p B-spline sieves (cf. (6)).
In order to control jjCrh0  g0jj on the left-hand side of A4, the parametric sets Yn
are assumed to satisfy the following condition:
YnC hARn :
Xn
i¼1
i2aðwTi G1=2hÞ2oM
( )
ð11Þ
with some positive constants M and a: This ensures that the replacement of C with
Cr in model (3) does not change the model ‘‘too much’’; that is, the estimates
obtained from the modiﬁed model are strongly consistent, even if the model itself is
not the exact one.
Condition (11) can be interpreted in terms of Fourier coefﬁcients of f with respect
to right singular functions fi of K: One has
/f ;fiSE/P
U
n f ;f
ðm;nÞ
i S ¼
Xn
j¼1
yjuj;
Xm
k¼1
mkiuk
* +
¼ wTi G1=2h: ð12Þ
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Condition (11) is thus a discrete, approximate version of the requirement that the
Fourier coefﬁcients of f with respect to ffjg decay at a certain rate. Exact versions of
this postulate were used, for example, by Johnstone and Silverman [13], van Rooij
and Ruymgaart [20] and Koo and Chung [14] in studies of minimax convergence
rates.
In the sequel, attention is restricted to ﬁnitely smoothing operators; that is to those
with singular values that decay in a polynomial rate. Although an extension of the
results to inﬁnitely smoothing operators (i.e. to those with an exponential decay rate
of the singular values) seems possible, it is not immediate and thus left out of the
scope of this article.
The next lemma describes the asymptotic behavior of the singular values ofKmn and
helps to control the number of singular values that are modiﬁed by formula (10). This is
crucial for assessing of how much the model changes while passing from C to Cr:
Lemma 3. Assume that kAL2ðm0#m1Þ and that the singular values si of K satisfy
si^ib: Let si be the singular values of Kmn: Then,
0psi  sipjjKKmnjj; i ¼ 1;y; n;
where jj  jj is the L2 norm of the corresponding kernel. Moreover, if jjKKmnjj ¼
OðnrÞ with some r40; then, asymptotically as n-N; with 0oaop and with
arbitrary constant B40; one has siXBnðpaÞ=2 for i ¼ oðng=bÞ; where g ¼
minfðp  aÞ=2; rg:
Finally, some sufﬁcient conditions for the strong L2 consistency of fˆt; obtained
with Cr rather than C; can be given. Note that the matrix Cr is used in model (3), but
the condition C2 in the following theorem is expressed in terms of the original matrix
C; as deﬁned in (2), so that it may be veriﬁed independently of the parameters used in
the deﬁnition of Cr:
Theorem 3. Let Un be the order p B-spline sieve and let m1ðBiÞ ¼ m1ðBkÞ for i; k ¼
1;y; m: Assume that k is square integrable and that the singular values si of K satisfy
si^ib: Let fˆtðxÞ be any QML estimator based on a sequence of discretized models (3)
with C ¼ Cr; as defined by formulas (4)–(5) and (9)–(10) with some positive a and B;
and with parametric sets satisfying (11) with some positive constants a and M: Assume
the following:
C1. mXn and log gðtÞ1 ¼ Oðm log mtÞ:
C2. g
0
i^m
1 and gi^m1 for i ¼ 1;y; m with g ¼ Ch and hAYn:
C3. m ¼ oðnðpaÞðaþbÞ=bÞ and mnpa ¼ OðtbÞ for some 0obo1:
C4. jjKKmnjj ¼ OðnrÞ with some r40:
C5. p  2rpaop  b=ða þ bÞ and a4b maxf1; ð2rÞ1  1g:
Then with probability one jjfˆt  f jjL2-0 as t-N for those fASp2 ; for which h0AYn
for sufficiently large n:
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The assumptions of Theorem 3 are feasible. Because mXn; the ﬁrst part of C3 can
only be fulﬁlled with the exponent greater than one, which is ensured by the upper
bound for a; as set in C5. The lower bound for a in C5 implies that g ¼ ðp  aÞ=2 in
Lemma 3, and the second part of C5 ensures that the interval of admissible values of a
in the ﬁrst part of C5 is nonempty. Finally, one is free to choose a large enough to
satisfy the second part of C5. Of course, higher values of a make the parametric sets
smaller (cf. (11)) and thus impose stronger conditions on the estimated function f ;
because y0AYn must hold true for large n: This means that the degree of ill-posedness
and the approximation effects due to the discretization have to be balanced with the
size of the function class to which f belongs—quite a natural conclusion.
With ﬁxed a and b; the parameters a and b can be optimized with respect to the
convergence rates. Deﬁne the mean integrated square error of fˆt as MISEðfˆtÞ ¼
Ejj fˆt  f jj2L2 :
Theorem 4. Under the assumptions of Theorem 3 and with any positive C;
MISEðfˆtÞpOðts log tÞ as t-N; uniformly for fASp2 such that jjDpf jjL2pC and
h0AYn for sufficiently large n: If porða þ bÞ=b; then the best rates with s ¼
pða  bÞ=½ðp þ 1Þða þ bÞ are obtained when m^n^t1=ðpþ1Þ and when a ¼ p
ða  bÞ=ða þ bÞ: If pXrða þ bÞ=b; then the best rates with s ¼ ða  bÞ=½a þ b
ðr þ 1Þ=r are obtained when m^n^tb=ðraþrbþbÞ and when a ¼ p  2r:
With p ¼ 1; the rates for the histogram sieve estimators, given in [25], are obtained
as a special case. The convergence rates given in Theorem 4 are obtained by tuning
the discretization rates and the degree of regularization of the matrix C: With slower
or faster increase of m and n; the convergence rate would be slower than that given in
Theorem 4, as clearly seen from the proof.
The rates given in Theorem 4 are valid for fASp2 such that jjDpf jjL2pC and h0AY
for sufﬁciently large n: No minimax rates are known for this non-standard class.
Because of (11) and (12), it is tempting to compare the rates from Theorem 4 with the
minimax rates for the class deﬁned by the condition
Pn
i¼1 i
2a/f ;fiS
2oM—a
continuous counterpart of the ellipsoid condition in (11). The latter rates are known
to be t2a=ð2aþ2bþ1Þ; under some additional assumptions. Actually, however, the two
classes are not directly comparable, mainly because discrete approximations of singular
functions are much less accurate than those of singular values (cf. [15, Section 18]).
Note that the operator approximation index r may increase with p up to some
point, determined by the smoothness of the kernel kð ; Þ: With a ﬁxed, the rates
grow up with p as long as porða þ bÞ=b: For larger p; however, one observes a ‘‘rates
saturation effect’’: even if p increases; that is, both f and the splines become
smoother, the rates do not change, because of the operator approximation effects,
which become dominating.
Example 1 (Smooth kernel). Let kðx; yÞ ¼ jx  yj5=2; with x; yA½0; 1 and m0 ¼ m1
the Lebesgue measure on ½0; 1: The singular values si of K are known to decay,
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approximately, as i7=2 (see, e.g., [30]). The degenerated kernel kmn ofKmn; as given
in (8), is the L2ðm0#m1Þ-projection of k onto the space of tensor-product splines,
spanned by the products ujðxÞIBiðyÞ with j ¼ 1;y; n and i ¼ 1;y; m: Note that D2xk
and Dyk are square integrable. It follows from Theorem 12.7 in [21] that, for p41;
jjKKmnjj ¼ jjk  kmnjjL2pcðn2jjD2xkjjL2 þ m1jjDykjjL2Þ; and, for p ¼ 1; jjK
Kmnjjpcðn1jjDxkjjL2 þ m1jjDykjjL2Þ ¼ Oðn1Þ; with some generic constants c:
This means that r ¼ 1; if p ¼ 1 or m^n; and r ¼ 2; if p41 and n2 ¼ OðmÞ: Denote,
for brevity, RðaÞ ¼ ð2a  7Þ=ð2a þ 7Þ:
Assume m^n: For ‘‘small’’ p; Theorem 4 gives s ¼ RðaÞ  p=ðp þ 1Þ:
The rates saturate at ð2a  7Þ=ð2a þ 14Þ for pX3; if 7=2oap7; and for pX4; if
7oap21=2: For larger a; the rates still saturate at ð2a  7Þ=ð2a þ 14Þ; but for
larger p:
If one takes m^n2; then Theorem 4 can be modiﬁed to also give the rates for that
case (we omit the details here). For ‘‘small’’ p; the modiﬁed Theorem 4 would give
s ¼ RðaÞ  p=ðp þ 2Þ and the rates would saturate at ð2a  7Þ=ð2a þ 14Þ for pX5; if
7=2oap21=4; and for pX6; if 21=4oap7: For larger a; the rates still saturate at
ð2a  7Þ=ð2a þ 14Þ; but for larger p:
Example 2 (Discontinuous kernel). Let kðx; yÞ ¼ yIfyoxgðx; yÞ; with x; yA½0; 1 and
m0 ¼ m1 the Lebesgue measure on ½0; 1; be the Spektor–Lord–Willis kernel that
describes the stereological problem of unfolding spheres’ radii distribution from
linear sections (see, e.g., [23, pp. 296–299]). It can be shown that the singular values
si of K decay as i1 and that jjKKmnjj ¼ Oðn1=2Þ; regardless of the value of p
and of whether m^n; or n ¼ oðmÞ: From Theorem 4, s ¼ pða  1Þ=½ðp þ 1Þða þ 1Þ
for ‘‘small’’ p; and the saturated s ¼ ða  1Þ=ða þ 3Þ is obtained with pX2; if
1oap3; with pX3; if 3oap5; and with pX4; if 5oap7: For larger a; the rates still
saturate at ða  1Þ=ða þ 3Þ; but for larger p:
3. Implementation and numerical results
The implementation of the present approach is similar to that described in detail in
[26] for histogram sieves and is based on a doubly smoothed version of EM
algorithm. As in that earlier article, attention is restricted to the Wicksell problem, in
which E0 ¼ E1 ¼ ½0; 1; m0 and m1 are Lebesgue measures and kðx; yÞ ¼ yðx2 
y2Þ1=2I½y;1ðxÞ: Note that the kernel k is not square integrable, which means that the
theory developed in Section 2 does not directly apply. However, the theory can be
adapted to non-square integrable k; as in [26], in which case b is the decay rate of the
singular values of Kmn rather than K: In effect, the Wicksell problem is a
meaningful example in the present setup as well.
Simulations, similar to those described in detail later, showed that, in most cases,
the best results are obtained with Cr ¼ C; which is assumed in the sequel.
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Maximization of the likelihood (3) leads to the system of non-linear equations
t
Xm
r¼1
crj ¼
Xm
i¼1
nicijPn
c¼1 cicyc
; j ¼ 1;y; n;
which can be solved via EM-type iterations
#yðkÞj ¼
Xm
i¼1
nicij
t
Pn
c¼1 cic #y
ðk1Þ
c
 !
#yðk1ÞjPm
r¼1 crj
; j ¼ 1;y; n; ð13Þ
where #yðkÞj denotes the kth approximation of #yj:
For histogram sieves (that is, for p ¼ 1), it was shown in [26] that the results can be
improved signiﬁcantly, if a special two-stage smoothing procedure is added after
each iteration (13), and an interpretation of the results in terms of quasi-maximum
likelihood estimators was given. The idea can be extended to general B-spline sieves
and the interpretation of the numerical procedure in terms of the theory developed in
Section 2 is exactly the same as that discussed in detail in [26].
Deﬁne a uniform partition A1;y; As of ½0; 1; with A1 being the left-most
subinterval. It is convenient to compute cij approximately as
cij ¼
Xs
c¼1
Z
Bi
Z
Ac
kðx; yÞujðxÞ dx dyE
Xs
c¼1
MicUcj;
with
Ucj ¼ 1m0ðAcÞ
Z
Ac
ujðxÞ dx and Mic ¼
Z
Bi
Z
Ac
kðx; yÞ dx dy:
With M ¼ ½Mic and U ¼ ½Ucj one then has C ¼ MU and M does not have to be
recomputed, if one changes the number of splines n: Moreover, the mean values
#fðkÞ ¼ ½#f ðkÞ1 ;y; #f ðkÞs T of the current solution fˆ ðkÞt ðxÞ ¼
Pn
j¼1 #y
ðkÞ
j ujðxÞ in the intervals
A1;y; As can be computed as #fðkÞ ¼ UhðkÞ; with hðkÞ ¼ ½yðkÞ1 ;y; yðkÞn T :
Deﬁne 1n ¼ ½1;y; 1TARn: In the ﬁrst smoothing step, a constant f0 is substracted
from the current solution fˆ
ðkÞ
t (which means that f0 is substracted from each #y
ðkÞ
j ;
because uj form a partition of unity), then #hðkÞ  f01n is projected onto the ellipsoid
(11) and, ﬁnally, f01n is added back to the projection. Projection onto the ellipsoid,
according to its interpretation given in Section 2, smoothly dumps higher-order
components in the Fourier expansion of f  f0 with respect to right singular
functions of K (working, actually, with their discrete approximations). If f ð0Þ is
known, the substraction of f0 ¼ f ð0Þ is natural, if all singular functions fi satisfy
fið0Þ ¼ 0; which is the case for the Wicksell problem. If f ð0Þ is not known, it is
natural to set f0 ¼ maxf0; #f ðkÞ1 g; which is numerically more stable and gives better
results than f0 ¼
P
j
#yðkÞj ujð0Þ:
The projection of hARn onto ellipsoid (11) is understood as conditional minimization
of jjG1=2ðh0  hÞjj2 with respect to h0ARn; subject to Pni¼1 i2awTi G1=2h0 ¼ M:
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For h ¼ #hðkÞ  f01n; this gives, with some real l;Xn
i¼1
wTi G
1=2ð#hðkÞ  f01nÞ
1þ li2a G
1=2wi: ð14Þ
The second smoothing step is a local smoothing of #fðkÞ; obtained in the ﬁrst step, followed
by a projection of the locally smoothed #fðkÞ back onto the sub-space spanned by the
columns of U: With some natural c; the smoothed jth component of #fðkÞ is computed
from the non-smoothed #fðkÞ as
22c
Xc
i¼c
2c
i þ c

 
#f
ðkÞ
jþi : ð15Þ
With J ¼ 2cþ 1; this is called J-point smoothing (cf. [22,26]). At the boundaries, we
ignore the terms with non-existing #f
ðkÞ
jþi components and renormalize the remaining
coefﬁcients so they sum up to one. The projection of the locally smoothed #fðkÞ onto the
subspace spanned by the columns of U leads to
#hðkÞ ¼ ðUTUÞ1UT #fðkÞ: ð16Þ
A single iteration of the doubly smoothed EM algorithm, called EMDS algorithm in [26],
consists thus of three steps:
* compute #hðkÞ according to (13),
* compute modiﬁed #hðkÞ by adding f01n to the projection (14),
* compute #fðkÞ ¼ U#hðkÞ; smooth according to (15) and ﬁnd ﬁnal #hðkÞ from (16).
The iterations are run with some ﬁxed l until convergence. The parameters a; l and J
are smoothing parameters. The choice of a and J should reﬂect some prior
information about f ; as discussed in [26]. l can be choosen automatically, in a data-
dependent manner. As in [26], it is choosen to minimizeXm
i¼1
ðni  nˆiÞ2
nˆi
m 
Xn
i¼1
si=s1
1þ li2a
" #2,
;
where #n ¼ ½nˆ1;y; nˆmT ¼ t C#h are ‘‘predicted bin counts’’ and si are the singular
values of CG1=2: The minimization can be accomplished by a grid search with
respect to the effective number of degrees of freedom, deﬁned as edf ¼Pi ð1þ
li2aÞ1; in the interval ½0; n (note that there is a one-to-one correspondence between
l and edf).
The performance of this algorithm was tested in a Monte Carlo experiment.
Thirteen intensity functions f were used, all of which were probability densities
on [0, 1]:
 Constant P1 f ðxÞ  1
 Decreasing P2 f ðxÞ ¼ 2ð1 xÞ
 Rapidly decreasing P4 f ðxÞ ¼ 4ð1 xÞ3
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 Increasing SP2 f ðxÞ ¼ 2x
 Rapidly increasing SP4 f ðxÞ ¼ 4x3
 Bimodal NM 0:7  Nð0:3; 0:08Þ þ 0:3  Nð0:65; 0:08Þ
 Symmetric unimodal B(2,2) f ðxÞBxð1 xÞ
 Asymmetric unimodal B(4,2) f ðxÞBx3ð1 xÞ
 Asymmetric unimodal B(2,3) f ðxÞBxð1 xÞ2
 Asymmetric unimodal B(2,4) f ðxÞBxð1 xÞ3
 Minerbo-Levy A ML-A f ðxÞ ¼ 2ð1 2x2ÞIð0;0:5 þ 4ð1 xÞ2Ið0:5;1Þ
 Minerbo-Levy B ML-B f ðxÞBð1 x2Þ3=2 exp½1:21ð1 ð1 x2Þ1Þ
 Discontinuous STEPS f ðxÞ ¼ 0:6  I½0;1=3Þ þ 0:9  I½1=3;3=4Þ þ 1:7  I½3=4;1
The ﬁrst three densities are generalized Pareto type II densities with parameters 1, 2
and 4; SP2 and SP4 are swapped versions of P2 and P4; and NM is a mixture of two
normals, one with mean 0.3 chosen with probability 0.7, and the other with mean
0.65 and both with standard deviations 0.08. Next four functions are beta densities.
The next two curves are taken from [18] and rescaled to be probability densities. The
last function is included in order to check the effect of violating the smoothness
assumptions. It was also used in [6].
For each intensity function, 100 artiﬁcial data samples were generated by
mimicking the physical folding process (for more details about the way the data were
generated, see [26]). Special binning in the data space was used, as in [26], to fulﬁll
condition C2 of Theorem 3.
For each generated data sample, the corresponding Wicksell problem was solved
with m ¼ n ¼ s ¼ 30; with two values of p: 1 and 4, and with the convergence
criterion for EMDS iterations jj #fðkÞ  #fðk1Þjj2o106  jj #fðk1Þjj2: All components of
the starting point #hð0Þ were taken to be the total number of observed points divided
by t: Two setups were considered: with unknown and with known f ð0Þ:
It was observed that the whole procedure worked signiﬁcantly better, when there
was not too many empty data bins. Consequently, if there is a sequence of empty
right-most bins, which means that the unfolded function is close to zero in that
region, then it is recommended that the subinterval that contains the non-empty bins
be rescaled to [0,1], the rescaled problem be solved, and then the solution be rescaled
back to the original subinterval and the estimated function set to zero in the ‘‘no data
region’’. This procedure was followed with P4, NM, B(2,4), ML-A and ML-B
densities using the scale factors 0.8, 0.85, 0.9, 0.95 and 0.92. With this setup, for
reasonable values of edf ; the EMDS algorithm needed less than 20 iterations to
converge.
The quality criterion was the approximate L2 risk, obtained by averaging over 100
generated samples the approximate L2 distance between fˆt and the true f : It was
computed asXs
i¼1
ð#f i  %f iÞ2  w
" #1=2
;
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where %f i is the value of the true f in the midpoint of Ai; #f i is the limiting value of #f
ðkÞ
i
and w is the common width of Ai’s. Attention was restricted to the L
2 risk, because
Hilbert space perspective is pertinent in the analysis of inverse problems and because
it is natural to measure the extent to which a method is able to handle the ill-
posedness of the problem in the norm in which the inverse operator remains
unbounded and to which the proposed method was constructed and tuned.
Two values of the parameter J for the binomial smoother: 3 and 5, and four values
of a: 0.5, 1.5, 2.0 and 3.0 were tried. As in [26], it was observed that the results do not
change much with a (cf. [26, Fig. 6]) but the choice of J was crucial. With s ¼ 30; the
estimates produced with J ¼ 5 were clearly oversmoothed for NM and B(2,4). The
results obtained with J ¼ 3 and a ¼ 1:5 are summarized in Table 1.
The effect of the sample size t is reported in Table 2 for the function P1. Due to
non-square integrability of k; the parameter r has no strict meaning. In order to set
the discretization parameters m and n; however, r was set to 1
3
; somewhat below that
for the discontinuous kernel in Example 2. The singular values si of the Wicksell
operator are known to decay as i1=2: With a ¼ 1:5 and b ¼ 0:5; the condition
porða þ bÞ=b is satisﬁed for p ¼ 1; but not for p ¼ 4: Consequently, in accordance
with Theorem 4, m ¼ n ¼ c1t1=2 was used for p ¼ 1 (non-saturated case), and m ¼
n ¼ c2t3=7 was used for p ¼ 4 (saturated case). With m ¼ n ¼ 30 for t ¼ 1000 (the
setup from Table 1) used as a basis, that leads to c1E0:95; c2E4:17 and to the values
of m and n used in Table 2.
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Table 1
Simulated L2-risks (and corresponding standard errors) for the estimates obtained with the EMDS
algorithm with splines of order p; for two setups: with unknown and with known f ð0Þ; and for experiment
size t
f ð0Þ not set f ð0Þ set
t p ¼ 1 p ¼ 4 p ¼ 1 p ¼ 4
P1 1000 0.188 (0.010) 0.171 (0.010) 0.083 (0.012) 0.060 (0.009)
P2 1500 0.211 (0.012) 0.191 (0.011) 0.160 (0.013) 0.123 (0.011)
P4 2000 0.232 (0.012) 0.215 (0.012) 0.200 (0.014) 0.168 (0.013)
SP2 800 0.176 (0.009) 0.164 (0.008) 0.161 (0.008) 0.147 (0.007)
SP4 625 0.177 (0.008) 0.169 (0.007) 0.150 (0.007) 0.143 (0.007)
NM 1100 0.266 (0.009) 0.266 (0.009) 0.264 (0.009) 0.261 (0.009)
B(2,2) 1000 0.206 (0.010) 0.196 (0.009) 0.194 (0.011) 0.180 (0.010)
B(4,2) 800 0.195 (0.007) 0.191 (0.006) 0.172 (0.005) 0.168 (0.005)
B(2,3) 1250 0.252 (0.010) 0.237 (0.009) 0.227 (0.012) 0.208 (0.012)
B(2,4) 1350 0.274 (0.010) 0.265 (0.010) 0.255 (0.014) 0.230 (0.013)
ML-A 1600 0.186 (0.014) 0.168 (0.013) 0.146 (0.015) 0.116 (0.014)
ML-B 1150 0.211 (0.013) 0.196 (0.012) 0.162 (0.014) 0.135 (0.012)
STEPS 820 0.242 (0.009) 0.235 (0.008) 0.208 (0.009) 0.199 (0.009)
Note: In all cases the risk was obtained as an average over 100 samples of the (approximate) L2 distance
between the estimate and the true function. The number of data bins and the number of splines were 30.
For each sample, t points were generated. A portion of the points was lost due to folding. The numbers of
the observed data points were of the order of 500. J ¼ 3 and a ¼ 1:5 were used in all cases.
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For moderate sample sizes, as in Table 1, estimates obtained with cubic B-splines
ðp ¼ 4Þ are clearly better than those obtained with histogram sieves ðp ¼ 1Þ:
Knowledge of f ð0Þ leads to further substantial improvements. Because histogram-
type EMDS estimates have been shown in [26] to outperform other estimates
commonly used in the Wicksell problem, the procedure proposed in this article seems
to offer further signiﬁcant improvement over existing methods. Further studies are
needed, of course, to fully understand its behavior.
For moderate sample sizes, cubic splines outperform histograms also for the
discontinuous STEPS function. It seems that the contribution of errors in
approximating the discontinuities is, in that case, relatively small when compared
to errors in approximating the continuous pieces of the function.
It should be stressed that the proposed algorithm is also applicable (even if
somewhat less formally) to problems with only approximately known folding
operator. In some important HEP inverse problems, for example, the operator is not
known explicitly, because of the complexity of the measurement apparatus, but
approximate coefﬁcients cij can be obtained in simulation studies (cf. [3]) and used in
the algorithm.
An interesting point, raised by one of the referees, is whether adaptivity issues can
be addressed in the present setup (cf. a related discussion in Section 1). One obvious
idea is to use some wavelet bases rather than the B-spline bases (perhaps, wavelets
corresponding to B-splines, used as scaling functions), combined with some sort of
level thresholding. At the theoretical level, however, it is not immediately clear how
to effectively combine the thresholding strategy with controlling the operator
approximation effects. Consequently, this interesting aspect is left open for further
investigation.
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Table 2
The effect of the experiment size t on the simulated L2-risk of the estimates obtained for P1 with the
EMDS algorithm with splines of order p; for two setups: with unknown and with known f ð0Þ
f ð0Þ not set f ð0Þ set
t p ¼ 1 p ¼ 4 p ¼ 1 p ¼ 4
500 0.230 (0.015) 0.224 (0.014) 0.099 (0.015) 0.077 (0.012)
1000 0.188 (0.010) 0.171 (0.010) 0.083 (0.012) 0.060 (0.009)
2000 0.127 (0.008) 0.136 (0.009) 0.036 (0.005) 0.035 (0.005)
4000 0.109 (0.006) 0.103 (0.006) 0.029 (0.004) 0.033 (0.005)
Note: For p ¼ 1; the values of m and n were set to 21, 30, 42 and 60, respectively for t ¼ 500; 1000; 2000
and 4000. For p ¼ 4; the corresponding values of m and n were set to 25, 30, 37 and 45. J was set to 3, for
t ¼ 500; 1000; to 5, for t ¼ 2000; and to 7, for t ¼ 4000; in order to keep the binomial smoothing at a
comparable level across the rows. Similarly, in order to keep the binomial smoothing at a comparable level
across the columns, the implementation parameter s for p ¼ 4 was set to the number of X-bins for p ¼ 1:
One hundred samples were generated for each case. Inconsistently looking numbers for t ¼ 2000 and ‘‘f ð0Þ
not set’’ is a random ﬂuctuation. They change to 0.128 (0.003) and 0.129 (0.003), when 900 samples are
generated.
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4. Proofs
Proof of Theorem 1. Write jj fˆt  f jjL2pjjfˆt PUn f jjL2 þ jjPUn f  f jjL2 : The second
term tends to zero as t-N; because fUng is ultimately dense in L2ðm0Þ: For the ﬁrst
term, one has
jj fˆt PUn f jj2L2 ¼
Z
E0
Xn
j¼1
ð#yj  y0j ÞujðxÞ
" #2
dm0ðxÞ
¼
Xn
j¼1
Xn
k¼1
ð#yj  y0j Þð#yk  y0kÞ/uj; ukS ¼ ð#h  h0ÞTGð#h  h0Þ
p lmaxðGÞjj#h  h0jj2:
It has been proved by Szkutnik [24, corollary to Proposition 1 and the proof of
Theorem 1] that, under A1 and A2, for any e40 and for t46m
Pðjj#h  h0jj4eÞpF exp½ð4Ce2mlminðATAÞ  Oðm1=2jjAh0  g0jjÞÞt;
where C is a constant, F ¼ Fðm; tÞ and log F ¼ Oðm log mtÞ: Using that and A4, one
obtains
Pðjj fˆt PUn f jjL24eÞpPðjj#h  h0jj4el1=2max ðGÞÞ
pF exp  4Ce2m lminðA
TAÞ
lmaxðGÞ  Oðm
1=2jjAh0  g0jjÞ

 
t
 
pF exp 2Ce2m lminðA
TAÞ
lmaxðGÞ t
 
for sufﬁciently large t; say t4t1; and further
Pðjj fˆt PUn f jjL24eÞpexp Ce2m
lminðATAÞ
lmaxðGÞ t
 
for all t4t0; where
t0 ¼ max t1; 6m; lmaxðGÞ log F
Ce2mlminðATAÞ
 
and A3 easily implies that t0 ¼ oðtÞ: A3 also means that lminðATAÞ=lmaxðGÞ
approaches zero not faster than tb; so that, for some positive d; s and T ; one has
Pðjj fˆt PUn f jjL24eÞoexpðdtsÞ for all t4T :
With c ¼ 1; 2;y; denote by G the set of sequences of the form ftk ¼ k=cgk¼1;2;y:
For ftkgAG and any e40;XN
k¼1
Pðjj fˆtk PUn f jjL24eÞp
XN
k¼1
exp½dðk=cÞsoN
by the integral criterion and, consequently, jj fˆtk PUn f jjL2-N almost surely, by the
Borel–Cantelli lemma. Because fjj fˆt PUn f jjL2 ; t40g is a stochastic process with
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right-continuous, piecewise constant trajectories and with jump points separated at
least by DðoÞ40; it is obvious that
fo : jj fˆt PUn f jjL2Q0gC
[
ftkgAG
fo : jj fˆtk PUn f jjL2Q0g:
This completes the proof, because the right-hand side is a countable sum of sets of
measure zero. &
Proof of Lemma 1. To obtain the matrix representation B ofKmnKmn with respect
to the basis fujg in Un; write
Kmnuj ¼ PVmKuj ¼
Xm
i¼1
/Kuj ; viS
/vi; viS
vi ¼
Xm
i¼1
cij
jjvijj2
vi:
Deﬁne wj :¼KKmnuj and note that KmnKmnuj ¼ PUn KPVmKuj ¼ PUn wj: The
elements bkj of B can thus be obtained from the system of equations P
U
n wj ¼Pn
k¼1 bkjuk; j ¼ 1;y; n; which leads to
wj 
Xn
k¼1
bkjuk ; uc
* +
¼ 0; j; c ¼ 1;y; n;
because wj PUn wj is orthogonal to Un: In matrix form
/w1; u1S /w2; u1S y /wn; u1S
^ ^ ^
/w1; unS /w2; unS y /wn; unS
264
375 ¼ GB: ð17Þ
Further,
/wj ; uiS ¼ K
Xm
c¼1
ccj
jjvcjj2
vc; ui
* +
¼
Xm
c¼1
ccj
jjvcjj2
/vc;KuiS ¼
Xm
c¼1
ccjcci
jjvcjj2
and (17) becomes CT diagðjjvcjj2ÞC ¼ GB; so that, taking into account that jjvcjj2 ¼
m1ðBcÞ; one gets B ¼ G1CTDC with D ¼ diagðm11 ðBcÞÞ: The eigenvalues of B are
thus solutions of detðCTDC lGÞ ¼ 0: Using the generalized Rayleigh ratio and the
Courant–Fisher theorem, one has, with xARm and with a ðn; k  1Þ matrix M;
lkðBÞ ¼ inf
M
sup
x:MTGx¼0
xTCTDCx
xTGx
p 1
lminðGÞmincm1ðBcÞ
inf
M
sup
x:MTGx¼0
xTCTCx
xTx
¼ 1
lminðGÞmincm1ðBcÞ
inf
M
sup
x:MTx¼0
xTCTCx
xTx
¼ lkðC
TCÞ
lminðGÞmincm1ðBcÞ
;
which gives the lower bound for lkðCTCÞ: The upper bound can be obtained in the
same way. &
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Proof of Lemma 2. The functions up;y; unpþ1 are not affected by the cutoff at c
and d; that is, the corresponding intervals ðxjp; xjÞ; j ¼ p;y; n  p þ 1 are entirely
contained in ½c; d: The remaining functions uj need a special treatment. Denote by
Mcr the submatrix of M :¼ h1G that corresponds to the functions ur; urþ1;y; uc:
Consider Mnpþ1p ﬁrst. It follows from Lemma 3 in [27] that all the eigenvalues of
that matrix are in an interval ½a; 1 with some positive a that depends on p but not on
n: The missing rows and columns will be added, one at a time, and it will be shown
that after each such step there is a new positive and independent of n lower bound for
the eigenvalues of the extended matrix. After 2p  2 such steps a lower bound for
lminðMÞ will be obtained. An upper bound for lmaxðMÞ will be obtained separately,
in one step.
With a positive integer k; write the ﬁrst extended matrix (with one row added to
the top and one column to the left of Mnpþ1p ) as
M
npþ1
p1 ¼
1
k
Sþ k  1
k
T;
where S ¼ ½Sij i;j¼1;2 is a block matrix with a ð1; 1Þ block S11 ¼ ½1; a ð1; n  2p þ 2Þ
block S12 ¼ ½0;y; 0; S21 ¼ ST12 and S22 ¼ Mnpþ1p : T ¼ ½Tij i;j¼1;2 is a block matrix
with a ð1; 1Þ block T11 ¼ ½cp1;p1; a ð1; n  2p þ 2Þ block T12 ¼
½cp1;p y cp1;2p2 0 y 0; T21 ¼ TT12 and T22 ¼ Mnpþ1p with
cp1;p1 ¼ k
k  1 h
1/up1; up1S 1
k  1
and
cp1;j ¼ k
k  1 h
1/up1; ujS; j ¼ p; p þ 1;y; 2p  2:
Because, obviously, all the eigenvalues of S are in ½a; 1; it is sufﬁcient to show the
existence of such k that does not depend on n and that makes T positive deﬁnite. One
can then use the monotonicity theorem (see, [11, Corollary 4.33]) and conclude that
lminðMnpþ1p1 ÞXa=k:
To this end, note that it is sufﬁcient for the positive deﬁniteness of T that its upper
left ðp; pÞ submatrix, say Tp; is positive deﬁnite, because in that case a function wðxÞ
can be constructed, such that suppwC½x0; xp1 (hence, w is orthogonal to uj for
j ¼ 2p  1;y; n  p þ 1) and
/w; wS ¼ cp1;p1; /w; h1=2ujS ¼ cp1;j; j ¼ p;y; 2p  2; ð18Þ
which means that T is the positive deﬁnite Gram matrix of the function system
ðw; h1=2up; h1=2upþ1;y; h1=2unpþ1Þ: (To see the existence of such w; write up1 ¼
w1 þ w2 with w1 being the L2-projection of up1 onto Spanf %up; %upþ1;y; %u2p2g and
with %uj ¼ ujI½x0;xp1: Then take w ¼ k=ðk  1Þ h1=2w1 þ bw2 with some real b: The
second part of (18) is then obviously satisﬁed and, with sufﬁciently large k; b can be
selected to also satisfy its ﬁrst part.)
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Tp can be made positive deﬁnite for sufﬁciently large k; say kXkp1; because its
limit, as k-N; is the positive deﬁnite upper left ðp; pÞ submatrix of Mnpþ1p1 —the
rescaled Gram matrix of linearly independent B-splines. Note that kp1 does not
depend on n; as required.
With obvious modiﬁcations, the same reasoning is valid when the remaining rows
and columns are added, which yields positive integers kj; j ¼ p  2; p  3;y; 1; n 
p þ 2; n  p þ 3;y; n (When jXn  p þ 2; a row is added to the bottom and a
column to the right of M
j1
1 ). The ﬁnal lower bound for lminðh1GÞ; say a0; equals a
divided by the product of all the constants kj: Because h^n1; one obtains
nlminðGÞXa040 with a0 independent of n:
Let eG be the Gram matrix of the functions eujðxÞ ¼ Bpððx  xjpÞ=hÞ; j ¼ 1;y; n;
which are versions of the B-splines uj without the restriction to the interval ½c; d:
Deﬁne eM :¼ h1eG and let eMcr be the submatrix of eM that corresponds to the
functions u˜r; u˜rþ1;y; u˜c: To obtain an upper bound for the eigenvalues, denote by
l1Xl2X?Xln the eigenvalues ofMn1 and by *l1X*l2X?X*ln the eigenvalues of eMn1
and recall that *l1p1: As a consequence of the Hoffman–Wielandt theorem (cf. [11,
Corollary 6.3.8]), one has
Xn
i¼1
ðli  *liÞ2pjjMn1  eMn1jj22; ð19Þ
where jj  jj2 is the Frobenius norm. Only a ﬁnite (and independent of n) number of
elements in Mn1 and
eMn1 differ, because Mnpþ1p ¼ eMnpþ1p and both matrices are
ð2p  1Þ-diagonal. Moreover, it is obvious that the differences do not depend on n:
Consequently, the right-hand side of (19) may be bounded above by a constant, say
A2; which depends on p but not on n; and we obtain l1p*l1 þ Ap1þ A; or
lmaxðh1GÞp1þ A: Because h^n1; this ﬁnally gives nlmaxðGÞp1þ A and thus
completes the proof of Lemma 2. &
Proof of Lemma 3. The left inequality in the ﬁrst part of the conclusion follows from
the Poincare principle (see [1] or [30]). Let Sk be any k-dimensional subspace of
L2ðm0Þ: Then,
s2k ¼ max
Sk
min
fASk
jjPVmKPUn f jj2
jj f jj2 p maxSk minhAPUn Sk
jjPVmKhjj2
jjhjj2
¼ max
SkCUn
min
hASk
jjPVmKhjj2
jjhjj2 p maxSk minhASk
jjKhjj2
jjhjj2 ¼ s
2
k:
The right inequality can be proved as in Theorem 2 in [10] (see also [1]), using the
characterization of the singular values si as the stationary values of the functional
Fðf;cÞ ¼ /c;KfS=ðjjfjj jjcjjÞ:
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Denote DðnÞi ¼ si  si and DðnÞi ¼ si  BnðpaÞ=2 and notice that DðnÞi X0 and
D
ðnÞ
i 40 for i ¼ oðnðpaÞ=ð2bÞÞ; as assumed in the lemma. For the positivity of DðnÞi ;
notice that D
ðnÞ
i ¼ 0 implies i^oðnðpaÞ=ð2bÞÞ:
It sufﬁces to show that DðnÞi ¼ oðDðnÞi Þ; as n-N with i ¼ oðng=bÞ: To this end,
DðnÞi
D
ðnÞ
i
p Oð1Þ n
r
si  BnðpaÞ=2p
Oð1Þ nr
ib  Oð1ÞnðpaÞ=2
¼ Oð1Þ
nr=ib  Oð1Þ nrðpaÞ=2 ¼
Oð1Þ
nrg½ng=ib  Oð1Þ ngðpaÞ=2 ¼ oð1Þ;
because ng=ib-N; ngðpaÞ=2 ¼ Oð1Þ and nrg either equals one, or tends to
inﬁnity. &
Proof of Theorem 3. It will be shown that the assumptions of Theorem 1 are satisﬁed
with A ¼ Cr: The assumptions A1 and C1 are the same. Because of Lemma 2, the
assumption A3 takes the form
m ¼ oðtÞ and n1 ¼ OðtblminðCTr CrÞÞ; 0obo1
and, because mnlminðCTr CrÞXB2cnðpaÞ by the construction of Cr; the second part
of C3 is sufﬁcient for A3.
Using again Lemma 2, A4 can be expressed as jjCrh0  g0jj ¼ oðnm1=2lminðCTr CrÞÞ
and, again by the construction of Cr; it sufﬁces to show that
jjCrh0  g0jj ¼ oðm1=2nðpaÞÞ: ð20Þ
Obviously, jjCrh0  g0jjpjjCh0  g0jj þ jjðCr  CÞh0jj: Because m1ðBiÞ^m1 and
fASp2 ; one can write jjCh0  g0jjpOðm1=2ÞjjPUn f  f jjL2 ¼ Oðm1=2npÞ (cf. the last
paragraph above formula (6) and the last paragraph before Theorem 2), so that it is
sufﬁcient for (20) that
m1=2jjðCr  CÞh0jj ¼ oðnðpaÞÞ: ð21Þ
Denote di ¼ ri  si: Then, using (11),
m1=2jjðCr  CÞh0jj ¼ jjdiagðdiÞWTG1=2h0jj ¼
Xn
i¼1
d2i ðwTi G1=2h0Þ2
" #1=2
¼
Xn
i¼1
d2i
i2a
i2aðwTi G1=2h0Þ2
" #1=2
p M max
1pipn
d2i
i2a
 1=2
;
so that
n2p2a max
1pipn
d2i
i2a
¼ oð1Þ ð22Þ
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is sufﬁcient for (21). Lemma 3 implies that di ¼ 0 for i ¼ oðng=bÞ; which means that
n2p2a max
ng=bpipn
d2i
i2a
¼ oð1Þ ð23Þ
is sufﬁcient for (22). Obviously, d2ipr2i ¼ B2nðpaÞ; and (23) holds true, if p  aþ
2ga=bo0; which is satisﬁed, as it transforms to ðp  aÞða  bÞ40; because g ¼
ðp  aÞ=2; when a4p  2r; as assumed in C5.
Finally, it must be shown that the second part of A2 holds true with A ¼ Cr (as
needed for an application of Theorem 1), if it is true with A ¼ C (as assumed in the
second part of C2); that is, if 0oA1pmChpA2; as m-N; for some constants A1;
A2 and for all hAYn: (The inequalities between a vector and a number are
understood to hold for all vector’s components.)
Reasoning as before, one obtains
mjjðCr  CÞhjjpB½MmnðpaÞðaþbÞ=b1=2 ¼ oð1Þ;
because of the ﬁrst part of C3, so that A1=2pmCrhp2A2; say, for large m: &
Proof of Theorem 4. Write MISEðfˆtÞ ¼ Ejj fˆt PUn f jj2L2 þ jj f PUn f jj2L2 : Under the
assumptions on f ; the second term is Oðn2pÞ (cf. [21, Theorems 6.27 and 2.59]). The
ﬁrst term can be evaluated as
Ejj fˆt PUn f jj2L2 ¼
Z N
0
Pðjj fˆt PUn f jj2L24xÞ dx
and the probability under the integral can be bounded above, as in the proof to
Theorem 1. The exponential inequality used there can be written as
Pðjj fˆt PUn f jj2L24xÞpexp½ð4C1xnðpaÞ  C2mt1 log mt  C3ndÞt
for all x40 and t46m; with some constants C1; C2 and C3 and with d ¼
minfp; ðp  aÞða þ bÞ=ð2bÞg: The form of the ﬁrst term in the exponent follows from
the construction of Cr; the second one follows from log F ¼ Oðm log mtÞ and d can
be obtained, as in the proof of Theorem 3, by bounding m1=2jjCrh0  g0jj from
above. Note that d ¼ p; iff appða  bÞ=ða þ bÞ:
The case porða þ bÞ=b will be considered ﬁrst. If appða  bÞ=ða þ bÞ; then d ¼ p:
If 2C1xn
ðpaÞ4C3np (which will ultimately be true, if x4na log t) and if
C1xn
ðpaÞ4C2mt1 log mt (which, because of C3, will ultimately be true, if
x4tð1bÞ log t), then, with a positive constant E;
Pðjj fˆt PUn f jj2L24xÞpexp½C1xnðpaÞtpexp½Exmt1b
and the inequality holds true for xXxt ¼ maxfna; tð1bÞg log t and for t4t0; where
t0 does not depend on x: Hence,
Ejj fˆt PUn f jj2L2pxt þ
Z N
xt
exp½Exmt1b dx ¼ OðxtÞ
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and MISEðfˆtÞ ¼ Oðn2p þ na þ tð1bÞÞ log t ¼ Oðna þ tð1bÞÞlog t: It can be
shown that n ¼ oðmÞ does not give better rates than m^n: With m^n; C3 becomes
m^n^tb=ðpaþ1Þ and MISEðfˆtÞ ¼ Oðts log tÞ with s ¼ minfab=ðp  aþ 1Þ; 1 bg:
Optimization with respect to a and b gives the optimal s ¼ pða  bÞ=½ðp þ 1Þða þ bÞ;
for a ¼ pða  bÞ=ða þ bÞ and with m^n^t1=ðpþ1Þ: If aXpða  bÞ=ða þ bÞ; then d ¼
ðp  aÞða þ bÞ=ð2bÞ: In this case, if x4tð1bÞ log t; and if 2C1xnðpaÞ4
C3n
ðpaÞðaþbÞ=ð2bÞ (which will ultimately be true, if x4nðpaÞðabÞ=ð2bÞ log t), one
obtains, reasoning as before, MISEðfˆtÞ ¼ Oðts log tÞ with s ¼ minfbðp  aÞ
ða  bÞ=½2bðp  aþ 1Þ; 1 bg: Optimization with respect to a and b gives again
the optimal s equal to pða  bÞ=½ðp þ 1Þða þ bÞ for a ¼ pða  bÞ=ða þ bÞ and with
m^n^t1=ðpþ1Þ:
Consider now the case pXrða þ bÞ=b and note that, in this case, p42r:
Then d ¼ ðp  aÞða þ bÞ=ð2bÞ and p  2rpaop  b=ða þ bÞ: Again, MISEðfˆtÞ ¼
Oðts log tÞ with s ¼ minfbðp  aÞða  bÞ=½2bðp  aþ 1Þ; 1 bg and, because the
ﬁrst term is a decreasing function of a; the optimal s ¼ ða  bÞ=½a þ bðr þ 1Þ=r is
obtained with a ¼ p  2r; and the discretization rate follows easily. &
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