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Prefácio
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estudante de mestrado de Engenharia Informática na Universidade de Évora.
A orientadora deste trabalho é a Prof. Doutora Irene Pimenta Rodri-
gues2, do Departamento de Informática da Universidade de Évora.
O autor do trabalho é licenciado em Engenharia Informática, pela Uni-
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Esta dissertação apresenta um classificador para textos nã,o anotados escritos
na lÍngua inglesa, que não necessita de treino.
Para estabelecer a relação entre palawas recorre'se à base de dados do
WordNet. Cada palavra do texto ê comparada com cada conceito que define
os temas de catalogação. Esta compa.ração ê efectuada tendo em considera-
ção a estrutura hierárquica das relações definidas no WordNet. Desta forma
é conservada a afinidade entre termos mais gerais ou especÍficos, bem como
entre termos da mesma área.
O programa foi desenvolvido com o fim de integrar um sistema concor-
rente no TRECVID concurso anual que visa encorajar o avanço do
desenvolvimento de apücações na área de busca e indexação de vÍdeo digital'
Apesar do âmbito inicial ser especÍfico, a aplicação revela grande poten-





This work presents a training-free, English language, unannotated text
classifier.
WordNet's database is used as a foundation to relate words. Each word is
compared to a concept that defines the classification topics. This operation
takes the hierarchical nature of WordNet's relations into account. In this way,
the affinity between more general and more specific terms is maintained, as
well as terms in the same domain.
The program was developed to integrate a competing system at TREC-
VID - an annual competition that aims to encourage research in video inde
xation and retrieval.
Despite the restricted initial goal, the application shows great potential
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Capítulo 1
Introdução
A era digital trouxe consigo o milagre da abstracção da informação. Libeúa
da restrição do suporte material, desapareceu o último impedimento à sua
massificação e ubiquidade. Já não existe a necessidade de seleccionar o que
se pretende guardar, e o que tem de desaparecer'
Para o consumidor comum, a posse e possibilidade de acesso à informação
aumentou algumas ordens de magnitude, graças à facilidade e ausência de
custo do axmazenaJnento digital. DaÍ surgiu outro problema: como encontrar
a informação que se procura.
As técnicas clássicas de pesquisa continuam a ser as mais predominantes'
Este tipo de busca procura substrings (a expressão fornecida) num espaço
que pode ou não ter sido indexado anteriormente. Acontece que há diversas
situações comuns em que falha.
Em primeiro lugar, quando se sabe apenas superficialmente o que se quer.
Por exemplo, pretende-se um liwo de mistêrio cuja história decorra num paÍs
da Amériãa do Sul, no inÍcio do século, onde havia um regime marcial' Esta
informação, embora abundante, é demasiado vaga para encontrar o liwo.
Noutras alturas, desconhecem-se os termos exactos para a pesquisa, Por
exemplo, procura-se por ,osalary'' e está '\nrage". Procura-se 'tup" e está
.t rrdl. Algumas pessoas dizem "director/', outras dizem 'foldet''. 'hard
disci e "hard drive" são usadas tarnbêm de forma intermutável' Quer sejam
sinónimos, quer sejam coisas semelhantes, a§ pessoas recordam os conceitos,
não os nomes,
euando uma palawa tem significado diferente em assuntos diferentes, 
as
p"rqri.* clássicas revelam-se tarnbêm ineficientes. Principalmente quando
uma das áreas é bastante popula,r. uma pesquisa num motor de busca por
"Broken windows" quase sempre indica sugestões para formatar o disco rÍgido
do computador. DaÍ as expressões conjugadas e negadas que a maioria dos
sistemas de pesquisa suportam, mas que são um mero remendo e pouco
utilizadas.
Por fim, quando a palawa ê frequente e a lista de documentos encontrados
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é grande, se o documento desejado não está entre os primeiros, há que refinar
a busca. Pode ser reformulada a expressão ou ser fornecida a informação
sobre o tipo de documento, tamanho, data de criação e local observaão,
entre outros. Esta é a situação mais comum.
Esta forma de pesquisar informação indexada funciona apenas em docu_
mentos de texto. Ficheiros de outras formas de med,ia necessitam de outras
abordagens, embora haja sempre a dificuldade de especificar o que se pre-
tende procurar.
A pesquisa em lÍngua natural tem o benefÍcio de ser mais intuitiva e
permitir uma maior expressividade ao utilizador. como a linguagem verbal
permite exprimir conceitos difusos e imprecisos, assim como estabelecer con-
textos, é vista como a interface ideal de comunicação com o mundo digital.
No entanto, a tecnologia descrita nas obras de ficção cientÍfica (o HAIóooo
em "2001 odisseia no espaço", ou o computador da nave Enterprise na saga
"star teck", poÍ exemplo), que serve de modelo de referência para todás
aqueles que cresceram com estas obras, ainda está longe de ser realidade.
Diz-se que as grandes caminhadas são compostas de muitos passos. E a
cada dia, mais um é dado nessa direcção geral.
Expõese aqui mais uma tentativa de contribuir para esse objectivo co-
mum.
o presente trabalho descreve um sistema de classificação de queries ela-
borado no âmbito do concurso TRECVID (que trata de reconhecimento e
indexação de vÍdeo). Quer isto dizer que, dado o texto do pedido, identifica
quais os temas abordados pelo mesmo.
o TRECVID possui uma lisra de 87 conceitos que foram utilizados para
anotar os vÍdeos no concurso de 2006. cabe à presente aplicação a tarefa
de reduzir significatir,amente o espaço de busca, destacandt os vÍdeos mais
propÍcios a conter as caracterÍsticas procuradas, como identificadas nà query.
Quando usada paxa processar a tradução da transcrição áudio dos filmes, esta
aplicação define também as categorias que lhes estão relacionadas, da mesma
forma que o faz a qualquer outro texto.
Pode ser afirmado que esta aplicação servirá como guia aos processos
seguintes. o artigo [1] descreve a totaridade do sistema concorrente, faaendo
menção ao processarnento da língua natural.
Apesar da origem do projecto estar relacionada com esta competição, a
única influencia que adveio foi nos exemplos usados para teste. Também o
tratamento dado à negação ê mais adequado para textos curtos como queries.
Ainda assim, os resultados obtidos foram todos encorajadores.
1.1 Motivação e objectivos
o TRECVID é uma competição que acompanha a série internacionar de
conferências em Recuperaçã,o de Informação TREC, apoiada pelo National
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Institute of standards and Technology (NIST)[2]. O seu objectivo ê definido
como
.Í(. . .) to encourage research in information retrieval by providing
a large test collection, uniform scoring procedures, a,nd a forum
for organizations interested in comparing their results'"
A participação efectuada na referida competição teve como ponto de par-
tida a disponibilização, a todos os concorrentes, de um conjunto de vÍdeos, a
transcrição do áudio traduzido de forma automática para inglês, um conjunto
de queries, e uma lista de conceitos (acções, eventos, imagens, etc')'
o desafio colocado era eleger, os vÍdeos que correspondiam às queri,es,, e
qual o intervalo relevante.
A tarefa especificamente atribuÍda ao sistema descrito nesta tese ê fazer
correspond er as queri,es aos conceitos prêestabelecidos. Por exemplo, da
lista de queri,es de 2006:
Find shots of multiple people in uniform and in formation
deveria, por exemplo, ser classificada com os temas'tnilitar/"'loüceman" e
'tnarching". Está claro que o resultado está dependente da lista de categorias
disponíveis.
O sistema de reconhecimento de vÍdeo está preparado para reconhecer
estes conceitos, e saberá como üdar com eles na sua tarefa'
Existem duas fases principais no processaÍnento de um texto: a análise
sintáctica e a interpretação semântica (uma interpretação pragmática está
fora do âmbito do projecto)l3, 4].
A análise semântica ê efectuada pelo VISL (Visual Interactive Syntax
Learning), através do serviço prestado pelo website. Esta componente foi
escrita ã* fytfro" - pela sua capacidade 
de prototipagem rápida, e alto
nÍvel -, e traduz o resultado 
do formato do vISL para Prolog de uma forma
directa.
A interpretação semântica foi efectuada em Prolog, a fim de tomar par-
tido das pàtenciatidades fornecidas por esta linguagem por ilesi,gn: back-
tracbi,ng, ãxpressividade lógica e alto nÍvel da linguagem' Associado a estes
benefÍcios, o WordNet possui uma versão da sua base de dados no formato
Prolog.
O WordNet ê um "léxico semântico da língua inglesa" [5]. Ou seja, esta-
belece relações entre palawas através dos seus significados' Esta informação
permite inferir uma aproximação entre as palawas do texto e os temas dis-
poníveis.
Continuando o exemplo acima, pretende-se estabelecer uma ligaçã'o entre
as palawas do texto'\rniform" e'formation", e os temas'tnilitary'' e'!oli-
ceÁan, (os únicos dois que mencionam pessoas que podem usar uniforme e
se organizam em formações), e'tnarchin§" que embora po§sa ser visto como
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uma maxcha civil (de protesto, por exemplo), pode ser também uma parada
(que tem pessoas de uniforme em formação).
L.2 Organização da tese
De seguida serão apresentados diversos trabalhos relacionados com o pre-
sente. Estes incluem as ferramentas já mencionadas, e outros trabalhos na
mesma área.
o capÍtulo 2 descreve de uma forma simples o sistema proposto, a fim
de estabelecer uma ideia abrangente do todo.
No capÍtulo 3 são expostas as tarefas que antecedem a interpretação
semântica do texto. Estas consistem na definição dos conceitos (temas) de
catalogação, e a análise sintáctica do texto, de onde se levantam as palavras
mais significatirras a processar.
o capÍtulo 4 formaliza uma representaçã,o dos significados das palawas,
tendo em conta a estrutura hierárquica que o wordNet lhes confere. Esta
representação é comparada com a dos conceitos prâdefinidos, resultando
numa pontuação, que será usada como base na eleição dos melhores conceitos.
Por fim, é apresentada a formatação xML do output do programa.
o capÍtulo 5 avalia diversos testes elaborados para ilustrar o impacto de
diversas decisões e abordagens durante a elaboração do sistema.
o capÍtulo 6 apresenta uma rista de tarefas a avaliar melhor e imple-
mentar, a fim de melhorar o desempenho da aplicação em rárias situaçõãs.
No capítulo 7 é feita uma análise crÍtica de todo o trabalho.
1.3 Tbabalho relacionado
1.3.1 0 VISL
o VISL (visuat Interactive syntax Learning) é um projecto do Instituto da
Linguagem e comunicaçãol da universidade do sul da Dinamarca2. Este
projecto engloba o desenvolvimento de um conjunto de ferramentas que pos-
suem fins relacionados com a investigação e educação na á,rea da análise
gramatical [6].
o analisador gramatical do vISL foi já adaptado a várias línguas. A sua
abordagem de "Constraint Grammar,, é baseadà no ENGCG [7, gJ.o VISL não é executado localmente, tendo-se optado por usar o serviço
on-line. A ligação com o Prolog ê feita através de um script python, que
traduz o output de um formato no input do outro.
I
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o Prolog ê a linguagem de programaçâo em IA mais popular na Europa e
Japão Ja1. errt" ão motivo prende-se com ter sido desenhada para este fim.- 
Comã uma linguagem de alto nÍvel, possui várias funcionalidades para
permitir ao programador abstrair-se dos pormenores de implementação, e
concentrar-se antes no problema em mão. Esta ê uma vantagem do para-
digma de programação declarativa.
A forma elegante de definir relações lógicas associada à funcionalidade
de backtracking encaixa-se perfeitamente no problema actual: definir uma
interpretação.
Àte* ào que foi já dito sobre o Prolog, diversas pessoas viram também
nesta linguagem uma forma simples e natural de aceder aos dados do pro-
;ecto WordNet. DaÍ que tenha sido elaborada uma versão da sua base 
de
ã"do. para esta linguagem - documentado em [9] 
paxa a versã,«r 1.7.1. Dado
que esta versão continua a ser desenvolvida em paralelo com a principal, ê
apa.rente o nÍvel de sinergia entre os sistemas'
Das diversas implementações de Prolog, optou-se pelo SWI. Esta, para
além de funcionar em diversas plataformas, conse8ue lidar com o grande
volume de dados presente no WordNet de forma bastante rápida.3 O seu
interpretador permite um ciclo de desenvolvimento mais rápido (não existe
o passo de compilação), e para além disso, está disponÍvel para diversos
sistemas operativos. Por fim, possui ainda vários mecanismos que facilitam
muito o desenvolvimento de aplicações [10]'
1.3.3 O WbrdNet
o wordNet ê um léxico da lÍngua inglesa (e de outras lÍnguas, numa escala
menor) desenvolvido na Universidade de Princeton, que integra colaboração
de diversas fontes, e ê muito utilizado em diversas aplicações informáticas
relacionadas com a análise lingufutica. [11, 5]
Neste sistema cada palawa possui diversos synsets,A de forma a poder ser
interpretada de forma náeambÍgua. Por exemplo, '!layin§' tem no wordNet
tm iynset para indicar "the act of playing a musical instrument" e outro para
,.the action- of taking part in a game or spoú or other recreation".
Estes synseÍs são áepois associados em diversas estruturas (taxonomias),
no espírito mais geral sugerido em [12]:
,,4 scheme that partitions a body of knowledge and defines the
relationships among the pieces. It is used for classifying and
undertranding the body of knowledge."
30 Gttu Prolog não consegue §equer caregar o§ dados todos.
aNa verdade, existem tambêm pequena§ expressoes e substantivos prÓprios com direito
a significado. Neste artigo, o termo lalawa" é usado
b
constitüntes linguÍsticos.
de forma a abraager tambêm estes
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Existem diversas relações definidas na base de dados do wordNet. A
principal é a hiponÍmia (o cão é um animal), mas há também, a tÍtulo
exemplificativo:
o meronÍmias (uma matilha é composta de cáes),
o classifica4ão (célula é classi,fi,cada no d,omíni,o de biologia),
. causa (mostrar é causa para ver),
o semelhança (agir é semelhanúe a comportar),
o atributo (bom é atri,buto que i,ndica qualidade),
o antónimo (bom é o oposto de mau).
A maior parte destas relações não foi usada. Este aspecto será devida_
mente detalhado na Secção 4.1.
A informação no wordNet está organizada numa forma que se asseme-
lha a uma base de dados. As relações definidas correspondem às relações
no modelo Entidade-Relação, com os synsets correspondendo as chaves das
entidades, que por sua vez encontram analogia nos significados dos synsets.
Estes estão descritos numa relação própria.
As relações binárias, como as que foram enunciadas acima, podem ser
acedidas através do Prolog como, por exemplo, hyp(X,y), em que estas va_
riáveis unificam com dois synsets diferentes. Duas relações especiais são a
relação s, que estabelece a relação entre uma palavra e tm synseú, e a relação
B, eue apresenta uma explicação, por vezes exemplificada (gtoss).
Devido à forma como está estruturado, o wordNet foi usado como uma
aproximação a uma ontologia simples. Espera-se usufruir da sua riqueza, a
fim de conseguir identificar os elementos mencionados nos textos, e relacioná-
los correctamente com os contextos de classificação disponÍveis.
comparação entre o wordNet e uma taxonomia uma ideia a reter
ao usax o wordNet, é que nem todos os nós têm o mesmo peso. observando
a Figura 4.1, página 36, nota-se por exemplo que a classe,,MamÍfero,,, tem
uma grande significância. Todos os mamÍferos passam por gestação interna,
são amamentados no inÍcio de vida, possuem sangue quente, pêlo a cobrir o
corpo, para além de outras caracterÍsticas.
Mais abaixo encontra-se a classe "MamÍferos aquáticos,,. Esta categoria
não adiciona mais aos seus nós descendentes, do que o habitat aquático.
Infelizmente, não é possÍvel distinguir entre as categorias ,?icas,, e as
"pobres" sem recomer a uma fonte externa, visto que o wtrdNet não define
qualquer sistema de propriedades para os synsets.








Figura 1.1: Taxonomia cientÍfica (simplificada)
categorias, e todas elas devem estar preenchidas. sabese que há um deter-
*inado grau de semelhança que ê partilhado por todos os indivÍduos de uma
classe. Esse grau vai sendo maior com a profundidade, e aproximado para
todas as classes num determinado nÍvel.
No WordNet algumas categorias são escolhidas com ba^se na classifica-
ção cientÍfica (carnivore, Feline, Primate, cetacean) ou na tradução 
destas
(Hoofed Mammal, Even-toes ungulate, etc.), enquanto outras sã,o mais or-
ganizacionais, como Aquatic Mammal e Placental - 
pois no wordNet não
úá outra forma de transmitir esta informação. Seria possÍvel incluir uma
relação directa entre "Placental" e "cetaceân", dando origem a dois cami-
nhos para este último (um mais cientÍfico, e outro mais descritivo), mas para
se obte, esse nÍvel de detalhe, será melhor trabalhar com uma taxonomia
especializada.
o wordNet tenta manter um equilÍbrio entre o geral e o detalhado.
Nunca haverá consenso no que toca ao conhecimento, e a equipa do word-
Net procura agradar ao maior número de pessoas. Comumente, estas não
p.o"rru* a coàplexidade de informação com que um perito na matéria lida.
Em última análise, apesar dos seus defeitos, o wordNet consegue fornecer
mais informação (em quantidade e em qualidade) do que um algoritmo de
aprendizagem, como svMs, redes neuronais ou clusteri,ng consegue obter.
As principais vantagens do uso de um sistema simbÓlico baseado no
WordNãt, quando comparado com a tÍpica abordagem de aprendizagem, são:
o Não existe a morosa fase de treino supervisionado, ou a necessidade



























o latim, poÍ ser uma lÍngua morta.
XVIII, tem por base
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de catalogar um corpus significativo que costuma r,'ariar bastante para
diferentes ambientes de uso,
o E fácil de expandir a rede para reconhecer novos elementos,
o os erros são facilmente analisados, já que todas as decisões tomadas
pelo sistema são justificáveis e facilmente verificadas,
o As definições de classificação podem seguir um caminho evolutivo ba-
seado em testes de hipóteses, e escolher a melhor abordagem,
o Pode ser adaptado para assistir noutras tarefas relacionadas com lin-
guÍstica. Por exemplo, ajudar na tradução automática.
Existem também desr,antagens associadas ao uso deste sistema:
o se uma relação não está presente de forma explícita, esta não existe.
Nos svM ou clusters há um grau de probabilidade que pode ser explo-
rado.
. o processo de expansão é moroso, pois tipicamente envolve acrescentar
diversas ligações a cada synset novo.
o Assenta em conteúdos já cria.dos. para uso em contextos especializados















































































1,.4 Outros sistemas de classificação
os sistemas de classificação, como grande parte dos algoritmos em IA, podem
ser divididos em dois grandes grupos: supervisionados e não supervisionados.
Destes, os algoritmos supervisionados (que necessitam de uma fase de
treino a fim de poderem desempenhar as suas funções de forma adequadas)
destacam-se como os mais populares nos último. t"-por. por um lado,
porque é certo que nada é estático e constante, e estes conseguem adaptar-se
às novas situações sem ser necessário modificar o seu código - b*tu estendero treino na nova direcção. Tâmbém as necessidades de,,afinação,,, tÍpicas das
mudanças de domÍnios, podem ser conseguidas da mesma forma.
De entre os algoritmos utilizados paxa a classificação de texto, aquere
que é mais conhecido é o 'haive Bayes classifier',. Isto porque foi o primeiro
algoritmo eficiente para lidar com email não solicitaáo 1is, ta]. E aináamuito usado em software como o SpamAssassin.
Actualmente as "support vector Machines,, são a opção mais utilizada,
resolvendo alguns problemas relacionados com a redes neuronais, ou seja,
conseguem representar funções complexas e não lineares com uma quantidade
de exemplos que não é excessiva [B]. Como foi dito em [15]:
"Support Vector Machines have many appealing features. They
are a rare example of methodolog, where geometric intuition,
elegant mathematics, theoretical guarantees, and practicar algo-
rithms meet. They can be efficientry appried to a wide range of
classification problems. They scale to massive datasets urrd ur"
problem-domainin dependent. They are 'open,in nature in the
sense that efficient kernel functions can be developed for each spe-
cific problem for better results. There are few model parameters
to pick and there are many successful applications in ihe domain
of bioinformatics (microarray data classification), face detection
and handwriting recognition. The above simple experiment on
the popular dataset gives the empirical evidence that svN,{s are
also rri,ell suited for text categorization.,,
Do ponto de vista dos algoritmos não supervisionados, existe a grande
vantagem de dispensam a fase de treino. são sempre iniciados num estado
prâdeterminado.
um exemplo interessante consiste num sistema (chamado soNIA) que
usa técnicas de clusteri,ng paxa agrupar documentos por temas [16]. caia umdos agrupamentos pode ser depois ampriado e ver-se reestruturado, dando





Infelizmente, a tarefa de processamento textual parece §er um processo de
segundo plano no TRECVID. Muitas vezes não SãO mencionadas, ou são
descritas em menos de uma página. DaÍ que esta secção pode apenas dar
uma ideia das direcções tomadas pelas equipas participantes.
Muitos dos grupos concorrentes deixaram o processalnento do texto -
parcialment" oú"}or*a aparentemente completa - a caxgo de sistemas 
in-
àependentes. Exemplos disso são a Universidade Chinesa de Hong Kong [17],
qrl rrro, o Lemur toolkit [18], e a AT&T [19] que u§ou o LinPipe [20]' Esta
áecisão está, claro, dependente dos aspectos em que cada equipa se quer
concentrar.
A AT&T usa uma abordagem muito interessante: recorre a material
divulgado/publicado na mesma altura em que os vÍdeos do TRECVID foram
recolhidos, e usa-os para enriquecer a sua capacidade de reconhecer, por
exemplo, pessoas ou locais através do seu nome [19]'
À equipa da Universidade de Amesterdão recorre a dois algoritmos. O
chamado "text matchin§' procura o conceito cuja correlação estatística seja
maior relatilamente ao texto da query' O segundo, de nome "ontolory
queryingl', procura cada palavr a da query no WordNet' Para cada pala-
wa encontrada, consid eÍà o synseú mais comum, e calcula a semelhança com
cada conceito. [21]
Uma equipa formada por investigadores da Universidade de Tecnologia,
em HelsÍnquia, e um da universidade de Dubün propõe um algoritmo que
procura no wordNet sinónimos paxa os conceitos. se um desses sinónimos
for encontrado numa Çuew, então o conceito aplica-se a ela. se esse sinónimo
surgir precedido de "not", então o conceito aplica-se de forma negativa [22]'
po, fi*, a equipa da Universidade de Hon Kong recorre tarnbém ao Le
mur [18]. No entanto, desenvolve sobre este um algoritmo 
elaborado. Em
primàiró lugar, usa um dicionário para detectar nomes próprios, que atravês
do wordNet são substituÍdos pela sua forma mais curta. De seguida é feito
um cáIculo lexical e são mantidos apenas os substantivos, que são desam-
biguados. Por fim, uma vez mais com recurso aos sinónimos do wordNet,
qrrutro heurÍsticas estão definidas para eleger os conceitos referentes à query
[23].
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CapÍtulo 2
Proposta
A ideia que originou este trabalho consiste no desenvolvimento de um sistema
liwe do ,equisiio de treino que consiga, dado um texto não anotado em inglês,
classificá-lo em relação a uma lista de conceitos. Este sistema pretende'se
ta.rnbêm genêrico no âmbito de trabalho, e adaptável a várias tarefas, sejam
elas a análise de queries ou de textos inteiros'
o TRECVID não coloca um limite de tempo de processamento. os dados
são entregues a,os participantes, e têm um certo número de dias para entregar
os resultados. Logo, esse foi um aspecto que passou paxa segundo plano no
desenho da aplicação.
optou-se por ter como base o wordNet, que é a principal ferramenta
usada na análise simbólica da linguagem, devido à quantidade de informa-
ção que contêm, à organização desta e à transversalidade dos 
domÍnios de
conhecimento.
Nesta Secção serão apresentadas e justificadas as escolhas de ferramentas
de trabalho usadas para elaborar o classificador. De seguida será feita uma
introdução geral a toda a arquitectura do sistema, onde cada passo é definido'
A arquitectura do sistema A aplicaçãoiPera sobre um ficheiro de cada
vez, que se assume conter apenas um textol' Um texto pode corresponder
a uma (ruery, como ,,Find shots of multiple people in uniform and in for-
mation,, ou a textos correspondentes à tradução automática da transcrição
dos vÍdeos para inglês (o ["e introduz imenso ruÍdo no discurso escrito)'
Ambas as tarefas foram executadas no âmbito do TRECVID, mas um texto
pode tarnbêm corresponder a um documento num arquivo a ser classificado
automaticamente, aá conteúdo de uma página web, a textos colocados em
blogues, a notÍcias ou artigos de jornais, etc.. A tÍtulo de exemplo, na sec-
ção 5.15 será mostrado o resultado de correr sobre alguns 
textos do corpus
lCaso se deseje trabalha.r com ficheiros contendo mais do que um texto, foi cliada uma
ferra,rnenta para o particionar em dive'rsos ficheiros, permitindo assim ultrapassar esta
limitaçâo.
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conhecido como Reuters-21578.
Deve realçar-se que a classificação é relativa a todo o texto. euer istodizer que, se se procura maior granulosidade nos resultados, isto é, se os
textos variam muito de tema em subsecções diferentes - e é desejado que oclassificador acompanhe e reflicta essas variações - então o texto deve serdividido em partes menores, correspondentes aos citados limites.
cada texto passa sempre pelos mesmos processos sequenciais, indicados
na Figura 2.7, atê ser reduzido aos conceitos básicos disponÍveis:
Definição dos conceitos os conceitos-alvo são declarados como synsets
do wordNet. um conceito é um tema que pode ser usado para ãlassi-
ficar qualquer texto. Não são mutuamente exclusivos, ou seja, mais do
que um pode ser aplicado ao mesmo texto.
Ânálise sintáctica A ferramenta vISL efectua o processarnento do texto,
identificando as classes gramaticais das palavras, sujeitos da frase, etc..
o resultado deste processo é um ficheiro prolog corrrtoda a informação"
que é posteriormente consultado pela aplicação principal.
Seleccionar palavras Nesta fase identificarn-se as palavras mais reler,antes
do texto. Por abuso de linguagem, usa-se o termo .!aravra,, para definir
os objectos mais significativos do documento. e que são o alvo de análise
da aplicação. um substantivo complexo ou um substantivo próprio é
considerado uma única palavra, se reconhecido pelo wordNet dessa
forma.
Todo o restante proce§samento assenta nos substantivos reconhecidos
no texto. são formadas duas listas: a dos substantivos a.firmados (o
caso comum) 
" u dos negados (precedidos por 
,hot,,, por exemplo).
Ambos são tratadas de forma igual, sendo u ,irri"u distinção feita na
fase de apresentação de resultados.
cada uma das listas passa ainda por uma fase de ,,agregaçã.,,. Arguns
substantivos não são reconhecidos correctamente pelo vISL (no pLso
anterior). como tal é feita uma tentatirra de ,u"rp"r* essa informa-
ção perdida. Por exemplo, "Bill clinton,, surge na análise semântica
como duas palavras separadas. visto o wordNet reconhecer o nome
completo, será desta forma (considerada uma palavra) que seguirá pro-
cessamento.
Pontuar os conceitos para definir a afinidade entre dois synsets - o dotema e o da palawa 
-? recorrese aos caminhos, que são uma üsta desynsets que descrevem o percurso levado do significado mais geral até
ao mais especÍfico numa relação do WordNet.
obtendo o caminho do conceito e o caminho da palawa (para cada
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vergirem, obtendose desse modo uma noção da distância (o total de
elementos diferentes que restavam ainda nas listas).
com base no número de elementos em comum e o número de elementos
diferentes nos dois caminhos, ê feita uma avaliaçã,o que resulta num
Índice de diferença - a pontuação. Quanto menor este número, maissemelhantes são as duas palawas.
Este processo é elaborado tendo em consideração todas as combina-
ções (C, P), onde C ê um synset associado a um conceito, e p é um
synset associado a uma palavra. Daqui resulta uma lista extensa de
resultados.
Limpeza da lista de conceitos A fim de se proceder à identificação dos
conceitos mais significativos, a lista dos conceitos pontuados é ordenada
de forma crescente da pontuação (melhores primeiros) o que simplifica
a tarefa de selecção. os elementos redundantes são depois removidos.
Por exemplo, dois conceitos iguais apontados por palawas diferentes:
(house, 0, home) e (house, 6, street). O primeiro elemento tem
claramente mais interesse (pontuação inferior). Logo, se não chegar à
selecção final, o segundo também não o conseguirá. Além disso, não
há qualquer interesse em ter o mesmo conceito repetido no output.
Portanto, o segundo elemento é removido da lista.
seleccionar os melhores conceitos E definido um limite com base nos
melhores desempenhos encontrados. Qualquer conceito na lista (ha-
vendo após a limpeza, uma única entrada por conceito), cuja pontua-
ção seja superior a este limite, ê automaticamente excluÍdo.
É sempre garantido pelo menos um elemento presente - mesmo queeste esteja claramente pouco relacionado com o texto.
Escrever o XML É criado um ficheiro XML onde os conceitos ainda pre-
sentes na lista são apresentados, juntamente com a informação adicio-
nal, como a pontuação e a palavra do texto que lhe estala mais próxima
(responsável por ter sido eleito).
o resultado de cada conceito surge dentro de uma de 3 listas, corres-
pondentes a 3 nÍveis de certeza (exacto, geral e difuso), com base na
medição de distância entre os synsets.
A lista de afirmações e a lista de negações são escritas em separado,
dentro do tag correspondente ao texto, sendo que este último surge
apenas quando tem algum resultado a apresentar.
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meronÍmia de parte Indica que algo compõe uma parte de um objecto ou
proce§so.
(9097 relações)
Ennaguar faz parte de lauar.
meronÍmia de composição Explica os constituintes de algo.
(797 relações)
O põ,o é fei,to de fari,nha.
instância de Destaca um elemento como sendo um caso particular
(8577 relações)
Lucy era um Australopi,thecus afarensi,s.
As relações formam tentativamente uma hierarquia bem definida. Destas,
a principal é, sem dúvida, a dos hipónimos. No entanto, existem 346 raízes
nesta relação. Ou seja, há 345 synsets que não descendem de enti,tyL (a r2llz
dominante). As medições apontam para 13 263 synsets que não estã,o ligados
ao "tronco" da hierarquia, contando com os'odescendentes". Havendo 89 089
relações de hipónimo, quase 15% da'tede" está nestes'tamos quebrados".
Isto em nada irá afectar o sistema de momento, já que apenas 11" dos 345
" synsets-raiz" q.ue se encontram fora da hierarquia principal são substantivos.
Com os seus hipónimos, totalizam 27 nôs"isolados" (em74 389 substantivos).
Como foi referido na Secção 3.3, apenas se vai operar sobre os substantivos.
Apesar da tentativa de particionamento do conhecimento no WordNet,
não há garantia que haja apena,s um caminho entre dois nós, como é o
caso numa árvore. Por exemplo, "sonarnbulismo" descende de .anday'' e
de "dormir". Esta topologia causa problemas quando se tenta encontrar o
caminho mais curto entre synseús. A dimensão do espaço de busca no caso
dos hipónimos torna esta hipótese impossÍvel usando métodos usuais, visto
que não existem heurísticas para guiar na direcção certa.
4.L.1 Caminho pela raiz
Outra alternativa passa por tirar partido da 'taiz única" da estrutura da
relação.
Define-se como caminho o conjunto de nós visitados, deslocandose da
raiz até ao nó em questão, numa relação. Thaduz-se assim um encadeamento
dos elementos através dessa relação, que é transitiva, Por exemplo, um dos
caminhos para cão ê o seguinte:
[entity, physical entity, physical object, who1e,
living thing, organism, a-uinal, domestic animal, dogl
lTenica,mente, entátg não descende de si próprio, mas é mais fácil de passaÍ a imagem
se dito desta forma.
CapÍtulo 4
Pontuação dos conceitos
Após ter sido elaborada a lista das palavras, há que usá-las para chegar ao
núcleo da frase. o que se pretende é uma forma de poder relacionar duas
palawas: uma da frase e a outra da lista de conceitos. Dito de outra forma,
procura-se um processo que aceite uma lista de palavras da frase, e uma
lista de conceitos (na forma como foram definidas atrás), e que devolva uma
avaliação de todos os conceitos fornecidos, a fim de se poder aferir os mais
significativos.
O método desenvolvido para tal consiste nos seguintes passos;
l-. Calcular o caminho para cada conceito
2. Calcular o caminho para cada palavra
3. Para cada par de caminhos (concei,to,palaura), calcular a proximidade
4. Associar a cada palavra o conceito que lhe está mais próximo
5. Seleccionar destes conceitos, os mais relevantes
De seguida será analisado cada um destes passos ao pormenor.
4.L Calcular os caminhos
como foi referido na secção 1.3.3, o \.vordNet mantêm registo de relações
entre diversos significados. Estas relações [30] variam consoante as classes
de palavras envolvidas. Assim sendo, apenas as seguintes foram utilizadas:
hiponímia Uma relação de subordinação ou especialização.
(89 089 relações)
Um gato é um mamíJero.
meronímia de membro Marca a pertença a um grupo de elementos.
(L2 293 relações)
Um pei,re é membro de um cardume.
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tista-sin = [scênê, field, tree, sky, Ia.ke, moultain,
rivêr, beach, ocêan, grass, surset, raterfall, animal,
peoplel ,
Lista-nao = [building, road, vehicle]
E de notar que tratar negações pode ser complicado numa aplicação
mais geral. Por exemplo, numa frase'trma árvore sem folhas", isso poderia,
em caso de indecisão, permitir que fosse interpretado como um gráfico em
árvore7. Saber que se pretende uma árvore que possa ter folhas, mas que
nã,o as tem, ajudaria nestes casos. Terão que ser ponderados os riscos das
escolhas tomadas.
3.3.5 SÍntese
Em suma, paxa uma palawa pa,ssax à fase seguinte de processamento, deve
satisfazer os seguintes requisitos:
o Ser um substantivo ou grupo de substantivos que formam um substan-
tivo complexo
o Estar presente no WordNet
o Náo ser uma palavra ignorada no início de uma frase
o Não ser precedida por uma negação
A lista das frases negadas passa também por todos estes passos, embora
exigindo que cada substantivo esteja precedido por uma negação.
Exemplo Continuando com o mesmo exemplo da secção anterior ("Find
shots of a sailboat in a lake with a blue sky and no clouds."), os substantivos
são t'shot", ttsailboat", ttlake", tosky'' e ttcloud".
Não eúste qualquer substantivo complexo neste exernplo. O primeiro
substantivo é eliminado por pertencer ao prefixo tÍpico de queries do TREC-
VID, e em nada de bom contribui para a classificação. Por fim, 'tloud" é
antecedido pela palawa'tlot", que ê classificada como um prefixo negador, e
ê transferida paxa a lista de negações.
As lista dos substantivos afirmados resultante deste processo é [sailboat ,
lake, skyl, e a lista dos substantivos negados é [cloud].
7Nós sem dscendência num grá.fico em árvore são por vezes chamados de ufolha§' por
alguos autores.
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3.3.3 Inícios de queri,es
Quase todas as frases das queries do TRECVID começam por "Find shots
of'. "shot" é um substantivo, e como tal, surge sempre na lista de palawas a
processar, apesar de nunca contribuir para o resultado final. "Find" pode ser
tambêm um substantivo. Acontece que ignorar sempre estas palaltas na,s
frases poderia ser prejudicial se a frase referisse, por exemplo, tiroteios ou
achados. Cortar as três primeiras palawas teria o efeito desejado, mas há
sempre a hipótese de surgir outra query que tenha outro formato.
Como equilÍbrio entre as duas abordagens referidas, e de modo a evitar
problemas futuros, as palavras 'frnd" e "shot" serão ignoradas se surgirem
dentro das três primeiras palavras numa frase. Adicionar outra palawa é
uma questão de acrescentar no ficheiro dedicado:
stop(Palavra) .
3.3.4 Negativas
Ainda outra questão pode ser observada, por exemplo, na seguinte query do
concurso de 2006:
"Find shots of a natural scene - with, for example, fields, trees,
sky, lake, mountain, rocks, rivers, beach, ocean, grffis, sunset,
waterfall, animals, or people; but no buildings, no roads, no vehi-
cles"
A lista dos substantivos encontrados é a seguinte:
tista = [scene, fie1d, tree, sky, Iake, mountain, rivêr,
beach, ocean, grass, sunset, waterfall, a.nimal, people,
building, road, vehiclel
Da forma como as palawas são eleitas, "buildin§', '?oad" e'tehicle" sur-
gem na lista de palawas final, e induzem o sistema em erro. A solução é
simples e óbvia, pois cada uma destas palavras surge negada. Assim, antes
de aceitar cada palawa, há que verificar se na frase esta é precedida por uma
negação (a palawa "no" ou outro determinante negativo), ou outra palawa
com função semelhante (por exemplo,'t'ithout").
Caso a frase surgisse como "...trut no buildings, roads or vehicles", seria
muito mais difícil? porque o VISL não agrupa os três substantivos na nega-
tiva. Isso significa que teria de haver uma camada sintáctica de alto nÍvel
paxa a tratar esse aspecto. Este grau de complexidade não foi explorado, e
nenhuma negativa esteve presente na competição em 2007.
Uma lista das palavras negadas é criada, e ê processada em paralelo com
a lista normal (de palawas "afirmada,s"), dando origem a uma secção própria
no output.
As duas listas passam a ser:
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tista = [shoü, 'êmêrgency vehicle', motion, ambu]alce,
police, car, fire, truck]
Este processo continua até ser identificado o máximo de substantivos
complexos, resultando em
Lista = [shot, 'ênêrgêncy vehicle', motion, ambulance,
'police car', 'f ire truck']
3.3.2 Abreviaturas
Verificou-se que o VISL não distingue entre os pontos finais e os pontos
indicadores de abreviatura. Ambos são tratados da mesma forma, o que
não é desejável. Por exemplo, "George W. Bush" não é encontrado, apesar
de existir no WordNet, visto que o ponto é dissociado do 'W'. Tâmbêm os
pontos são muitas vezes considerados implícitos, e nã,o são escritos.
A solução utilizada consiste em? caso o WordNet não reconheça o con-
junto de palawas, adicionar um ponto a cada elemento da sublista que seja
apenas uma letra maiúscula.
Esta estratêgia funciona na maioria dos casos. No entanto, há diversas
palavras abreviadas para mais de uma letra. Por exemplo, "Mr." e "Mrs."
são casos frequentes, mas o WordNet reconhece a forma sem o ponto. "St." ê
uma abreviatura associada a "street" e "sâint", que é também muito popular,
embora no WordNet se encontre associada apenas com o último, por motivos
que se compreendem. Mas observando-se o dicioná.rio do WordNet, nota-se
que ele não é totalmente consistente ne§se aspecto, certamente devido a
contemplar vários autores. Há "St Mihiel" e "St Patrick's Day", assim como
"St. Patrick" e "St. Barbara's herb" 6. 'oJr." ê outra abreviatura conhecida.
Por vezes o WordNet não coloca o espaço onde deveria estar, teoricamente.
Por exemplo, "O.K." e "a.s,1.p.". Embora não sejam substantivos, indiciam
outro ponto frágil na abordagem naíue.
Uma estratégia mais robusta será descrita no trabalho futuro.
Exemplo As palavras ['George' , 'W' , rBush'] surgiram já no TRECVID
2006. A primeira sublista testada corresponde sempre à totalidade dos ele-
mentos. A concatenação dos três elementos falha.
Como existe um elemento que é uma letra maiúscula apenas, adiciona-se
o ponto no fim, e tenta-se novamente. Existe uma palawa no WordNet que
é "George W. Bush", e a lista é actualizada para reflectir o aproveitamento
disso.
oTodas as situações semelhantc encontradas fora.rn já comunicadas aos responsáveis,
mas não serão rcolvidas tão cedo. Muitas outras ocorrências semelharrtes devem de existir.
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lá substituindo por sentidos mais concretos à medida que se vão detectando
resultados incorrectos nos testes.
3.L.3 Conceitos compostos
um outro problema prende-se com os conceitos complexos. por exemplo,
'female reportey'': não existe rm synset no wordNet que cubra todo o con-
ceito. uma solução - que não houve tempo para implementar - seriaassociar estes, não a tm synseú ou conjunto de significados, mas a um ou
mais conceitos.
os conceitos de alto nÍvel seriam destacados apenas quando todos os
conceitos que o compõem forem encontrados e considerados relevantes. Uma
análise mais aprofundada deste tema encontra-se na Secção 6.6.
3.2 Submissão à análise sintáctica
A análise sintáctica consiste na decomposição das frases e inferição da sua
estrutura gramatical, baseada no conhecimento de uma gramática formal.
[26]
Neste trabalho, a tarefa de extrair a informação gramatical sobre cada
palavra recai sobre um serviço no lrebsite do VISL (Visuat Interactive Syntax
Learning) [6,27). Embora haja uma versão que funcione localmente, optou-se
por usa.r o serviço on-line. Todo o sistema criado é independente do Sistema
operativoa. Recorrer à versão on-line perrnite poupar uma dependência,
assim como (espera-se) ter sempre acesso à versão mais recente do vISL.
Escreveu-se um script em Python que, dado o nome de um ficheiro, sub-
mete o seu conteúdo ao processamento da aplicação vyeb do vISL. o output,
em HTML, é depois convertido para Prolog. A informação contida nesse
ficheiro segue a forma:
coord(Ficheiro, N_parágrafo, N_pa1avra, palarrra) .
onde Ficheiro indica o nome do ficheiro processado, e os números de
parágrafo e de palavra completam as coordenadas desta. o último carnpo
a.rmazena toda a informação que o VISL indicou sobre a palavra. Este campo
não tem formato prêdefinido, visto que depende do tipo de palawa, pelo que
a aridade deste functor é incerta. Dada a possibilidade de se poder tentar
melhora.r os resultados no futuro, recorrendo a mais informação apresentada
pelo vISL, optou-se por não descartar nenhuma da que nos é apresentada.
Esta é representada na seguinte forma:
palavra(Palavra_original, Lena, Classe_gramatical,
Infornação_vária, . . . ) .
aO código Prolog é interpretado pelo SWI Prolog, e as ferrarnentas auxiliare são
escritas ua linguagem intopretada Python
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optax por vários mais concretos? A primeira hipótese tem o inconveniente de
poder abranger diversos synsets que não são desejados. A segunda implica
um maior tempo de processamento 3 - importante se se pretende 
que o
sistema funcione de forma interactiva, onde é imprescindÍvel obter resultados
rápidos - e a necessidade de actualizar a lista 
de conceitos sempre que se
estender o WordNet com mais significados.
Em caso de dúvida, o a.rnbiente dita sempre a resposta. Se não for pro-
vável a confusã,o com outro conceito, não haverá necessidâde de enunciar
todas as possibilidades, já que o conceito mais associável será o mesmo.
Esta situação ê mais comum quando o domínio dos textos é vasto. Em ca-
sos mais concretos, onde o domÍnio ê mais especÍfico e contido, e a maxgem
de manobra é menor - dois significados "irmãos" 
podem corresponder a
dois conceitos diferentês -, ê recomendável ir mais ao detalhe, e recorrer 
a
diversos significados por conceito.
como foi referido na secção 1.3.3, uma das vantagens de não usar um
esquema que necessita de ser treinado é a de poder adaptáJo de forma sim-
ples, rápida e fácil, já que os erros não são dispendiosos. E até recomendado
que se tentem várias soluções, e ir adaptando-as na busca de um equilÍbrio.
Exemplo o texto que acompanha o conceito "disaster" na lista do TREC-
VID diz:
Shots depicting the happening or aftermath of a natural disaster
such as earthquake, flood, hurricane, tornado, tsunami.
Conforme já foi mencionado, há que pesar a abrangência e a precisão.
Tornados e furacões são fenómenos atmosféricos. Ta.rnbêm as tempestades,
os ciclones, e o efeito de estufa estão entre os fenómenos atmosféricos classifi-
cados como desastres. Mas não o são o nascer e pôr do sol, ou a condensação.
Tlemores de terra, inundações e actividade vulcânica são catástrofes relacio-
nadas com fenómenos geológicos, mas o desvio continental e a sedimentação
já não.
Para alterar um conceito, basta editar um ficheiro, e a alteração tomará
efeito logo que a aplicação corra. Isso significa que o refinamento dos resul-
tados faa parte do processo de definição dos conceitos. Os erros são muito
mais inconsequentes do que no caso de anotação do corpus para efeitos de
treino, operação esta medida em horas ou dias.
Visto que se detectaÍn mais rapidamente problemas relacionados com
falsos positivos do que com falsos negativos - por outras palawas: nota-
se mais facilmente algo que nã,o devia estar presente do que a au§ência de
alguma coisa - recomenda-se 
que, em caso de dúvida, se opte pelo sentido
mais geral (de acordo com os temas tratados e a especializaqã,o do texto), e se
sO aumento é linear. O número de casos vistos é dado por C x P,onde C é o número
de sgnsets dos conceitos e P ê o número de sgnsets das palawas a analisar.
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DaÍ que seja possÍvel que uma frase com estas três palavras fique associada
a '!essoa" e não a "animal". A fim de evitar esse tipo de surpresas, será
preferÍvel pedir ao utilizador para especificar qual ou quais synsets procura
usar. Existe uma relação sobrejectir,a que o wordNet mantém, e que serve
mesmo para ajudar a desambiguar e ilustrar o uso de w synset. E fácil usar
esta informação para guiar o utilizador na selecção dos conceitos.
Os conceitos são definidos da seguinte forma, num ficheiro:
% Shots of the interior of a court-room location
concept (court,tlgL2}TZA) .
concêpt (court, 103649459) .
Onde os dois synsets correspondem a
court, courtroom: a room in which a lawcourt sits "television cameras
u,ere admitted in the courtroom,,
court, lawcourt, court of law, court of justice: a tribunal that is pre-
sided over by a magistrate or by one or more judges who administer
justice according to the laws
O WordNet fornece a relação s/6, que relaciona os synsets com palavras,
e a relação g/2, qre relaciona o synset com a descrição do seu significado.
Estes dois predicados são instrumentais nesta fase.
3.1.1 Escolha lata
Por vezes existem significados próximos que se querem também usax como
sendo referentes a um conceito, quer por fácil associação de ideias, em virtude
de estarem intimamente relacionados, quer por serem visualmente relevan-
tes. Por exemplo, o conceito "vegetation" descreve-se pelos synseús vege-
taçãafflora ("todas as plantas numa região ou perÍodo"), planta/flora (,trm
organismo desprovido da capacidade de locomoção") e verdura (,folhagem
verde").
No exemplo atrás, o segundo synset não corresponde directamente à sala
do tribunal, mas a,o tribunal em si. Enquanto o primeiro ê algo de fÍsico e
concreto, o segundo é uma assembleia, que é um organismo social e abstracto.
Também o conceito'hrban" não se revelava muito nos resultados, sendo
considerado sempre irrelevante nos primeiros testes, possivelmente por ser
um adjectivo. Associando este conceito também aa synset'tity'' permite
obter resultados mais próximos dos desejados.
3.1.2 Abrangência
Ao definir os conceitos, é comum colocar-se uma questão sobre o nÍvel de
abstracção a manter. será preferÍvel escolher tm synset mais genérico, ou
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homógrafas2 e lidar com os múltiplos sentidos das palawas. Por exemplo:
'f,rarto" pode ser o momento de dar à luz, ou uma conjugaçã.o do verbo
partir, que por sua vez, pode ter o significado de dar inÍcio a uma viagem,
ou de dividir algo. O uso de palawas de forma figurativa também enriquece
muito a linguagem. Por exemplo: "ele é um animal" pode ser interpretado
de diversas formas.
Embora não seja impossÍvel de se conseguir fazer o mesmo de forma
automática, muitas vezes os contextos não estão bem definidos no momento
de enunciar os conceitos.
No caso do TRECVID, vários contextos são acompanhados de descrições
simples. Por exemplo, 'toad" ê acompanhado da simples descrição "Shots
depicting a road". Outras descrições são um pouco %gffi, como'Shots of
outdoor locations". Poucas são completas, como "Shots depicting natural or
artificial greenery, vegetation woods, etc.". A lista dos conceitos fornecida
paxa os concursos de 2006 e 2007 encontra-se no Anexo A.
Na lista de conceitos do Columbia}T| 1241,, ou ReuterszLí7l [25], esses
contextos são deduzidos apenas como sendo das áreas de noticiário ou eco-
nómica/financeira, respectivamente. Apesar da maioria ser bastante simples
ou directo, no caso do ColumbiaS7{ a üsta tinha algumas repetições, sendo
um ou outro conceito menos claro.
Nestas situações (ou mesmo em caso de dúvida), é comum supor-se que
o significado mais comum ê o correcto. O WordNet possui um indicador
que indicia, pilâ cada palavra, qual a frequência com que é usada com
determinado significado (chamado tag-count). Acontece que esse indicador,
na versão utilizada (3.0), não está presente em 82%o dos dados (essa taxa
cresce para 89% quando considerados apenas os substantivos).
A dificultar ainda mais a situação está a grande diversidade de aplicações
paxâ uma palawa. Por exemplo, a palavra'face", que integrou a lista de
conceitos do TRECVID em 2006 e 2007, tem no WordNet L9 synsets. 13
destes são substantivos (todos eles comuns). Contam-se entre estes, pilâ
alêm do irnediato:
o a face de um penhasco,
o a face de um objecto (como uma carta de jogar),
o a face de uma cidade,
o uma face triste (aparência),
o salvar a face.
Inicialmente a lista de temas era definida como uma lista de palawas.
Notou-se depois que diversas palawas têm vários significados que são ines-
perados. Por exemplo,"cat", *dog" e'tat" são termos chamados a pessoas.
2Palavras que partilhn.m a m6ma gra;Êa, mas diferem na pronúncia
CapÍtulo 3
Análise do texto
Neste capÍtulo são enunciados os passos a percorrer antes de proceder à
interpretação do texto.
Inicialmente serão abordados os conceitos. O TRECVID já possui uma
lista de 37 conceitos que foram utilizados pa,ra anotar os vÍdeos nos concursos
de 2006 e 2007. Estes temas estão já pr&definidos. Também os conceitos
presentes no corpus ColumbiaS74 (salvo um pequeno número, por motivos
expostos) já foram igualmente definidos. Mas para usax esta aplicação nou-
tros contextos, há que começar por definir a lista de temas. Esta tarefa
levanta certas questões inesperadas, e que podem ter um grande impacto
nos resultados do sistema.
De seguida ê explicado o resultado da análise sintáctica feita pelo VISL,
e a forma como ê traduzida para Prolog.
Por fim, na secção seguinte, é explicado como esta informação é tratada,
de forma a ser relacionável com os conceitos escolhidos. São apresentadas as
palawas mais rele'çantes, e quais os obstáculos e erros de interpretação que
se interpõem.
3.L Definição dos conceitos
Fiequentemente - como acontece no TRECVID - os conceitos 
já estão
definidos. Este é o caso mais comum. Alguns sistemas avançados conseguem
escolhem os conceitos usados para catalogar textos, não havendo limite prê
estabelecido. Esta possibilidade não será abordada aqui.
O propósito desta tarefa consiste em representar estes conceitos numa
forma livre dos equÍvocos da lÍngua natural, ou seja, defini-Ios como synsets
do WordNet.
Habitualmente, o recurso a,o contexto permite esclarecer ambiguidades
de vocabulário, evitando confusões provocadas por palawas homónimasl,
lPalawas que partilha,rn a mesma graáa e pronúncia
L7
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se um animal doméstico é um animal, e o cão é um animal domêstico,
então cão é um animal.
[entity, physical êntity, physical object, who1e,
living thing, organism, aninal, donestic animal, house catl
[entity, physical entity, physical object, who1e,
living thing, organism, p1aat, vascular p1ant, fernl
Cão e gato são animais domésticos. Cão e feto são organismos vivos.
Assim observa.se que é possível obter informações de a.finidade entre palawas
sem ter de percorrer todo o grafo.
O código que calcula os caminhos é bastante simples. Encontra-se no
Anexo B.
Uma palavra pode ter mais de um caminho. Isto deve-se aos seguintes
factos:
o Uma palawa pode ter mais de úm synsense. Por exemplo, 'facd', como
foi visto na página 1"7;
o Um syrlsense pode ter mais de um "nó pai". Por exemplo 'osleepwal-
hrd', que tem um caminho por "sleep" e outro por'\ralking".
Tendo um conjunto de caminhos para um conceito, e um conjunto de
caminhos para uma palavra, ê triviat compaxax todos os paxes, e determinar
quais são os mais semelhantes. À partida, será aquele que detecta o maior
prefixo igual.
As vantagens e desvantagens relacionadas com o uso destes caminhos são
diversas. A saber:
É um algoritmo simples e rápido. Pesquisar 'oàs cegas" num grafo im-
plica tratar todas as "direcções" (hiponÍmia/hiperonímia,
meronímia/holonÍmia, ê instância de/tem instância) indiscriminada-
mente. Este algoritmo efectua uma busca dirigida2 à raiz, e consegue
encontra,r todos os caminhos "subindo" §empre de nÍvel,
Não garante o caminho mais curto entre duas palavras. No entanto,
a associatividade entre duas palawas não está directamente relacionada
com o número de nós entre si. Por exemplo, no wordNet, à distância de
2 da palawa "águal' tem-se "instalaçãd', 'trutriente", "coisa", "elemento"
e "composto binário", entre outros. Mas observando a três passos de
especializaçáo (ou seja, como descendentes) pode-se encontrar 'oágua
engarrafadal', "canal", 'tnaré" ou "curso de água,". Thdo mais identifi-
cável com a a palawa original.
2A busca é efectuada em profundidade, como é tÍpico no Prolog. Existe um ciclo no
grafo, entre os verrbos testringir" e uinibir", que já foi denunciado como bug. No entanto,
üsto não se g§tar a trabalhar com verbos, este problema não afecta a pre§€nte solução.




a small sailing vessel; usually with a single mast-
1 a body of (usually fresh) water surrounded by land
2 any of numerous bright translucent organic pigments
3 a purplish red pigment prepared from lac or cochineal
the atmosphere and outer space as viewed from the
earth
1 a group of many things in the air or on the groundl ,,a
swarrn of insects obscured the light,,; ,tlouds of blos-
soms"l "it discharged a cloud of spores,,
2 a visible mass of water or ice particles suspended at a
considerable altitude
3 aoy collection of particles (e.g., smoke or dust) or gases
that is visible
4 out of touch with reality; "his head was in the clouds,,
5 suspicion affecting your reputation; ,,aftel that mistake
he was under a cloud"
6 a cause of worry or gloom or trouble; ,,the only cloud on
sky
cloud
the horizon was the possibility of dissent by the Flench"
Tâbela 4.1: Significados das palawas
Apresenta muita informação. Talvez mais importante do que a forma
como se encontra a informação, é o que fazer com ela. o resultado
deste algoritmo retorna, para além do caminho entre as palawas, a
"profundidade" a que se encontra cada uma (o tamanho do caminho
para a atingir), e quanto em comum têm as palavras (indicada pelo
inÍcio comum dos caminhos).
Permite optimizações Prêcalculando os caminhos dos conceitos (que são
conhecidos desde o inÍcio). É também possÍvel reutilizar alguns cami-
nhos. Por exemplo, se o caminho de "água" já tiver sido determinado,
será recordado caso surja para ser calculado no futuro. 'tnaré" é hipô
nimo de "água". visto o cálculo de caminhos ser feito recursir,amente
(como visto no código atrás), o cálculo do caminho do synset de,,matré,,
é este synset conjunto com o caminho do synset de água. ora, este foi
já calculado. Isto é conhecido como ,tnemoization,,. [4]
Exemplo os significados dos substantivos das frases surgem na Tâbela 4.1-.
"sailboat" e 'osky" têm um synset apenas no WordNet, ,,lake,, tem B e ,,clouds,,
tem 6.
Nota-se que dois dos três sentidos de "lake" sã,o muito semelhantes.s.
3um reparo para as semelhanças entre os camin-hos de dois significados de la.ke. uma
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[31t para dissipar as dúvidas revela o que deve ser uma 
pequena
'doWordN*.Possivelmente,opigmentoavermelhadodeveriade
la,ke", e descender da fa.mllia de pigmentos orgânicos' Ainda assim'
a lacuna é pequena.
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o aspecto que mais se destaca ê a predominância das relações de hiponÍ-
mia, o que §e compreende, dado que representarn cerca de 314 do total das
relações.
observando os caminhos, começa a ser aparente como certos significados
para a mesma palawa são distinto§, e como os caminhos o reflectem. As
nuvens como fenómenos atmosféricos são entidades fÍsicas, enquanto nuvens
como aglomeração ou metáforas são entidades abstractas. os pigmentos
conheciáos como'olake" estão presentes em ambos os rarnos: de forma abs-
tracta, como a cor, e de forma física, como a substância usada para lhe dar
origem.
4.1.2 Definição de caminho comum e caminho divergente
Definese como caminho comum o maior inÍcio idêntico entre dois ou mais
caminhos. o finat de um caminho que seja complementar ao caminho é
denominad o cam'i,nho di'a erg ente.
o caminho comum é usado para dar uma noção de profundi,ilatle da
semelhança. com o aumento da profundidade, presume-se a existência de
maior número de propriedades partilhadas entre os sentidos das palawas
comparadas.
o caminho divergente é usado para dar uma noção de distancia. Assu-
mindo o aumento da distância, deduz-se que há mais propriedades que não
são partilhadas entre os sentidos das palawas. Sublinhese que estes dois
tipos de caminho não são antónimos. os synsets que pertençaln ao cami-
,rúo "o*r* 
são de mai,s alto níuel, enqsanto os caminhos divergentes são
relativos aos aspectos mais concretos do caminho'
Há que ter sempre presente que a profundidade (número de elementos
num caminho) é sempre muito relativa. Isto porque não existe qualquer ga-
rantia ou intenção de fazer com que as relações sejam'oisomêtricas"' Quer
isto dizer que a distância entre sinónimos não tem necessariamente que re-
flectir directamente a a,finidade entre os mesmos. Pode, norrna geral, ser
visto como w i,nd,i,cad,or do mesmo, e em conjunto com outras medidas, dar
uma noção relatiaa do grau de especialização do mesmo termo.
por àxemplo, obsenando a Figura 4.1, nota-se que o Leopardo e o Tigre
têm muita coisa em comum. São a,rnbos felinos que, por exemplo, conseguem
rugb, ao contrário do Puma que não tem essa habilidade, e ê classificado
".;; categoria 
diferente pelos biólogos (Figura 1.1). No entanto, todos são
igualmente felinos, mesmo que Puma esteja mais afastado desta classe do
que as outras duas esPêcies.
Da análise da Figura 1.1 (página 7), inferese que um tigre e um leopardo
têm grande a.finidade, ao pa§so que um narval e um manatim não têm em
comum senão o §erem mamÍferos. Na Figura 4.L estão patentes a grande
afinidade entre o leopardo e tigre (um pouco maior devido ao Placental), e
a algo significativa a.finidade entre o nailal e o manatim, pois sáo ambos
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Figura 4.1: Excerto da á.rvore de hipónimos do WordNet
Mammal
i4etatheria Placental
Cârnivore Aquatic Mammal Hoofed Mammal
Bea r Felinê Sea cow Cetàcean Even-tos ungulête
Polar Bear Blg cat Cat WhaleManaie Rumlnant
Leopard Íger Wildcat NaMal Cattle
Puma Cow
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marnÍferos aquáticos com placenta.
Exemplo Vejam-se as compaxa{ões entre algumas palawas e conceitos na
página 38.
Da Tabela 4.3, inferese a proximidade entre "boat" e "sailboat". Quer
o barco, quer o veleiro são embarcações, sendo que um está na categoria
referente a ,,emba.rcação mastreadal'. Ambos partilham um longo caminho
comum, tendo ambos caminhos divergentes pequeno§'
De seguida apresentam-se duas comparações de "lakd' com'\raterscapd'.
O primeiio sentido de'take" (referente à extensão de água), como §e nota na
Tâbela 4.4, temum pequeno caminho divergente, enquanto que'\roaterscape"
(um conceito que nesta instância assume o significado de corpo de água -
the part of the earth's surface covered with water (such as a river
or lake or ocean); ,othey invaded our territorial waters"l "they were
sitting by the water's edgd'
- não possui qualquer caminho 
divergente. DaÍ poder dizer-se que "body of
watet'' e "lake" são colineares, uma vez que o caminho de um deleS ê o inÍcio
do caminho do outro.
Por fim, repet*se o mesmo exemplo, mas usando outro synseÍ de "lakd'.
A Tâbela 4.5 mostra que os caminhos divergentes representam uma parte
já significatir,a dos caminhos de cada um dos significados. Seria ainda pior
se se tentasse o mesmo com um synset abstracto. Assim se ilustra que os
caminhos podem ser usados para aferir se dois sentidos se referem a coisas
semelhantes ou pouco relacionáveis.
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4.2 Função de pontuação e sua evolução
Tirdo o que se relaciona com a informática necessita de ser quantificado'
os termos difusos como'!róximd" "afiIn" e "semelhante" necessitam de ser
transformados em conceitos mensuráveis, a fim de poder ter qualquer utili-
dade no presente âmbito. Pretendese, agora, mostrar a forma como tal foi
conseguido,
Como foi indicado na Secção 4.!, a primeira abordagem consistia na dis-
tância entre nós no grafo (número mlnimo de saltos para ir de um nó atê ao
outro). Quer isso dizer que a semelhança entre um tigre e um leopardo é aná-
loga (em envergadura) àquela que existe entre um primata e um carnÍvoro'
Isto está claramente incorrecto.
O erro reside na não utilização da informaçã,o do caminho comum. Cada
nó que é partilhado entre dois caminhos significa mais um conjunto (mais ou
menos significativo) de propriedades idênticas entre os dois synseús.
A profundidade é, depois, relacionada com os caminhos divergentes, que
represãntam a distância entre os nós. Esta ê medida como o total de elemen-
tos nestes caminhos.
A Figura 4.2 éwarepresentaçã.n simplificada de situações comuns que se
encontram no WordNet. Nesta, as letras A e B identificam dois synseús que
se pretendem comparax. Em ordem crescente de únidade entre os termos
encontram-se:
i. A e B são adjacentes (relaçáo pai-filho). Esta é a segunda melhor si-
tuação, logo a seguir a A: B (nesse ca.so o valor de .I é óptimo). Ser
colinear é tambêm bom, visto que se pode considerar que apenas um
dos syrueÍs se afasta e diverge. B ê, desta forma, uma situação mais
especÍfica de Á;
ii. A e B distam 2 (irmãos). Esta situação é facilmente aceitável. Pode ser
interpretada como sendo elementos próximos;
üi. Á e B divergem de forma assimétrica. Á é um conceito de nÍvel superior
a B. A penalização desta situação vai depender mais do tamanho do
caminho divergente de Á, já que se considera este como uma medida do
desvio da situação em que seriam colineares - seria mais fácil obter a
colinea,ridade modificando A do que B;
iv. Á e B estão bastante afastados. Possivelmente não estarão relacionados.
Relembrando o que foi dito sobre o caminho comum, observando as rg-
lações da Figura 4.2, e comparando a sua aplicação às Figuras 4.L e L.2,
é imediato que faz toda a diferença se Á for "Leopard" ou se for 'oObject"'
Quanto mais alto o nÍvel (quanto menor o caminho comum), mais grosseiro
é o emo,
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Figura .1.2: Quatro situações básicas
Primeira abordagem Foi com base nestas considerações que se começou
a esboçar a forma de comparar dois sgnsets a partir dos seus caminhos.
sendo A e B os caminhos disjuntos de dois synsets, e M o número de
elementos no caminho comum, foram elaboradas algumas abordagens para
determinar .I, o Índice de diferença. Este valor é menor para signifrcados se-
melhantes, e portanto, procura-se o menor.I para o conjunto de combinações
de synsets de conceitos e synsets de palavras.
Procura-se uma fórmula que beneficie este Índice se M for alto, e o pre-
judique se Á e/ou B forem altos.
Começou-se com a equação
t: (A+ B)2 - M +min(A,B) (4.1)
que aplica os princÍpios acima descritos. optou-se por usar uma penali zaçáo
quadrática nos caminhos divergentes. Tal efeito faz realçar mais o benefÍcio
da profundidade[32]. o mÍnimo é introduzido para distinguir a situação
auô-neto ((O+Z)2*M:4+M) dasiruação irmãas 11i+fy2 +M:4+ M). Penalizando ambas as situações com base no menor dos caminhos
divergentes, dá-se preferência à colinearidade.
Recorrendo à Figura 4.1, nota-se que ê preferÍvel definir um leopardo
a partir de um felino, onde apenas se acrescentam propriedades, do que a
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partir de um tigre, onde será necessário remov&las primeiro, Püa obter um
"Big cat".
Acontece que não se pode tratar os conceitos e as palawas analisadas de
forma intermutável. Othando a Figura 4.1, assume-se que existe o conceito
"Felino". Se um texto menciona "gatd', então é certo que cai dentro do â"rnbito
do conceito, e que esse classificador será úlido. Se a palawa encontrada fosse
'tnamÍfero", o contexto manteria a sua relevância, embora em menor grau.
se a palawa fosse,,cetáceo,,, a relevância seria ainda mais reduzida.
Deste exemplo retira-se que, nas situações em que os synsets são coline-
ares, faa diferença se o conceito é mais genérico ou especÍfico que o synset
em causa. DaÍ a seguinte equação foi esboçada:
Sejam C e P caminhos dos synseús de um conceito e uma palawal e c, p







8min (c,p)2 t max (",p) - *
Dizer que c c P é o mesmo que dizer que c é inÍcio de P, visto que
"Entidade" nã,o surge como subordinado em qualquer relação.
Observam-se dois ca,sos especiais nesta função. TbI deve-se ao reconheci-
mento da importância dos dois casos particulares, já antes apresentados. O
valor -50 poderia ser substituÍdo por uma função especÍfica para lidar com
casos colinea,res, e fornecer valores dependentes do tamanho do caminho di-
vergente da palawa. Na presente situação, esta constante foi usada porque
os conceitos sã,n muito diferentes, e nunca partilham porções significativas
dos seus caminhos. De outra forma, seria conveniente ter um meca.nismo que
indicasse qual dos conceitos de nÍvel superior estaria mais próximo. DaÍ a
distinção de pontuação na hipotêtica função.
De resto, esta função -t partilha os mesmos princÍpios que tinham sido
definidos anteriormente. A constante 8 no último ramo da função não tem
qualquer valor especial, servindo apena,s para conferir um peso superior ao
caminho divergente mais curto, como foi justificado anteriormente.
4.3 Comparar os caminhos
Para cada par ordena do (sgn set, de concei,to, syns et de palau r a), produz-se a
seguinte estrutura:
e O nome do conceito,
c O sanset associado ao conceito,
o A palawa que mais contribuiu para a eleição do conceito,
o O synset desta palawa,
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Tabela 4.6; Pontuação de alguns caminhos
o A pontuaçã,o associada ao par dos doís synsets,
o Os caminhos dos synsets.
Da lista produzida para cada palavra (lerios slrrsets), mantém-se ape-
nas aquela cujo synset tem maior afinidade com o conceito em causa. De
lembrar que uma palavra poderá contribuir para mais de um conceito. os
conceitos são também filtrados, permitindo que persista apenas uma referên-
cia de cada um. o resultado reflecte, para cada conceito (pois todos estão
presentes), qual a palawa que mais contribuiu paxa a sua relevância, e com
que pontuação.
Este processo é executado para a lista de paravras a,firmadas e para a
lista de palawas negadas.
Exemplo Na Tâbela 4.6 encontrarn-se os resultados das pontuações refe
rentes aos três exemplos apresentados nas Tabelas 4.3, 4.4 e 4.b, usando os
sÍmbolos definidos na Equação 4.2.
A Equação 4.2 consegue traduzir numericamente a noção de proximidade
entre synseÚs de forma bastante satisfatória. E imediata a diferença entre as
duas interpretações de "lake" apresentadas.
4.4 Eleição dos melhores conceitos
Após a pontuação de todos os paxes ordenados (conceito,palaura), resta
eleger os melhores. Isto não é uma tarefa de difÍcil execução. A dificuldade
encontra-se na definição de "melhores,,.
É simples dizer que "os melhores são aqueles considerados superiores em
relação ao resto", mas isso não ajuda a definir quantos eleger para este con-
junto restrito, já que saber quais incluir é tarefa fácil.
A primeira abordagem recaiu sobre a ideia de que frases mais longas têm
maior probabilidade de caÍrem sobre mais conceitos do que frases pequenas.
DaÍ surgiu a seguinte equação:
M: round(P/2) (4.3)
em que M representa o número de conceitos a eleger, e p é o número de

















4.5. ÁPRESENTAÇÃO DOS RDSUI;TADOS
<D0c>
(Frase Ld=t'llone ilo f i,ch,ei,ro ">
(Sin Conte:uldo=tt L'ísta d,e p al,oaras af i'rnail'as tl)
<tista-exactos>
(Conceito)
(Norne)Ilorne il,o concei,to </Nome>
(P ontuac ao > P ontu a ç d,o at r i,b u í il,a < /P ontuac ao >















(Nao Conteudo="I'ÍsÍ a il,e pal,aaras negail,as tt)
</Nao>
</DOC>
Os Íags Conceito surgem o número de vezes necessário dentro dos fags
Lista-exactos, tista-genericos e tista-difusos. Estes três colrespon-
dem, por ordem decrescente de segurança, aos ralnos da Equação 4.2.
O tag origen é usado para efeitos de ilebuggi,ng, para confirmar qual a
fonte de tal pontuaçã,o, o que devido à riqueza da lÍngua inglesa, nem sempre
é imediato.
Por fim, o úag Nao repete a mesma estrutura do tag sim. se não hou-
ver palawas negadas (o caso mais comum), esta tag ê omitida, de forma a
simplificar o output.
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cada duas palawas (arredondando para cima). É sempre garantido pelo
menos um conceito, por forma a salvaguardar um resultado no ca§o de frases
simples.
Infelizmente, esta solução não resulta em todas as situações' Certas
palawas invocam mais de um conceito (por exemplo, '!olícia" implica os
conceitos'lolÍcial' e'!essoal').
Surge então a necessidade de definir o número de conceitos com base
na adequação ou mérito destes. Claro que esta é uma noção relativa. Por
exemplo,,,Puma,, poderá relaciona,r-se com o conceito "ser vivo", mas se hou-
ver também um conceito "Gato", o anterior perderá muita relevância.
Assim, foram elaborados os seguintes critérios paxa a eleição dos melhores
conceitos:
1. Todos os conceitos iguais ou ascendentes directos de uma palawa são
seleccionados (ou seja, possuem uma pontuação inferior ou igual a
-50).
Estes são sempre considerados bons candidatos;
2. À exclusão dos elementos seleccionados pelo ponto anterior, é determi-
nado o conceito com pontuação mais baixa. Esta determina o valor de
corte ,[;
3. Se ,I < 0, então todos os conceitos com pontuação inferior a I 12 sãa
seleccionados;
4. Se / : 0, então todos os conceitos com pontuação igual a zero são
seleccionados;
5. Se / ) 0, é verificado se já foi seleccionado algum conceito no primeiro
ponto (selecção directa).
Se assim for, pode.se ser mais exigente e seleccionar os elementos com
pontuação (positiva, claro) inferior a 2 (possivelmente nenhum)'
Caso contrário, nenhum dos conceitos é considerado como'oadequado".
Mas, a fim de gaÍantir um resultado, são seleccionados os conceitos
com a pontuação mÍnima de entre os presentes (-I).
Não ê executada qualquer tentativa de resolver conflitos entre os resul-
tados da lista de a.firmações e da lista de negações, ou seja, se um conceito
surgir em ambas, não será removido de nenhuma.
No TRECVID ê raro surgirem frases negadas, e para o bom processa-
mento de textos mais correntes, o tratamento da negação deverá Ser melhor
delineado e mais avançado.
Mas visto que ambas as listas apresentam todos os resultados pontua-
dos, no caso em que o mesmo conceito surge repetido, será fácil ignorar ou
eliminar o pior, preferir o falso positivo ao falso negativo, ou optar por outra
solução (isto é, dar preferência à úrmação).
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Exemplo Do exemplo que tem vindo a ser usado de forma ilustrativa, ape.
sar de não terem sido apresentados todos os resultados, a melhor pontuação
superiora-50é0.
Daí que os conceitos seleccionados sejam: "sky" (com -100 pontos), 
,h,a-
terscape" (-50 pontos) - ambas de forma automática - e 
(úboat,, (0 pàntos)
da lista das palal'ras a,firmadas.
A lista de palawas negadas tem apenas dois elementos seleccionadost'disaster" e t'sky".
como referido atrás, a presente implementação recusa-se a tomar qual-
quer decisão sobre a exclusão de termos de qualquer uma das listas nesta
situação, deixando que o conceito "sky" permaneça em ambas as frentes.
A referência a "disaster" a partir da palavra "cloud" parece um pouco
inesperada. A relação cêu-nuvem é bastante clara, e pode ser observada na
Tabela 4.2, na relação de meronÍmia: as nuvens fazem parte do céu. Mas a
relação com desastres convém ser vista.
como referido na secção 3.1.2, optou-se por usar o sentido,,atmospheric
phenomenon" no conceito "disaster". sendo nuvens um descendente (directo)
de fenómenos atmosféricos - como surge indicado na Tabela 1.2 - o con-ceito a quê esse sentido pertence é imediatamente seleccionado por ser uma
noção mais genérica que aquela em causa.
4.5 Apresentação dos resultados
os resultados são apresentados num ficheiro xML. o seu formato (a título
ilustrativo) é
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Exemplo O output final ê oseguinte:
<D0c>
(Frase id=rrex.txt>










(Nome)wat ers cape </Nome>
<Pontuacao > - S0</pontuacao>











<Nao Conteudo=" [cIoud, cloud]»
<Lista_genericos)
<Conceito>















Atenta a inexistência de qualquer grupo de resultados definido como "cor-
recto" para os resultados do TRECVID, cabe a cada equipa de desenvol-
vimento a responsabilidade de definir quais os resultados esperados paxa a
sua aplicaçã,o. Acontece que é com base nesses objectivos muito individu-
ais que os projectos são orientados, inviabilizando qualquer possibilidade de
compa,ração de resultados de forma directa. Muitas das vezes as escolhas
do sistema não podem ser consideradas rzds, e consegue-se encontrar com
facilidade uma linha lógica que a justificaria.
5.1 Metodologia
O sistema de teste ê um Intel Pentium 4 a 2.8GHz) colr, 1GB de RAM,
correndo o Sistema Operativo Debian GNU/Linux'
Foi elaborado um sript que corre os testes sobre as queri,es do TRECVID
2006. Cada teste ê corrido 5 vezes. São excluÍdos os rmlores extremos, e é
calculada a média dos tempos restantes.
Os tempos apresentados não incluem a análise sintáctica, que é elaborada
via Web, e como tal depende de condições impossÍveis de reproduzir.
A unidade de tempo utilizada é o segundo (s).
Os testes foram corridos usando as queri,es do TRECVID 2006.
5.2 Determinar o overhead
Executar o programa sem pedir para analisar qualquer texto leva 4,154s a
correr.
Isto inclui o tempo de carregamento do interpretador SWI Prolog, e
caxregar a aplicação e os dados do WordNet.
Logo, este valor indica o tempo total de "arranque" da aplicação, e é o
tempo mÍnimo possÍvel para qualquer um dos conjuntos de testes executados.
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5.3 Informação sobre os testes do TRECVID
As queries do TRECVID 2006 estão apresentadas na Tabela 5.3.
Na Tabela 5.3 constam os substantivos tirados de cada texto, junto com
os conceitos eleitos por uma pessoa, contra as quais os resultados dos testes
são medidos.
como dito atrás, estas escolhas são subjectivas, e pessoas diferentes fa-
riam escolhas diferentes. Pode ser debatida a presença de alguns conceitos
nesta lista, como 'loliceman" na frase r77 (ê comum surgirem nas cober-
turas jornalÍsticas, mesmo que hajam apênas 3 ou 4 na proximidade), ou
'trs-flag" nas frases 178, 181 e 194 (nos discursos polÍticos surgem as cores
da bandeira), ou "outdoors" na frase 183 (é muito possivelmente uma cena no
exterior). Estes termos não conseguem surgir apenas por análise semântica.
À partida, não irão ser reconhecidos nestes testes. Mas dado que se deveriam
efectuar os testes da perspectiva da etapa seguinte de processamento (aquilo
que seria preferÍvel ter no input), eles estão presentes.














173 Find shots with one or more emergency in motion (e.g.,
L74
ambulance, police car, fire tnrck, etc.)
Find shots with a view of one or more tall buildings (more than
4 stories) and the top story visible
Find shots with one or more people leaving or entering a vehicle
Find shots with one or more soldiers, police, or guards escorting
a prisoner
Find shots of a daytime demonstration or protest with at least
part of one building visible
Find shots of US Vice President Dick Cheney
Find shots of saddam Hussein with at least one other person's
face at least partially visible
Find shots of multiple people in uniform and in formation
Find shots of US President George W. Bush, Jr. walking
Find shots of one or more soldiers or police with one or more
weapons and military vehicles
Find shots of water with one or more boats or ships
Find shots of one or more people seated at a computer with
display visible
Find shots of one or more people reading a newspaper
Find shots of a natural scene - with, for example, fields, trees,
sky, lake, mountain, rocks, rivers, beach, ocean, grass, sunset,
waterfall, animals, or people; but no buildings, no roads, no
vehicles
Find shots of one or more helicopters in flight
Find shots of something burning with flames visible
Find shots of a group including least four people dressed in suits,
seated, and with at least one flag
Find shots of at least one person and at least I-0 books
Find shots containing at least one adult person and at least one
child
Find shots of a greeting by at least one kiss on the cheek
Find shots of one or more smokestacks, chimneys, or cooling
towers with smoke or vapor coming out
Find shots of Condoleeza Rice










196 Find shots of scenes with snorv
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5.4. O CÓDIGO NOHMAL
5.4 O código normal
Este teste mostra o desempenho da versão corrente do analisador' Todos os
testes seguintes são modificações deste código, a fim de destacar apenas a
funcionalidade em questão.
O presente teste demorou em média 700'226s a correr'
os valores, presentes na Tâbela 5.3, em geral, podem ser considerados
bons, exceptuando três frases que resultarârn em zeros'
A frase 180 falha pelos seguintes motivos: a relação entre '!eopld' e
,!erson, é um pouco problemática. o primeiro ê um conceito abstracto (um
cãnjunto de pessoas), enquanto que o segundo é concreto. "Uniform" está
associado a roupa. só com alguma dificuldade consegue ser feita a ligação
entre 'tnilitary uniform" e 'tnilitary'' (pode ser feita através do domÍnio,
ma,s essa relação nã,o está a ser usada actualmente)' Por fim, 'formation" é
associado a'formação rochosa", e dal a montanha'
A frase tg| é mais uma associação visual. "vapot'' fez a ligaçã,o com
barcos a vapor, o que ê compreensÍvel. Mas não se deverá ignorar a ligação
entre 'ochaminé" e "torre" com edifício.
Por fim, com'tice" não é possÍvel fazer algo, já que o nome não é re
conhecido devidamente pelo VISL, e como tal é impossÍvel processá-lo da
forma correcta..
Em contrapartida, há também 3 respostas perfeitas'
5.5 Sem detectar abreviaturas
Os resultados estão presentes na Tabela 5'4'
O tempo mêdio de execução é 745.825s'
os nomes George e Bush sã,o detectados correctamente como nomes prG
prios. Não é necessário identificar a pessoa, portanto'
A única diferença ocorre no tempo de processamento, que tem de lidar
com mais uma palawa.
5.6 L conceito Por cada 2 Palawas
O tempo mêdio de execução foi 722.534s'
Os resultados estáo na Tâ,bela 5.5.
A abrangência ê reduzida, pois selecciona-se apena§ um conceito ou dois
por frase. Isso significa menos conceitos eleitos, o que se reflecte na precisão'
5.7 Sem detectar nomes comPostos
A duração mêdia de execução foi 788.918s'
Os resultados estão na Tabela 5.6.
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Mais uma vez, os conceitos foram bem escorhidos, - apenas diverge naadição de "building,' na primeira query.
Nota-se que o aumento do número de palawas penaliza o tempo de exe-
cução.
5.8 Ignorando negações
O tempo médio de execução foi 6g5.g40s
Os resultados podem ser vistos na Tabela b.7.
Há uma redução na precisão (devido à frase 1g6), e nota-se um ligeiro
aumento da velocidade. TaI é compreensÍvel, pois deixa de ter de verificar
se cada substantivo que lê está negado.
5.9 Usando a função de pontuação anterior
O tempo médio de execução foi 712.666s.
Os resultados constam da Tabela 5.g
ocorre um ligeiro aumento da precisão, e redução da abrangência.
5.10 Sem usar caminhos pré-calculados
O tempo médio de execução foi 713.65g.
O resultado da execução está presente na Tabela 5.g.
observa-se um pequeno aumento do tempo de execuçâo, devido ao cáI-
culo dos caminhos dos conceitos na primeira execução.
5.11 sem ignorar palavras inúteis no inÍcio da query
A execução demorou em média 1080.209.
os resultados deste teste podem ser vistos na Tabela 5.10.
Nota-se o aumento da abrangência (mais palavras seleccionadas), e re-
dução da precisã,o. o tempo que demorou o exercÍcio também aumentou
bastante, pois mais palavras merecem atenção.
5.12 Execução sem recordar caminhos
O tempo médio de execução foi de TLL.g12s.
Os resultados podem ser lidos na Tabela 5.11.
Não tem caminhos prâcalculados nem guarda os caminhos. Leva pouco
mais tempo relativamente à ausência de prêcálculo, visto que há menos
repetição de palawas.
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5.L3 Sem usar hipônimos
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O tempo médio de execução foi 690.822s.
Os resultados podem ser vistos na Tb,bela 5.L2.
Houve algum ganho de tempo, mas os resultados sã,o melhores que o
esperado. Desta forma se vê que os hipónimos não são indispensáveis.
5.L4 Usando apenas hiPónimos
O tempo médio de execução: foi 499.579, o que é bastante rápido'
Os resultados são apresentados na Tâbela 5.L3.
obtêm-se um excelente ganho em tempo, o que foi inesperado, visto que
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Elaborou-se também, a nÍvel de exemplo, um pequeno teste fora do arnbiente
do TRECVID.
Foram vistos os primeiros 100 documentos presentes no corpus Reuters-
2L578. Destes, foram escolhidos os textos que estavam associados as temas
que erarn substarrtivos traduzÍveis facilmente para o WordNet. Destes textos,
foram seleccionados 12 textos anotados com temas traduzÍveis directamente
para o WordNet. Os testes demoraram em média 11331.305s (pouco mais
de 3 horas). Os resultados estão apresentados na Th,bela 5.14'
O conjunto dos conceitos presentes no sistema correspondem aos temas
dos textos seleccionados, Isto é: "cocoa", "grain", '\uheat", "copper", 'hou-
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Este ê o primeiro teste do classificador fora do arnbiente TRECVID. O
propósito da sua presençâ é dar apenas uma ideia do seu desempenho em
textos correntes, já que a selecção dos textos não foi totalmente imparcial.
Dois aspectos saltam à vista: o corpus da Reuters/Carnegie Group é
muito ecléctico nos seus temas. No TRECVID as queri,es descrevem uma
cena, que se procura traduzir o mais fielmente possÍvel nos conceitos. [sto
por certo está tarnbém relacionado com a diferença nos tamanhos dos corpus.
O segundo ponto ê que o classificador aceita com muita facilidade concei-
tos como sendo excelentes. Muitas palawas são referidas no texto sem que
esse assunto esteja presente nos temas.
O problemas expostos já têm soluções previstas (pontos 6.2, 6.3, 6.5 e
6.6) que poderão revelar-se benéficas no futuro, onde um melhor (e mais
justo) teste no corpus Reuters-21578 no futuro.
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Capítulo 6
Thabalho futuro
Várias ideias surgiram durante a elaboraçã,o do trabalho que, apesar de em
muito contribuir para a sua melhoria e crescimento, não tiveram hipótese de
ser exploradas por falta de tempo.
Algumas são mais simples e imediatas, outras caxecem de análise mais
detalhada, para testar a sua viabilidade.
Segue-se uma enumeração das mais significativas.
6.1 Thabalhar por parágrafos.
Como foi referido logo na Secção 2, o presente sistema apenas opera sobre
ficheiros completos. Acontece que essa limitação é significativa em alguns
casos, mesmo sendo trivial paúir o texto para análise.
Por exemplo, um üwo de memórias é normalmente uma aglomeração de
pensamentos que se cruzarn, e não se alinham por capÍtulos. Um catalogador
automático de correio electrónico iria deparar-se com a mesma situação.
Ainda outro exemplo são artigos de opinião que comentam diversos eventos
contemporâneos, sejam eles sociais, polÍticos, ou económicos.
Um parágrafo ê suposto abordar uma ideia apenas. É, portanto, o melhor
candidato a unidade de processamento. O limite do campo de submissão de
texto no website do VISL é outro factor que apoia esta divisão, Pob aceita
apenas algumas dezenas de KBs. Além disso, este analisador sintáctico não
distingue entre o uso de pontos para terminar frases ou assinalar abreviatu-
ras, o que torna a análise por frases impossÍvel.
Classificar parágrafos é mais difÍcil do que classificar textos, porque os
indÍcios mais significativos encontram-se um pouco distribuÍdos. Por exem-
plo, um artigo desportivo pode mencionar "bola" e'telvado", eüê com um
grau de certeza significativo, pode reduzir a classificação, não só ao contexto
de despoúo, como até a meia-dúzia de desportos. Mas se no parágrafo sob
análise é descrito quem ficou no "batrlco", é fácil apontar como provável o
contexto financeiro.
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Um texto não pode ser visto só parágrafea-parágrafo, da mesma forma
que uma frase nã,o pode ser vista palawa-a-palavra. Há que saber observar
a articulação entre eles.
Algumas ideias a abordar:
o Um discurso não costuma saltitar entre coisas diferentes. E quando o
faz, costuma usar alguns padrões linguÍsticos para anunciá-lo. "Agora
outro assunto","Já me esquecia", "Mudando o tema da conversa", ...
Não o fazer confunde o leitor, que não encontra a linha condutora do
discurso, e deixa-o distrair-se facilmente da mensagem que se pretende
transmitir.
o Os textos são muitas vezes agmpados por temas. Quando abordam
mais que um assunto, não alternam entre eles. Sabendo isto, é mais
fácil detectar falsos indÍcios espontâneos que não têm continuação.
No exemplo supra, entre "bola" e 'telr,ado" surge "banco". Com toda a
probabilidade, o sentido de "banco" não será o de instituição bancária.
Mesmo que não se consiga estabelecer a relação com "desporto" (abor-
dado no ponto 6.3), pode, ao menos, ser marcada como "outliey'', e ser
revista mais ta.rde.
o Nem sempre o conceito mais próximo é o melhor. Um conceito mais
constante pode ser mais adequado. Esta ideia é abordada de forma
mais detalhada no ponto 6.2.
o Como indicar que o liwo começou como uma história de guerra, e
terminou como um romance? É necessário repensâx o esquema XML
para indicar subsecções.
6.2 Perseverança de temas
Assuma-se que no exemplo de desporto já mencionado, 50 palavras apontam
paxa um tema, ainda que não de forma dominante ("campo", "equipamento,,,
"desafio", "treino", . ..), e uma única palavra coincide com um conceito, que
não volta a ser mencionado (como ê o caso do "banco" apontar para conceitos
financeiros, ou mencionar "leões" ou "águias" e surgir o conceito "aaimal").
No final, esse mero acaso pode surgir na classificação final do texto, e o
conceito mencionado constantemente pode ficar excluído. Isto porque, na
forma presente, considera-se o conceito mai,s prórimo.
Este sistema foi crescendo a partir das queries do TRECVID, que são
frases curtas e directas, como a maior parte das perguntas. Ainda precisa
de crescer e adaptar-se a textos maiores e menos bem delineados. Assim,
pode dar-se o devido lalor a palawas que surgem repetidas r,árias vezes (que
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poderiam ser, mas não são ignoradas no presente), já que insistem no mesmo
tema.
Reconhecer o mérito de um tema que ê'tondado", e nunca é visto como
mencionado directamente, é um sinal de maturidade que se procura paxa
este programa. Da mesma forma, outro objectivo é evitar que um "golpe
de sorte" coloque outro conceito no topo de pontuação, sem outro indÍcio
paxa a sua eleição. Possivelmente essa palawa foi até mal interpretada. Esse
aspecto cairá no âmbito do ponto 6.3.
6.3 Determinar contextos de frases
Se uma palawa tiver cinco sentidos, como determinar qual o desejado pelo
autor? De momento, é aquele que mais convém: o que estiver mais próximo
de um conceito. Mas uma escolha mais adequada seria aquele que mais se
enquadra no resto da frase, parágra.fo ou texto. Veja-se o exemplo:
The artist used carmine lale for the background.
Como visto na Tâbela 4.1, "lakd' pode ser interpretado de várias formas.
A associação com a cor, e "artist" deveria de ser suficiente para persuadir o
sistema a tomar este significado. Nesta situação, o significado de "lake" pode
e deve ser ajustado.
Espera-se que ao enveredar por este tipo de selecção de significados, se
encontrem menos classificações surpreendentes. Este ê tarnbém o primeiro
passo paxa conseguir definir conceitos por palawa, e não por synset, como
falado no ponto 6.4..
Para conseguir este objectivo, há que analisar todas as combinações de




fI stal II sic,l (6.2)
i:L i':L
onde P e C correspondem ao conjunto de palawas e de conceitos, n e m
são o número de elementos nesses conjuntos, e ^9 ê uma funçã,o que indica
o número de synsets associados a cada palawa ou conceito. Isto traduz-se
num grande aumento de tempo de processamento.
Uma forma de tentar reduzir o número de possibilidades a analisar con-
siste em aproveitar o backtracking do Prolog, e ir cortando soluções assim
que se nota que ê inferior à melhor encontrada até ao momento.
E fácil modificar a frase usada como exemplo para uma situação em que
essa adaptação não deva ocorrer. DaÍ que seja conveniente efectuar medições,
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a fim de verificar se haverão ganhos. Possivelmente, ümitar a "coerção,, a
palavras adjacentes ou agrupadas por uma análise semântica mais avançada,
iria também reduzir o tempo de processamento.
6.4 Definir conceitos por palavras
Embora seja uma actividade a desempenhar raramente, a modificação da
lista de conceitos usados para classificar textos é morosa. Se fosse possÍvel
defini-los apenas como palavras, a usabiüdade da aplicação aumentaria, já
que é uma actividade mais usual.
Este requisito pressupõe a existência de utilizadores, o que implicaria um
estado de desenvolvimento bastante mais ar,ançado que o actual.
6.5 Penalizar associações
o TRECVID define claramente na üsta de conceitos que uma pessoa não
conta como animal. No wordNet o contrfuio é indicado. Existem duas
soluções:
o Remover as relação do WordNet, ou
o Definir uma emenda.
A possibilidade de penaliza,r soluções permite um aumento da flexibili-
dade da aplicação, visto que reutiliza a mesma base (wordNet) para lários
utilizadores, e permite configurar pesos atribuÍdos a diversas associações (po-
dendo até beneficiar algumas).
Penalizar uma relação incrementando a pontuaçã,o com um lalor suficien-
temente alto será praticamente o mesmo que remover a relação do WordNet.
uma possibilidade será usar um algoritmo de aprendizagem para ir ajus-
tando os valores de penalização. Isso poderia dar origem a pesos diferentes
as relações.
6.6 Conceitos compostos
Como foi dito na Secçã,o 3.1.3, os conceitos compostos seryem o propósito de
referir uma situação mais especÍfica que aquela que é representável por um
Ínico synseÍ no WordNet.
"daytime outdoot'', 'female reporter", ,'head and shouldet',, *indoor sports
venue", 'tnale news subject",'tnilitary buildin§, são todos formados por com-
binações de dois ou três synsets, e é até fácil de fazer.
A solução mais simples consiste em definir conceitos compostos (como
'female-repoúet''), que teriam associados a si uma lista de conceitos (neste
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caso, 'female" e'teporter"). Os conceitos ditos normais estariam presentes
também nesta forma, com apenas um elemento na sua lista.
Antes de apresentar os resultados ao utilizador, a lista com os conceitos
seria analisada, em busca dos conceitos compostos. À medida que cada um
destes conceitos 'rai sendo encontrado, são removidos os conceitos simples
da lista de conceitos que o compõem, e acrescenta-se na lista de conceitos
compostos o respectivo elemento (com a pontuação média ou mÍnima dos
conceitos encontrados). No final do processo, os conceitos que só por si
não conseguem satisfazer os requisitos de qualquer conceito composto são
descartados. Será a lista dos conceitos complexos que será transformada no
output.
Isto coloca uma questão quanto a eventuais conflitos. Poderá um con-
ceito simples pertencer a mais de um conceito? Se sim, então não se devem
remover da lista de conceitos ao serem convertidos em conceitos complexos.
Caso contrário, a ordem pela qual são especificados será relevante.
6.7 Melhorar a aglomeração de palavras
Na Secção 3.3.1, mencionou-se que os substantivos complexos são formados
por dois ou mais substantivos. Esta definição deveria ser expandida, e criada
a palawa complexa, pois há muitos nomes que não são formados só por
substantivos - embora a maioria das pessoas esteja disposta 
a aceitar as
preposições sem questionar.
Nomes como (6Bank of America'', "Department of Justice" ou 'oBill of
Rights" não são ainda reconhecidos, pois "of' não é um substantivo.
uma solução simples consiste em admitir preposições na lista de subs-
tantivos, se forem a única palawa entre dois substantivos. Estas preposições
serão removidas após a fase de aglomeração, em que se faz uma passagem
para seleccionax apena,s os substantivos reconhecidas pelo WordNet, tal como
estã,o (sem abreviaturas).
6.8 Refazer as negações
Quando se apresentou a forma de tratar negações, na Secção 3.3.4, referiu-se
que as palawas que as indicavam a,ctuavam sobre o substantivo seguinte.
Esta forma de negação não abrange substantivos complexos. Para o conse-
guir há que modificar algumas formas de representaçáo, a fim de conseguir
lidar com a compleúdade acrescida.
Por outro lado, nem sempre a negação precede o nome. O caso "A whale is
not a fish." necessita apenas de uma simples adaptação paxa ser reconhecido.
"A bat doesn't have feathers.", 'These people are not good neighbor§." ou'oI
had no good or bad experience." já são mais complexos. Este tipo de análise
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sintáctica de alto nÍvel deverá ser planeada de modo a lidar com outros casos
a serem tratados a esse nÍvel, antes da análise de conceitos.
Ainda por outro lado, como foi também já referido, num discurso, nem
sempre a negação implica a inexistência de algo: "I'm like no man." ilustra
essa situação. Noutras alturas, a palavra negada é relevante para o contexto:
"A glass with no wine." desambigua "glass,,como copo, e não como vidro.
No que toca a quer,i,es, que são curtas e directas, pode.se dizer que a ne-
gatir,a é intencional - isto é, está lá para ser respeitada, já que as perguntascostumam ser tão curtas quanto possÍveis.
Num texto, as negações servem para esclarecer dúvidas: coisas que pG
deriam ser, que o receptor da mensagem poderia pensar que tivessem sido,
mas não é verdade. Logo, se há essa forte possibilidade, é relerante, e ajuda
a estabelecer o contexto.
Estas ideias carecem ainda de testes práticos, a fim de confirmar a sua
validade.
Dada a complexidade do assunto, alterações mais do que simples serão
efectuadas apenas se o seu desempenho não for preciso o suficiente.
6.9 Lidar com abreviaturas
As abreviaturas foram explicadas na secção 3.3.2. Encontram-se dois pro-
blemas com o seu uso;
o vrsI, trata todos os pontos como finais Não é possÍvel ter a certeza
se um ponto é ponto final ou se indica uma abreviatura, salvo testando para
saber se a abreviatura é reconhecida.
De momento, o ponto é aplicado apenas a palavras de uma letra, mas
como foi dito, há abreviaturas de duas ou mais letras que devem ser reco-
nhecidas.
A actual estratégia pode não paxecer muito significativa no geral, mas
após pesá-la com as situações que resolve - não são muitas - merece serrevista. Em especial porque, ao estender a cobertura de palavras abrevi-
adas de apenas uma letra para (por exemplo) B, o impacto no tempo de
processamento irá também aumentar.
A melhor solução poderá passar por fazer um levantamento da base de
dados do WordNet, e recolher todas as palawas que surgem com um ponto.
Esta lista será guardada num ficheiro, para evitar ter de refazer a busca.
sempre que uma palawa não consta no \4/ordNet, é procurada nesta
(curta) lista na altura de selecção de palavras. Tal ocorrerá, não na fase de
aglomeração, como é feito actualmente, mas na fase de selecção dos subs-
tantivos, garantindo que esta informação é procurada apenas uma vez para
cada palawa. caso seja encontrada, é adicionada à lista de palawas com o
ponto adicionado. Se acontecer que não venha a fazer parte de uma palawa
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composta, será descartada da lista. Isto enquadra-se bem no processo de
inclusão de preposições, descrito no ponto 6.7.
O WordNet não é consistente nas abreviaturas Por exemplo, a abre-
viação de "United States" paxece difÍcil de resolver completamente. Existe
no wordNet "u. s. Army'' e "us Navy". claramente, é necessário estabelecer
consistência.
Não há outra soluçã,o senão modificar manualmente todas as situações
irregulares, e submeter a alteração para ser integrada no projecto, a fim de
ser resolvido na versão seguinte e posteriores. Caso contrário, esta solução
(assim como outras) não irá cobrir todos os casos.
procurar um-a-um será uma tarefa morosa. O mais indicado será efectuar
pesquisas por:
o Duas letras maiúsculas seguidas,
o Duas letras maiúsculas separadas por um espaço,
o Uma letra maiúscula isolada (por exemplo, no fim - "Dr' J", 'oMr' T',
'oMelanie C"),1
o Pontos sem espaços a seguir, e
o Abreviaturas conhecidas, sem estarem terminadas por um ponto.
Os casos encontrados serão observados, e modificados de forma adequada
e consistente. Há que ter em atenção o caso particular de siglas, que são uma
forma de abreviatura que não usa pontos.
Visto que o problema não se limita ao WordNet, deverá ser criado um me-
canismo que traduza esta variabilidade grá,fica em algo reconhecido durante
a selecção de substantivos do texto.
6.L0 Nomes próprios que são tambêm comuns
As dificuldades com o nome "Condoleezza Ricd', apresentado na Secção 3.3.1
revelam um problema interessante.
Testar todas as palawas em maiúscula e minúsculas ê muito moroso'
Fazer a üsta dos nomes comuns que sã,o também nomes próprios no WordNet
(análogo ao sugerido no ponto 6.9) é uma possibilidade, mas náo muito
elegante.
Na Secção 3.2 é apresentado o output do vISL. Pode notar-se que é
mostrada a palawa original, e que a mesma informação é transferida paxa
o Prolog. Logo, mesmo que o nome seja "United Nations" - que o VISL
lDevido à gra,fia predominante nçtas situações, pode optar-se por ignorá-los
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traduziria para "united nation" - é possÍvel recuperar quer a grafia, quer onúmero.
A palawa original deve ser introduzida na rista de palar,,ras em vez do
lema se se verificarem todas as seguintes condições:
1. A palal'ra é um substantivo.
2. A palawa original foi escrita com maiúscula, e o lema apresentado pelo
VISL não é.
3. A palawa não inicia a frase.2
4. A palavra é precedida por um ou mais substantivos próprios, devida-
mente reconhecidos.S
Desta forma, deverá ser possÍvel reconhecer a grande maioria dos casos
em falta. Em inglês, no caso de um nome composto, apenas a última palavra
pode ser passada para o plural (ao contrário do português, onde a regra é
mais complexa). No caso de nomes próprios, são os apelidos que são mais
propensos a confusões.
o VISL, quando não reconhece uma palawa, classifica-a como substan-
tivo,enãoaaltera.
6.11 conflitos nas listas de conceitos afirmados e
negados
os conflitos entre as üstas de palawas úrmadas e negadas foram apresen-
tados na Secção 3.3.4, sendo uma anáIise dos problemas relacionados apenas
com a negativa feita no ponto 6.8 (Refazer as negações).
A resolução proposta paxa o caso das queries será, antes de escrever os
resultados, remover cada conceito conflituoso da lista em que possui a pon-
tuaçã,o inferior. Em caso de empate, deve ser removido da lista de palavras
negadas.
Existem dois motivos para dar preferência à lista das palavras úrmadas:
primeiro, porque se tende a dar mais atenção a esta lista, e como tal, se
este comportamento não for adequado, ê mais provável que seja mudado.
segundo, porque o sistema de de reconhecimento visual necessita do máximo
de informação possÍvel. Caso testes forneçam a indicação de que esta escolha
está incorrecta, pode ser alterada com facilidade.
2Dado que o vISL considera todos os pontos como pontos fi:rais, pode haver problema




Quando se expücou a forma como os caminhos são definidos, e como são
calculados, foi dito que seguiam apenas uma relaçõ,o. seria interessante aferir
os ganhos obtidos por permitir o cruzamento de relações'
Possivelmente serão promissores, visto que as relação de meronímia pas-
sariam a beneficiar da força dos hiperÓnimos. Mas estas vantagens levam
ao rápido crescimento do número de caminhos para cada synset' Em testes
preliminares, 125M8 de Global stack (o máximo) eram insuficientes para cal-
cular muitos dos caminhos. Alêm disso, o tempo de processamento aumentou
muito.
será necessá.rio uma outra abordagem à geração de caminhos, já que não
podem ser todos guardados. Possivelmente um algoritmo de "gera e compara
com O melhor até ao momento", Ou outro mais agresSivo de'tnterrompe eSte
caminho, porque por aqui os resultados serão piores que outro já visto".
6.L3 TYaduzir para substantivos colectivos
um dos conceitos definidos no TRECVID 2006 foi "crowd". No wordNet,
tal significa apena§ um agruparnento, sem mencionar que ê de pessoas, o que
implica que a distância entre'!erson" e "crowd" ê grande'
Assim, se surgir uma frase "Find shots with many persons", dificilmente
este conceito seria eleito (com a palawa'!eople" já será reconhecido).
"Many'' ê um adjectivo, assim como "several" e outros quantificadores'
Logo, esta ideia vai depender do ponto 6.15, que se refere ao uso de palawas
de outras classes gramaticais.
6.L4 Recorrer à W-W-W
Quando confrontado coln uma palawa desconhecida, o sistema deve 
procurar
ajuda paxa a entender, antes de desistir e ignorá-la.
É possÍvel que o erro se deva a um problema oúográ.fico no texto. Mas
antes ãe enveredar por esse calnpo, há que considerar a hipótese de alargar
a base de conhecimento, e faaer um esforço para reconhecer a palawa.
Actualmente, existem várias obras de referência de dimensão significativa
na internet: dicionários, enciclopêdias, biografias, liwos, e muito mais' Tüdo
acessÍvel através da Worlil Wi,ile Web.
Apesar de ser possÍvel tentar encontrar a palawa num número fixo de re
cursos, e desenvolver parsers para extrair a informação, ê preferÍvel encontrar
um serviço que procure em mais de um sÍtio, e retOrne um resumo.
uma pesquisa no Google iniciada por "define:" executa uma busca numa
sêrie de \ryebsites, e apresenta um excerto do texto que define o que foi es-
crito na query.Normalmente, o excerto corresponde às primeiras linhas, que
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costumam dar uma ideia geral.
As vantagens de faaer uma pesquisa deste tipo prendem-se com o número
de websi'tes consultados pelo Google, o resumo da informaÇfo, e estar tudo
junto, no mesmo formato. Desta forma, só é preciso fazer parsing a uma
página.
Após receber o resultado da gueru, e compilado o texto com a informação
útil, este texto pode ser submetido ao vISL para análise sintáctica, e àar
inÍcio a mais um ciclo do sistema, a fim de obter os conceitos associados. os
melhores conceitos são escolhidos, e associados (mantendo a pontuação) à
palawa original.
uma área em que este sistema ajudará bastante é nos nomes próprios. o
wordNet ê um pouco pobre nesse caJnpo, assim como nos nomes de marcas
e empresas.
Por exemplo, de acordo com o que foi descrito no ponto 6.10 (Nomes pró-
prios que são também comuns), eúste a forte suspeita de que ,,condoleezza
Rice" é um nome próprio. No entanto, não consta no wordNet. E feita a
busca na WWW.
o resultado inclui um excerto da versão inglesa da wikipedia. Diz:
condoleezza Rice (born November 14 1954) is the 66th united
states secretary of state, and the second in the administration
of President George w. Bush to hold the office. she succeeded
Colin Powell on January 26,2005, after his resignation.
Este texto é processado pelo VISL, passa para o prolog, e é dado inÍcio ao
seu processamento.
São identificadas as seguintes palavras:
[rice, November, state, secretary, state, administration,
President George W. Bush, office, powe11, January,
resignationl














Tâbela 6.1: Conceitos para ,,Condoleezza Rice,,
Estes conceitos (que seriam todos seleccionados) são depois associados a
"condoleezza Rice", e o resto da frase continua o a"r, p.o""rsamento.
Apesar de não ser perfeito (a'tesposta correcta,, seria apenas ,!erson,,),
consegue resultados muito melhores do que ignorar o que se desconhece.
6.L5. USÁR MAÚS DO QUE OS SUBSTÁNTryOS
6.15 LJsar mais do que os substantivos
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Apesar de haver ainda muito que explorar apena§ com os substantivos, even-
tualmente será necessário expandir a aplicação para abranger outras relações'
Os adjectivos e os verbos ajudam a limitar os significados de uma palawa'
Será este o passo inicial antes de tentar usar estas classes para influenciar
directamente o resultado de alguma forma (como serem comparados com
conceitos).
A funçã,o dos adjectivos é caracterizar os substantivos. Visto que nem to-
dos os adjectivos podem ser relacionados com todos os significados possÍveis
de um sutstantivo,4 o número de escolhas pode ser reduzido. Por exemplo,
ao dizer "empty glass", fala-se de copo e não de vidro (o material). Espera-se
que muitas das vezes o recurso aos adjectivos torne possÍvel fazet a escolha
entre significados concretos e abstractos.
Os verbos podem também ajudar a reduzir ambiguidades no texto' Por
exemplo, ,,Do it right,' ou'T\rrn right", ma§ na lÍngua inglesa operaJn sempre
sobre um sujeito da frase (exemplo: "He runs"), ou mais (exemplo: "He greets
the coleaguà and his friend"). Esse sujeito pode estar implÍcito na forma
oculta ou indeterminada. Dado que é difÍcil descobrir quais os sujeitos a
que o verbo se refere em frases mais elaboradas, enqua,nto que os adjectivos
precedem os substantivos que caracterizam, serão estes últimos que irão ser
adaptados ao classificador primeiro.
6.L6 Multi-threading
Atê aqui tem-se falado mais do desempenho em termos de resultados do que
do tempo de processamento. Um classificador de queri,es é uma ferramenta
interactiva muito útil (no TRECVID não existe interactividade, o tempo de
execução é passado para segundo plano).
Após a análise de toda uma biblioteca, os livros podem ser seleccionados
comparando os temas da query com os temas do conteúdo do liwo (ou do
seu resumo, se tal houver).
Por exemplo: ,,Find scary short stories", "Find romances set in Paris",
'oFind epic fantasy books with no elves" ou "Find books on Kepler's laws"'
Para ser útil, o classificador deve ser rápido, apesar dos bons resultados
serem o mais importante.
Feüzmente, a abordagem utilizada é altamente paraleüzável. Como as
palawas são analisadas uma a uma, e de forma independente, estas podem
ser distribuÍdas por várias threads. Cada thread irá pedir uma outra palawa
para analisar após ter pontuado todos os caminhos da palawa a'nterior, e
determinado a pontuação para cada conceito.
aAssume-se que este classificador não será usado em poesia'
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A base de dados do wordNet é usa.da apenas para consulta (logo, par-
tilhável, o que é agradável já que representa muitos dados em me-ória), e
existem apenas duas estruturas de dados significativas - a lista de palawase a lista de conceitos.
A fase inicial, onde se define a lista de palawas a analisar, não beneficia
de paralelismo. Logo não é necessário regular o aceso a ela.
As listas de conceitos irão requerer semáforos para evitar problemas de
concorrência na escrita.
É conveniente ter as threads sempre ocupadas. euer isso dizer que, para
evitar o d,ownt'i,me das tarefas de selecção de palawas e de outpuú, poderá
optar-se por uma thread especializada, que garantia uma lista de palavras
sempre à frente. o output poderá ser guardado em memória até ao fim do
processamento.
Pensando em maior escala, pode imaginar-se o mesmo processo multipli-
cado por várias máquinas, havendo um coordenador central que vai distri-
buindo as listas de palavras, e reconstruindo o resultado na ordem correcta.
Há que lembrar, no entanto, que várias máquinas multicore não são bons
substitutos para algoritmos eficientes, ê os actuais beneficiariam de algu-




Terminado o trabalho, há que fazer asua avaliação, e verificar se os objectivos
inicialmente traçados foram cumpridos.
A primeira ilação que §e pode retirar, é que o sistem desempenha a
sua função de classificação de forma correcta, ainda que lenta; sublinhe-
se, no entanto, que foi desde logo claramente assumido este aspecto como
secundário. A abrangência e precisão perto dos 60% é um nÍvel razoável, e
seria superior se o grau de exigência não fosse tão alto. o teste simples da
Reuters apresentou também bons resultados, com uma abrangência superior
a 80% e 45Yo de Precisão.
A anáIise sintáctica efectuada pelo vISL, embora apresente imperfeições,
estas são contornáveis. A final, a anáIise considera-se como satisfatória'
O WordNet apresenta algumas inconsistências e falhas na informação,
nalguns pontos desactualizada, noutros omissa. Atendendo à globalidade
da sua informação, seria injusto aponta,r alguns casos particulares a uma
aglomeração de conhecimento destas dimensões'
Tiabalhar com o WordNet relembra o que muitos apontam como a origem
do sucesso do Google: deixar as máquinas executarem a tarefa em que são
melhores (indexar grandes volumes de dados), e os humanos faaerem o que
eles faaem bem (relacionar informação).
Aqui usa-se o conhecimento e trabalho de peritos em linguística, o que
faz toda a diferença, já que o sistema nã,o começa do zero. No entanto, seria
interessante compleáenta,r, um dia, esta informação com a capacidade de
aprendizagem.- 
No gerat, observando os resultados, que se a,figuram bastante satisfat&
rios, e ánsultando o rol de ideias presente na secção dedicada ao trabalho
futuro, é caso para ter esperança num feliz desempenho caso se verifique
uma participação no TRECVID 2008. Quanto a uma aplicaçã.o fora deste
âmbiio, ainda não é possÍvel fazer projecções, visto quase não haver testes
elaborados. Salienta-se ainda que, no presente estado, o tempo de execução
é muito elevado, apesax de edstirem já soluções planeadas'
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APENDICE A. LISTA DE CONCEITOS
Apêndice A
Lista de conceitos
Shots depicting any sport in action
DROPPED (nao r,ai ser usado)
Shots depicting any weather related news or bul-
letin
Shots of the interior of a court-room location
Shots of the interior of an office setting
Shots of a Meeting taking place indoors
Shots of the studio setting including anchors, in-
terviews and all events that happen in a news
room
Shots of Outdoor locations
Shots of an exterior of a building
Shots with the desert in the background
Shots depicting natural or artificial greenery, ve-
getation woods, etc.
Shots depicting a mountain or mountain range
with the slopes visible
Shots depicting a road
Shots depicting sky
Shots depicting snow
Shots depicting an urban or suburban setting
Shots depicting a crowd
Shots depicting a waterscape or waterfront
Shots depicting a waterscape or waterfront
Shots depicting a face
Shots depicting a person (the face may or may
not be visible)
DROPPED (nao vai ser usado)
DROPPED(nao vai ser usado)
Shots depicting the military personnel
Shots depicting law enforcement or private secu-
rity agency personnel
Shots depicting law enforcement or private secu-
rity agency personnel
Shots depicting a captive person, e.g., impriso-
ned, behind bars, in jail or in handcuffs, etc.
Shots depicting an animal, not counting a hu-animal





















Shots depicting a US flag
Shots depicting a television or computer §creen
Shots depicting a television or computer screen
Shots of an airplane
Shots of a car
Shots of a bus
Shots of a truck
Shots of a boat or ship
Shots depicting a person walking or running
Shots depicting a person walking or running
Shots depicting the happening or aftermath of a
natural disaster such as earthquake, flood, hur-
ricane, tornado, tsunami
Shots of a boat or ship
Shots of a boat or shiP
Shots depicting many people marching as in a
parade or a protest
Shots depicting many people marc,hing as in a
parade or a protest
Shots of an explosion or a fire
Shots of an explosion or a fire
Shots depicting regional territory graphically as
a geographical or political maP
Shots depicting any graphics that is artificially
generated such as bar graphs, line charts, etc.
(maps should not be included)
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Apêndice B
Calcular um caminho
% CaIcuIa un caminlo, em pseudo-prolog
caminbo-inv(Funçâo, Nó, [Nólcarninho] ) :-
Função(Nô, Pai),
caninho(Funçã.o, Nó, Caminho) .




caninho(No, Funçâo, Caminho) :-
caminho-inv(Função, Nó, Caminho-inverso) : -
reverse (Carninlo-inverso, Caninho) .
91
