Abstract
sion data. We will use Bayesian inference to characterise the joint posterior distribution p(t|X) 114 of the pseudotimes t = {t 1 , . . . , t n } given the expression data X = {x 1 , . . . , x n } for n single cells.
115
As the integrals involved are mathematically intractable, we will use Markov Chain Monte Carlo the temporal process and a value 1 to the other. In this work we focus only on non-bifurcating 121 processes. Figure 2 gives a diagrammatic representation of our proposed workflow and a more 122 detailed model descriptions is given in Methods.
123

Sources of uncertainty in pseudotime inference
124
We applied our probabilistic pseudotime inference to three published single-cell RNA-seq datasets 
145
It is interesting to discuss the latter point as it is an issue that is often not adequately 146 addressed or fully acknowledged in the literature. The GPLVM applied assumes a homoscedastic 147 noise distribution which is uniform along the pseudotime trajectory. However, it is clear that 148 the variability of the data points can change along the trajectory and a heteroscedastic (non-149 uniform) noise model may be more appropriate in certain scenarios. Unfortunately, whilst 150 models of heteroscedastic noise processes can be applied Le et al. (2005) , these typically severely 151 complicate the statistical inference and require a model of how the variability changes over 152 pseudotime which is likely to be unknown. The important point here is that the posterior 153 probability calculations are always calibrated with respect to a given model. The better the 154 model represents the true data generating mechanism, the better calibrated the probabilities.
155
Model misspecification can also contribute to posterior uncertainty in inferred parameters.
156
Returning to the intrinsic cell-to-cell variability, we next considered the conditional posterior 157 predictive data distributions p(X * |t * , X) which are shown in Figure 3D -F. These distributions
158
show the possible distribution of future data points given the existing data and a theoretical 159 pseudotime t * and, in this example, we condition on pseudotimes t * = 0.5 and t * = 0.7. Al- limits the temporal resolution that can be obtained.
164
It is important to note that the posterior mean trajectories correspond to certain a priori 165 or subjective smoothness assumptions (specified as hyperparameters in the model specification) become an additional source of uncertainty in the pseudotime estimates. However, we favoured 171 hyperparameter settings that gave rise to well-defined (unimodal) posterior distributions that 172 6 . CC-BY 4.0 International license not peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/047365 doi: bioRxiv preprint first posted online Apr. 5, 2016;  resulted in multiple independent Markov Chain Monte Carlo runs converging to the same mean 173 trajectory rather than settings that give rise to a "lumpy" posterior distribution with many 174 local modes corresponding to different interpretations of the data (see Supplementary Figure   175 S3). Later on, when we consider inference using multiple representations, the ability to specify 176 a wider choice of trajectories is useful as we will demonstrate how the correspondence between 177 pseudotime trajectories in different reduced dimension representations is not always obvious 178 from a visual analysis.
179
We next examined the posterior distributions in pseudotime assignment for four cells from 180 the Trapnell dataset in Figure 5A . Uncertainty in the estimate of pseudotime is assessed using 181 the highest probability density (HPD) credible interval (CI), the Bayesian equivalent of the 182 confidence interval. The 95% pseudotime CI typically covers around one quarter of the tra-183 jectory, suggesting that pseudotemporal orderings of single-cells can potentially only resolve a 184 cell's place within a trajectory to a coarse estimate (e.g. 'beginning', 'middle' or 'end') and 185 do not necessarily dramatically increase the temporal resolution of the data. One immediate 186 consequence of this is that it is unlikely that we can make definite statements such as whether 187 one cell comes exactly before or after another. This is illustrated in Figures 5B-D Figure S2 ). be involved in muscle differentiation -had a q-value of 6.6 × 10 −11 using the MAP pseudotime 218 ordering, but was also called significant in all the posterior pseudotime ordering samples having 219 a median q-value of 4.4 × 10 −11 . This indicates that the significance of the temporal expression 220 variability of ID1 is robust with respect to posterior sampling of the pseudotime ordering whilst 221 the significance ITGAE is much more dependent on the ordering chosen.
222
As a conservative rule of thumb, we designated a putative temporal association as a false 223 positive if the gene has a Q-value less than 5% at the MAP estimate of pseudotime but is 224 significant in less than 95% of the posterior pseudotime samples. Looking across all genes in the
225
Trapnell data, Figure 6B shows that a significant number of genes that were found to have a Q-226 value < 0.05 and deemed significant based on the MAP pseudotime ordering, did not replicate 227 consistently and were not robust to alternate orderings. In fact, across the three datasets we 228 analysed, we found that the false discovery rate, when adjusted for pseudotime uncertainty, 229 ranged from 4% to 20% ( Figure 6C ). This indicates the FDR can be up to much larger than 230 the expected 5% and crucially is variable across datasets meaning there is no simple rule of 
241
This model provides a highly flexible but non-specific model of pseudotime dependence that
242
was not suited to the next question we wished to address.
243
Specifically, we were interested in whether we could identify if two genes switched behaviours 
253
We applied our sigmoidal model to learn patterns of switch-like behaviour of genes in the 254 Trapnell dataset. For each gene we estimated the activation time (t 0 ) as well as the activation 255 strength (k). We fitted these sigmoidal switching models to all posterior pseudotime samples 256 to approximate the posterior distribution for the time and strength parameters. We uncovered 257 a small set of genes whose median activation strength is distinctly larger than the rest and 258 had low variability across posterior pseudotime samples implying a population of genes that 259 exhibit highly switch-like behaviour ( Figure 7A ). Some genes showed high activation strength 260 9 . CC-BY 4.0 International license not peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/047365 doi: bioRxiv preprint first posted online Apr. 5, 2016;  for certain pseudotime orderings but low overall median levels across all the posterior samples.
261
We concluded that genes with large credible intervals on the estimates of activation strength 262 do not show robust switch-like behaviour and demonstrate the necessity of using probabilistic 263 methods to infer gene behaviour as opposed to point estimates that might give highly unstable 264 results.
265
Representative examples of genes with large and small activation strengths showed marked 266 differences in the gene expression patterns corresponding to strong and weak switch-like be-267 haviour as expected ( Figure 7B ). In addition, we examined the posterior density activation One characteristic of the GPLVM is that the likelihood is conditionally independent across 306 input dimensions. A consequence of this is that we can integrate heterogeneous data sources 307 to learn pseudotimes as there is no requirement that each input dimension should come from 308 the same representation or assay. We exploited this feature to examine the effect of the initial 
330
We caution though that this integration approach is not intended to contain any arbitrary to characterise the utility of a probabilistic approach to the single cell pseudotime ordering 343 problem over approaches that only return a single point estimate of pseudotime. Our work is 344 significant since it has so far not been possible to assess the impact of this statistical uncertainty 345 in downstream analyses and to ascertain the level of temporal resolution that can be obtained.
346
In order to address this we adopted a Gaussian Process Latent can lead to increased number of false discoveries but that it is possible to assess the impact of 359 such assumptions within a probabilistic framework.
360
It is important to note that the GPLVM used in our investigations is not intended to be 
368
We also developed a novel sigmoidal gene expression temporal association model that en-369 abled us to identify genes exhibiting a strong switch-like (in)activation behaviour. For these 370 genes we were then able to estimate the activation times and use these to assess the time reso- 
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Methods
392
In addition to the descriptions below, further methodological descriptions and links to code to 393 reproduce all our findings are given in Supplementary Methods.
394
Statistical model for probabilistic pseudotime
395
The hierarchical model specification for the Gaussian Process Latent Variable model is described 396 as follows: 5, 2016; where x i is the P -dimensional input of cell i (of N ) found by performing dimensionality re-398 duction on the entire gene set (for our experiments P = 2 following previous studies). The 399 observed data is distributed according to a multivariate normal distribution with mean func- respectively. Therefore, adjusting these parameters allows curves to match prior smoothness 408 expectations provided by plotting marker genes.
409
The hyperparameters γ α , γ β , α, β, µ t and σ 2 t are fixed and values for specific experiments 410 for given in Supplementary Information. Inference was performed using the Stan probabilistic 411 programming language Gelman et al. (2015) and our implementation is available as an R package 412 at http://www.github.com/kieranrcampbell/pseudogp.
413
Integrating multiple representations
414
One feature of the GPLVM is that the likelihood is conditionally independent (given the pseu- 
where t is the pseudotime vector to be learned and inference proceeds straightforwardly using 421 this product likelihood. 
15
. CC-BY 4.0 International license not peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/047365 doi: bioRxiv preprint first posted online Apr. 5, 2016;  time 424 We detail the mathematical specification of the sigmoidal switch model below. Let y ij debotes 425 the log 2 gene expression of gene i in cell j at pseudotime t j then
where
, if gene i differentially expressed.
Under this model the parameter k i can be thought of as an activation 'strength' relating to 428 how quickly a gene switches on or off, while t 
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Figure 4: Effect of prior expectations on pseudotime trajectories. The prior probability distribution (defined in terms of hyperparameters (γ α , γ β ) in our model) on the expected smoothness of pseudotime trajectories can fundamentally change the inferred progression path. Examples shown using the data of Trapnell et al. (2014 ) Trapnell et al. (2014 . Red -shows the density of the posterior predictive data distribution. Black -shows the mean pseudotime trajectory. Shrinkage hyperparameters (γ α , γ β ) of (30, 5), (5,1) and (3,1) were used for A, B and C respectively.
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