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DIFFERENTIAL TOPOLOGY OF GAUSSIAN RANDOM FIELDS:
APPLICATIONS TO RANDOM ALGEBRAIC GEOMETRY
ANTONIO LERARIO AND MICHELE STECCONI
Abstract. Using the tools that we have developed in [20], we study properties of
random Kostlan polynomial maps (viewed as random variables in the space of C∞-
maps, see Theorem 1). We apply these tools to the study of problems in random
real algebraic geometry, with particular emphasis on the local structure of “random
singularities” (i.e. the set of points where a map has some high-order jet of a prescribed
type). This study leads to a generalized “square-root law” for the topology (Betti
numbers or number of points) of a random singularity (Theorem 13 and Theorem 14):
as the degree goes to infinity, the expected value of this number grows like the square
root of the corresponding deterministic upper bound (most of the times coming from
complex algebraic geometry). Finally, we establish two technical results of independent
interest (used for the deterministic estimate of the topology of jet-type singularities and
for the lower bound on its expectation): first we obtain Morse inequalities for stratified
spaces that are “almost” semialgebraic (Theorem 8 and Theorem 15), second we prove
a semicontinuity result for the topology of the zero set of a nondegenerate equation
under a small C0 perturbation of this equation (Theorem 16).
1. Introduction
1.1. Random algebraic geometry. Over the past few years there has been a lot of
activity around the emerging field of random algebraic geometry, whose main idea is to
study real geometry by replacing the world “generic” (from complex algebraic geometry)
with the world “random”.
A random study of algebraic geometry starts with the choice of a probability distri-
bution on the space of (homogeneous) polynomials. It is natural to require that this
distribution is gaussian, centered, and that it is invariant under orthogonal changes of
variables (in this way there are no preferred points or directions in the projective space).
If we further assume that the monomials are independent, this distribution is unique
(up to multiples), and called the Kostlan distribution.
To be more precise, this probability distribution is the measure on R[x0, . . . , xm]k(d)
(the space of k-tuples of homogeneous polynomials of degree d) induced by the gaussian
random polynomial:
Pm,kd (x) =
∑
α∈Nm+1, |α|=d
ξαx
α,
1
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where xα = xα00 . . . x
αm
m and {ξα} is a family of independent gaussian random vectors in
Rk with covariance matrix
Kξα =
(
d
α
)
1k =
(
d!
α0! . . . αm!
)
1k.
We will call Pm,kd the Kostlan polynomial of type (d,m, k) (we will simply write Pd =
Pm,kd when the dimensions are understood).
Historically, the whole subject started with the study of the case (m, k) = (1, 1),
i.e. the study of the random univariate polynomials pd : R → R defined by pd(u) =
P 1,1d (1, u). Edelman and Kostlan [5] have proved that, for this model of random polyno-
mials, the expectations of the number of real zeroes is
√
d. We can intuitively explain
this result as follows. First we observe that we can think at a Kostlan polynomial as a
section of the line bundle O(d)→ RP1 (in this way we make more clear that the orthog-
onal invariance corresponds to isotropy of the real projective line). If one then considers
the rescaled version Xd(x) = Pd(1, xd
−1/2) of the Kostlan polynomial (a blow-up of the
model on a small neighborhood of the origin) this rescaled version has a “limit” when
d→∞, and the expected number of zeroes of this limit is Θ(1). Since RP1 is the union
of Θ(d1/2) many disks of radius Θ(d−1/2), the
√
d is viewed as the sum of Θ(d1/2) many
contributions each of order Θ(1) (see Section 1.3 for more detailed discussion).
The main feature here is the fact that the local model of a Kostlan polynomial has a
rescaling limit. The orthogonal invariance is used to prove that the limit does not depend
on the point where we center the local model, hence it is enough to work around the
point [1, 0, . . . , 0] ∈ RPm. These considerations lead to introduce the Gaussian Random
Field Xd : Dm → Rk (we call it the rescaled Kostlan) defined by:
(1.1) Xd(u) = P
m,k
d
(
1,
u1√
d
, . . . ,
um√
d
)
.
The first main result of the paper is a description of the properties of the rescaled Kostlan
polynomial, in particular its convergence in law as a random element of the space of
smooth functions, space which, from now, on we will always assume it is endowed with
the weak Whitney’s topology as in [20].
Theorem 1 (Properties of the rescaled Kostlan). Let Xd : Rm → Rk be the Gaussian
random field defined in (1.1).
1. (The limit) Given a family of independent gaussian random vectors ξβ ∼ N
(
0, 1β!1k
)
,
the series
X∞(u) =
∑
β∈Nm
ξβu
β,
is almost surely convergent in C∞(Rm,Rk) to the Gaussian Random Field X∞ ∈
G∞(Rm,Rk)1.
1This is a notation introduced in [20] to denote the space of smooth gaussian random fields.
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2. (Convergence) Xd ⇒ X∞ in G∞(Rm,Rk), that is:
lim
d→+∞
E{F (Xd)} = E{F (X∞)}
for any bounded and continuous function F : C∞(Rm,Rk) → R. Equivalently, we
have
(1.2) lim inf
d→+∞
P{Xd ∈ U} ≥ P{X∞ ∈ U}
for any open subset U ⊂ C∞(Rm,Rk).
3. (Nondegeneracy of the limit) The support of X∞ is the whole C∞(Rm,Rk). In other
words, for any non empty open set U ⊂ C∞(Rm,Rk) we have that P{X∞ ∈ U} > 0.
4. (Probabilistic Transversality) For d ≥ r and d =∞, we have supp(jrpXd) = Jrp (Rm,Rk)
for every p ∈ Rm and consequently for every submanifold W ⊂ Jr(Rm,Rk), we have
P{jrXd tW} = 1.
5. (Existence of limit probability) Let V ⊂ Jr(Rm,Rk) be an open set whose boundary
is a (possibly stratified) submanifold2. Then
lim
d→+∞
P{jrpXd ∈ V, ∀p ∈ Rm} = P{jrpX∞(Rm) ∈ V, ∀p ∈ Rm}.
In other words, we have equality in (2) for sets of the form U = {f : jrf ∈ V }.
6. (Kac-Rice densities) Let W ⊂ Jr(Rm,Rk) be a semialgebraic subset of codimension
m, such that3 W −t Jrp (Rm,Rk) for all p ∈ M (i.e. W is transverse to fibers of the
projection of the jet space). Then for all d ≥ r and for d = +∞ there exists a locally
bounded function ρWd ∈ L∞loc(Rm) such that4
E#{u ∈ A : jruXd ∈W} =
∫
A
ρWd ,
for any Borel subset A ⊂ Rm. Moreover ρWd → ρW∞ in L∞loc.
7. (Limit of Betti numbers) Let W ⊂ Jr(Rm,Rk) be any closed semialgebraic subset
transverse to fibers. Then:
(1.3) lim
d→+∞
E
{
bi
(
(jrXd)
−1(W ) ∩ Dm)} = E{bi ((jrX∞)−1(W ) ∩ Dm)} ,
where bi(Z) = dimHi(Z,R). Moreover, if the codimension of W is l ≥ 1, then the
r.h.s. in equation (7) is strictly positive for all i = 0, . . . ,m− l.
Before proceeding with discussing our general “square-root law” (Section 1.3) we
present now a sequence of examples and applications which follow from applying Theo-
rem 1. (See Section 2 for more precise statements and proofs.)
Example 2 (Zero sets of random polynomials). Consider the zero set Zd ⊂ RPm of
a random Kostlan polynomial Pd = P
m+1,1
d . Recently Gayet and Welschinger [9] have
proved that given a compact hypersurface Y ⊂ Rm there exists a positive constant
c = c(Rm, Y ) > 0 and d0 = d0(Rm, Y ) ∈ N such that for every point x ∈ RPm and every
2For example V could be a semialgebraic set
3In this paper the symbol −t stands for “it is transverse to”.
4A formula for ρWd is presented in [20], as a generalization of the classical Kac-Rice formula.
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large enough degree d ≥ d0, denoting by Bd any open ball of radius d−1/2 in RPm, we
have:
(1.4) (Bd, Bd ∩ Zd) ∼= (Rm, Y )
(i.e. the two pairs are diffeomorphic) with probability larger than c. This result follows
from Theorem 1 as follows. Let Dm ⊂ Rm be the unit disk, and let U ⊂ C∞(Dm,R) be
the open set consisting of functions g : Dm → R whose zero set is regular (an open C1
condition satisfied almost surely by Xd, because of point (4)), entirely contained in the
interior of Dm (an open C0 condition) and such that, denoting by B ⊂ Rm the standard
unit open ball, the first two conditions hold and (B,B ∩ {g = 0}) is diffeomorphic to
(Rm, Y ) (this is another open C1 condition). Observe that, using the notation above:
(Bd, Bd ∩ Zd) ∼ (B,B ∩ {Xd = 0})
(this is simply because Xd(u) = Pd(1, ud
−1/2)). Consequently point (5) of Theorem 1
implies that:
lim
d→+∞
P{(2)} = lim
d→∞
P {(B,B ∩ {Xd = 0}) ∼ (Rm, Y )}
= lim
d→∞
P {Xd ∈ U}
= P {X∞ ∈ U} > 0.
We stress that, as an extra consequence of Theorem 1, compared to [9] what we get is
the existence of the limit of the probability of seeing a given diffeomorphism type. (See
section 2.4 for results with a similar flavour.)
Example 3 (Limit topologies a-la Sarnak-Wigman). Let us consider the rescaled Kost-
lan polynomial Xd : Dm → R as in Theorem 1. Let ν(Xd) be the random variable
“number of connected components of {Xd = 0} entirely contained in Dm”. Let also
Hm−1 be the set5 of diffeomorphism classes of smooth, connected compact hypersur-
faces M ⊂ Rm. Following [23], we consider the random probability measure
µd =
1
ν(Xd)
∑
h⊂{Xd=0}∩Dm
δ[h]
where the sum ranges over all components h of the zero set of Xd and [h] denotes the
diffeomorphism class of h. The measure µd is a random variable with values in the set
P(Hm−1) considered with the discrete topology. Using Theorem 1 one can prove (see
Section 2.3) that the sequence {µd}d∈N converges to a limit random probability measure
µ∞ whose support is the whole Hm−1. Equivalently, for any fixed probability measure
µ ∈P(Hm−1), we have
lim
d→∞
P{µd = µ} = P{µ∞ = µ} > 0.
5Note that Hm−1 is a countable set: in fact, every compact hypersurface in Rm is isotopic (hence
diffeomorphic) to the zero set of a real polynomial, by a result of Seifert [24] (see also [15, Special
case 5] for a concise proof) and the set of all possible smooth algebraic hypersurfaces of Rm, up to
diffeomorphisms, is countable.
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Figure 1. The random set Sd = {Xd = 0} ⊂ Dm is a rescaled version
of Zd ∩D(p, d−1/2), where Zd = {ψd = 0}.
Example 4 (Random rational maps). The Kostlan polynomial Pm,k+1d can be used
to define random rational maps. In fact, writing Pm,k+1d = (p0, . . . , pk), then one can
consider the map ϕm,kd : RP
m 99K RPk defined by:
(1.5) ϕm,kd ([x0, . . . , xm]) = [p0(x), . . . , pm(x)].
(When m > k, with positive probability, this map might not be defined on the whole
RPm; when m ≤ k with probability one we have that the list (p0, . . . , pk) has no common
zeroes, and we get a well defined map ϕm,kd : RP
m → RPk.) Given a point x ∈ RPm
and a small disk Dd = D(x, d
−1/2) centered at this point, the behavior of ϕm,kd |Dd is
captured by the random field Xd defined in (1.1): one can therefore apply Theorem 1
and deduce, asymptotic local properties of this map.
For example, when m ≤ k for any given embedding of the unit disk q : Dm ↪→ RPk
and for every neighborhood U of q(∂Dm) there exists a positive constant c = c(q) > 0
such that for big enough degree d and with probability larger than c the map
Xd = ϕ
m,k
d ◦ ad : Dm → RPk
(defined by composing ϕ with the rescaling diffeomorphism ad : Dm → Dd) is isotopic
to q thorugh an isotopy {qt : Dm → RPk}t∈I such that qt(∂Dm) ⊂ U for all t ∈ I.
Example 5. The random map ϕm,kd is strictly related to the smooth GRF ψ
m,k
d : S
m →
Rk defined by:
ψm,kd (x) = P
m,k
d (x),
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which is an easier object to work with. For example the random algebraic variety
{ϕd = 0} is the quotient of {ψd = 0} modulo the antipodal map. If we denote by Dd
any sequence of disks of radius d−
1
2 in the sphere, then ψd|Dd ≈ Xd, so that we can
understand the local asymptotic behaviour of ψd using Theorem 1 (see Figure 1). For
instance, from point (7) it follows that
E {bi ({ψd = 0} ∩Dd)} → E {bi ({X∞ = 0} ∩ Dm)} .
Example 6 (Singularities of random maps). An interesting example (related to the
previous ones) is the case of random planar maps. Let
ϕ2,2d : RP
2 → RP2
be a random rational map of degree d as defined in (4). For a generic map g : D2 → R2
only three type of singularities can appear at the origin (see [26]): (1) a regular point
of g; (2) a fold point; (3) a simple cusp. Moreover this singularities are stable, meaning
that they persist on a small disk after a small perturbation of the function g. As a
consequence, using Theorem 1, one can show that for every x ∈ RP2 each of these
singularities has a positive probability of appearing in the disk Dd = D(x, d
−1/2) (i.e.
as a singularity of the map ϕ2,2d |Dd). (See Section 2.3 for a more precise statement.)
Example 7 (Random knots). Kostlan polynomials offer different possible ways to define
a “random knot”. The first is by considering a random rational map:
ϕ1,3d : RP
1 → RP3,
to which the discussion from Example 4 applies. (Observe that this discussion has to
do with the local structure of the knot.)
Another interesting example of random knots, with a more global flavour, can be
obtained as follows. Take the random Kostlan map Xd : R2 → R3 (as in (1.1) with
m = 2 and k = 3) and restrict it to S1 = ∂Dm to define a random knot:
kd = Xd|∂Dm : S1 → R3.
The difference between this model and the previous one is that this is global, in the sense
that as d→∞ we get a limit global model k∞ = X∞|∂D : S1 → R3. What is interesting
for this model is that the Delbruck–Frisch–Wasserman conjecture [4, 7], that a typical
random knot is non-trivial, does not hold: in fact k∞ charges every knot (included the
unknot) with positive probability (see Section 2.5).
1.2. Singularities of polynomial maps. For a given closed semialgebraic submanifold
W ⊂ Jr(Sm,Rk), consider the random compact subset Zd ⊂ Sm defined as the preimage
of W under the map jrψd, where ψd is the random polynomial map
ψd = P
m,k
d |Sm : Sm → Rk.
The set Zd can be though as the set of points where the map ψd attains a given jet-
singularity W .
Let b(Zd) = (b0(Zd), . . . , bm(Zd)) be the vector of all Betti numbers of Zd. We are
interested in studying the behaviour of b(Zd), as d→ +∞, both from the deterministic
and the random point of view.
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Note that, if l is the codimension of W the last l entries of the list b(Zd) are almost
surely zeros. In general we prove the following deterministic estimate for the topology
of Zd (see Theorem 37).
Theorem 8. There is a constant AW ≥ 0 depending only on W such that
(1.6) |b(Zd)| ≤ AWdm
for all d ≥ r, almost surely.
Remark 9. The statement above is still true if we replace the words “almost surely”
with “for the generic choice of ψ” 6, so that the theorem becomes a deterministic result
of independent interest.
Example 10 (Real algebraic sets). Let us take W = Sm × {0} ⊂ J0(Sm,Rk), then
j0ψ−1(W ) is the zero set of ψd : Sm → Rk, i.e. the set of solutions of a system of
polynomial equations of degree d. In this case the inequality (8) follows from [21].
Example 11 (Critical points). If we pick W = {j1f = 0} ⊂ J1(Sm,R), then j1ψ−1d (W )
is the set of critical points of ψd : S
m → R. In 2013 Cartwright and Sturmfels [3] proved
that
#Zd ≤ 2(d− 1)m + · · ·+ (d− 1) + 1
(this bounds follows from complex algebrais geometry), and this estimate was recently
proved to be sharp by Kozhasov [17]. Of course one can also fix the index of a non-
degenerate critical point (in the sense of Morse Theory); for example we can take
W = {df = 0, d2f > 0} ⊂ J2(Sm,R), and j2ψ−1d (W ) is the set of nondegenerate
minima of ψd : S
m → R (similar estimates of the order dm holds for the fixed Morse
index, but the problem of of finding a sharp bound is very much open).
Example 12 (Whitney cusps). When W = {Whitney cusps} ⊂ J3(S2,R2), then
ψ3df
−1(W ) consists of the set of points where the polynomial map ψd : S2 → R2 has a
critical point which is a Whitney cusp. In this case (8) controls the number of possible
Whitney cusps (the bound is of the order O(d2)).
1.3. The generalized square-root law. In this section we finally discuss the gener-
alized square-root law, which describes the average topological complexity (measured
using Betti numbers) of a random jet-type singularity. From a broad point of view, our
Theorem 13 below tells that real algebraic geometry, when approached from a random
point of view, behaves as the square-root of complex algebraic geometry. As we already
noted above, E. Kostlan and A. Edelman [5,16] were the first to observe this phenome-
non: a random Kostlan polynomial of degree d in one variable has
√
d many real zeroes
on average (in the notation of the current paper this correspond to the case of ψ1,1d ).
Shub and Smale [25] generalized this result to the higher dimensional case, proving the
formula:
E
(
#{ψm,1d1 = · · · = ψ
m,1
dm
= 0}
)
= 2
√
d1 . . . dm,
6This is false in general, but it is clear from the statement of Theorem 37 in this case.
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hence, in particular E#{ψm,md = 0} = 2d
m
2 (the factor “2” comes from the fact that we
are stating the problem on the sphere rather than on projective space).
Moving a bit closer to topology, Bu¨rgisser [2] and Podkorytov [22] proved that the
expectation of the Euler characateristic of a random Kostlan algebraic set has the same
order of the square-root of the Euler characteristic of its complex part (when the dimen-
sion is even, otherwise it is zero). A similar result for the Betti numbers has also been
proved by Gayet and Welschinger [9–11], and by Fyodorov, Lerario and Lundberg [8] for
invariant distributions; using the language of the current paper, these results correspond
to the case of Zd = {ψm,kd = 0}.
Here we prove a far generalization of the previous results, which are special cases of
next two theorems (in an asymptotic sense).
Theorem 13 (Generalized square-root law for Betti numbers). Let W ⊂ Jr(Sm,Rk)
be a closed semialgebraic intrinsic7 of codimension 1 ≤ l ≤ m. Then there are constants
bW , BW > 0 depending only on W such that
(1.7) bWd
m
2 ≤ E{bi(Zd)} ≤ BWd
m
2 ∀i = 0, . . . ,m− l
and E{bi(Zd)} = 0 for all other i.
If W is of codimension m, then by Theorem 1, Zd is almost surely a finite set of
points, hence b(Zd) = (#Zd, 0, . . . , 0). In this case we can prove a more precise result.
Theorem 14 (Generalized square-root law for cardinality). Let W ⊂ Jr(Sm,Rk) be a
semialgebraic intrinsic subset of codimension m. Then there is a constant CW > 0 such
that:
E{#Zd} = CWd
m
2 +O(d
m
2
−1).
Moreover, the value of CW can be computed as follows. Let Y∞ = e−
|u|2
2 X∞ ∈ G∞(Dm,Rk)
and let W0 ⊂ Jr(Dm,Rk) be the local model for W . Then
CW = m
vol(Sm)
vol(Sm−1)
E#{u ∈ Dm : jruY∞ ∈W0}.
1.4. Why the square-root law? We spend now a few lines trying to explain the
connection between Theorem 1 and Theorem 13, at least in a naive way.
Let us look at the projective picture and fix a point p ∈ RPm ⊂ CPm – we know that,
because the model is orthogonally invariant, from the point of view of a Kostlan poly-
nomial, this point is like any other point. Let us also pick small disks DRPm(p, d
−1/2) ⊂
RPm and DCPm(p, d−1/2) ⊂ CPm and consider the following diagram of maps:
7Roughly speaking, being intrinsic means being invariant under diffeomorphisms of Sm and it is
satisfied in all the examples above, see Definition 31.
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RPm CPm
DRPm(p, d
−1/2) DCPm(p, d−1/2)
Dm D2m
C
ad
Xd
aCd
XCd
Here aCd is a diffeomorphism of the disk D2m onto DCPm(p, d−1/2) and XCd is the
extension of Xd to complex variables.
Theorem 1 tells us that the sequence of random variables {Xd}d∈N ⊂ C∞(Dm,C) has
a limit as d → ∞, and in fact the same is true for the sequence of random variables
{XCd }d∈N ⊂ C∞(D2m,C) (this follows from [20, Theorem 3], since the covariance function
of XCd converges in the C
∞ topology). In particular, if we denote by Zd the set of
points on the real projective space where we attain a given jet singularity and by ZCd
the set of points with this given singularity in the complex space, the geometry of the
pair (Zd ∩DRPm(p, d−1/2), ZCd ∩DCPm(p, d−1/2)) “converges” to the geometry of a pair
(Y∞, Y C∞) as the neighborhoods DRPm(p, d−1/2) and DCPm(p, d−1/2) shrink:
Dm D2m
Y∞ Y C∞
In other words: at the scale Θ(d−1/2) the geometries of Zd and ZCd become comparable.
Now, up to fluctuations of smaller order, the global geometry of Zd ⊂ RPm is the sum
of Θ(dm/2) many contributions, each one looking like Zd ∩ DRPm(p, d−1/2) (we need
Θ(dm/2) many such disks to cover RPm). The same thing is true for the global geometry
of ZCd ⊂ CPm, but this time we need Θ(dm) many disks to cover the whole complex
projective space8. This explains why random real algebraic geometry behaves as the
square root of random (i.e. generic) complex algebraic geometry (quoting the italian
mathematician Enriques, “a real variable is half a variable”).
8Of course this is not a rigorous argument, but only a suggestive explanation!
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For example, let us look at the problem of computing the expectation of the number of
zeroes of a system of m-many random Kostlan polynomial equations of degree d in RPm.
In the language of the current paper, this is the problem of computing the expectation
of the number of zeroes of Pm,md . Let us cover-pack RP
m with Θ(dm/2) ∼ c1dm/2
many small disks of radius d−1/2. We know that in each such disk, by Theorem 1, the
expectation of the number of zeroes of Pm,md converges to a constant η1 > 0 as d→∞
and in particular
(1.8) E#{Pm,md = 0} ∼ c1η1 · dm/2 as d→∞.
On the other hand, restricted to any disk of radius d−1/2 in the complex projective
space the number of zeroes of the random variable (Pm,md )
C has a limit η2 > 0 (again
by [20, Theorem 3]). Hence, we can cover-pack CPm with Θ(dm) ∼ c2dm many disjoint
such disks and deduce that:(
generic number of solutions of {(Pm,md )C = 0}
)
= E#{(Pm,md )C = 0}
∼ c2η2 · dm as d→∞.
In particular we can rewrite (1.4) as:
E#{Pm,md = 0} ∼ c1η1 · dm/2 =
c1η1
(c2η2)1/2
·
√
E#{(Pm,md )C = 0},
and the previous line (asimptotically and up to a constant) is Edelman-Kostlan-Shub-
Smale square root law.
1.5. Semialgebraic stratified Morse inequality. To prove the results of the previous
sections we first deal with the codimension-m case, then pass to the general case using the
result below, which provides a useful Morse-type inequality for the case of semialgebraic
stratified manifolds. Althought the difficult part of the proof is essentially contained in
the book [12], we believe that the theorem, as stated, is new.
Theorem 15. Let W ⊂ J be a semialgebraic subset of a real algebraic smooth manifold
J , with a given semialgebraic Whitney stratification W = unionsqS∈S S. Let M be a real
algebraic smooth manifold and let ψ : M → J , g : M → R be smooth maps.
(1) There is a semialgebraic subset Wˆ ⊂ J1(M,J × R) with codimension larger or
equal than dimM , equipped with a semialgebraic Whitney stratification such that
if j1(ψ, g) −t Wˆ then ψ −t W and g|ψ−1(W ) is a Morse function with respect to
the stratification ψ−1S . In this case
Crit(g|ψ−1(W )) =
(
j1(ψ, g)
)−1
(Wˆ ).
(2) There is a constant NW > 0 depending only on W , such that if ψ
−tW , ψ−1(W )
is compact and g|ψ−1(W ) is a Morse function, then
bi(ψ
−1(W )) ≤ NW
∑
S∈S
#Crit(g|ψ−1(S)).
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Figure 2. A small C0 perturbation of a regular equation can only in-
crease the topology of its zero set.
1.6. Semicontinuity of topology under C0 perturbations. A second result of in-
dependent interest is the behavior of the Betti numbers of a smooth manifold defined
by regular equations under C0 perturbations of these equations. To be more precise,
consider the following setting: M and J are smooth manifolds, M is compact, and
W ⊂ J is a smooth cooriented submanifold. Given a smooth map F : M → N which is
transversal to W , it follows from standard transversality arguments that there exists a
small C1 neighborhhod U1 of F such that for every map F˜ ∈ U1 the pairs (M,F−1(W ))
and (M, F˜−1(W )) are isotopic (in particular F−1(W ) and F˜−1(W ) have the same Betti
numbers, this is the so-called “Thom’s isotopy Lemma”). The question that we address
is the behavior of the Betti number of F˜−1(W ) under small C0 perturbations, i.e. how
the Betti number can change under modifications of the map F without controlling its
derivative.
In this direction we prove the following result.
Theorem 16. Let M,J be smooth manifolds and let W ⊂ J be a smooth cooriented
submanifold. Let F : M → N be a smooth map such that F −tW . If a smooth map F˜ is
strongly9 C0−close to F such that F˜ −tW , then there is an algebra isomorphism
H∗
(
F˜−1(W )
) ∼= H∗ (F−1(W ))⊕K
for some algebra K.
9Meaning: in Whitney strong topology. In particular if C ⊂ M is closed and U ⊂ J is open, then
the set {f ∈ C0(M,J) : f(C) ⊂ U} is open.
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Theorem 16 implies that there exists a small C0 neighborhood U0 of F such that for
almost all F˜ ∈ U0:
b(F˜−1(W )) ≥ b(F−1(W )).
In particular for small perturbations in the C0 topology, the Betti numbers can only
increase (see Figure 2). We will use this result in combination with the Holonomic
Approximation Theorem [6, p. 22] in order to produce the lower bound in Theorem
13. In fact, for a given i = 0, . . . ,m − codim(W ) (“i” is the index of the Betti number
bi that we consider), the technical assumption that guarantees that the constant bW in
(13) is positive is the existence of at least a function f : Sm → Rk such that jrf −t W
and bi(j
rf−1(W )) > 0. In order to produce such a function, we first exhibit a section
σ : Sm → Jr(Sm,Rk) transversal to W and such that bi(σ−1(W )) > 0. This section
needs not to be holonomic, i.e. there might not exist a function f : Sm → Rk such
that σ = jrf ; however, the Holonomic Approximation Theorem guarantees that, after
a small C0 perturbation of the whole picture, we can assume that σ is holonomic and
Theorem 16 then guarantees that, if the resulting perturbed section is transversal to
W , then the inequality bi(σ
−1(W )) > 0 is preserved (see the proof of Corollary 36 for a
more precise discussion).
2. Random Algebraic Geometry
2.1. Kostlan maps. In this section we give the definition of a random Kostlan poly-
nomial map P : Rm+1 → Rk, which is a GRF that generalizes the notion of Kostlan
polynomial.
Definition 17 (Kostlan polynomial maps). Let d,m, k ∈ N. We define the degree d
homogeneous Kostlan random map as the measure on R[x]k(d) = R[x0, . . . , xm]
k
(d) induced
by the gaussian random polynomial:
Pm,kd (x) =
∑
α∈Nm+1, |α|=d
ξαx
α,
where xα = xα00 . . . x
αm
m and {ξα} is a family of independent gaussian random vectors in
Rk with covariance matrix
Kξα =
(
d
α
)
1k =
(
d!
α0! . . . αm!
)
1k.
We will call Pm,kd the Kostlan polynomial of type (d,m, k) (we will simply write Pd =
Pm,kd when the dimensions are understood).
(In other words, a Kostlan polynomial map Pm,kd is given by a list of k independent
Kostlan polynomials of degree d in m+ 1 homogeneous variables.)
There is a non-homogeneous version of the Kostlan polynomial, which we denote as
(2.1) pd(u) = Pd(1, u) =
∑
β∈Nm, |β|≤d
ξβu
β ∈ G∞(Rm,Rk),
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where u = (u1, . . . , um) ∈ Rm and ξβ ∼ N
(
0,
(
d
β
)
1k
)
are independent. Next Proposition
collects some well known facts on the Kostlan measure.
Proposition 18. Let Pd be the Kostlan polynomial of type (d,m, k) and pd be its deho-
mogeneized version, as defined in (2.1).
(1) For every x, y ∈ Rm+1:
KPd(x, y) =
(
xT y
)d
1k.
Moreover, given R ∈ O(m+1) and S ∈ O(k) and defined the polynomial P˜d(x) =
SPd(Rx), then [Pd] = [P˜d] ∈ G (C∞(Rm+1,Rk)).
(2) For every u, v ∈ Rn
Kpd(u, v) = (1 + u
T v)d1k.
Moreover, if R ∈ O(m) and S ∈ O(k), then [SpdR] = [pd] ∈ G (C∞(Rm,Rk)).
Proof. The proof of this proposition simply follows by computing explicitly the co-
variance functions and observing that they are invariant under orthogonal change of
coordinates in the target and the source. For example, in the case of Pd we have:
KPd(x, y) = E{Pd(x)Pd(y)T } =
=
∑
|α|,|α′|=d
E
{
ξαξ
T
α′
}
xαyα
′
=
=
∑
|α|=d
(
d
α
)
(x0y0)
α0 . . . (xmym)
αm1k =
= (x0y0 + · · ·+ xmym)d1k,
from which the orthogonal invariance is clear. The case of pd from the identity:
Kpd(u, v) = KPd ((1, u), (1, v)) .
. 
2.2. Proof of Theorem 1.
(1) Let Sd =
∑
|β|≤d ξβu
β ∈ G∞(M,Rk). The covariance function of Sd converges:
KSd(u, v) =
∑
|β|≤d
uβvβ
β!
1k
C∞−−→ exp(uT v)1k.
It follows by [20, Theorem 3] that Sd converges in G∞(M,Rk), morover since all the
terms in the series are independent we can conclude with the Ito-Nisio 10 Theorem
[14] that indeed the convergence holds almost surely.
10It may not be trivial to apply the standard Ito-Nisio theorem, which actually regards convergence
of series in a Banach space. See Theorem 36 of [20] for a statement that is directly applicabile to our
situation
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(2) By [20, Theorem 3] it follows from convergence of the covariance functions:
KXd(u, v) =
(
1 +
uT v
d
)d
1k
C∞−−→ KX∞(u, v) = exp(uT v)1k
(3) The support of X∞ contains the set of polynomial functions R[u]k, which is dense
in C∞(Rm,Rk), hence the thesis follows from [20, Theorem 6].
(4) Let d ≥ r or d = +∞. We have that
supp(jruXd) = {jruf : f ∈ R[u]k of degree ≤ d} =
= span{jruf : f(v) = (v − u)β with |β| ≤ d =
= span{jruf : f(v) = (v − u)β with |β| ≤ r} =
= Jru(Rm,Rk).
The fact that P{jrXd −tW} = 1 follows [20, Theorem 8].
(5) Let A = {f ∈ C∞(Rm,Rk) : jrf ∈ V }. If f ∈ ∂A, then jrf ∈ V and there is a
point u ∈ Rm such that jruf ∈ ∂V . Let ∂V be stratified as ∂V =
∐
Zi with each
Zi a submanifold. If j
rf −t ∂V then it means that jrf is transversal to all the
Zi and there exists one of them which contains j
r
uf (i.e. the jet of f intersect ∂V ).
Therefore the intersection would be transversal and nonempty, and then there exists
a small Whitney-neighborhood of f such that for every g in this neighborhood jrg
still intersects ∂V. This means that there is a neighborhood of f which consists of
maps which are not in A, which means f has a neighborhood contained in Ac, which
implies that f /∈ A and consequently f /∈ ∂A, which is a contradiction. Therefore
we have that
∂A ⊂ {f ∈ C∞(Rm,Rk) : f is not transverse to ∂V }.
It follows by point (4) that P{X ∈ ∂A} = 0, therefore we conclude by points (2)
and (3).
(6) By previous points, we deduce that we can apply the results described in section 7
of [20].
(7) This proof is postponed to section 3.5.

Combining Theorem 1 with Skorohod Theorem [1, Theorem 6.7] one gets that it is
possible to represent [Xd] with equivalent fields X˜d such that X˜d → X˜∞ almost surely
in C∞(Rm,Rk). This is in fact equivalent to point (2) of Theorem 1. In other words
there is a (not unique) choice of the gaussian coefficients of the random polynomials in
(2.1), for which the covariances E{X˜dX˜Td′} are such that the sequence converges almost
surely. We leave to the reader to check that a possible choice is the following. Let
{γβ}β∈Nm be a family of i.i.d. gaussian random vectors ∼ N(0,1k) and define for all
d <∞
X˜d =
∑
|β|≤d
(
d
β
) 1
2
γβ
(
u√
d
)β
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and
X˜∞ =
∑
β
(
1
β!
) 1
2
γβu
β
Proposition 19. X˜d → X˜∞ in C∞(Rm,Rk) almost surely.
However, we stress the fact that in most situation: when one is interested in the
sequence of probability measures [Xd], it is sufficient to know that such a sequence
exists.
2.3. Discrete properties of random maps. Let [Xd]⇒ [X∞] in Gr(M,Rk). In this
section we introduce a useful tool for studying the asymptotic probability induced by
Xd on discrete sets as d→∞.
As a first motivating example for studying this type of problem, suppose that k = 1
and M is compact and assume that Xd is a Morse function with P = 1. Then Xd
induces a probability measure ρd on the discrete space Nm+1, probability measure which
is defined by
ρ(n0, . . . , nm) = P{|Critλ(Xd)| = nλ, ∀ λ = 0, . . . ,m}.
In this case ρd ⇒ ρ0 pointwise or, equivalently, ρd(n¯) →d ρ0(n¯) for any n¯ ∈ Nm+1. A
second example of a discrete property, in this context, is the number and diffeomorphism
type of the connected components of a regular level set of a random function X. A third
example of interest is when M = S1 and k = 3. Assuming that Xd is an embedding with
P = 1, then it induces a probability on the set of all equivalence classes of smooth knots
and we want to understand the existence of the limit probability as d → ∞. (Observe
that these examples are more general than the random algebraic geometry case.)
All of the situations above fall in the hypothesis of the following Lemma.
Lemma 20. Let E be a metric space and let [Xd], [X∞] ∈P(E) such that [Xd]⇒ [X∞].
Let also Z be a discrete space and ν : U ⊂ E → Z be a continuous function defined on
an open subset U ⊂ E such that11 P{X∞ ∈ U} = 1. Then, for any A ⊂ Z we have:
∃ lim
d→∞
P {Xd ∈ U, ν(Xd) ∈ A} = P {ν(X∞) ∈ A} .
Proof. Since ν−1(A) is closed and open by continuity of ν, it follows that ∂ν−1(A) ⊂
E\U . Therefore P{X∞ ∈ ∂ν−1(A)} = 0 and by Portmanteau’s Theorem [1, Theorem
2.1], we conclude that
(2.2) P{Xd ∈ ν−1(A)} →d P{X∞ ∈ ν−1(A)}, ∀ A ⊂ Z.

11Note that we do not require that P{Xd ∈ U} = 1, however it will follow that limd P{Xd ∈ U} = 1.
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Remark 21. Equation (2.3), in the case of a discrete topological space such as Z, is
equivalent to narrow convergence ν(Xd) ⇒ ν(X), by Portmanteau’s Theorem, because
∂A = ∅ for all subsets A ⊂ Z. Note also that to prove narrow convergence of a sequence
of measures on Z, it is sufficient to show (2.3) for all A = {z}, indeed in that case the
inequality
lim inf
d→∞
P{νd ∈ A} = lim inf
d→∞
∑
z∈A
P{νd = z} ≥
∑
z∈A
P{ν = z} = P{ν ∈ A}
follows automatically from Fatou’s lemma.
Example 22. Define Sd = (j
rXd)
−1(W )∩Dm for some smooth (or even semialgebraic)
submanifold W ⊂ Jr(Rm,Rk). Then bi(Zd)⇒ bi(Z∞), equivalently, for any b ∈ N
∃ lim
d→∞
P{bi(Zd) = b} = P{bi(Z∞) = b}.
This follows from applying Theorem 1 and Lemma 20 to the map ν(f) = bi(j
rf−1(W )∩
Dm), that is locally constant (by Thom’s isotopy lemma [12, pag. 41]) on the open set
U = {f ∈ C∞(Rm,Rk) : jrf |Dm −tW and jrf |∂Dm −tW} → Nm+1,
which has probability one for all Xd.
Example 23. Given two smooth manifolds M and N and an r ∈ N, consider a
codimension-m submanifold complex S =
∐
α Sα (in the sense of [13, Exercise 15])
S ⊂ {jrpf ∈ Jr(M,N)} .
(the condition that the codimension of S is m means that the stratum of S of maximal
dimension has codimension m). We say that a map f ∈ C∞(M,N) has a singularity of
type (S) at a point p ∈ M if jrpf ∈ S, in this case we say that the singularity is non
degenerate if moreover jrf tp S (transversality means with respect to the stratum to
which the point p belongs to; in particular f cannot meet in a transversal way strata of
codimension more than m).
For example the set
S = {j2pf ∈ J2(M,R) : f is not Morse at p}
is a submanifold complex: the stratum of higher dimension consists of those jets where
the gradient vanishes and the Hessian has one-dimensional kernel, and this stratum is
of codimension m in J2(M,R).
Let now D ⊂ Rm be an embedded m-disk. Then the set
U = U(S) =
{
f ∈ C∞(Rm,Rk) : jrf tD S and jrf |∂D t S
}
is open. Since the codimension of S is m, the second condition of U implies that if
f ∈ U , then it has no singularity of type (S) at the points of ∂D. Consider now
ν : U → N such that ν(S)(f) is the number of singularities of type (S) inside D (i.e.
ν(S)(f) = (j
rf)−1(S)).
Since P{X∞ ∈ U(S)} = 1, it follows by Lemma 20 that
∃ lim
d→∞
P{Xd ∈ U and ν(S)(Xd) = n} = P{ν(S)(X∞) = n}.
DTGRF: APPLICATIONS TO RANDOM ALGEBRAIC GEOMETRY 17
Example 24. If M is two-dimensional we consider the set Σ ⊂ J3(M,R2) of jets where
the differential of f has rank one, and the set S of jets where f has a cusp; the stratum
of higher dimension of S consists of jets where f has a simple cusp and has codimension
two; ν(S) counts now the number of cusps.
Example 25. Let Hm−1 be the set of diffeomorphism classes of smooth closed connected
hypersurfaces of Rm. Consider U = {f ∈ C∞(,RD)m : f t 0} and let ν(f) be the
number of connected components of f−1(0) entirely contained in the interior of Dm.
For h ∈ Hm−1 let νh(f) be the number of those components which are diffeomorphic to
h ⊂ Rm. In the spirit of [23], we define the probability measure µ(f) ∈P(Hm−1) as
µ(f) =
1
ν(f)
∑
h∈Hm−1
νh(f)δh.
The diffeomorphism type of each internal component of f−1(0) remains the same after
small perturbations of f inside U , hence µ : U → P(Hm−1) is a locally constant map,
therefore by Lemma 20 we obtain that for any subset A ⊂P(Hm−1),
∃ lim
d→∞
P{Xd ∈ U and µ(Xd) ∈ A} = P{µ(X∞) ∈ A}.
In particular if Xd is the Kostlan polynomial from Theorem 1, we have that Xd ∈ U
with P = 1, for all d ∈ N. Moreover since in this case the support of X∞ is the whole
C∞(D,R), we have
∃ lim
d→∞
P{µ(Xd) ∈ A} = P{µ(X∞) ∈ A} > 0.
2.4. Random lemniscates. A lemniscate of degree d is a real algebraic curve on the
Riemann’s sphere CP1, given by an equation of the form∣∣∣∣p(z0, z1)q(z0, z1)
∣∣∣∣ = 1,
where p(z), q(z) ∈ C[z0, z1](d) are complex homogenoeus polynomials of degree d.
A natural way to define a random lemniscate is to use the complex Kostlan polynomial
Pd(z0, z1) =
∑
j=1,2
d∑
α=0
γjαz
α
1 z
d−α
0 ej
with γjα ∼ NC
(
0,
(
d
α
)
, 0
)
= NR
(
0,
(
d
α
)
1
212
)
independent, so that Pd ∈ G∞(C2,C2). We
define the random leminiscate Γd as
Γd =
{
(z0 : z1) ∈ CP1 :
∣∣∣∣P 1d (z0, z1)P 2d (z0, z1)
∣∣∣∣ = 1}
This is not exactly the zero set of a Kostlan polynomial, but rather of a quadratic
form in a Kostlan map; in this section we will see how the whole machinery introduced
can be used also for more general problems like this.
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In the paper [19], the authors proved that for every sequence of open disks Dd ⊂ S2
centered at a point z ∈ S2 of radius ρd− 12 and every embedding of a finite disjoint union
of circles A ⊂ R2, there is a constant c > 0 such that
lim inf
d→+∞
P{(Dd, Dd ∩ Γd) ∼= (R2, A)} ≥ c.
We now want to give a very simple proof of this fact using Theorem 1, with a little
modification, namely we consider disks
(2.3) Dd = {(1, w)Rd ∈ CP1 : |w| ≤ ρd−
1
2 },
with Rd ∈ U(2). We want actually to prove the following slightly stronger theorem,
which also implies the existence of the limit proability.
Theorem 26. Let γd be a random lemniscate defined as above. Let Dd be as in (2.4).
For any embedding of a finite disjoint union of circles A ⊂ R2, there is a constant c > 0,
such that
∃ lim
d→∞
P{(Dd, Dd ∩ Γd) ∼= (D2,D2 ∩A)} = c > 0.
First of all let’s compute the covariance function of Pd. According to our definition
it is an element of C∞(C2 × C2,R4×4), but since we are using the complex notation it
will be convenient to do the following change of coordinates in the codomain: R4×4 ∼=
C2×2 × C2×2 given by following the formula, where A,B,C,D are 2× 2 blocks(
A B
C D
)
7→ ((A+D) + i(C −B), (A−D) + i(B + C)) .
Under this change of coordinates we have KPd
∼= (ΣPd , CPd) where, in complex notation,
ΣPd(z, w) = E{Pd(z)Pd(w)
T } and CPd(z, w) = E{Pd(z)Pd(w)T }.
A simple computation similar to that in the proof of Proposition 18 shows that
ΣPd(z, w) = (z
T w¯)d12 and CPd(z, w) = 0.
Note that the formula above implies that Pd is invariant under unitary changes of vari-
ables, namely that [Pd ◦ R] = [Pd] for any R ∈ U(2). Therefore R(Γd) is distributed as
Γd, as well.
Proposition 27. The following identity holds with probability P = 1:
Γd =
{
(z0 : z1) ∈ CP1 : |P 1d (z0, z1)|2 − |P 2d (z0, z1)|2 = 0
}
.
Proof. For any instance of Pd we have that{
(z0 : z1) ∈ CP1 : |P 1d (z0, z1)|2 − |P 2d (z0, z1)|2 = 0
}
= Γd∪{(z0 : z1) ∈ CP1 : (Z0, Z1) ∈ Z}
where
Z =
{
(z0, z1) ∈ C2\{(0, 0)} : P 2d (z0, z1) = 0, P 1d (z0, z1) = 0
}
.
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Now let (z0, z1) ∈ C2\{0}, than at least one of the two coordinates must be different from
zero, let’s assume that is z1 6= 0. Observe that than ∂Pd
∂γjd
= (z1)
dej and the analogous
thing happens if z0 6= 0, therefore the evaluation map
ev : C2\{(0, 0)} × C[z0, z1]2(d) → C2
is a submersion, hence ev t {(0, 0)}. It follows from the Probabilistic Transversality
Theorem of [20] that P {Pd t {(0, 0)}} = 1. In particular this implies that Z has real
codimension 4 with probability P = 1, but since Pd is a homogeneous polynomial, its
zero locus is a union of complex lines, so it must have real codimension smaller than 2
in C2. Thus Z must be empty with probability P = 1. 
Define the random field Xd ∈ G∞(C,C2) as
XCd (z) = Pd
(
1,
z√
d
)
.
Next observe that the function L : C∞(D2,C2)→ C∞(D2,R), defined as (f, g) 7→ |f |2 −
|g|2, is continuous and that with Dd defined as in (2.4), we have the following identity
in distribution
(Dd,Γd ∩Dd) ∼=
(
intD2, {L(XCd ) = 0} ∩ ρD2
)
,
indeed [L(XCd )] = [L(Pd) ◦R
(
1, d−
1
2 (·)
)
].
Proposition 28. Define XC∞ ∈ G∞(C,C2) as
XC∞(z) =
∑
j=1,2
∑
α∈Nm
γjαz
αej ,
where γα ∼ NC
(
0, 1α! , 0
)
= NR(0,
1
2α!12) are independent. Then X
C
d ⇒ p∞ in G∞(C,C2).
Moreover
L(XCd )⇒ L(XC∞)
in P (C∞(C,R)).
Proof. In virtue of Theorem 2 of [20], it will be sufficient to check convergence of covari-
ance functions
ΣXCd
(z, w) =
(
1 +
(zw¯)
d
)d
12 and CXCd
(z, w) = 0.
It is easy to see that
ΣXC∞(z, w) = exp(zw¯)12 and CXC∞(z, w) = 0,
thus the C∞ convergence holds.
The last statement simply follows by continuity of L. 
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As a consequence we get that for any embedding of a finite union of circles A ⊂ R2,
we have
(2.4) lim
d→∞
P{(Dd, Dd ∩ Γd) ∼= (D2,D2 ∩A)} = P
{
L(XC∞) ∈ UA
}
,
where UA = int
({L ∈ C∞(C,R) : (Bρ, L−1(0) ∩Bρ) ∼= (D2,D2 ∩A)}). To complete the
proof of Theorem 26, we need to show that the left hand side of (2.4) is strictly positive,
equivalently that UA ∩ supp(L(XC∞)) 6= ∅ for any A. To this purpose let’s observe that
supp(L(p∞)) ⊃ L(supp(XC∞)) and that supp(XC∞) is the closure in C∞(C,C2) of the
subset of complex polynomials, which corresponds to the set O(C,C2) of all holomorphic
functions. Thus
supp(L(XC∞)) ⊃ {|f |2 − |g|2 : f, g ∈ O(C)} = S.
Note that S is closed by multiplication:
(|f1|2 − |g1|2)(|f2|2 − |g2|2) = |f1f2 + g1g2|2 − |g1f2 + f1g2|2.
Given a standard circle A ⊂ R2, centered at a point c and having radius s, then L(z) =
|z−c|2−s2 is a regular equation for A, therefore L ∈ UA∩S. Now suppose that A and A′
are disjoint embeddings of finite unions of circles and assume there are L,L′ ∈ S regular
equations for them. Then LL′ is a regular equation (because L and L′ do not have
common zeroes) for A ∪ A′, thus LL′ ∈ UA∪A′ and, since S is closed by multiplication,
LL′ ∈ UA∪A′ ∩ S. Therefore we can prove, by induction on the number of circles, that
UA ∩ S 6= ∅ for all A ⊂ R2. This completes the proof of Theorem 26.
2.5. Random knots. The study of random knots is based on the following proposition.
Proposition 29. The random map:
kd = Xd|∂D2 : S1 → R.
is almost surely a topological embedding (i.e. a knot). Similarly, the random rational
map ϕ1,3d : RP
1 → RP3 is almost surely an embedding.
Proof. We prove the statement for kd, the case of ϕ
1,3
d is similar. Since S
1 is compact,
it is enough to prove that kd is injective with probability one.
Let Fd = R[x0, x1, x2]3(d) be the space of triples of homogeeous polynomials of degree
d in 3 variables. Recall that kd = Xd|∂D2 , where, if P ∈ Fd, we have set:
Xd(u) = P
(
1,
u√
d
)
, u = (u1, u2) ∈ R2.
Let now S1 = ∂D2 ⊂ R2 and φ : ((S1 × S1)\∆)× Fd → R3 be the map defined by
φ(x, y, P ) = P
(
1,
x√
d
)
− P
(
1,
y√
d
)
.
Observe that φ t {0}. By the parametric transversality theorem we conclude that φ is
almost surely transversal to W = {0}. This imples that, with probability one, the set
{x 6= y ∈ S1 × S1 | kd(x) = kd(y)}
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is a codimension-three submanifold of S1 × S1 hence it is empty, so that kd is injective.

Theorem 1 implies now that the random variable kd ∈ C∞(S1,R3) converges narrowly
to k∞ ∈ C∞(S1,R3), which is the restriction to S1 = ∂D2 of X∞. Note that, since the
support of X∞ is all C∞(D2,R3), it follows that the support of k∞ is all C∞(S1,R3)
and in particular every knot (i.e. isotopy class of topological embeddings S1 → R3, a
set with nonempty interior in the C∞ topology) has positive probability by Theorem
1.3. Moreover, denoting by γ1 ∼ γ2 two isotopic knots, we have that
P (∂{k∞ ∼ γ}) ≤ P{k∞ is not an immersion} = 0
by Theorem 1.4, because the condition of being an immersion is equivalent to that of
being transverse to the zero section of J1(S1,R3)→ S1×R3. Theorem 1.2, thus implies
that for every knot γ : S1 → R3 we have:
lim
d→∞
P{kd ∼ γ} = P{k∞ ∼ γ} > 0.
3. The generalized square-root law
In this section we prove and discuss the results presented in Section 1.3. Let us recall
the setting.
Let W ⊂ Jr(Sm,Rk) be a semialgebraic subset: W can be written as:
W =
⋃`
j=1
{
fj,1 = 0, . . . , fj,αj = 0, gj,1 > 0, . . . , gj,βj > 0
}
,
where the fj,is and the gj,is are polynomial functions on the space J
r(Rm+1,Rk), where
Jr(Sm,Rk) is naturally embedded as a smooth algebraic submanifold. In particular W is
a finite union of smooth submanifolds, indeed it admits a Whitney stratification (see [12,
p. 37]). We consider the smooth gaussian random field ψd ∈ G∞(Sm,Rk) defined as
ψd = P
m,k
d |Sm . Notice that the Probabilistic Transversality Theorem (see [20]) ensures
that for any smooth submanifold W ⊂ Jr(Sm,Rk), we have that jrψ −tW almost surely.
Therefore the random set Zd = (j
rψd)
−1(W ) ⊂ Sm is almost surely a stratified subset
of Sm of the same codimension as W . We want to study the behaviour of the Betti
numbers of Zd
b(Zd) = (b0(Zd), . . . , bm(Zd)) .
3.1. Expected cardinality. Here we discuss the case when codimension of W is m, so
that the only Betti number is the number of points of the almost surely finite set Zd.
The next theorem gives a deterministic bound for #Zd proving Theorem 8 in this case.
The proof is independent from the rest of the paper (it doesn’t involve probability at
all) and it is a result of independent interest.
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Theorem 30. Let P ∈ R[x0, . . . , xm]k(d) be a polynomial map and consider its restriction
ψ = P |Sm to the unit sphere:
ψ : Sm → Rk.
Let also jrψ : Sm → Jr(Sm,Rk) be the associated jet map and W ⊂ Jr(Sm, Rk) be a
semialgebraic set of codimension m. There exists a constant c > 0 (which only depends
on W , m and k) such that, if jrψ −tW , then:
#jrψ−1(W ) ≤ c · dm.
Proof. Let us make the identification Jr(Rm+1,Rk) ' Rm+1×RN , so that the restricted
jet bundle Jr(Rm+1,Rk)|Sm correspond to the semialgebraic subset Sm × RN . Observe
that the inclusion Sm ↪→ Rm+1 induces a semialgebraic map:
Jr(Rm+1,Rk)|Sm i
∗−→ Jr(Sm,Rk),
that, roughly speaking, forgets the normal derivatives. Notice that while the map jrψ =
jr(P |Sm) is a section of Jr(Sm,Rk), (jrP )|Sm is a section of Jr(Rm+1,Rk)|Sm . These
sections are related by the identity
i∗ ◦ (jrP )|Sm = jrψ.
Thus, defining W = (i∗)−1(W ), we have
jrψ−1(W ) = ((jrP )|Sm)−1 (W ).
Since W is a semialgebraic subset of Rm+1 × RN , it can be written as:
W =
⋃`
j=1
{
fj,1 = 0, . . . , fj,αj = 0, gj,1 > 0, . . . , gj,βj > 0
}
,
where the fj,is and the gj,is are polynomials of degree bounded by a constant b > 0. For
every j = 1, . . . , ` we can write:{
fj,1 = 0, . . . , fj,αj = 0, gj,1 > 0, . . . , gj,βj > 0
}
= Zj ∩Aj ,
where Zj is algebraic (given by the equations) and Aj is open (given by the inequalities).
Observe also that the map (jrP )|Sm is the restriction to the sphere Sm of a polynomial
map
Q : Rm+1 → Rm+1 × RN
whose components have degree smaller than d. Therefore for every j = 1 . . . , ` the set
((jrP )|Sm)−1(Zj) = (Q|Sm)−1(Zj) is an algebraic set on the sphere defined by equations
of degree less than b · d and, by [18, Proposition 14] we have that:
(3.1) b0(Q|Sm)−1(Zj)) ≤ Bdm
for some constant B > 0 depending on b and m. The set (Q|Sm)−1(Zj) consists of
several components, some of which are zero dimensional (points):
(Q|Sm)−1(Zj) = {pj,1, . . . , pj,νj}︸ ︷︷ ︸
Pj
∪Xj,1 ∪ · · · ∪Xj,µj︸ ︷︷ ︸
Yj
.
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The inequality (3.1) says in particular that:
(3.2) #Pj ≤ Bdn.
Observe now that if jrψ −t W then, because the codimension of W is m, the set
jrψ−1(W ) = (Q|Sm)−1(W ) consists of finitley many points and therefore, since (Q|Sm)−1(Aj)
is open, we must have:
jrψ−1(W ) ⊂
⋃`
j=1
Pj .
(Otherwise jrψ−1(W ) would contain an open, nonempty set of a component of codi-
mension smaller than m.) Inequality (3.1) implies now that:
#jrψ−1(W ) ≤
∑`
j=1
#Pj ≤ `bdm ≤ cdm.

We state and prove now the “generalized square-root law”: Theorem 14, which esta-
bilishes a general result for the number of points where a Kostan GRF attains a given
singularity. We will restrict, however, to those submanifolds W that have a differential
geometric meaning, as specified in the next definition.
Definition 31. A submanifold W ⊂ Jr(M,Rk) is said to be intrinsic if there is a
submaniolfd W0 ⊂ Jr(Dm,Rk), called the model, such that for any embedding ϕ : Dm ↪→
M , one has that jrϕ∗(W ) = W0, where
jrϕ∗ : Jr
(
ϕ(Dm),Rk
) ∼=−→ Jr (Dm,Rk) , jrϕ(p)f 7→ jrp(f ◦ ϕ).
Intrinsic submanifolds are, in other words, those that have the same shape in every
coordinate charts, as in the following examples.
(1) W = {jrpf : f(p) = 0};
(2) W = {jrpf : jsf(p) = 0} for some s ≤ r;
(3) W = {jrpf : rank(df(p)) = s} for some s.
The following Lemma ensures that we will be in the position of using the generalized
Kac-Rice formula of Theorem 1.6.
Lemma 32. If W ⊂ Jr(M,Rk) is intrinsic, then W is transverse to fibers.
Proof. Since the result is local it is sufficient to prove it in the case when M = Rm. In
this case we have a canonical identification
Jr(Rm,Rk) ∼= Rm × Jr0 (Rm,Rk), jruf → (u, jrh=0f(u+ h))
Consider the embedding iu : Dm → Rm obtained as the isometric inclusion in the disk
with center u and let τh : Rm → Rm be the translation map u 7→ u+h. Let (v, jr0f) ∈W ,
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Figure 3. A family of shrinking embedding of the unit disk.
then jr(τv−u ◦ iu)∗(v, jr0f) ∈W0. Given any other point u, we have
jr(τv−u ◦ iu)∗(v, jr0g) = jri∗u (jr(τv−u)∗(v, jr0g)) =
= jri∗u (j
r(τv−u)∗(v, jrh=0f(v + h))) =
= jri∗u (u, j
r
h=0f ◦ τv−u(u+ h)) =
= jri∗u (u, j
r
0g) ∈W0
so that (u, jr0f) ∈W . It follows that, calling {0} × W¯ = W ∩ Jr0 (Rm,Rk),
W = {(u, jr0f) : jr0f ∈W0} = Rm × W¯ ,
which is clearly transverse to each fiber {u} × Jr0 (Rm,Rk). 
The reason why we consider intrinsic submanifold is to be able to easily pass to the
rescaled Kostlan polynomial Xd ∈ G∞(Dm,Rk) by composing ψd with the embedding of
the disk aRd defined by:
(3.3) aRd : Dm ↪→ Sm, u 7→
R
(
1
u√
d
)
√(
1 + |u|
2
d
)
for any R ∈ O(m+ 1) (see Figure 3).
Proof of Theorem 14. Let us consider the set function µd : B(Sm) 7→ R such that A 7→
E{#(jrXd)−1(W ) ∩ A}. It is explained in [20] that µd is a Radon measure on Sm.
Because of the invariance under rotation of Pd, by Haar’s theorem µ needs to be pro-
portional to the volume measure. Therefore for any Borel subset A ⊂ Sm we have
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E{#Zd} = µd(Sm) = µd(A)vol(A)−1vol(Sm). Define Yd ∈ G∞(Dm,Rk) as
Yd =
(
1 +
|u|2
d
)− d
2
Xd.
Observe that Yd ⇒ Y∞ = exp(− |u|
2
2 )X∞ and that Yd is equivalent to the GRF ψd ◦ aRd
for any R ∈ O(m+ 1).
Now let W0 ⊂ Jr(Dm,Rk) be the (semialgebraic) model of W . By the same proof of
Theorem 1.7 adapted to Yd, there is a convergent sequence of functions ρd → ρ+∞ ∈
L1(Dm) such that
E{#(jrYd)−1(W0)} =
∫
Dm
ρd →
∫
Dm
ρ∞ = E{#(jrY∞)−1(W0)}.
In conclusion we have for A = aRd (Dm), as d→ +∞
E{#Zd} = µd(A)vol(A)−1vol(Sm)
= E{#(jrYd)−1(jrϕ∗(W ))}vol(A)−1vol(Sm)
= E{#(jrYd)−1(W0)}
 ∫ pi0 | sin θ|m−1dθ∫ arctan(d− 12 )
0 | sin θ|m−1dθ

= E{#(jrY∞)−1(W0)}m vol(S
m)
vol(Sm−1)
d
m
2 +O(d
m
2
−1).

3.2. Stratified Morse Theory and proof of Theorem 15. Let us fix a Whitney
stratification W = unionsqS∈S S (see [12, p. 37] for the definition) of the semialgebraic subset
W ⊂ Jr(Sm,Rk) =: J , with a with each stratum S ∈ S being semialgebraic and smooth
(such decomposition exists [12, p. 43]), so that, by definition a smooth map f : M → J ,
is transverse to W if f −t S for all strata S ∈ S . When this is the case, we write ψ −tW
and implicitely consider the subset ψ−1(W ) ⊂ M to be equipped with the Whitney
stratification given by ψ−1S = {ψ−1(S)}S∈S .
Definition 33. Given a Whitney stratified subset Z = ∪i∈ISi of a smoooth manifold
M (without boundary), we say that a function g : Z → R is a Morse function if g is the
restriction of a smooth function g˜ : M → R such that
(a) g|Si is a Morse function on Si.
(b) For every critical point p ∈ Si and every generalized tangent spaceQ ⊂ TpM (defined
as in [12, p. 44]) we have dpg˜(Q) 6= 0, except for the case Q = TpSi.
Note that the condition of being a Morse function on a stratified space Z ⊂ M
depends on the given stratification of Z.
Remark 34. The definition above is slightly different than the one given in the book [12,
p. 52] by Goresky and MacPherson, where a Morse function, in addition, must be proper
and have distinct critical values.
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Proof of Theorem 15. Let S ∈ S . Let us consider the set DpS of degenerate covectors
at a point p ∈ S that are conormal to S (defined as in [12, p.44]), in other words:
DpS = {ξ ∈ T ∗p J : ξ ∈ TpS⊥, ξ ∈ Q⊥ for some Q generalized tangent space at p}.
It is proved in [12, p.44] that DS = ∪p∈SDpS is a semialgebraic subset of codimension
greater than 1 of the conormal bundle TS⊥12 to the stratum S.
Define the
Sˆ = {j1p(ψ, g) ∈ J1(M,J × R) : ψ(p) ∈ S and dpg ∈ dpψ∗(TS⊥)}.
It is easy to see that j1(ψ, g)−t Sˆ if and only if ψ −t S and g|ψ−1(S) is a Morse function,
indeed dpg ∈ dpψ∗(TpS⊥) if and only if dpg|Tp(ψ−1(S)) = 0. In particular the codimension
of Sˆ is equal to m, the dimension of M . Now define
DpSˆ = {j1p(ψ, g) ∈ J1(M,J × R) : ψ(p) ∈ S and dpg ∈ dpψ∗(DS)}.
By definition 33, we have that j1(ψ, g) −t Sˆ and j1(ψ, g) /∈ DSˆ if and only if ψ −t S
and g|ψ−1(W ) is a Morse function along ψ−1(S). Note that DSˆ is a subset of Sˆ of
codimension ≥ 1, therefore the codimension of DSˆ in J1(M,J × R) is ≥ m + 1. It
follows that j1(ψ, g) /∈ DSˆ if and only if j1(ψ, g)−t DSˆ.
Define Wˆ = ∪S∈S Sˆ\DSˆ . Since Sˆ and DSˆ are clearly semialgebraic, Wˆ is semialge-
braic and admits a semialgebraic Whitney stratification Sˆ such that all Sˆ and DSˆ are
union of strata. With this stratification, Wˆ satisfies condition (1) of the Theorem.
Let us prove condition (2). Let Z = ψ−1(W ) ⊂ M be compact. Without loss of
generality we can assume that each critical values c1, . . . , cn of g|Z corresponds to only
one critical point. Consider a sequence of real numbers a1, . . . an+1 such that
a1 < c1 < a2 < c2 < · · · < an < cn < an+1.
by the main Theorem of stratified Morse theory [12, p. 8, 65], there is an homeomor-
phism
Z ∩ {g ≤ al+1} ∼= (Z ∩ {g ≤ al}) unionsqB A,
with
(A,B) = TMDp(g)×NMDp(g),
where TMDp(g) is the tangential Morse data and NMDp(g) is the normal Morse data.
A fundamental result of classical Morse theory is that the tangential Morse data is
homeomorphic to the pair
TMDp(g) ∼= (Dλ × Dm−λ, (∂Dλ)× Dm−λ),
while the normal Morse data is defined as the local Morse data of g|Np for a normal
slice (see [12, p. 65]) at p. A consequence of the transversality hypothesis ψ −t W is
that there is a small enough normal slice Np such that ψ|Np : Np → J is the embedding
of a normal slice at ψ(p) for W . Therefore the normal data NMDp(g) belongs (up
to homeomeorphisms) to the set ν(W ) of all possible normal Morse data that can be
12TS⊥ = T ∗SJ , in the notation of [12]
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realized by a critical point of a Morse function on W . By Corollary 7.5.3 of [12, p.
95] it follows that the cardinality of the set ν(W ) is smaller or equal to the number of
connected components of the semialgebraic set ∪S∈S (TS⊥\DS), hence finite13. Let
NW := max
ν∈ν(W ), λ∈{0,...,m}
bi
((
Dλ × Dm−λ, (∂Dλ)× Dm−λ
)
× ν
)
∈ N.
From the long exact sequence of the pair (Z ∩ {g ≥ al+1}, (Z ∩ {g ≥ al}) we deduce that
(3.4)
bi(Z ∩ {g ≤ al+1})− bi(Z ∩ {g ≤ al}) ≤ bi (Z ∩ {g ≤ al+1}, Z ∩ {g ≤ al})
= bi (A,B)
= bi (TMDp(g)×NMDp(g))
≤ NW .
Since Z is compact, the set Z ∩ {g ≤ a1} is empty, hence by repeating the inequality
(3.2) for each critical value, we finally get
bi(Z) = bi(Z ∩ g ≤ an+1) ≤ NWn = NW#Crit
(
g|ψ−1(W )
)
.

Remark 35. In the case when J = Jr(M,Rk) we can consider Wˆ to be a subset of
Jr+1(M,Rk+1) taking the preimage via the natural submersion
Jr+1(M,Rk+1)→ J1
(
M,Jr(M,Rk)× R
)
, jr+1(f, g) 7→ j1(jrf, g),
then Theorem 15 holds for any ψ of the form ψ = jrf . Moreover, in this case, observe
that if W is intrinsic, then Wˆ is intrinsic as well.
3.3. Semicontinuity of topology under holonomic approximation.
Proof of Theorem 16. Call A = F−1(W ) and A˜ = F˜−1(W ). E ⊂ M be a tubular
neighbourhood of A such that A˜ ⊂ B, where B is a strictly smaller (in the sense that
B ⊂ E) tubular neighbourhood of A. Denote by pi : E → A the retraction map. Since
F˜ is C0−close to F we can assume that there is an homotopy Ft connecting F = F0 and
F˜ = F1 such that F
−1
t (M\E) ⊂ J\W . Define analogously p˜i : E˜ → A˜ and B˜ in such a
way that E˜ ⊂ B. It follows that there is an inclusion of pairs u : (E,E\B)→ (E,E\B˜).
The fact thatW is cooriented guarantees the existence of a Thom class φ ∈ Hr(J, J\W ),
where r is the codimension of W . By transversality we have that also A and A˜ are
cooriented with Thom classes f∗0φ = φB ∈ Hr(E,E\B) ∼= Hr(E,E\A) and f∗1φ = φB˜ ∈
Hr(E˜, E˜\B˜) ∼= Hr(E˜, E˜\A˜).
13In the book this is proved only for any fixed point p, as a corollary of Theorem 7.5.1 [12, p.93].
However it is easy to understand that the latter theorem is still true under the additional assumption
that the point is moving.
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From the commutative diagram it follows that there exists an algebra homomorphism
U : H∗(A˜)→ H∗(A) such that U ◦ pi∗ =id.
H∗+r(J, J\W )
H∗+r(E˜, E˜\B˜) H∗+r(E,E\B˜) H∗+r(E,E\B)
H∗(A˜) H∗(A)
f∗1 f∗1=f
∗
0
η−1 u∗
p˜i∗(·)∪φB˜
pi∗
pi∗(·)∪φB
(where η is the excision isomorphism) it follows that there exists an algebra homomor-
phism U : H∗(A˜)→ H∗(A) such that U ◦ pi∗ =id. 
Corollary 36. Let M be a compact manifold of dimension m. Let W ⊂ Jr(M,Rk) be a
smooth stratified submanifold of codimension 1 ≤ l ≤ m being transverse to the fibers of
the canonical projection pi : Jr(M,Rk)→M . Then for any number n ∈ N there exists a
smooth function ψ ∈ C∞(M,Rk) such that jrψ −tW and
bi
(
(jrψ)−1(W )
) ≥ n, ∀i = 0, . . . ,m− l.
Proof. Let B ⊂ Jr(M,Rk) be a small neighbourhood of a regular point jrpf of W so that
(B,B ∩W ) ∼= (Rk+l,Rk ×{0}). Moreover we can assume that there is a neighbourhood
U ∼= Rm of p ∈M and a commutative diagram of smooth maps
Rm × Rk × {0} Rm × Rk × Rl
B ∩W B Rm
U
∼=
pi
∼=
∼=
This follows from the fact that pi|W is a submersion, because of the transversality as-
sumption. For any 0 ≤ i ≤ m− l consider the smooth map
ϕi : Rm → Rl, u 7→
(
i+1∑
`=1
(u`)
2 − 1,
m∑
`=i+2
(u`)
2 − 1, um−l+2, . . . , um
)
Clearly 0 is a regular value for ϕ, whose preimage is ϕ−1i (0) = S
i × Sm−l−i and it is
contained in the unit ball of radius 2. Let C ⊂ Rm be a set of n(m − l + 1) points
such that |c− c′| ≥ 5 for all pair of distinct elements c, c′ ∈ C. Now choose a partition
C = C0 unionsq C1 unionsq . . . Cm−l in sets of cardinality n and define a smooth map ϕ : Rm → Rr
such that ϕ(x) = ϕi(x − c) whenever dist(x,Ci) ≤ 2. We may also assume that 0 is a
regular value for ϕ. Notice that ϕ−1(0) has a connected component
S ∼= {1, . . . , n} ×
(
S0 × Sm−l unionsq S1 × Sm−l−1 unionsq . . . Sm−l × S0
)
.
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Construct a smooth (non necessarily holonomic) section F : M → Jr(M,N) such that
F |U (u) = (u, 0, ϕ) on a neighbourhood of S, so that F−1(W ) still contains S as a
connected component, hence bi(F
−1(W )) ≥ n for all i = 0, . . . ,m− l.
To conclude we use the holonomic approximation theorem [6, p. 22], saying that
after a C0 small perturbation of both S and F we can find a new section F˜ that is
holonomic in a neighbourhood of a submanifold S˜ isotopic to S, meaning that F˜ = jrψ
in a neighbourhood of S˜ for some smooth map ψ : M → Rk. Moreover, we can assume
that jrψ −tW , by Thom transversality Theorem (see [13] or [6]). Applying Theorem 16
we finally get that bi((j
rψ)−1(W )) ≥ bi(S) ≥ n for all i = 0, . . . ,m− l. 
3.4. Deterministic bound for Betti numbers and proof of Theorem 8. Using
Theorem 15 it is possible to improve Theorem 37 to the case of any codimension, re-
placing the cardinality, with any Betti number. As a consequence of Theorem 37 below
we deduce Theorem 8.
Theorem 37. Let P ∈ R[x0, . . . , xm]k(d) be a polynomial map and consider its restriction
ψ = P |Sm to the unit sphere:
ψ : Sm → Rk.
Let also jrψ : Sm → Jr(Sm,Rk) be the associated jet map and W ⊂ Jr(Sm, Rk) be a
closed semialgebraic set (of arbitrary codimension). There exists a constant c > 0 (which
only depends on W , m and k) such that, if jrψ −tW , then:
bi
(
jrψ−1(W )
) ≤ c · dm.
Proof. Let J = Jr(Sm,Rk) and let Wˆ be the (stratified according to a chosen stratifi-
cation of W ) subset of Jr+1(Sm,Rk+1) coming from Theorem 15 and Remark 35. Let
g be a homogeneous polynomial of degree d such that
Ψ = (ψ, g) ∈ R[x0, . . . , xm]k+1(d)
satisfies the condition jr+1Ψ −t Wˆ (almost every polynomial g has this property by
standard arguments) and (jrψ)−1(W ) is closed in Sm, hence compact. Then by Theorem
15, there is a constant NW , such that we have that
bi
(
jrψ−1(W )
) ≤ NW#{(jr+1Ψ)−1(Wˆ )}
and by Theorem 37, the right hand side is bounded by cdm. 
3.5. Limit laws for Betti numbers: proof of point (7) of Theorem 1 and of
Theorem 13. Let W0 ⊂ Jr(Rm,Rk) be a semialgebraic subset. Consider the random
set Sd = {p ∈ Dm : jrpXd ∈W}, where Xd : Rm → Rk is the rescaled Kostlan polynomial
from Theorem 1 (see Figure 1). We are now in the position of complete the proof of
Theorem 1 by showing 1.7. Let us start by proving the following Lemma.
Lemma 38. Let r be the codimension of W0 and suppose 0 ≤ i ≤ m− r ≤ m− 1. Then
E{bi(S∞)} > 0.
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Proof. From Corollary 36 we deduce that there exists a function f ∈ C∞(,RD)mk such
that jrf −t W0 and bi
(
(jrf)−1(W0)
) 6= 0. Since the condition on f is open, there is
an open neighbourhood O of f where bi((j
rg)−1(W0)) = c > 0 for all g ∈ O. Thus
P{bi(S∞) = c} > 0 because every open set has positive probability for X∞, by 1.3.
therefore E{bi(Z∞)} > 0. On the other hand if no such function f exists, then in
particular there is no polynomial function with that property, hence
P{bi(Sd) > 0} = P{Xd −tW, bi(Sd) > 0} = P{Xd ∈ ∅} = 0.
The first identity follows from the transversality property 1.4. 
We complete the proof of Theorem 1 with the next proposition.
Proposition 39.
(3.5) lim
d→∞
E{bi(Sd)} = E{bi(S∞)}
Notice that (39) doesn’t follow from 22, since bi(·) is a not bounded function.
Proof. Let bi(Sd) = bd. Define a random field Yd = (Xd, xd) : Rm → Rk × R to be
the rescaled Kostlan polynomial of type (m, k + 1). Consider the semialgebraic subset
W ′ = W ∩ Jr(Dm,Rk) of the real algebraic smooth manifold Jr(Rm,Rk) and observe
that Sd = (j
rXd)
−1(W ′) is compact. Now Theorem 15, alogn with Remark 35, implies
the existence of a semialgebraic submanifold Wˆ ′ ⊂ Jr+1(Rm,Rk+1) of codimension m
and a constant C, such that
bd ≤ C#
{(
jr+1(Yd)
)−1
(Wˆ ′)
}
=: Nd
whenever jr+1Yd
−t Wˆ ′ and hence almost surely, because of Theorem 1.4. Since Yd ⇒ Y∞
by 1.2, applying Lemma 20, we see that [bd, Nd]⇒ [b∞, N∞] and it is not restrictive to
assume that bi(Zd), Nd → bi(Z∞), N∞ almost surely, by Skorokhod’s theorem (see [1,
Theorem 6.7]). Moreover E{Nd} → E{N∞} by Theorem 1.6. Now we can conclude with
Fatou’s Lemma as follows
2E{N∞} = E{lim inf
d
Nd +N∞ − |bd − b∞|} ≤
≤ lim inf
d
E{Nd +N∞ − |bd − b∞|} =
= 2E{N∞} − lim sup
d
E{|bd − b∞|},
so that
lim sup
d
E{|bd − b∞|} ≤ 0.

Proof of Theorem 13. The proof is divided in two parts, first we prove the upper bound,
using the square-root law 14, then the we use Theorem 7 to deduce the lower bound.
1. Assume W is smooth with codimension s. Let us consider
Pm,k+1d |Sm = Ψd = (ψd, ψ1d) ∈ G∞(Sm,Rk+1)
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and Let Wˆ ⊂ Jr+1(Sm,Rk+1) be the intrinsic semialgebraic submanifold coming from
Theorem 15 and Remark 35. Thus, using Theorems 15 and 14, we get
E{bi(Zd)} ≤ NWE#{(jr+1Ψd)−1(Wˆ )} ≤ NWCWˆd
m
2 .
2. Consider the embeddings of the m dimensional disk aRd : Dm ↪→ Sm defined in
(3.1). For any fixed d ∈ N, choose a finite subset Fd ⊂ O(m+ 1) such that the images of
the corresponding embeddings {aRd (Dm)}R∈Fd are disjoint. Denoting by ZRd the union
of all connected components of Zd that are entirely contained in a
R
d (Dm), we have
bi(Zd) ≥
∑
R∈Fd
bi(Z
R
d ).
Let W0 ⊂ Jr(Dm,Rk) be the model of W as an intrinsic submanifold, it is closed and
semialgebraic. By Definition 31, we have
(3.6) (aRd )
−1 ((jrψd)−1(W )) = (jr(ψd ◦ aRd ))−1 (W0) ⊂ Dm.
Recall that for any R ∈ O(m + 1), the GRF ψd ◦ aRd is equivalent to Yd ∈ G∞(Dm,Rk)
defined in 3.1, hence taking expectation in Equation (3.5) we find
E{bi(Zd)} ≥ #(Fd)E{bi(Sd)},
where Sd = (j
r(Yd))
−1 (W0). is easy to see (repeating the same proof) that Theorem
1.7 holds also for the sequence Yd ⇒ Y∞, so that E{Sd} → E{S∞}. We can assume that
E{S∞} > 0, because of Lemma 38, thus for big enough d, the numbers E{bi(Sd)} are
bounded below by a constant C > 0. Now it remains to estimate the number #(Fd).
Notice that aRd (Dm) is a ball in Sm of a certain radius εd, hence it is possible to choose
Fd to have at least Nmε
−1
d elements, for some dimensional constant Nm > 0 depending
only on m. We conclude by observing that
εd ≈ d−
m
2 .

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