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1
$\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$ , $m\geq n$ (1.1)





CGLS [12] LSQR [16] $\kappa_{2}(A^{T}A)=\kappa_{2}(A)^{2}$ $A$
$\kappa_{2}(A)=\sigma_{\max}/\sigma_{\min}$ $A$ $\sigma_{\max}$ $\sigma_{\min}$
$A$
[4].








Jacobi (SOR) : $A^{T}A$
[14,17,23,2.3.24:7,11,8]
2 GMRES CG 3
2 GMRES CG
4 5
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$e_{j}$ $i$ $(a, b)$ $a$ $b$ $a^{T}b$





$\min_{x\in R^{n}}\Vert Bb-BAx\Vert_{2}$ GMRES $B\in R^{nxm}$
$B$ [11] $\mathcal{R}(A)$ $A$
Theorem 2.1. $b\in R^{m}$ $\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$ $\min_{x\in R^{n}}\Vert Bb-BAx\Vert_{2}$
$\mathcal{R}(A)=\mathcal{R}(B^{T}BA)$
Theorem 2.2. $\mathcal{R}(A)=\mathcal{R}(B^{T})$ BA-GMRES $b\in R^{m}$ $x_{0}\in R^{n}$
$\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$
$+$ $\mathcal{R}(A^{T})=R(B)$
$k$ Krylov $\mathcal{K}_{k}(BA,\tilde{r}_{0})=$ span $\{\tilde{r}_{0},$ $BA\tilde{r}_{0},$ $\ldots,$ $(BA)^{k-1}\tilde{r}_{0}\}$ : $\tilde{r}0=$
$Br_{0}$
$x_{0}=0$ $r_{0}=b$ $x_{0}\neq 0$







1. Roughly solve $A^{T}Az=A^{T}r_{0}$ to obtain $z\simeq\tilde{r}_{0}=Br_{0}$ by using an iterative method.
2. Compute $\beta=\Vert\tilde{r}_{0}\Vert_{2},$ $v_{1}=\tilde{r}_{0}/\beta$
3. For $k=1,2,$ $\ldots,p$ , Do
4. Roughly solve $A^{T}Az=A^{T}Av_{k}$ to obtain $z\simeq w_{k}=BAv_{k}$ by using an iterative method.
5. For $l=1,2,$ $\ldots,$ $k$ , Do
6. $h_{l,k}=(w_{k}, v_{l}),$ $w_{k}=w_{k}-h_{l,k}v_{l}$
7. $EndDo$
8. $h_{k+1,k}=\Vert w_{k}\Vert_{2},$ $v_{k+1}=w_{k}/h_{k+1,k}$
$g$. Find $y\in R^{k}$ that minimizes $||\beta e_{1}-\overline{H}_{k}y\Vert_{2}=\Vert Br_{k}\Vert_{2}$ .
10. $x_{k}=x_{0}+[v_{1}, v_{2}, \ldots, v_{k}]y_{k}$
11. If $\Vert A^{T}(b-Ax_{k})||_{2}<\epsilon\Vert A^{T}b\Vert_{2}$ , then stop.
12. $EndDo$
13. $x_{0}=x_{p},$ $r_{0}=b-Ax_{0}$ and go to 1
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$\overline{H}_{k}\equiv\{h_{pq}\}\in R^{(k+1)\cross k}$ $h_{k+1,k}=0$ $x_{k}$




$B$ $\Vert Br_{k}\Vert_{2}$ $x_{k}\in x_{0}+\mathcal{K}_{k}(BA,\tilde{r}_{0})$
FGMRES[18] GMRESR[21]
$B$ $k$ $B$ $B_{k}$ $\Vert B_{k}r_{k}\Vert_{2}$
$x_{k}$






1. Roughly solve $A^{T}Az=A^{T}r_{0}$ to obtain $\tilde{z}_{0}=CA^{T}r_{0}$ by using an iterative method.
2. $p_{0}=\tilde{z}_{0},$ $s_{0}=A^{T}r_{0},$ $\gamma_{0}=(s_{0},\tilde{z}_{0})$




7. If II $A^{T}(b-Ax_{k+1})\Vert_{2}<\epsilon\Vert A^{T}b\Vert_{2}$ , then stop.
8. $r_{k+1}=r_{k}-\alpha_{k}q_{k}$
9. $s_{k+1}=A^{T}r_{k+1}$








2 2 $(k+1)$ $k$
$i$ $\delta_{j}^{(k)}$ $x=x+\delta_{j}^{(k)}$ $A$
$\delta_{j}^{(k)}$
$(A^{T}b-A^{T}A(x^{(k)}+\delta_{j}^{(k)}e_{j}), e_{j})=0$ $\Leftrightarrow$ $\delta_{j}^{(k)}=\frac{(r^{(k)},a_{j})}{\Vert a_{j}||_{2^{2}}}$ (3.1)
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$x^{(0)}=0$ . $a_{j}$ $A$ $i$
3.1 Cimmino-NR
Cimmino-NR [6, 19] (1.2) Jacobi
$\omega$ (3.1) $k$
Algorithm 3.1. Cimmino-NR $\grave{\iota}\yen$ .
1. Let $r^{(0)}=b$ .









$B^{(k)} \equiv\omega\sum_{l=0}^{k}(I_{n}-\omega D_{n}A^{T}A)^{l}D_{n}A^{T}$ (3.2)
$x^{(k+1)}=B^{(k)}b$ $B^{(k)}$ $k$ Cimmino-NR
BA-GMRES
$C^{(k)} \equiv\omega\sum_{l=0}^{k}(I_{n}-\omega D_{n}A^{T}A)^{l}D_{n}$
(3.2) $B^{(k)}=C^{(k)}A^{T}$ $D_{n}$ $C^{(k)}$ $(k)$
$\check{A}=AD_{n^{2}}^{1}$ $\check{A}=\check{U}\Sigma\check{V}^{T}\vee$ $\check{A}$
$C=D_{n}^{\frac{1}{2}}\check{V}$ diag $(\rho_{1,k}, \rho_{2,k}, \ldots, \rho_{r,k}, (k+1)\omega, \ldots, (k+1)\omega)(D_{n^{\frac{1}{2}}}\check{V})^{T}$
$\rho_{l,k}\equiv[1-(1-\omega\check{\sigma}_{l}^{2})^{k+1}]/\check{\sigma}_{l}^{2},$ $r=$ rank $A,\check{\sigma}_{1}\geq\check{\sigma}_{2}\geq\cdots\geq\check{\sigma}_{r}>0$ $\check{A}$














Theorem 3.2. $C$ $\omega=0$ , $k$ $l,$ $1\leq l\leq r$
$\omega==_{\sigma_{l}}2$
Theorem 3.3. $C$ $b\in$ $R^{m}$ $\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$
$\min_{x\in R^{n}}\Vert B^{(k)}b-B^{(k)}Ax\Vert_{2}$
$\square$
Theorem 3.4. rank $A=n$ $C$ BA-GMRES $b\in R^{m}$
$\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$
$C$ Algorithm 22 (12) CGLS
32 NR-SOR
NR-SOR [19] (1.2) SOR $\omega$ (31) $k$
Algorithm 3.2. NR-SOR $\text{ ^{}\backslash }$ .
1. Let $r=b$ .
2. For $k=0,1,$ $\ldots,$ $q$ , Do
3. For $j=1,2,$ $\ldots,$ $n$ , Do





$A^{T}A=L+D+L^{T}$ $\mathcal{L}\equiv D+\omega L$,







Theorem 3.5. $\theta\equiv 2\pi l/(k+1),$ $l\in Z$ rank $A=n$. $C^{(k)}$ ;
25
. $(I-G^{k+1})$ ;. $G^{k+1}$ 1 ;. $G$ $\exp(\theta i)$ ;. $[(1-\exp(\theta i))\mathcal{L}-\omega A^{T}A]$
$\exp$ $i$
Theorem 3.6. $C^{(k)}$ $b\in R^{m}$ $\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$
$\min_{x\in R^{n}}\Vert B^{(k)}b-B^{(k)}Ax||_{2}$
Theorem 3.7. rank $A=n$ $C^{(k)}$ $b\in R^{m}$ NR-SOR
BA-GMRES $\min_{x\in R^{n}}\Vert b-Ax\Vert_{2}$
CGLS Algorithm 32 4-8 $i=n$,
$n-1,$ $\ldots,$ $1$ NR-SOR NR-SSOR [5]
NR-SSOR 1 CGLS
4
3 Cimmino-NR NR-SOR NR-SSOR 2 BA-




$\Vert A^{T}(b-Ax_{k})\Vert_{2}<10^{-6}\Vert A^{T}b\Vert_{2}$ (4.1)
(41) $x_{k}$ $A^{T}(b-Ax_{k})$
$0$ GMRES $(p=\infty)$
$A$ $b$ Fortran random-number
$b\not\in \mathcal{R}(A)$
Dell (Intel Xeon X5492 CPU 3.4 GHz, 16 GB RAM. Scientffic Linux




“dens.” $D$ time : $\Vert A^{T}r\Vert_{2}/A^{T}b||_{2}$
rank $A$ $\kappa_{2}(A)$ MATLAB spnrank[10] svd
“-,, HIRLAM [13] [3]
2 [9] Maragal$-8$ $m>n$ MaragaL6-8
Maragal-6 Maragal-7 (41)
4.2 ( )
1 RIF Michele Benzi Miroslav Tuma
http: $//ww2$ .cs.cas.cz$/^{\sim}tuma/sparslab$ .html




$B^{(k)}Ax=B^{(k)}b$ BiCGStab [20] RIF











4.1 LargeRegFile $\Vert A^{T}r_{k}\Vert_{2}/\Vert A^{T}b\Vert_{2}$ vs. NR-SOR
BA-GMRES CGLS




$|$ $|$ $m|$ $n|$ nnz $|$ dens. $\lceil$% $\rceil|$ rank $|$ $\kappa_{2}(A)|$ Dtime $||1A’ r\Vert_{2}/\Vert A^{1}b\Vert_{2}|$
42:
1 :( ) ( RIF )






1. Set $\omega:=1$ .
2. Starting from $n_{in}$ $:=0$ , find the minimum $n_{in}$ that satisfies
$\Vert x^{(n_{in})}-x^{(n_{in}+1)}\Vert_{\infty}\leq\eta\Vert x^{(n_{In}+1)}\Vert_{\infty}$ .
3. Find $\omega_{opt}$ that minimizes $\Vert r^{(n_{in})}\Vert_{2}$ .
: $\eta$ $\omega$ pt NR-SOR $n_{in}$
NR-SOR $n_{in}$ $\omega$























1 $\Xi$ : ( )
2 : [ ]( [ ])
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