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ABSTRACT 
This paper describes a new technique which uses the Jordan-Wachspress parame- 
ters of the two-dimensional elliptic problem in the three-dimensional one. Thus 
A.D.I.-like schemes are obtained which, as is shown, converge faster than even the 
fastest ones known so far. 
1. INTRODUCTION 
For the last two decades many papers have been devoted to the 
numerical solution of the first boundary-value problem for Laplace or 
Poisson equation in a parallelepiped by using alternating-direction implicit 
(A.D.I.) or extrapolated A.D.I. (E.A.D.I.) methods. Among these papers we 
simply quote those by Douglas and Rachford [4], Douglas [3], Samarskii and 
Andreyev [12 and 131, Guittet [6], Fairweather, Gourlay and Mitchell [5], 
Hadjidimos [7, 8, lo] and Avdelas [l]. The introduction of the extrapolation 
parameter together with the set of Douglas or Samarskii-Andreyev parame- 
ters, applied in the way described by Hadjidimos [9, lo], has provided us 
with A.D.I. methods which were more rapidly convergent than the previous 
unextrapolated ones. However, the problem of finding the optimum three-di- 
mensional A.D.I. scheme in a way analogous to the way Wachspress found 
the two-dimensional scheme (see e.g. Wachspress [14, 151 and Young [IS]) is 
far from having been solved. 
In this paper we present a technique which has enabled us to use the 
Jordan-Wachspress (J-W) parameters of the two-dimensional problem in the 
three-dimensional one and thus to obtain A.D.I.-like schemes which, both 
theory and practice show, converge much faster than the corresponding 
E.A.D.I. ones. 
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As the reader will see in Sec. 3, the new technique we propose consists of 
two basic sets of iterations, which are called outer and inner iterations 
respectively. In particular, for each outer iteration we have to solve a 
number of systems with the same coefficient matrix, and this is done by 
using a number of inner iterations of A.D.I. type. Instead of these inner 
iterations we could have used a direct technique like the one described in 
Dorr [2]. This should have decreased the total amount of arithmetic involved 
even further, since, as is known, for the numerical solution of Poisson 
equation over a rectangle, fast direct methods are superior to A.D.I. ones. In 
Sec. 3 we use the A.D.I. inner iterations simply because we would like to 
follow the same way of thinking which led us to the outer iterations and 
therefore also to use corresponding sets of J-W parameters. 
2. STATEMENT OF THE PROBLEM 
Consider the first boundary-value problem for the Poisson equation 
a2u a2u a2u 
Tg+g+j-g = f(X)? x = (x1,x2,x3) E R
1 2 3 
where R ={x]O<xi<Zi]i=1,2,3} ( i.e., the interior of a parallelepiped with 
edges of lengths Zi 1 i = 1,2,3), aR is the boundary of R, and f and g are known 
functions. To solve the problem (1) numerically we impose a uniform grid of 
mesh sizes hi = Zi/Ni (iVi > 3) with Ni 1 i = 1,2,3 arbitrary integers and ap- 
proximate it at each internal node by a ‘I-point difference formula. The 
totality of difference equations thus obtained yields a linear system of the 
form 
(A,+A,+A,)u = cp. (2) 
where 4 ]i = 1,2,3 are three known symmetric matrices of order E that 
commute, u is an unknown E-dimensional vector whose components u~,~,~, 
are the approximate solutions at the nodes (ilhlri2h2,i3h3) taken in their 
natural ordering, and QJ is a known E-dimensional vector, with E and Ei 
denoting the expressions E = (IV1 - l)(Na - l)(N, - 1) and Ei = E/(N, - l)] i = 
1,2,3. The matrices Ai) i = 1,2,3 are of the following product forms: 
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where Ji is the unit matrix of order Ni - 1, Vi is a matrix of order Ni - 1 given 
bY 
2 -1 
-1 2 -1 
vi = pi *. . . . . (4) 
-‘l 2 -1 
-1 2 
with & = h,h,/ h;, ,Bz = h3/ h,, ,f?, = h,/ h,, and the symbol @ denotes the 
tensor product as defined in Halmos [ 111. The eigenvalues of Ai ) i = 1,2,3 are 
obviously those of the corresponding Vi with each eigenvalue repeated Ei 
times. Thus the different eigenvalues of the Ai’s are given by the expressions 
ui =4P,sinZg i = 1,2,3 and ki = l(l)N, - 1. 
1 
3. AN A.D.I.-LIKE SCHEME 
If we put 
H = A,, V = A, + A,, 
then the system (2) can be written in the form 
(H+ V)u = q, (6) 
where the matrices H and V are obviously symmetric with different eigen- 
values 
klT a, =4/?,sin2m k, = l(l)&‘, - 1, 
1 
b 2.3 = 4P,sin”g +4p3sin2& k2 = l(l)N, - 1, k3 = l(l)N, - I 
2 3 
and commute. Therefore for the numerical solution of (6) the following 
A.D.I.-like scheme can be used: 
(r$)+lZ+ H)u (~+m+~~lz- v)uM+cp 
(&z+ v)u (ffl+l)=(T~?1_H)U(m+1/2)+9) 
m = 0,1,2;. . Y (7) 
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where Z is the unit matrix of order E; T$+ I,~,$1 are two sequences of 
positive acceleration parameters; u@) is the mth iteration approximation to 
the solution u of (2) (u(O) arbitrary); and u(~+~/~) is an intermediate ap- 
proximation to u(~+ l). The scheme (7) is of exactly the same form as the one 
considered by Wachspress (see Wachspress [14, 151 and Young [16]). There- 
fore for a fixed total number of iterations m, optimum values for the two 
sequences of the acceleration parameters are given in terms of elliptic 
functions in the way described in the same references above. Thus in (7) we 
can replace the sets r$+r and rz!+r by the corresponding J-W sets of 
parameters. 
During each iteration of the scheme (7), we have to solve two linear 
systems. Because of the form of H, the matrix of the coefficients of the 
unknowns of the first system is the direct sum of tridiagonal matrices, and 
therefore this system is easily solved. In the second system, however, the 
matrix of the coefficients of the unknowns is of a rather complicated form 
due to the form of V, and therefore the corresponding system cannot easily 
be solved. This difficulty can be overcome if we work as follows. 
The matrix of coefficients of the second equation of the scheme (7) can 
be transformed as follows: 
&rZ+ V= rg)+rZ+Aa+Aa 
where we have set 
H m+1 = J3@(~43-1J2+ U2), 
V m+l = (fr?+1J3+ Ua) C3Z2. 
Thus the second equation of (7) has the form 
[(Hm+l+ V,,,+1)C3’J,]~(m+1) = bcrn+r) 
(8) 
(9) 
with 
b(m+l) = ( rffil - H)u("+l/') + b. 
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The system (9) can be split into Ni - 1 systems of the form 
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(Hm+1+ Vm+Ju;m+l)=d,!m+l)p = l(l)N, - 1, (10) 
where 
for i = l(l)Ni - 1. It is apparent that the systems (10) have the same matrix of 
coefficients, and that the matrices ZZ,, i, V,, i which constitute it are 
symmetric and positive definite, and commute. Moreover H,,,,, is a direct 
sum of tridiagonal matrices, while V, + i can be transformed by permutation 
transformations into the direct sum of tridiagonal matrices. Thus each of the 
systems (10) can now be solved numerically by using either a direct method 
of Dorr’s type described in [2] or a new A.D.I. scheme of the form 
(r$+l,,+lZ1+ Hm+l)u~m+l~n+~) I 
where I, is the unit matrix of order E . r(l) (2) 1, m+l,n+lY?n+l,n+l are two sequences 
of positive acceleration parameters; ujm+lXn) is the nth iteration approxima- 
tion to the solution t$“+i) of (10) (t~j~+~,‘) arbitrary); and ujm+1*n+1/2) an 
intermediate approximation to vi (m+l,n+l). For a fixed total number of 
iterations no and for each value of n = O(l)n, - 1, optimum values for the sets 
rk!l,n+l and r,%i,,,+i can again be provided by the same analysis of 
Wachspress. 
In a specific case, when we apply the A.D.I.-like scheme (7) together 
with A.D.I. schemes (11) so as to reduce the L,-norm of the initial error 
vector by a factor E, we work as follows. We first define the number m. by 
basing our analysis on e and from that the sequences ri! i, rE\ i (m = 0( l)mo - 
1 following Wachspress [14 or 151. Since we want to have a comparable 
accuracy, when using the schemes (7) and (11) we define the numbers no by 
basing our analysis on the same E (this has proved sufficient in practice), 
and then we define the sequences r~!l,,+l,r~!l,,+,ln=O(l)no- 1, m= 
0(1)%-l. This procedure becomes clear in the numerical example we give 
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in the next section. It is also shown there that when solving a specific 
problem by the new method presented here, much less arithmetic is required 
than in the fastest corresponding E.A.D.I. method known so far (see 
Hadjidimos [lo]), and therefore the present method is to be preferred. 
4. NUMERICAL EXAMPLE 
We consider the problem (1) where the region E is the unit cube (i.e., 
1, = I, = 1a = 1) with f~g=O. Thus its theoretical solution is identically equal 
to zero. We impose a uniform mesh on g of size h, = h, = h, = 0.05 in each 
coordinate direction (i.e., N, = N, = Na = 20). The corresponding discrete 
problem is now the following: 
(A,+A,+A,)u = 0, (12) 
where Aili= l(l)3 are still given by the expression (3), with the only 
difference that this time J, = JZ =J3 is the unit matrix of order 19 and 
U, = U, = U, is a matrix of order 19 again given by (4) with Pi = & = & = 1. 
The different eigenvalues of the A,‘s are given by the simplified expressions 
(5), i.e., 
$=4sin’g i = 1,2,3 and ki = 1(1)19. 
It is obvious that the problem (12) has as its solution the null vector. This 
means that at each node of the grid the theoretical solutions of the continu- 
ous and the discrete problem coincide, since they are both equal to zero. 
Thus the actual error vector .s(*) 
corresponding u@‘). 
at each step of (7) will coincide with the 
Assume now that we want to apply the schemes (7) and (11) so as to 
achieve a reduction of the La-norm of the initial error vector E(O) by a factor 
of e = 10e4. After some analysis, based on the lower and upper eigenvalue 
bounds for the matrices H and V, takes place, we find out that in order to 
achieve the reduction previously mentioned we have to choose m, = 7. The 
corresponding J-W parameters correct to five significant digits are given in 
Table 1. 
As we have already mentioned, after each application of the first step of 
the scheme (7) we have to perform a number of no iterations of type (11) 
corresponding to the second equation of (7). If we retain the same factor 
Ed = E = 1O-4 for these inner A.D.I. iterations, we can obtain the numbers no 
in connection with the corresponding m’s which are given in Table 2. 
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TABLE 1 
OPTIMUMPARAMETERSFORTHEA.D.I.-LIKESCHEME 
0 6.8754 x 10” 3.6844 x 10” 
1 3.0492 x 10” 2.1900 x 10” 
2 1.1775 x 10” 1.0051 x 10” 
3 4.6751 x 10-l 4.1867x 10-i 
4 1.9478 x 10-l 1.6626x 10-l 
5 8.9395 x lo-’ 6.4205 x lo-’ 
6 5.3135x 1o-2 2.8475 x 1O-2 
TABLE 2 
NUMBER OF INNERA.D.I. ITERATIONS,~, 
El m= 0 1 2 3 4 5 6 
= 10-4 no= 3 4 4 5 6 7 7 
= 10-5 no= 4 4 5 6 7 8 8 
The corresponding sets of J-W parameters are given in Table 3. 
By using as initial vectors the vectors u(O) and u!~+ ‘,‘)]i = l(l)19 with ah 
their components equal to 1, we solved the problem’at hand on the UNIVAC 
1106 computer of the University of Salonika. It was then observed that the 
CPU time was 3416 seconds and the reduction factor achieved was 1.03 X 
10e4 instead of 10p4. 
In order to achieve a reduction factor actuaIIy less than 10m4, we solved 
the same problem again by considering for the inner A.D.I. iterations 
sr = 10p5. The corresponding optimum parameters in this case are given in 
Tables 2 and 4. 
Starting with the same initial vectors as before, we again solved the 
problem on the computer. This time we observed that the CPU time was 
3867 seconds and the reduction factor achieved was 0.74 X 10p4. 
Although a straightforward comparison of the theoretical number of 
iterations needed to solve the problem at hand by this present method and 
by the fastest known E.A.D.I. method (see Hadjidimos [lo]) would prove the 
superiority of the new method, we tried and solved the same problem on the 
computer. We used the scheme (4) of Hadjidimos [9] with the corresponding 
optimum values when using the set of Samarskii-Andreyev parameters given 
in Table 3 of Hadjidimos [lo]. So we found out that the CPU time was 4568 
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seconds and the actual reduction factor achieved was 0.82 X 10W4. Thus the 
superiority of the new method undoubtedly proved even in the case of an 
actual numerical study. 
The authors are most grateful to Dr. E. L. Wadspress for his very 
valuable comments and suggestions and especially for his suggestion that 
the inner A.D.I. iterations could be replaced by a direct method of Dot-r’s 
type, which when combined with our outer iterations could decrease the 
total amount of work considerably. 
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