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In recent years it has become conventional practice to include higher-order cylindrical harmonics in
the phenomenological description of two-particle angular correlations from ultra-relativistic heavy-
ion collisions. These model elements, whose dependence on relative azimuth angle has the form
cos[m(φ1 − φ2)] where m > 2, were introduced to support a hydrodynamic flow interpretation of
the same-side (|φ1 − φ2| < pi/2) 2D peak in the correlations. Previous studies have shown that the
m > 2 harmonics are not required by the data, that they destabilize the fitting models, and that
their net effect is to decompose the same-side peak into two components, one being dependent on
and the other being independent of relative pseudorapidity. Thus we are lead to question whether
descriptions of angular correlation data including higher-order harmonics inform our understanding
of the same-side peak or heavy-ion collisions in general. Results from analysis of two-dimensional
angular correlation data from the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron
Collider (LHC) show that the RHIC data do not exclude a single-Gaussian hypothesis for the same-
side peak. We find that the net effect of including the m = 3 harmonic or azimuth sextupole in
the fitting model is the inclusion of small non-Gaussian dependence in the mathematical description
of the same-side peak. Those non-Gaussian effects are systematically insignificant and can be
accommodated by minor perturbations to the same-side 2D Gaussian peak model, which act locally
at small relative azimuth. We also demonstrate that the 0-1% 2D angular correlation data for 2.76
TeV Pb+Pb collisions from ATLAS, which display an away-side double peak on azimuth, do not
require a sextupole and exclude a positive same-side sextupole.
PACS numbers: 25.75.-q, 25.75.Bh, 25.75.Ld, 25.75.Gz
I. INTRODUCTION
One of the more interesting observations to emerge
from the study of two-particle angular correlation data
from heavy-ion collisions at the RHIC and the LHC is
the appearance of a two-dimensional (2D) peak at small
relative azimuth (φ) which significantly increases in am-
plitude and in width along relative pseudorapidity (η)
for more-central collisions [1–6]. For minimum-bias pro-
ton + proton (p+p) collisions and for Au + Au colli-
sions from peripheral to mid-centrality (50% of fractional
cross section) at RHIC this correlation peak structure is
consistent with perturbative quantum chromodynamics
(QCD) predictions for minimum-bias jets (no lower mo-
mentum cut) assuming binary nucleon-nucleon collision
scaling [2, 7, 8]. Beginning at mid-centrality for Au+Au
collisions at
√
sNN = 62 and 200 GeV the amplitude and
the width on relative pseudorapidity abruptly increase
more rapidly with centrality (a sharp transition in the
parameter trends defined in [2]) leading to a broad, 2D
peaked structure that extends beyond the tracking ac-
ceptance. Some authors (e.g. Refs. [3, 9]) interpret this
structure as the combination of an η-independent “ridge”
on azimuth plus a reduced 2D peak. A similar same-
side (relative azimuth < π/2) 2D peaked structure was
reported by the PHOBOS collaboration [9] and for the
2.76 TeV Pb+Pb collision data and angular correlations
by the ALICE [6], CMS [5] and ATLAS [4] collaborations
at the LHC.
In 2010 Alver and Roland [10] used a truncated Fourier
cosine series (
∑
mAm cos[m(φ1 − φ2)], m ≤ 3) to fit the
azimuth projection of 2D angular correlation data from
PHOBOS [9, 11] and STAR [12] for large relative pseudo-
rapidity. Using a Monte Carlo Glauber model for Au+Au
collisions they obtained non-zero initial-state eccentrici-
ties ε2 and ε3 for the participant nucleon positions on
the transverse plane perpendicular to the beam direc-
tion. Then, using Monte Carlo events from AMPT [13]
they found that the final-state v2 and v3 were linearly
proportional to the respective nucleon participant ε2 and
ε3 when the vm were calculated relative to the m
th-order
participant plane. They claimed that this linear relation-
ship for v3 is evidence of triangular flow in the AMPT
transport mechanism. They went on to suggest that the
pseudorapidity-elongated same-side peak in the 2D angu-
lar correlations from PHOBOS [9, 11] and STAR [12] is
partially caused by, and perhaps dominated by triangular
flow.
Use of higher-order azimuth harmonics (m > 2) in phe-
nomenological descriptions of angular correlation data is
now ubiquitous in the literature. Recent 2D correlation
data from ATLAS [4] and 1D azimuth correlation data
from ALICE [6] for 2.76 TeV Pb+Pb most-central col-
lisions (0-1% and 0-5% of the total cross section) reveal
an away-side double-peaked structure on azimuth which
is interpreted to suggest a third-order harmonic contri-
bution.
In this paper we challenge the introduction of “higher
2harmonics” to the 2D angular correlation data descrip-
tion. We focus on the m = 3 cylindrical harmonic
(sextupole); the m > 3 terms are much less significant.
Most of the 1D and 2D angular correlation data wherein
higher-order harmonic contributions are claimed to ex-
ist can be well described without these elements. The
transverse momentum (pt) integral (pt > 0.15 GeV/c)
2D angular correlations reported for Au+Au collisions at
200 GeV [2] were readily described with physical-model-
independent functions consisting of a 2D Gaussian at zero
relative opening angle plus the first two terms of a cosine
series, the dipole and quadrupole. With this model it was
demonstrated that the same-side correlation peak in the
data could be easily separated from other structures such
as the multipoles via its dependence on relative pseudo-
rapidity and that it could be described accurately with a
single 2D Gaussian [2]. This analysis showed that m > 2
azimuth harmonics are not required by these data, al-
though they may be permitted in the model fitting.
Critical evaluation of 2D angular correlation models,
including a m = 3 cylindrical multipole or sextupole was
reported in [2, 14, 15]. In all three studies the sextupole
model element was considered but with different focus.
Each study demonstrated that the sextupole was not re-
quired by the data.
In Ref. [2] it was shown that model descriptions of
the 2D angular correlations for 62 and 200 GeV Au+Au
minimum-bias collisions could achieve a reduction in χ2
when a sextupole was included. However, the changes
in the residuals were not systematically significant given
the uncertainties in the data and fitting parameters [2].
In all three papers it was shown that the sextupole
amplitude was determined by the multipole decomposi-
tion of the azimuth projection of the same-side 2D peak,
implying that the sextupole derives from the same-side
peak rather than from some other aspect of the data.
Each analysis demonstrated that the net effect of the
additional sextupole in combination with changes in the
lower-order dipole and quadrupole terms was equivalent
to a same-side 1D peak on azimuth (uniform on rela-
tive pseudorapidity), which we refer to as an effective
ridge. Further analysis presented in those papers showed
that the effective ridge, in combination with the fitted
reduced-amplitude same-side 2D Gaussian, was statisti-
cally equivalent to the original same-side 2D Gaussian
peak function obtained without the sextupole. The mi-
nor differences were statistically and systematically in-
significant but point the way toward explaining why fits
including the sextupole achieve reduced χ2.
The debate over fitting-model phenomenology may
seem unimportant since the entire correlation structure
must ultimately be explained by any surviving theory
that is not falsified. But in practice the mathemat-
ical decomposition of correlation data influences the-
oretical development. For instance, representing az-
imuth projections of 2D angular correlations with a single
cos[2(φ1 − φ2)] term drives and is motivated by a hydro-
dynamic flow explanation. In fact, any azimuth Fourier
component with m > 1 is conventionally interpreted as
hydrodynamic flow (e.g. [16]). The present state of igno-
rance regarding the physical origin of the same-side 2D
peak in more-central heavy-ion collisions does not jus-
tify including theoretically-inspired model elements in the
fitting phenomenology which then introduce strong the-
oretical bias in the data analysis. The statistical and
phenomenological aspects of the fitting model should be
tested and well understood first, and then used to guide
theoretical development.
The above studies [2, 14, 15] address the question of
the logical necessity, fitting model instabilities, and net
model differences associated with higher-order harmonic
terms. In the present analysis the structure of the same-
side 2D peak in the angular correlation data for 200
GeV minimum-bias Au+Au collisions [2] is studied in
detail. A single-Gaussian hypothesis is tested using fits
to projections of the 2D data onto relative pseudorapid-
ity shown in [15]. The net effect of an additional m = 3
azimuth harmonic is determined and shown to introduce
small, non-Gaussian (NG) η dependence in the same-side
2D peak. Other NG models are studied, and a single
same-side 2D Gaussian hypothesis is tested. The covari-
ation between the amplitudes of the m = 3 harmonic
and the same-side 2D peak is determined and shown to
be very large; a same-side invariant combination of model
elements is derived. The angular correlation data for the
0-1% 2.76 TeV Pb+Pb collision data from the ATLAS [4]
collaboration, which exhibit an away-side double-peaked
structure on azimuth, are described with a variety of fit-
ting models including those with a sextupole.
The paper is organized as follows. In Sec. II the corre-
lation measure and standard model function are defined.
In Sec. III the single-Gaussian hypothesis is tested for 1D
projections of the data. In Sec. IV non-Gaussian fitting
models are applied to the 2D angular correlation data.
Fitting ambiguities and a same-side model invariant are
discussed in Sec. V. In Sec. VI the analysis results for
the 0-1% 2.76 TeV Pb+Pb collision data from ATLAS
are presented. A summary and conclusions are given in
Sec. VII.
II. ANALYSIS METHODS
Two-particle correlations from heavy-ion collisions are
constructed from charged particle pair histograms on a
maximum of six independent momentum coordinates,
pt1, η1, φ1, pt2, η2, φ2. For symmetric collision systems
and for measurements near mid-rapidity the correlations
on projected 2D sub-spaces (η1, η2) and (φ1, φ2) are in-
variant along lines of constant differences (η1 − η2) and
(φ1 − φ2) [1, 2], thus eliminating two coordinates. The
data can be projected onto relative difference coordinates
η∆ = η1 − η2 and φ∆ = φ1 − φ2 without loss of informa-
tion. Symbols ∆η and ∆φ herein refer to intervals in the
primary 3D space of the tracking detector and are used
to denote the tracking acceptance. The remaining coor-
3dinates pt1, pt2 are integrated over intervals (cuts) that
vary with the experiment and specific data set. Angular
correlation data are often projected onto 1D variables
η∆ or φ∆. Terms “near-side” or “same-side” refer to
particle pairs with |φ∆| ≤ π/2 and “away-side” refers to
|φ∆| > π/2.
Measured correlations consist of the pair ratio
r ≡ ρsib/ρref (1)
which is a ratio of binned quantities corresponding to
pairs of particles from the same collision (siblings) and
pairs from a reference distribution. In Ref. [2] the latter
was constructed using charged particle pairs from dif-
ferent but similar collision events, or mixed-event pairs
denoted by ρmix. Assuming unit-normalized histograms
ratio r is approximately 1 such that the difference
r − 1 = ρsib − ρmix
ρmix
≡ ∆ρ
ρmix
(2)
carries the significant information. The above quantity
reports the number of correlated pairs per total num-
ber of particle pairs on the binned space. Observed
correlation structures in relativistic heavy-ion collisions
scale roughly in proportion to the event multiplicity
with the exception of quantum interference correlations
(HBT [17]). The per-pair ratio therefore includes a triv-
ial dependence on inverse multiplicity. Such dependence
can be eliminated by using a per-particle measure which
is equivalent to Pearson’s normalized correlation coeffi-
cient [18] and is defined by
∆ρ√
ρref
=
√
ρref(r − 1). (3)
Prefactor
√
ρref = d
2Nch/dηdφ when the single-particle
density is uniform over the acceptance.
Measured pt-integral (pt > 0.15 GeV/c) angular corre-
lations from STAR were described with a physical-model-
independent fitting function based on examination of the
correlation structures resulting from different kinematic,
charge-pair combinations, and centrality cuts. Angular
correlations on (η∆, φ∆) for peripheral Au+Au collision
data were constructed for pairs with transverse rapid-
ity [19] sum yt1 + yt2 greater than 4 or less than 4 and
for like-charge-sign pairs (LS) as well as for unlike-sign
pairs (US).
For yt1 + yt2 ≤ 4 a 1D peak on η∆ (and uniform on
φ∆) is observed which diminishes with increasing colli-
sion centrality [2, 20]. Also at low momentum a sharp
peak at (η∆, φ∆) = (0, 0) is well represented with a 2D
exponential. Particle identification studies reveal that
the sharp peak for US pairs is due to conversion electron
backgrounds [2]. Projections of measured HBT correla-
tions [21] onto (η∆, φ∆) show that the LS peak represents
quantum correlations. Both are considered backgrounds
for this analysis.
Angular correlations for pairs with yt1 + yt2 > 4 re-
veal a same-side 2D peak at (0,0) plus a broad away-
side 1D peak on φ∆ centered at φ∆ = π and uniform
on η∆ [2, 20]. The latter can be represented by a pe-
riodic series of 1D Gaussians on azimuth at odd multi-
ples of π, or more economically by an away-side dipole
cos(φ∆−π). The dipole representation is accurate for the
broad away-side azimuth widths observed in pt-integral
angular correlations and for selected pt intervals up to
several GeV/c [22]. For higher pt an away-side Gaus-
sian with reduced width may be more appropriate (see
Figs. 10 and 11 in Ref. [23] and also Refs. [24, 25]). The
sum of these four model elements together with a nor-
malization offset (an arbitrary constant determined by
the chosen normalization of ratio r above) account for
the observed correlations in p+p and peripheral Au+Au
collisions from STAR [1, 2, 20].
With increasing centrality this model is insufficient;
the residuals indicate the need for additional η∆-
independent azimuth peaks with similar amplitudes cen-
tered at φ∆ = 0 and π which are well represented by a
quadrupole term cos(2φ∆). No further model elements
are required to describe the minimum-bias pt-integral 2D
STAR data [2, 26]. Charge-dependent or LS and US cor-
relations as well as correlations obtained with restricted
pt cuts or so-called trigger-associated pair cuts may re-
quire different model elements.
The minimal fitting model for this analysis is therefore
given by
F (η∆, φ∆) = A0 +AD [1 + cos(φ∆ − π)] /2 + 2AQ cos(2φ∆) +A2D exp
{
−1
2
[(
η∆
ση∆
)2
+
(
φ∆
σφ∆
)2]}
+ Abkg exp

−
[(
η∆
wη∆
)2
+
(
φ∆
wφ∆
)2] 12
+Asoft exp
{
−1
2
(
η∆
σsoft
)2}
. (4)
This fitting model, which we refer to as the standard
model function, contains 11 free parameters. However,
for mid- to most-central Au+Au collisions at RHIC en-
ergies the 1D Gaussian (Asoft term) is not required. An
4added sextupole term would have the form 2AS cos(3φ∆).
Other fitting model elements will be introduced in
Secs. III and IV.
Statistical errors in the fit parameters were calculated
using a Taylor-series expansion for the fitting function
near the χ2-minimum. Defining the fit parameters as
{c1, c2, · · · cM} the above function for arbitrary parameter
values near the optimum solution can be expanded as
F (η∆, φ∆; c1 · · · cM) = F (η∆, φ∆; c01 · · · c0M)
+
M∑
i=1
(ci − c0i )
∂F (η∆, φ∆; c1 · · · cM)
∂ci
|c01···c0M + · · ·
= F 0(η∆, φ∆) +
M∑
i=1
δci
∂F
∂ci
|0 + · · · . (5)
Superscripts 0 indicate optimum fit values; δci = ci − c0i
and partial derivatives ∂F/∂ci are evaluated at the χ
2-
minimum. The fit parameter error or covariance matrix
δ2cij is obtained as usual [27] via matrix evaluation
δ2cij = δ
2 (δcij) =

 ∑
η∆,φ∆
1
ǫ2(η∆, φ∆)
∂F
∂ci
|0 ∂F
∂cj
|0


−1
,
(6)
where ǫ(η∆, φ∆) is the bin-wise statistical uncertainty in
the correlation data and exponent (−1) indicates inver-
sion of the matrix within the square brackets. Diagonal
element δ2cii is the variance σ
2
i of the i
th parameter. Off-
diagonal element δ2cij is the covariance between the i
th
and jth parameters also denoted by cov(i, j).
III. 1D PROJECTIONS ONTO η∆
In this section we examine the model-independent form
of the η∆-dependent component of the same-side struc-
ture and test its consistency with a 1D Gaussian peak.
We consider 200 GeV Au+Au mid- to most-central col-
lision data [2] where the same-side 2D peak extends be-
yond the η acceptance and a constant offset plus 1D peak
description is possible.
To test the efficacy of the 1D Gaussian description the
2D angular correlations were projected onto η∆ by av-
eraging the bin values on φ∆ over the interval [0, π/2]
where the data are periodic and symmetric about φ∆ =
0 by construction. The fitted constant offset (A0), dipole
and sharp exponential peak (Abkg element) at (0,0) were
subtracted using the values for the standard model func-
tion in Eq. (4) and listed in [2]. The quadrupole averages
to zero for this selected φ∆ interval. η∆ projections are
shown in [15] for some of these data.
The results were fitted with a model-independent poly-
nomial expansion in η∆ given by
F (η∆) = α+ β
η2∆
∆η2
+ γ
η4∆
∆η4
(7)
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FIG. 1: Model independent fitted parameters (−β, γ) from
Eq. (7) with 1, 2 and 3σ error contours in comparison with the
parabolic locus of Gaussian model coefficients for the same-
side (|φ∆| < pi/2) projection of the 200 GeV Au+Au correla-
tion data [2] onto η∆. The centrality bins shown in panels (a)
- (d) correspond to 18-28%, 9-18%, 5-9% and 0-5%, respec-
tively. The horizontal axes display parameter −β from Eq. (7)
and Af2 from Eq. (9); the vertical axes represent parameters
γ and Af4.
with free parameters α, β, γ and STAR TPC tracking
acceptance ∆η = 2 [28]. Only even powers of η∆ can
contribute due to the symmetry imposed on the 2D his-
tograms.
A Gaussian distribution can be similarly expanded as
FGauss(η∆) = A exp
(−η2∆/2σ2η)
≈ A
(
1− η
2
∆
2σ2η
+
η4∆
8σ4η
− η
6
∆
48σ6η
+ · · ·
)
. (8)
The magnitudes of the fourth and remaining terms in
Eq. (8) are less than the statistical uncertainties in the
projected data [2] for both the full and partial azimuth
projections for the more-central collisions corresponding
to cross section fractions in the range from 0 to 28%.
The Gaussian hypothesis is therefore tested for the 0-
5%, 5-9%, 9-18% and 18-28% centrality data where the
quadratic expansion in η2∆ of the Gaussian distribution
is statistically accurate. These centralities are most rele-
vant to the sextupole issue owing to the large widths on
η∆. Re-expressing Eq. (8) in the same form as Eq. (7)
and truncating at the third term yields
FGauss(η∆) ≈ A−Af2 η
2
∆
∆η2
+Af4
η4∆
∆η4
+ · · · , (9)
where f2 = ∆η
2/(2σ2η) and f4 = f
2
2 /2. The third and
5remaining terms are all determined by the coefficient of
the η2∆ term.
The projected data were fitted with function F (η∆) in
Eq. (7) where parameter α determines the amplitude A
in Eq. (9). The range of possible Gaussian functions is
specified by the locus of ordered pairs (Af2, Af4) where
Af4 = Af
2
2 /2 defines a parabola.
Results are shown in Fig. 1 for the [0, π/2] same-side
projection for centrality bins 18-28%, 9-18%, 5-9% and
0-5% in panels (a) - (d), respectively. One-, two- and
three-sigma (3σ) error contours are shown for fitted pa-
rameters β and γ in Eq. (7) in comparison with the
parabolic locus of Gaussian model coefficients Af2 and
Af4. A Gaussian model description for these 1D data
projections lies within 1-3σ of the optimum fitted values
for all cases. Overall we conclude that a single-Gaussian
hypothesis for the 1D η∆ projected same-side peak is not
excluded by the data. However, in all cases χ2 can be
improved by allowing the same-side peak to have a non-
Gaussian (NG) geometry, i.e. f4 6= f22 /2. Non-Gaussian
dependence is discussed in the next section.
IV. NON-GAUSSIAN MODELS
In the previous section it was shown that a single-
Gaussian description of the 1D η∆-projected correlation
data was not excluded by the data but that the fit χ2
could be reduced by allowing minor non-Gaussian de-
pendence in the fitting function. In this section we apply
a variety of non-Gaussian fitting models to the entire
set of 2D pt-integral angular correlations for 200 GeV
minimum-bias Au+Au collisions from STAR [2]. The
study involves the following three steps: (i) We show that
the net effect of adding a sextupole term to the standard
model function is equivalent to adding a same-side 1D
Gaussian peak on azimuth which is uniform on η∆. Sim-
ilar results were reported in Refs. [2, 14, 15]. (ii) We
show that the combination of a same-side 1D Gaussian
on azimuth and a reduced 2D Gaussian at (0,0) which
reproduces the same-side 2D peak structure in the data
is approximately Gaussian with minor non-Gaussian de-
pendence. (iii) We use other ftting models with non-
Gaussian forms for the same-side 2D peak and compare
the resulting χ2 values and fit residuals with those pro-
duced by a fitting model with an included sextupole ele-
ment.
The standard model function in Eq. (4) describes the
η∆-independent structure in the away-side correlation
data [1, 2]. Adding a third harmonic model element (sex-
tupole) forces the dipole and quadrupole terms to adjust
in order to maintain a good fit to the away-side data. The
net difference between the sum of multipoles obtained by
fitting with and without the sextupole term is shown in
Fig. 2 for the 9-18% centrality bin. The right-most panel
shows the quantity [A′D cos(φ∆ − π)/2+ 2A′Q cos(2φ∆) +
2A′S cos(3φ∆) − AD cos(φ∆−π)/2−2AQ cos(2φ∆)] where
primes indicate fitting parameters obtained with an in-
cluded sextupole. The net structural difference is a nar-
row, same-side 1D peak (effective ridge) on azimuth as
previously demonstrated in Refs. [2, 14, 15].
This effective ridge can be accurately represented as a
periodic 1D Gaussian, where
ASSG
∑
k=0,±2,···
e−(φ∆−kpi)
2/2σ2S =
∑
m≥0
am cos(mφ∆)
=
ASSGσS
2π
[
1 + 2
∞∑
m=1
e−m
2σ2S/2 cos(mφ∆)
]
, (10)
and subscript “SSG” means same-side Gaussian. The
multipole summation rapidly converges for typical widths
σS of order 0.7 such that amplitudes for m > 3 are
negligible. Adding a same-side 1D azimuth Gaussian to
the standard model function in Eq. (4) with σS of order
0.7 is statistically equivalent to adding same-side dipole,
quadrupole and same-side sextupole elements where the
amplitude of the sextupole element is
AS =
ASSGσS
2π
e−9σ
2
S/2. (11)
Therefore, including a sextupole in the fitting model re-
duces the away-side dipole, increases the quadrupole and
reduces the amplitude and η∆ width of the same-side 2D
peak function.
Fitting the data with an added sextupole element is
statistically equivalent to fitting the data with an addi-
tional 1D same-side azimuth Gaussian whose width is
approximately 0.7. Given the amplitude of the sextupole
it is straightforward to calculate the amplitude of the
same-side 1D Gaussian equivalent and vice-versa. The
exponential factor in Eq. (11) exp(−9σ2S/2) accounts for
the fact that a relatively large (≈ 50% of A2D) same-side
1D Gaussian equivalent amplitude corresponds to a rel-
atively small (few percent of A2D) sextupole amplitude.
For example, if σS = 0.7 the amplitude of the same-side
Gaussian equivalent is AS/0.012, a large amplification
factor. Increased magnitude of ASSG directly reduces
A2D in the fitting.
Refering to Sec. III and using Eqs. (8) and (9) it is easy
to demonstrate that adding a constant B to a 1D Gaus-
sian on η∆ changes the relation between the coefficients
of the η2∆ and η
4
∆ terms given by
FGauss(η∆) → A exp
(−η2∆/2σ2η)+B
≈ (A+B)
(
1− f ′2
η2∆
∆η2
+ f ′4
η4∆
∆η4
+ · · ·
)
, (12)
where f ′2 = Af2/(A + B) and f
′
4 = Af4/(A + B) (f2
and f4 are defined in Sec. III). In Eq. (12) f
′
4 6= f ′22 /2,
meaning that the combination is non-Gaussian. Fig. 1
shows that minor deviations from a pure Gaussian func-
tion reduce the χ2 for fits to the 1D η∆ projections of the
same-side data. Adding a sextupole term to the stan-
dard model function in Eq. (4) is equivalent to adding a
same-side 1D Gaussian. χ2 is reduced when a sextupole
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FIG. 2: (Color online) Panel (a): fitted dipole + quadrupole. Panel (b): multipole sum including a sextupole. Panel (c):
difference (b) - (a). The multipoles are from fits to the 200 GeV Au+Au 9-18% centrality data from STAR [2] using the
standard model function in Eq. (4) plus a sextupole term.
is included in the fitting because it introduces relatively
minor non-Gaussian dependence in the model description
of the same-side 2D peak.
Given this insight it is interesting to explore other non-
Gaussian models for the same-side 2D peak distribution.
Several examples are provided here to illustrate the range
of possible effects on χ2 and the fit residuals, but the list
of examples is not exhaustive [26]. The non-Gaussian
models include one in which a same-side 1D azimuth
Gaussian [as in Eq. (10)] is added to Eq. (4) and four
in which the 2D peak-model element in Eq. (4) is modi-
fied.
The non-Gaussian modifications are as follows: (i) Re-
place both exponents with fit parameters γ and δ. The
A2D term then becomes
A2D exp
{
−1
2
[(
η∆
ση∆
)2γ
+
(
φ∆
σφ∆
)2δ]}
, (13)
where γ 6= 1 and/or δ 6= 1 produce a non-Gaussian 2D
function, the product of two factors. The NG model in
the η∆ factor is expected to be more significant than
that in the φ∆ factor. The NG azimuth dependence is
introduced to confirm that such NG effects are negligible.
(ii) Replace the η∆-dependent factor by a power series
resulting in 2D peak model
A2D
(
1 + α
η2∆
∆η2
+ β
η4∆
∆η4
)
exp
[
−1
2
(
φ∆
σφ∆
)2]
(14)
with additional fitting parameters α and β. (iii) Use a
form similar to the preceding in which the φ∆-dependent
exponent is allowed to vary
A2D
(
1 + α
η2∆
∆η2
+ β
η4∆
∆η4
)
exp
[
−1
2
(
φ∆
σφ∆
)2δ]
. (15)
(iv) Add quartic η4∆ and φ
4
∆ terms in the exponential
arguments
A2D exp
{
−1
2
[(
η∆
ση∆
)2
+ λη4∆ +
(
φ∆
σφ∆
)2
+ ζφ4∆
]}
,
(16)
where λ and ζ are additional fitting parameters. The
factorized form of the 2D peak function is maintained in
each case. The sextupole term was excluded from fits
with NG functions in Eqs. (13) - (16).
These five non-Gaussian fitting models plus the stan-
dard model function with and without the sextupole were
used to fit all of the angular correlation data for 200 GeV
minimum-bias Au+Au collisions from STAR [2]. The
largest overall reduction in χ2/DoF occurs for the 28-
38% centrality data. For each fitting model the residuals
(model − data) are very similar and are very small rela-
tive to the principal correlation structures in the data.
In Fig. 3 the data, fitted standard model function and
residuals (for which the scale has been expanded by 16×)
for the 28-38% centrality data are shown in the upper
row of panels. The small differences between the residu-
als for the standard model function and those for the six
non-Gaussian models (residuals for the standard model
function − residuals for the NG models) are shown in
the remaining panels of Fig. 3 using the same expanded
scale. The differences between residuals are equivalent
to the differences between the model functions. None of
the present fitting models addresses the away-side residu-
als [26]. From the results in panels (d) - (i) it is clear that
the important non-Gaussian dependence explored here is
on η∆, while any possible non-Gaussian dependence on
φ∆ is insignificant; the Gaussian φ∆ factor in Eq. (4) (δ
= 1) suffices in all cases.
The principal features in the residuals for the standard
model function which indicate non-Gaussian dependence
in the same-side correlation structure are the small peaks
near |η∆| = 1 and the dips at |η∆| = 0.0-0.5 and 2. Those
features are approximately 3σ, 2σ and 2σ, respectively,
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FIG. 3: (Color online) Panel (a): angular correlations from 200 GeV Au+Au collision data [2] for the 28-38% centrality bin.
Panel (b): best fit standard model function. Panel (c): residuals = standard model function − data. Panels (d) - (i) show the
differences (standard model function residuals − NG model residuals) for the sextupole, SSG, NG exponents, η∆ polynomial,
η∆ polynomial with NG φ∆ exponent, and quartic models, respectively. In panels (c) - (i) the vertical scales are all increased
by 16×.
relative to the statistical uncertainties in the data and are
consistent with a same-side peak on η∆ that is leptokurtic
relative to a Gaussian. The larger-magnitude dips at
the acceptance edges are especially indicative of long-
range non-Gaussian tails in the data distribution. Each
of the six non-Gaussian models (including the sextupole
model element) reduces the same-side residuals by similar
amounts.
The systematic uncertainties in the correlation data
and in the parameter values of the standard model func-
tion are comparable to or greater than the correspond-
ing statistical uncertainties [2]. Therefore, the systematic
significance of the residuals of the standard model func-
tion and the non-Gaussian dependence of the η∆ factor
of the same-side 2D peak is reduced. A 2D-Gaussian
hypothesis is not excluded by these data. This result is
consistent with the conclusions of the model-independent
analysis of the same-side 1D η∆ projections presented in
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FIG. 4: (Color online) Panel (a): χ2/DoF versus collision centrality for standard and non-Gaussian model functions discussed
in the text (symbols). Panel (b): differences between the χ2/DoF for the six non-Gaussian models and that for the standard
model function (symbols) versus centrality. Lines connect corresponding model results. The symbols denote each model as
follows: (1) black stars, standard, Eq. (4); (2) solid blue circles, sextupole, Eq. (11); (3) solid red squares, SSG, Eq. (10); (4)
solid green triangles, NG exponents, Eq. (13); (5) solid magenta diamonds, η∆ polynomial, Eq. (14); (6) solid brown “plus”
symbols, η∆ polynomial with NG φ∆ exponent, Eq. (15); (7) open cyan triangles, quartic, Eq. (16).
Sec. III.
The best-fit values of χ2 per degree-of-freedom (DoF)
for all models and collision centralities are plotted in
Fig. 4. Centrality is represented by the fraction of to-
tal cross section σ/σtot, where results for peripheral col-
lisions are shown on the left-hand side. Lines connect
the results for each model. The standard model func-
tion χ2 values are shown by star symbols, sextupole re-
sults by solid blue circles, same-side 1D azimuth Gaus-
sian model by solid red squares, non-Gaussian exponent
model [Eq. (13)] results by solid green triangles, η∆-
dependent polynomial [Eq. (14)] results by solid magenta
diamonds, η∆-dependent polynomial with non-Gaussian
φ∆ exponent [Eq. (15)] by solid brown “plus” symbols,
and the quartic-model [Eq. (16)] results by open cyan
triangles. The left panel (a) of Fig. 4 shows the abso-
lute χ2/DoF values whose general trend with centrality
is the same as that reported in Ref. [2]. The differences in
χ2/DoF relative to the standard model function results
are shown in panel (b) for clarity.
From these results we find that all of the non-Gaussian
models reduce the χ2/DoF for the mid- to more-central
collision data from (1 − σ/σtot) = 0.4 to 0.9. The sex-
tupole model is not special in that regard. For the NG
models studied here the quartic model in Eq. (16) pro-
duces the best overall χ2/DoF. The η∆-dependent poly-
nomial models [Eqs. (14) and (15)] are competitive for
mid- to most-central correlation data but are inferior for
the more-peripheral data where the same-side peak is
narrower on η∆ and less well represented by a polyno-
mial truncated at the η4∆ term. Note that the NG depen-
dence of the same-side 2D peak model starts to improve
the χ2/DoF near the sharp transition at mid-centrality
(σ/σtot ≈ 0.5) but has diminished effect towards more-
central bins where the η∆ width exceeds the η∆ accep-
tance (2 units) [28]. The latter may be a result of the
non-Gaussian tails evident in panel (c) of Fig. 3 being
pushed outside the η∆ acceptance.
Correlation measurements with higher pt cuts, or with
so-called trigger-associated pt selection criteria [3, 23–
25], or for the higher collision energies attained at the
LHC [4–6] provide strong evidence for non-Gaussian de-
pendence in the same-side 2D correlation peak. There-
fore it should not be surprising if some small degree of
non-Gaussian dependence exists for same-side pt-integral
correlations at RHIC energies. Such occurrence would
not exclude the possibility that the same-side correlation
peak is dominated by perturbative QCD jets with modi-
fied fragmentation [7, 8, 29]. It seems more plausible for
possible non-Gaussian structure in these data to originate
locally in relative azimuth rather than arising from the
combination of a same-side peaked structure with global
angle correlations, such as m > 2 harmonics.
V. SAME-SIDE MODEL INVARIANTS
In Refs. [2, 14, 15] it was shown that the η∆ projection
of the same-side angular correlation data for minimum-
bias 200 GeV Au+Au collision data can be well described
by a single Gaussian or by a constant plus a reduced
Gaussian. For the latter case the individual fitting pa-
rameters (constant, Gaussian amplitude and width) have
large statistical uncertainties and large covariances com-
pared to those of the single-Gaussian model. On the
other hand, the large covariances enable the total am-
plitude (constant plus Gaussian) and curvature at the
peak at η∆ = 0 to be determined accurately with small
uncertainties. That example shows that the same ba-
sic properties of correlation structures in the data can
be obtained from different fitting models by constructing
model invariants based on the co-variation among the
9model parameters. In this section a similar analysis is
carried out with the same-side 2D peak of the correla-
tion data using two fitting models: a single 2D Gaussian
and a sum of multipoles for m ∈ [1, 3] plus a reduced 2D
Gaussian.
Examples are shown in Fig. 7 of Ref. [2] for 38-46%
and 9-18% 200 GeV Au+Au collision data, where the
offset (A0), dipole, quadrupole, and sharp 2D exponen-
tial (Abkg term) of the standard model function in Eq. (4)
have been subtracted from the data. A similar subtrac-
tion was applied to the correlation data in each of the six
more-central bins where the same-side correlation peak
extends beyond the η∆ acceptance edge. The subtracted
model elements were considered to be fixed quantities in
order that the resulting error matrices for parameters of
the two fitting models correspond to uncertainties in the
same-side peak shape only.
For the single 2D Gaussian fit the statistical uncertain-
ties in the parameters A2D, ση∆ , and σφ∆ and their co-
variances were much smaller than for the complete stan-
dard model function (see Table III in Ref. [2]). The sta-
tistical uncertainties in the amplitudes varied between
±0.0015 and ±0.0027 for the six more-central bins com-
pared to uncertainties in A2D for the standard model
function which varied between ±0.017 and ±0.050.
For the fitted multipole + 2D Gaussian model the sub-
tracted data were fitted with the following function
Fsub(η∆, φ∆) = A
′′
0 +A
′′
D cos(φ∆ − π)/2
+2A′′Q cos(2φ∆) + 2A
′′
S cos(3φ∆)
+A′′2D exp

−12

( η∆
σ′′η∆
)2
+
(
φ∆
σ′′φ∆
)2

 .(17)
The same-side effective ridge is determined by the first
four terms with amplitude Bamp given by
Bamp = A
′′
0 −A′′D/2 + 2A′′Q + 2A′′S (18)
and with total variance
σ2Bamp = σ
2
A′′0
+ σ2A′′
D
/4 + 4σ2A′′
Q
+ 4σ2A′′
S
(19)
expressed as a sum of the variances of the amplitudes of
the four contributing terms. The covariance of parame-
ters Bamp and A
′′
2D, the amplitude of the 2D Gaussian,
is given by
cov(Bamp, A
′′
2D) = cov(A
′′
0 , A
′′
2D)− cov(A′′D, A′′2D)/2
+2cov(A′′Q, A
′′
2D) + 2cov(A
′′
S, A
′′
2D). (20)
The amplitude of the same-side effective ridge is deter-
mined by the sextupole in conjunction with the away-side
data constraint.
The resulting amplitudes and errors are listed in Ta-
ble I, and the 1, 2, and 3σ error ellipses are shown in
Fig. 5 for the amplitude of the same-side 2D reduced
Gaussian (A′′2D) versus the amplitude of the same-side
effective ridge (Bamp). Both amplitudes are plotted rel-
ative to the single 2D Gaussian amplitude A2D for each
centrality. Strong anticorrelations are evident in the er-
ror contours. The results in Table I and Fig. 5 show that
Bamp +A
′′
2D ≈ A2D (21)
as expected, where for the more-central data the er-
ror contours accurately coincide with the reference sum
Bamp/A2D + A
′′
2D/A2D = 1 (dashed lines in Fig. 5). The
statistical uncertainties in the amplitudes of the same-
side azimuth ridge and the reduced 2D Gaussian are
roughly an order of magnitude larger than the corre-
sponding uncertainties in the single 2D Gaussian ampli-
tudes. The statistical uncertainties along the sum direc-
tions in Fig. 5 (semi-minor axis length of each 1σ error
ellipse) listed in the last column of Table I are approx-
imately the same as the uncertainties in the single 2D
Gaussian amplitude.
The strong anticorrelations illustrate the inherent am-
biguity in fits to the same-side 2D peak structure when
the model permits a uniform ridge on η∆ plus a reduced
amplitude 2D Gaussian. Those anticorrelations increase
for more-central collisions where the η∆ width of the
same-side 2D peak is largest. The combined results in
Figs. 4 and 5 show that for the more-central collision data
χ2 dependence on the sextupole amplitude or its proxy
Bamp is weak relative to mid-centrality. This reduced
χ2 sensitivity to NG dependence occurs when ση∆ > ∆η
which reduces the relative magnitude of the η4∆ term in
Eq. (12); the η4∆ term contains the leading-order NG con-
tribution. The results in this section demonstrate the
inherent fitting instability resulting from introduction of
superfluous model elements, in this case the sextupole.
VI. ATLAS PB+PB 0-1% CORRELATION DATA
Minimum-bias Pb+Pb collision data at
√
sNN = 2.76
TeV with corresponding 2D angular correlations have re-
cently been reported by three major experiments [4–6]
at the Large Hadron Collider (LHC). The 2D correla-
tions are quite interesting, not only because of the un-
precedented high collision energy and wide pseudorapid-
ity acceptance (CMS and ATLAS) but also because the
most-central correlation data reveal an away-side double-
peaked structure on azimuth [4, 6]. Na¨ıve interpretation
of this double-peaked structure might include a same-side
azimuth sextupole. In this section the fitting models in-
troduced in Secs. II and IV are applied to the 2D angular
correlations for the 0-1% centrality Pb+Pb collision data
from the ATLAS experiment [4] where the data include
all charged particles with 2 ≤ pt ≤ 3 GeV/c.
The same-side correlations decrease monotonically
with η∆ from the peak at η∆ = 0 to the η∆ = 5 accep-
tance limit while maintaining a significant positive value.
This structure is most likely non-Gaussian and can be
described as a single peaked function, as a sum of two
peaked functions or as the sum of a peaked function plus
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TABLE I: Comparison of results for model descriptions of the subtracted angular correlation data for 200 GeV Au+Au
minimum-bias collisions [2]. The first column lists centrality as percent of total cross section; the remaining columns from
left-to-right list the results of fits for the single-Gaussian amplitude, the same-side effective ridge, the reduced 2D Gaussian
amplitude, the uncertainties for the latter two amplitudes, and the amplitude sum (Bamp+A
′′
2D). Statistical fitting uncertainties
are in parentheses.
Centrality A2D Bamp A
′′
2D ±uncertainty (Bamp + A
′′
2D)
(%) ×104
38-46 0.3179(15) 0.1325 0.1941 93 0.3266(27)
28-38 0.3725(16) 0.1585 0.2251 104 0.3836(25)
18-28 0.5820(15) 0.2669 0.3226 278 0.5895(17)
9-18 0.7570(16) 0.3808 0.3830 416 0.7638(26)
5-9 0.7417(24) 0.2630 0.4824 798 0.7454(35)
0-5 0.6432(27) 0.3395 0.3136 405 0.6531(25)
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FIG. 5: Parameter error contours (1, 2, and 3σ) for the model function in Eq. (17) applied to the same-side subtracted angular
correlation data for 200 GeV Au+Au collisions [2] discussed in the text. Uncertainties are shown for the 2D Gaussian amplitude
A′′2D versus those for the same-side effective ridge amplitude Bamp in Eq. (18) due to the sextupole element. Both amplitudes
are plotted as ratios to the single-Gaussian amplitude A2D. The dashed lines represent the condition that A
′′
2D +Bamp = A2D.
Results are shown in panels (a) - (f) for centralities 38-46%, 28-38%, 18-28%, 9-18%, 5-9% and 0-5% respectively.
a uniform same-side ridge. The away-side double-peaked
structure in the data may require a negative quadrupole,
a positive same-side sextupole, a negative away-side 1D
Gaussian or a combination of these model elements. The
phenomenological fitting model we use to describe these
data includes the elements in Eq. (4) plus a sextupole
with variable exponents for the same-side 2D peak func-
tion as in Eq. (13) plus a periodic away-side 1D Gaussian
(ASG) on azimuth given by
FASG(η∆, φ∆) = AASG
∑
k=−3,−1···5
e−(φ∆−kpi)
2/2σ2AS .(22)
The ASG model element accounts for the possibility that
the dip in the data on φ∆ at φ∆ = π could be due to phys-
ical processes which act locally on azimuth, for example
attenuation of back-to-back correlated pairs from dijets.
The ATLAS correlation data were reported as ratio
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FIG. 6: (Color online) Panel (a): angular correlation data for 0-1% centrality 2.76 TeV Pb+Pb collisions from ATLAS [4];
panel (b): typical best fit assuming the Quad(a) set of model elements discussed in the text; panels (c) - (g): residuals (model
- data) for the fitting models denoted by Quad(a), Quad(b), ASG, Q&S, and ASG&S respectively as discussed in the text.
ρsib/ρmix. Conversion to the per-particle normalization
described in Sec. II requires dNch/dη for the pt interval
[2,3] GeV/c which are not available [30]. The ATLAS
correlation data were arbitrarily normalized as
100
(
ρsib
ρmix
|ATLAS − 1
)
= 100∆ρ/ρmix|ATLAS (23)
for convenience. The normalization factor affects the am-
plitudes only, not the shape of the angular correlations
which is of primary interest. The resulting correlations
are shown in panel (a) of Fig. 6.
Descriptions of the data were attempted using a variety
of fitting-model options. In all cases the away-side dipole,
the same-side 2D peak function (A2D element), and the
2D exponential (Abkg element) in Eq. (4) were included.
The exponents for the A2D term were allowed to vary in
each case, as defined in Eq. (13). The soft-component
model element (Asoft term) was not required in this case
because of the pt cuts, consistent with the earlier discus-
sion about the yt1+yt2 cuts. The fitting options were the
following: (i) Include each of the quadrupole, sextupole
and away-side 1D Gaussian separately. (ii) Combine the
quadrupole and sextupole simultaneously in the fit. (iii)
Combine the sextupole and ASG simultaneously. Fitting
models in which the quadrupole and ASG were included
or in which all three model elements were simultaneously
included were unstable and displayed strong covariation
between amplitudes.
Results assuming a quadrupole only (no sextupole or
ASG) yielded negative quadrupole amplitudes as ex-
pected, and as large as −0.48 (refer to the correlation
structure in Fig. 6a). Distinct results were obtained de-
pending on the choice of shape for the same-side 2D ex-
ponential element, where the exponent was either fixed
to 1/2 or allowed to vary. For the latter option that term
in Eq. (4) was generalized to
Asharp exp

−
[(
η∆
wη∆
)2
+
(
φ∆
wφ∆
)2]ξ/2
 (24)
with variable exponent ξ/2. For fixed exponent (ξ = 1)
both the A2D and Asharp model elements produced peaks
which combined to describe the same-side data. When
the exponent ξ was allowed to vary the 2D exponential
function described almost all of the 2D peak shape in
the data while the A2D term described an approximately
uniform same-side ridge. The respective χ2/DoF values
were 3.05 and 2.81 and the respective model parameter
values are listed in Table II with the labels “Quad(a)”
and “Quad(b).” The Quad(a) fitted model function is
shown in panel (b) of Fig. 6; residuals for the Quad(a)
and Quad(b) fits are shown in Fig. 6 panels (c) and (d)
respectively. Fits in which the Asharp model element was
omitted were poor.
The sextupole only (no quadrupole or ASG) fitting re-
sults obtained a positive same-side sextupole amplitude
as expected from the shape of the away-side data, where
AS = 0.17. However the fit quality was poor, with large
χ2/DoF = 7.3 compared with other fits discussed in this
section. For this fitting solution both of the same-side 2D
peak model elements had large magnitudes (larger than
the structures in the data) with opposite algebraic signs.
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The same-side correlation peak was therefore described
with large, canceling model elements, a non-intuitive fit-
ting solution.
The model description using the away-side Gaussian
only (no quadrupole or sextupole) provided good fits to
the data where χ2/DoF = 3.24. However, the away-side
dipole and Gaussian model elements strongly co-varied,
resulting in large canceling amplitudes relative to that of
the data with values AD = 13.49 and AASG = −10.89.
The residuals for this case are shown in Fig. 6e and the
parameter values are listed in Table II with the label
“ASG.”
The data were also successfully described when the fit-
ting model included all three azimuth multipoles m =
1, 2 and 3. However, the optimum fits and even the fit-
ting stability depended on assumptions about the Asharp
model element. If the function in Eq. (24) was restricted
by requiring ξ = 1, then both it and the A2D term con-
tributed to the shape of the same-side peak resulting in
the best fit for the three multipole fitting model where
χ2/DoF = 2.90. The obtained parameter values were AD
= 4.90, AQ = −0.69 and AS = −0.078. Note that both
the quadrupole and sextupole are negative. The remain-
ing parameter values are listed in Table II under heading
“Q&S.” The residuals are shown in Fig. 6f.
TABLE II: Model function parameters for the ATLAS Pb+Pb
0-1% centrality angular correlation data [4]. The model func-
tions and results discussed in the text using the parameters
defined in Eqs. (4), (13), (22) and (24) are listed in the
columns under the model labels introduced in the text.
Parameter Quad(a) Quad(b) ASG Q&S ASG&S
AD 3.40 3.46 13.49 4.90 13.54
AQ −0.47 −0.48 0.0 −0.69 0.0
AS 0.0 0.0 0.0 −0.078 −0.157
A2D 8.44 5.49 6.76 12.26 10.75
ση∆ 4.68 9.73 13.71 0.62 7.73
σφ∆ 0.480 0.483 0.471 0.512 0.504
γ 0.0657 1.379 0.1318 0.0293 0.0453
δ 1.092 1.075 1.109 1.050 1.055
Asharp 2.27 2.21 2.23 2.50 2.26
wη∆ 0.518 0.792 0.463 0.547 0.562
wφ∆ 0.259 0.449 0.242 0.278 0.280
ξ 1.0 1.608 1.0 1.0 1.0
AASG 0.0 0.0 −10.89 0.0 −9.29
σAS − − 1.104 − 0.903
A0 −2.69 −2.74 −8.48 −3.89 −9.45
χ2/DoF 3.05 2.81 3.24 2.90 2.99
Other solutions were possible for the three-multipole
fitting model discussed in the preceding paragraph. Al-
lowing ξ in Eq. (24) to vary resulted in that model ele-
ment conforming entirely to the shape of the same-side
peak in the data while the A2D term was an approxi-
mately uniform ridge. In this situation the overall fit-
ting model had, in effect, four independent functions
with which to describe the η∆-independent features of
the data, an under-constrained model fit. This condi-
tion destabilized the fits causing strong parameter co-
variations and continuous parameter ambiguities. Lastly,
setting Asharp to zero forced the A2D term with exponent
variation [parameters γ and δ in Eq. (13)] to conform
to the peak structure in the data. For this solution AS
= 0.016, a positive sextupole amplitude. However, the
χ2/DoF (= 4.85) was rather poor compared to typical
values (≈3) resulting from other model choices.
The model phenomenology including a dipole, sex-
tupole and ASG (no quadrupole) was also successful. In-
spection of the χ2 space for this choice of model elements
found several local minima, each having competitive χ2
values. These local minima appeared most clearly with
respect to the variable exponent γ in Eq. (13) for the η∆-
dependent factor of the A2D term. The discrete fitting so-
lutions describe qualitatively different shapes for the η∆-
dependence of the A2D term. These shapes correspond to
a peaked distribution or one that is approximately con-
stant. The latter resulted in an under-constrained fitting
condition (four η∆-independent functions), large param-
eter co-variation and instability. The discrete solution
with the smaller value of γ = 0.045 produced a peaked
2D distribution, stable results, competitive χ2/DoF =
2.99, and the small residuals shown in Fig. 6g. The am-
plitude values were AD = 13.54, AS = −0.157, and AASG
= −9.29. The dipole and ASG amplitudes are large and
tend to cancel. The best-fit parameter values are given
in Table II under heading “ASG&S.”
These results demonstrate that the 0-1% Pb+Pb angu-
lar correlation data from ATLAS can be described phe-
nomenologically with a variety of model functions. Those
including a quadrupole obtain negative amplitudes which
account for the dip in the away-side structure on φ∆. It
is surprising that successful models which include a sex-
tupole obtain a negative amplitude given the away-side
double-peaked structure in the data which seems to sug-
gest a positive same-side sextupole contribution. Mod-
els which include an away-side Gaussian obtain negative
amplitudes as expected. However, the resulting away-
side dipole and Gaussian amplitudes become quite large
in magnitude relative to the structures in the data, pro-
ducing strong cancellations. The χ2/DoF and residuals
are comparable for each case; no one fitting model can
be singled out as clearly preferred by the data. Although
visual inspection of the 0-1% ATLAS data suggests the
presence of a positive sextupole contribution, the present
analysis excludes this conclusion. In general, the data do
not require the presence of multipoles greater than m =
1.
VII. SUMMARY AND CONCLUSIONS
Higher azimuth harmonics or cos(mφ∆) model ele-
ments have been introduced in the phenomenological
description of angular correlation data from relativistic
heavy-ion collisions to justify a hydrodynamic explana-
tion for the η∆-extended same-side 2D peak. The cor-
relation data were described with fitted model param-
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eters including an azimuth sextupole and even higher-
order (m > 3) harmonics. However, advocates of higher
harmonics have not demonstrated the necessity of these
additional model elements and have not addressed the
resulting instabilities in the fitted parameters.
In previous studies it was shown that a sextupole el-
ement was not required to describe the 2D angular cor-
relations for 62 and 200 GeV Au+Au minimum-bias col-
lisions from STAR [2, 14, 15]. It was also shown that
the inferred sextupole amplitudes followed directly from
a Fourier series decomposition of the azimuth projection
of the same-side 2D peak. These studies also showed
that the net effect of including a sextupole element in
the fit model was to replace part of the same-side 2D
peak in the data with a same-side 1D effective ridge on
azimuth. This effective-ridge contribution, when com-
bined with the reduced 2D same-side peak function, was
shown to be statistically equivalent to a single 2D Gaus-
sian model such as that used in a previous analysis of
STAR data [1, 2]. The minor differences between the
two descriptions of the same-side peak, though not sys-
tematically significant, lead to reduced χ2 values. In the
present study those minor differences, the only surviving
effect of the included sextupole, are shown to correspond
to small non-Gaussian dependence in the same-side 2D
peak.
In the present study we show that one-dimensional pro-
jections of the correlation data onto η∆ can be described
with a model-independent polynomial function. The pro-
jections are consistent with a single-Gaussian hypothesis,
but small non-Gaussian dependence can be introduced
which further reduces χ2. We apply this idea to 2D
angular correlation data and show that several choices
for non-Gaussian same-side 2D peak functions, includ-
ing a sextupole with reduced 2D Gaussian, result in re-
duced χ2 values. The χ2 reduction obtained with the
sextupole fitting model is similar to reductions obtained
with other models which include non-Gaussian modifi-
cations of the same-side 2D peak function. Such local
(on azimuth) modifications only affect correlation struc-
ture at small relative azimuth and are distinct from global
model elements such as higher harmonics which act over
all azimuth. Although χ2 values are reduced when non-
Gaussian structure is included in the fitting model, any
changes in the residuals are not systematically signifi-
cant. A single 2D Gaussian hypothesis for the Au+Au
minimum-bias pt-integral correlations from STAR is not
excluded by the data.
This analysis also demonstrates that inclusion ofm > 2
harmonics in the fitting function destabilizes the opti-
mum parameter solutions and produces large uncertain-
ties in the fitted parameter values. We demonstrate that
a specific combination of same-side model elements, the
effective ridge plus the reduced 2D Gaussian, is stable
against variation of the sextupole amplitude. The present
analysis demonstrates that this model-element combina-
tion is equivalent, within systematic uncertainties, to the
original same-side 2D peak function obtained prior to in-
troduction of the superfluous m > 2 harmonics.
Lastly, we demonstrate that for the most extreme case
observed so far, the ATLAS 2.76 TeV Pb+Pb 0-1% cen-
trality angular correlation data with its away-side double-
peaked structure, accurate phenomenological description
of those data does not require a sextupole. The present
analysis also shows that a non-Gaussian model is required
to describe accurately the same-side 2D peak structure
of those data.
In our opinion the inclusion of higher-order (m > 2)
harmonic model elements in the description of 2D angu-
lar correlation data from relativistic heavy-ion collisions
at the RHIC and the LHC has been a distraction. Atten-
tion to these superfluous higher-order harmonics rather
than to the detailed structure of the same-side 2D peak
has mislead efforts to understand the η∆-elongated same-
side 2D correlation peak and its abrupt centrality depen-
dence. The present results should motivate the study of
the evolution of non-Gaussian structure in the same-side
2D peak. Such structure may result from modified frag-
mentation of minimum-bias jets in heavy-ion collisions.
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