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Abstract
In this paper, we shall derive functional limit theorems for the multi-
dimensional elephant random walk (MERW) and thus extend the results
provided for the one-dimensional marginal by Bercu and Laulin in [6]. The
MERW is a non-Markovian discrete time random walk on Zd which has a
complete memory of its whole past, in allusion to the traditional saying that
elephants do never forget. The MERW is a d-dimensional generalisation of
the elephant random walk (ERW) first introduced by Schu¨tz and Trimper
[15] in 2004. We measure the influence of memory by a so-called memory pa-
rameter p between zero and one. A striking feature that has been observed
in [15] is that the long-time behaviour of the ERW exhibits a phase transi-
tion at some critical memory parameter pc. We investigate the asymptotic
behaviour of the MERW in all memory regimes by exploiting a connection
between the MERW and Po´lya urns, as it has already been done by Baur
and Bertoin in [3] for the ERW.
1 Introduction
The elephant random walk (ERW), first introduced by Schu¨tz and Trimper in 2004,
is an interesting simple random process arising from mathematical physics [15].
The ERW model is a one-dimensional discrete-time nearest-neighbour random
walk on the integers, which remembers its full past and chooses its next step
according to the following dynamics: First, it selects uniformly at random a step
from the past, and then, with probability p ∈ (0, 1) it repeats what it did at
the remembered time, whereas with complementary probability 1 − p, it makes
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a step in the opposite direction. Notably, in the borderline case of p = 1/2,
the memory has no longer an effect on the elephants movement and we obtain
the classical simple random walk on the integers. These heuristics of the ERW
naturally translate into higher dimensions: We consider the d-dimensional grid
Z
d for some d ≥ 1, then, the elephant selects uniformly at random a step from
its past and, with probability p, it repeats what it did at the remembered time,
whereas with probability (1− p)/(2d− 1), it moves in one of the remaining 2d− 1
neighbours. We refer to the next section for a precise definition.
Over the last decade, many references addressing the ERW has emerged; a
non-exhaustive list of references, with further references therein, is given by [3],
[4], [6], [8], [2], [13]. In contrast, and to the best of my knowledge, the MERW,
while being a natural process to consider, has received far less attention than its
one-dimensional special case. In [14], [9] the authors consider the special case of
d = 2. Quite recently, Bercu and Laulin [6] established in the diffusive regime
almost sure convergence in the sense of the law of large numbers for the MERW.
Further, they provided the asymptotic normality of the MERW when properly
normalised in both, the diffusive and critical regimes. In the superdiffusive regime,
they proved the almost sure convergence of the MERW to some non-degenerate
random variable. Their analysis relied on asymptotic results for multi-dimensional
martingales.
Here, as in the article of Baur and Bertoin [3], we use a connection to Po´lya-
urns. In conjunction with the paper of Janson [11], in order to provide functional
limit theorems for the former. Notably, our limit theorems are stronger than finite-
dimensional convergence of the MERW. They imply convergence of continuous
functionals of the properly rescaled MERW and thus generalise results shown in
Bercu and Laulin [6]. As an example of application, we give a direct proof of a
recent result of Bercu and Laulin [5] on the center of mass of the MERW.
The rest of this paper is arranged as follows: In the next Section, we give
a precise mathematical definition of the MERW. In Section 3, we introduce a
particular discrete-time urn model which will be used to describe the position
of the MERW and the connection between the two processes becomes apparent.
Finally, we then show in Section 4 how the known limit results on the composition
of the urn process provided by Janson in [11] can be translated into statements
about the position of the ERW when time goes to infinity.
2 The model of the MERW
We will now introduce the exact model for the MERW. The MERW is a d-
dimensional nearest-neighbour random walk (Sn)n∈N0 on the d-dimensional grid
Z
d for some finite dimension d ≥ 1. We agree that the MERW is started from the
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origin in Zd at time zero. For any time n ≥ 1 the position Sn of the MERW can
be described as follows: At initial time n = 1, the elephant moves in one of the
possible 2d directions with initial probability q ∈ (0, 1). Afterwards, at any time
n ≥ 2, the elephant chooses uniformly at random a number n′ among the previous
times 1, . . . , n − 1 and, independently of its path up to time n − 1. Then with
probability p ∈ (0, 1) the elephant moves in the same direction as it did for the
time n′, or else, it moves in one of the remaining 2d− 1 directions with the same
probability of (1− p)/(2d− 1) for each remaining direction.
In the mathematical language: Let e1, . . . , ed denote the standard basis for the
Euclidean space Rd and let S0 = 0, where we shall denote by 0 := (0, . . . , 0) ∈ Zd
the origin of Zd. At any time n ≥ 1, the position of the MERW is given by
Sn = Sn−1 + σn,
where σn, n ∈ N = {1, 2, . . . } are random variables taking values in {±e1, . . . ,±ed},
which are specified as follows: First, σ1 takes any value in {±e1, . . . ,±ed} with
some probability q ∈ (0, 1) and any remaining value in {±e1, . . . ,±ed} of prob-
ability (1 − q)/(2d − 1) each. At any later time n ≥ 2, we choose a number n′
uniformly at random among the previous times 1, . . . , n− 1 and set
σn =
{
+σn′ with probability p,
σ ∈M := {±e1, . . . ,±ed} \ {σn′} with probability 1−p2d−1 for each σ ∈M,
where p ∈ (0, 1) is a memory parameter which is inherent to the model. We
implicitly agree that the various random choices made in this construction are
independent from each other. Notably, when d = 1, then we obtain again the
ERW as described by Schu¨tz and Trimper in [15], see also section 2 in Baur and
Bertoin [3].
3 Connection to Po´lya-type urns
In this section we explain how to model the MERW with the help of Po´lya-type
urns.
Imagine a discrete-time urn with balls of 2d colours or types. The composition
of the urn at any time n ∈ N is specified by a 2d-dimensional random vector
Xn = (X
1
n, X
2
n, . . . , X
2d
n ), where the component X
i
n counts the number of balls
of type i ∈ {1, . . . , 2d} present in the urn at time n. We restrict ourselves to
initial (possibly random) configurations X1 = ξ for some (possibly random) vector
ξ = (ξ1, . . . , ξ2d) taking values in {±e1, . . . ,±ed}. The dynamics of the urn are
then given as follows: At any time n ≥ 2 , we draw a ball uniformly at random
from the urn, observe its type, put it back to the urn and add with probability
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p a ball of the same type, or add a ball of the 2d − 1 remaining types each with
probability (1− p)/(2d− 1). Finally, we update Xn = (X1n, . . . , X2dn ) accordingly,
such that Xn describes the composition of the urn after the (n − 1)st drawings.
In light of this construction, we notice that the urn contains type or colour-coded
information, in form of balls, of the steps taken by the MERW up until time n.
The connection to the MERW model is remarkably simple: If Sn denotes as
before the position of the MERW started from zero at time zero, and initial position
given by
S1 =
(
ξ1 − ξ2) e1 + · · ·+ (ξ2d−1 − ξ2d) ed,
then,
(Sn)n∈N =d
((
X1n −X2n
)
e1 + · · ·+
(
X2d−1n −X2dn
)
ed
)
n∈N
(1)
where =d refers to equality in law. Observe that (1) is a representation of the
process (Sn)n∈N as a continuous function of the urn model (Xn)n∈N.
The urn described to model the MERW fits into a broader setting of so-called
generalised Friedman’s or Po´lya urns. We refer to Janson [11] for a very broad
treatment on this subject.
Among others, important key quantities that govern the long-time behaviour
of the urn process are the eigenvalues and eigenvectors of the so-called mean re-
placement matrix, see Display (2.1) in Janson [11]. In our case, it is given by the
2d× 2d matrix
A =


p 1−p
2d−1
. . . . . . 1−p
2d−1
1−p
2d−1
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 1−p
2d−1
1−p
2d−1
. . . . . . 1−p
2d−1
p


=
1− p
2d− 1J2d +
2dp− 1
2d− 1 I2d, (2)
where J2d denotes the matrix of ones in dimensions 2d× 2d and I2d is the 2d× 2d
identity matrix. Elementary linear algebra yields that A has the eigenvalues λ1 = 1
and λ2 = (2dp− 1)/(2d− 1) of multiplicity 2d− 1. The right and left eigenvectors
corresponding to the largest eigenvalue λ1 are given by v1 =
1
2d
(1, . . . , 1)′ ∈ R2d
and u1 = (1, . . . , 1) ∈ R2d respectively.
It is classical, (consult for example, Athreya and Karlin [1], Janson [11], Kesten
and Stigum [12], Chauvin, Pouyanne and Sahnoun [7]) that the asymptotics of the
urn depends on the position of λ2/λ1 with respect to 1/2, or, in the situation of a
more general urn, assuming that the largest eigenvalue λ∗ is positive and simple,
one has to check whether there exists an eigenvalue different from λ∗ such that its
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real part is strictly larger than λ∗/2. In our case, solving λ2/λ1 = 1/2 shows on
a formal level, why for the MERW model a phase transition from a diffusive to a
superdiffusive regime occurs at critical memory parameter
pc = p
d
c =
2d+ 1
4d
. (3)
We observe that we rediscover the critical memory parameter displayed in (2.6)
in Bercu and Laulin [6], moreover, for d = 1 we arrive again at pc = 3/4 the
phase transition observed first by Schu¨tz and Trimper [15]. According to this
observation we shall refer to the memory parameter p ∈ (0, pdc) as being in the
diffusive regime, for p = pdc as being in the critical regime and for p ∈ (pdc , 1) as
being in the superdiffusive regime.
4 Results and proofs for the MERW
In this section we shall derive functional limit theorems for the MERW in all
regimes. For our purpose, it shows to be most fruitful to adapt the general results
from Janson in [11] and translate them back into the setting of the MERW model
by using the connection displayed in (1) and the continuous mapping theorem.
Throughout this section we shall denote by Sn the position of the MERW at time
n and Xn = (X
1
n, . . . , X
2d
n ) is the configuration of the urn simulating the MERW
at time n as introduced in the previous section.
4.1 A LLN-type convergence result for the MERW in all
regimes (0 < p < 1)
Our first result deals with a strong law of large numbers for the MERW. In 2017
Coletti, Gava and Schu¨tz [8] established a LLN-type of convergence in all regimes
p ∈ (0, 1) for the ERW, see [8] Theorem 1 and Corollary 1. Later, in 2019, Bercu
and Laulin extended this result, see Theorem 3.1. in [6], for the MERW in its
diffusive regime 0 < p < pd. Observe that their LLN for the MERW crucially
depends on pd and thus on the dimension d ≥ 1. Here, we shall extend the
findings of Bercu and Laulin to p ∈ (0, 1) and thus eliminate the dependency
on the dimension. In light of the result provided by Coletti, Gava and Schu¨tz,
this then establishes the anticipated behaviour also in higher dimensions for the
MERW.
Theorem 4.1 (Strong law of large numbers for the MERW). For all q ∈ (0, 1)
and p ∈ (0, 1) we have the almost sure convergence as n tends to infinity
Sn
n
→ 0.
5
Proof. By Theorem 3.21. in Janson [11] we have the almost sure convergence as n
tends to infinity of n−1Xn → λ1v1, where λ1 is the largest eigenvalue of the mean
replacement matrix A as given in (2) and v1 is its corresponding (right) eigenvector.
As λ1 = 1 and v1 =
1
2d
(1, . . . , 1)′ ∈ R2d the claim follows by the continuous mapping
theorem and the representation established in (1). This concludes the proof.
4.2 The diffusive regime (0 < p < pdc)
In the diffusive regime, we provide a central limit theorem for the MERWwhich will
generalise the asymptotic normality provided by Bercu and Laulin, see Theorem
3.3. in [6]. This convergence result deals with a distributional convergence of
the MERW, which holds in the Skorokhod space D([0,∞)) of right-continuous
functions with left-hand limits. We refer to Chapter VI in [10] for background on
the Skorokhod topology and weak convergence of stochastic processes.
Theorem 4.2 (Central limit theorem for the MERW). Let 0 < p < pd. Then, for
n tending to infinity, we have the distributional convergence in D([0,∞)):(
S⌊tn⌋√
n
, t ≥ 0
)
=⇒ (Wt, t ≥ 0),
whereW = (Wt, t ≥ 0) is a continuous Rd-valued centered Gaussian process started
from zero and with covariance structure specified by
E(WsW
′
t ) =
(2d− 1)
d(1 + 2d− 4dp)s
(
t
s
) 2dp−1
2d−1
Id, 0 < s ≤ t. (4)
For t = s = 1, we rediscover the asymptotic normality established under
Theorem 3.3. by Bercu and Laulin [6]. Furthermore, specialising on d = 1 yields
Theorem 1 established by Baur and Bertoin [3].
Proof of Theorem 4.2. We apply Theorem 3.31(i) of Janson [11], which establishes
that (
n−1/2
(
X⌊tn⌋ − tnλ1v1
)
, t ≥ 0)
converges in distribution in D([0,∞)) towards a continuous Rd-valued centered
Gaussian process V = (Vt, t ≥ 0) started from zero. In our case, we have λ1 = 1
and v1 =
1
2d
(1, . . . , 1) ∈ R2d. Further, the covariance structure of V is closer
specified under Remark 5.7 Display (5.6) in Janson [11]. In light of said remark
we obtain
E(VsV
′
t ) = sΣIe
log(t/s)A, 0 < s ≤ t,
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with ΣI being a 2d × 2d matrix specified under (2.15) in Janson [11]. A rather
exhaustive calculation yields
ΣI =
2d− 1
4d2(1 + 2d− 4dp)


2d− 1 −1 . . . −1
−1 . . . . . . ...
...
. . .
. . . −1
−1 . . . −1 2d− 1

 . (5)
The computation of the matrix exponential is elementary and together with (5)
we obtain for 0 < s ≤ t,
E(VsV
′
t ) =
(2d− 1)
4d2(1 + 2d− 4dp)s
(
t
s
)λ2


2d− 1 −1 . . . −1
−1 . . . . . . ...
...
. . .
. . . −1
−1 . . . −1 2d− 1

 , (6)
where λ2 = (2dp − 1)/(2d − 1). By the continuous mapping theorem and the
representation given by (1) we deduce that(
n−1/2
(
S⌊tn⌋
)
, t ≥ 0)
converges in distribution in D([0,∞)) towards a Rd-valued process, denoted by
W = (Wt, t ≥ 0) and specified by Wt = (V 1t −V 2t )e′1+ · · ·+(V 2d−1t −V 2dt )e′d almost
surely, where V i denotes the i-th component of the process V for all i = 1, . . . , 2d.
Since V is a continuous R2d-valued centered Gaussian process started from zero,
and W is a linear combination of the components of V , it follows that W is also a
continuous Rd-valued centered Gaussian process started from zero. With an appeal
to the covariance structure (6) of V one verifies that the covariance structure of
W is given by (4). This proves the assertion.
Quite recently, Bercu and Laulin in [5] studied the center of mass
Gn =
1
n
n∑
k=1
Sk
associated to the MERW. The asymptotic normality of the center of mass of the
MERW (CMERW) is then an immediate consequence of the central limit theorem
for MERW, Theorem 4.2.
Corollary 4.1 (Bercu and Laulin [5], Theorem 2.3). Let 0 < p < pd and let
us denote a = (2dp − 1)/(2d − 1). Then, for n tending to infinity, we have the
convergence in distribution
1√
n
Gn =⇒ N
(
0,
2
3(1− 2a)(2− a)dId
)
.
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Proof. We observe that
1√
n
Gn =
∫ 1
0
S⌊nt⌋√
n
dt,
hence n−1/2Gn is a continuous functional of n
−1/2S⌊nt⌋ in D([0, 1]). We apply
Theorem 4.2 and obtain as n tends to infinity
1√
n
Gn =
∫ 1
0
S⌊nt⌋√
n
dt =⇒
∫ 1
0
Wtdt.
As W is a continuous Rd-valued centered Gaussian process started from zero, so
is
∫ 1
0
Wtdt and we obtain that for its covariance structure
E
[(∫ 1
0
Wtdt
)(∫ 1
0
Wsds
)′]
= 2
∫ 1
0
∫ t
0
E[WtW
′
s]dsdt
=
2(2d− 1)
d(1 + 2d− 4dp)
∫ 1
0
∫ t
0
s
(
t
s
) 2dp−1
2d−1
Iddsdt
=
2
3(1− 2a)(2− a)dId.
This concludes the proof.
4.3 The critical regime (p = pdc)
In the borderline case of p = pdc as given in (3) we provide another functional limit
theorem for the MERW when properly normalised.
Theorem 4.3. Let p = pdc . Then, for n tending to infinity, we have the distribu-
tional convergence in D([0,∞)):(
S⌊nt⌋√
lognnt/2
, t ≥ 0
)
=⇒ 1√
d
(Bt, t ≥ 0),
where B = (Bt, t ≥ 0) is a standard d-dimensional Brownian motion.
Again, for t = 1, we rediscover the asymptotic normality provided in Theorem
3.6. in Bercu and Laulin [6]. For d = 1, that is the ERW, we arrive again at
Theorem 2 established by Baur and Bertoin [3].
Proof of Theorem 4.3. In this critical regime Theorem 3.31(ii) of Janson [11] ap-
plies, it entails that (
(logn)−1/2n−t/2
(
X⌊nt⌋ − ntλ1v1
)
, t ≥ 0)
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converges in distribution in D([0,∞)) towards a continuous R2d-valued centered
Gaussian process V = (Vt, t ≥ 0) started from zero. The covariance structure of
V is given by Display (3.27) in Janson [11], in our case it simplifies to
E(VsV
′
t ) =
s
4d2


2d− 1 −1 . . . −1
−1 . . . . . . ...
...
. . .
. . . −1
−1 . . . −1 2d− 1

 0 < s ≤ t. (7)
As before we have λ1 = 1 and v1 =
1
2d
(1, . . . , 1)′ ∈ R2d, thus we conclude by
the continuous mapping theorem that we have the distributional convergence in
D([0,∞)): (
S⌊nt⌋√
lognnt/2
, t ≥ 0
)
=⇒ (Wt, t ≥ 0),
where W = (Wt, t ≥ 0) is given by Wt = (V 1t − V 2t )e′1 + · · · + (V 2d−1t + V 2dt )e′d
almost surely and V i denotes again the i-th component of the process V for all
i = 1, . . . , 2d. AsW is a linear combination of the components of V , it follows that
W is a continuous Rd-valued centered Gaussian process started from zero and thus
the law ofW is completely determined by its covariance structure. Straightforward
calculations using (7) yield that
E(WsW
′
t ) =
1
d
sId,
which lets us conclude that
√
dW = B = (Bt, t ≥ 0) is a standard d-dimensional
Brownian motion.
4.4 The superdiffusive regime (pdc < p < 1)
In this regime we provide an alternative proof of Theorem 3.7 in Bercu and Laulin
[6].
Theorem 4.4 (Bercu and Laulin [6], Theorem 3.7). Suppose that pd < p < 1 and
let us denote α = (2dp− 1)/(2d− 1). Then, for n tending to infinity, we have the
almost sure convergence (
S⌊tn⌋
nα
, t ≥ 0
)
→ (tαY, t ≥ 0),
where Y is some Rd-valued random variable different from zero.
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We observe that for p = 1, the behaviour of the MERW becomes deterministic,
indeed we have S⌊tn⌋ = ⌊tn⌋S1 almost surely and the assertion of Theorem 4.4
trivially holds with Y having the same distribution as S1. Bercu in [4] provided
the first rigorous mathematical proof showing that the limiting distribution in the
case d = 1 does not follow a Gaussian distribution.
Proof of Theorem 4.4. We observe that, in the notation of Theorem 3.24 of Janson
[11], we have Λ′III = {(2dp− 1)/(2d− 1)} = {λ2}. We are therefore in the setting
of the last part of the cited theorem and get that(
n−α
(
X⌊tn⌋ − tnλ1v1
)
, t ≥ 0)
converges almost surely to
(
tαWˆt, t ≥ 0
)
, where Wˆ =
(
Wˆ 1, . . . , Wˆ 2d
)
is some non-
zero random vector lying in the eigenspace Eλ2 of the mean replacement matrix A
as displayed in (2), that is
Wˆ ∈ {v ∈ R2d : v = λv2 for some λ ∈ R \ {0}},
where v2 is the corresponding eigenvector to the eigenvalue λ2. Since λ1 = 1
and v1 =
1
2d
(1, . . . , 1)′ ∈ R2d we appeal to the connection established in (1) and
conclude the proof by the continuous mapping theorem with
Y =
(
Wˆ 1 − Wˆ 2
)
e′1 + · · ·+
(
Wˆ 2d−1 − Wˆ 2d
)
e′d
almost surely.
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