A computationally efficient acoustic ray-tracing code based on unstructured adaptive grids is described in detail. The use of unstructured grids allows wave propagation simulations on complex computational domains. Detailed surface layer physics is included to take into account the atmospheric variability under different stability conditions and landuse inhomogeneities. The ray-tracing model has been coupled with meso-and microscale atmospheric flow models. The method shows promise in simulating long-range acoustic wave propagation in the atmosphere over complex terrain.
I. Introduction
ong-range acoustic wave propagation in the atmosphere is a challenging computational problem. The sound speed varies with temperature (a 1 o C change of temperature results in sound speed variation by approximately 0.6m/s) resulting in atmospheric refraction (Salomons 2001 ). The ambient winds cause shifts in the sound propagation front and the atmospheric turbulence in the surface layer can result in the dispersion of waves. Atmospheric absorption on the molecular level dissipates the sound waves and close to ground level, the topography creates blocking effects. The Linearized Euler equations governing the sound propagation in an inhomogeneous and moving atmosphere (Ostashev et al. 2005) , have a severe mesh resolution and time step restrictions. The time step restriction is especially stringent for high frequency signals. For example, a 60 kHz signal traveling at 300m/s would require a mesh resolution of less than 1mm. In a one-kilometer computational domain, the number of elements in just one dimension would exceed one million. Often the linearized Euler equations are simplified to obtain a Helmholtz-type equation for pressure. This simplification in the equation set however, does not necessarily reduce the computational complexity of the problem. Furthermore, it is difficult to account for three-dimensional flow field within this model. To overcome these challenges, geometric acoustic ray tracing is often used to simulate sound wave propagation in the atmosphere over large distances. The advantages and disadvantages of the methodology are well documented in the literature (Hallberg et al. 1988 ; Raspet et al. 1995) . One disadvantage is that ray-tracing predicts infinite amplitude at caustic points (Salomons 2001) . The amplitude of the sound pressure at a caustic point is relatively high but cannot be infinite. The method is attractive because of its computational efficiency and simplicity in implementation. The variations in temperature and wind fields in the atmosphere are taken into account by the model, as well as the effects of the underlying topography.
Another difficulty in geometrical ray-tracing includes computation of reflections from complex terrain surfaces (Jones et al. 1986 ). In this paper, a computationally efficient acoustic ray tracing code based on unstructured adaptive grids is described in detail. The use of unstructured grids allows wave propagation simulations on complex computational domains. The use of unstructured grids also allows seamless coupling with an existing meso-scale atmospheric flow model (Operational Multiscale Environment model with Grid Adaptivity -OMEGA) developed by SAIC, based on unstructured adaptive grids (Bacon et al. 2000) . The coupling allows the inclusion of detailed surface layer physics computed by OMEGA as initial conditions for the ray-trace code. The prediction of sound wave propagation can only be as realistic as the initial conditions provided to it for the atmospheric base state, and therefore, accurate initial conditions for three-dimensional flow and thermodynamic fields are essential. In addition to the OMEGA model, the ray-tracing code has also been coupled with micro-scale atmospheric flow models (Ahmad et al. 2005 ) with resolutions as small as 10m. In the following sections the methodology is presented in detail and some preliminary results are reported.
II. Governing Equations
The classic ray theory is given by the following set of ordinary differential equations (Pierce 1981; Heimann 2001) :
and,
where, j x v is the vector of ray positions, j n v is the wave vector, u v is the atmospheric flow field and c is the speed of sound, given by:
where, γ is the ratio of specific heats, R d is the gas constant for dry air and T is the air temperature. 
where, c 0 is the sound speed at ground level, z 0 is the surface length (e.g., 0.01m-0.1m for grassland and 10 -4 m-10 -3 m for a water surface). The parameter b (typical value is 1m/s) is positive for a downward refracting atmosphere and negative for an upward refracting atmosphere. Alternatively, separate profiles for temperature and wind fields can be used, e.g., within the atmospheric boundary layer, the wind profiles in the vertical can be specified if the following boundary layer parameters (Buyn 1990 ) are known:
• roughness length (z 0 )
• Height of the mixing layer (z i ) Given these parameters, the wind profile in the vertical can be written as a function of atmospheric stability: 
The atmospheric base state can also be obtained from actual sounding data and the current advances in numerical atmospheric flow models allow for inclusion of detailed three-dimensional flow fields in the ray-tracing code.
III. Numerical Scheme
The methodology is based on unstructured adaptive grids and uses triangular elements in 2D (see Figure 1 ) and prismatic elements in 3D. First the cell-based and edge-based data structures (Bacon et al. 2000) are defined for a given geometry. Given an atmospheric state, the solution of Equations (1)- (3) requires accurate gradient calculations, fast search algorithms for locating rays and an efficient time-marching scheme for solving the ODEs in time. 
A. Calculation of Gradients
Accurate calculation of gradient is important for ray-tracing codes. Gradient discontinuities at cell boundaries, e.g., can introduce false caustics, which introduces inaccuracies in the prediction of ray paths as a function of ray launch angle (Jones et al. 1986 ). Linear least squares method (Barth and Jesperson 1989; Blazek 2004 ) is a robust technique for calculating gradients on unstructured grids. Although it has slightly more memory requirement compared to the Green-Gauss method it gives a more consistent and accurate result on meshes which, may not have good quality elements (Ahmad et al. 2005 ). The gradient of quantity U at the cell center is given by:
The weights, ij w v are given by: 
where, In Eq. (7)- (8), r 11 , r 12 , r 22 , r 13 , r 23 , and r 33 are given by: 
B. Boundary Reflection
The reflection from lower boundary (ground) is calculated using the standard reflection formulae. The equation for the plane normal can be calculated from the coordinates of the three nodes -iv1, iv2 and iv3 of the surface triangle (see Figure 1 ). The surface normal is given by (Blazek 2004 ): 
, ,
x 1 , y 1 , z 1 are the coordinates of node iv1, x 2 , y 2 , z 2 are the coordinates of node iv2 and x 3 , y 3 , z 3 are coordinate of node iv3. There are different methods for checking intersection of ray with a triangle (Moller and Trumbore 1997; Segura and Feito 1998). In the current study, the intersection of the ray with the plane extended by the triangle is determined as the first step. If the ray lies in the plane of the triangle, then a calculation is done to find if the point of intersection lies within the triangle. Once the ray-triangle intersection is identified, then the intersection point is calculated. Given the plane normal, the reflection can be calculated as follows:
where, the subscript "r" denotes the coordinates of the reflected ray, the subscript "i" denotes the incident ray and the subscript "0" denotes the point of intersection of the incident ray and the surface triangle. The point of intersection can be calculated from the coordinates of the ray and the triangle defining the plane surface:
The subscripts r1 and r2 denote the two points defining the ray and t is given by: 
Please note that the effect of ground impedance is not included in the current model.
C. Multi-stage Runge-Kutta Time-Marching
The solution is marched in time using Eq. (1)-(2) within a multi-stage explicit Runge-Kutta time marching scheme (Jameson et al. 1981) . The scheme has relatively small memory requirements, is easy to implement and has been successfully used for obtaining both steady and unsteady solutions: Let,
Then the four-stage Runge-Kutta time-marching scheme can be written as:
where, α 1 = 1/4, α 2 = 1/3, α 3 = 1/2 and α 4 = 1, are the Runge-Kutta constants for a 4-stage time-marching scheme and ∆t is the time step. For most simulations a 2-stage scheme with α 1 = ½ and α 2 = 1 (second-order accuracy in time) should be sufficient. According to Heimann (2001) , the time step should be sufficiently smaller than the length scale of variations in the atmosphere. In the present study, the length scale is defined by the minimum edge length of the unstructured mesh used in the simulation. Since, the variations in the vertical are much more pronounced than in the horizontal, the mesh resolution in the vertical is much higher and the time step was set accordingly:
where, c is the sound speed in the cell and u is the wind speed in the cell. ∆z is the smallest vertical length scale given by the vertical mesh resolution.
D. Initial Atmospheric State
The accuracy of any ray-tracing code depends directly on the accurate initial conditions of the atmospheric base state provided to it. The initial atmospheric state in the current model can be defined in a number of ways. User can provide idealized temperature and wind profiles, data from actual atmospheric soundings or three-dimensional fields from micro-and meso-scale numerical models (Ahmad et al. 2005; Bacon et al. 2000) . Profiles can also be generated if the boundary-layer parameters (roughness length, Monin-Obukhov length, etc.) are known.
IV. Results
Given the simplicity of the ray-tracing model, it is perhaps best suited for scoping calculations to take into account atmospheric effects on sound wave propagation and blocking/shielding effects of the underlying topography. In the following sections some preliminary results of the proposed methodology are presented. In Section A, some possible applications of ray-tracing are discussed using idealized data and in Section B, the effects of acoustic wave propagation on the outcome of the Battle of Gettysburg are presented.
A. Scoping Calculations for Stratification, Crosswind and Terrain Effects
The sound speed varies with temperature (a 1 o C change of temperature results in sound speed variation by approximately 0.6m/s) resulting in atmospheric refraction. Idealized profiles for temperature in the surface layer were used for this test case. Eq. (4) was used (Salomons 2001 ) to generate logarithmic profiles within the surface layer. The computational domain and the underlying unstructured adaptive mesh used in the simulation are shown in Figure 2 . The mesh had 4254 elements with edge lengths varying from 1m to 26m. The mesh resolution in the vertical was set to 1m and a total of 100 levels were defined (domain top at 100m). The source was set at [0, 0, 2m]. The initial temperature profile and the results of ray paths are plotted in Figure 3 . Due to the logarithmic profiles, strong upward and downward refractions are observed because of the large temperature variations (>10 degrees) within the surface layer. Multiple caustics for the downward refracting atmosphere and a pronounced acoustic shadow for the upward refracting atmosphere can be seen in the figure.
The ambient winds cause shifts in the sound propagation front and the atmospheric turbulence in the surface layer can result in the dispersion of waves. A number of simulations were run in order to generate parametric data for relating elevation and azimuth launch angles of rays with atmospheric stratification and crosswind effects. The same underlying unstructured mesh (Figure 2 ) was used in these simulations but the number of vertical levels was reduced to 50 and the vertical mesh resolution was set to 4m (domain top at 200m).
A large number of rays were launched at different elevation and azimuth angles for a single sound source located at [0, 0, 2m] and the simulation was stopped when a ray reached the receiver at [1000, 0, 2m]. Temperature profiles with linear gradients were used in these simulations. The parametric data generated to compensate for atmospheric stratification and crosswind effects is plotted in Figure 4 . The variation of elevation launch angle with temperature gradient and the variation of azimuth angle for a given elevation launch angle with magnitude of crosswind can be seen in the plots. Please note that the elevation angle is relative to the line from source to receiver, which is defined as zero degree.
Finally, an idealized simulation was run to demonstrate the effects of underlying topography. The domain extended from [-200 :300] in the x-direction, [-50 :50] in the y-direction and [0:100] in the z-direction (units in meters). The underlying unstructured grid had 7452 cells with edge lengths varying from 5.3m to 4m. The mesh resolution in the vertical was held constant at 2m, and a total of 100 levels were defined (domain top at 200m). Three Gaussian hills were defined in the domain with heights of 10m on the side of the receiver and source and 20m in the middle. The sound source was initialized at [-190, 0, 2m] . A linearly increasing temperature profile was used to initialize the atmospheric base state. No wind field was defined for this case. Thirty different elevation angles and three different azimuth angles were used to initialize the rays. The ray-paths (from different viewpoints) are shown in Figure 5 In early July 1863, the Union and Confederate forces faced off at the town of Gettysburg, Pennsylvania. On the second day of the battle on July 2 nd , the commanding general of the Army of Northern Virginia, General Robert E. Lee had a simple plan to dislodge the Union forces entrenched in front of him on the Cemetery Ridge (Figure 6 left). The First Army Corps under the command of Lieutenant General James Longstreet would attack the Union forces on the left flank, while the Second Army Corps under the command of Lieutenant General Richard S. Ewell would demonstrate on the right flank as a diversion to keep the enemy guessing. The signal for Ewell to initiate his diversion was the sound of Longstreet's artillery barrage. It took Longstreet all morning to assemble two divisions (McLaws and Hood) for the attack. The offensive was launched in the afternoon around 4pm, but General Ewell didn't hear Longstreet's cannons and therefore, did not commence his diversionary attack. This gave the Union commander, Major General George G. Meade clear indication on where the actual attack was coming from and he was able to move troops on his left flank to defend against Longstreet's offensive (reserves from the 5 th Army Corps under the command of Major General George Sykes and elements from Major General John Sedgwick's 6 th Army Corps were rushed to join the fight as they arrived on the battlefield). According to Ross (1999) , the atmosphere was probably upwards refracting (due to surface heating at the ground), which, created an acoustic shadow over Ewell. In the end, Meade was able to repulse Longstreet's attack -some say due to the inaction of Ewell, that afternoon. In this section the preliminary results of an analysis of Ross's hypothesis are presented. The simulation of acoustic wave propagation for Gettysburg, required, the locations of Longstreet's cannons (sources) and the command HQ of Ewell (receiver), detailed topography of the battlefield and the atmospheric conditions for July 2 nd . The Gettysburg National Military Park has markers for each individual battery and the command HQ's of all the General Officers. The locations in latitude and longitude were obtained with the help of a GPS. Since the GPS was mounted on the vehicle, there is an offset of approximately 5-10ft for the sound sources.
This can be considered acceptable, since it should be noted that some of the batteries did not stay at their initial position and moved forward to support the advancing infantry units, during the course of the battle on July 2 nd . The locations of batteries under the command of Longstreet are tabulated in Table 1 . The marker for General Ewell's HQ is located at 39º 49' 52"N and 77º 13' 11"W (481 ft). High-resolution (10m) terrain data was obtained from the Pennsylvania Spatial Data Access website and used to generate the unstructured gird for ray-tracing shown in Figure 8 The weather data for July 2 nd , 1863, is of course not available. Historical accounts mention that it was overcast in the morning with light drizzle, but later cleared up and became very hot by afternoon. The Operational Multiscale Environment model with Grid Adaptivity (OMEGA) was used to simulate initial conditions for a typical July day in the general Gettysburg area. A comprehensive description of the OMEGA model is given in Bacon et al. (2000) and validation of the model is discussed in Boybeyi et al. (2001) and Gopalakrishnan et al. (2002) . The OMEGA simulation domain extended from -79.3 to -75.3 degrees in the longitude and 37.9 to 41.9 degrees in the latitude. The simulation was initialized at 0000UTC for 2 nd July, 2007 and run for 24hrs. The model was initialized by Global Forecast System (GFS) data from the National Centers for Environmental Prediction (NCEP). Detailed surface observations and all available sounding data were assimilated for the generation of initial and boundary conditions. Starting the simulation earlier than the time of interest (2100 UTC) allowed the model to spin-up. The OMEGA model computes detailed boundary-layer processes via 2.5 level Mellor-Yamada turbulence closure scheme (Mellor and Yamada 1974) and surface-layer parameterizations, which take into account landuse inhomogeneities. The resulting simulations are able to resolve the evolution of the atmospheric boundary layer with a good degree of accuracy. The OMEGA computational grid, terrain heights and surface temperature fields for four different times are shown in Figure 9 . The sounding data extracted from the OMEGA cell corresponding to Gettysburg and the variation of surface temperature and pressure at Gettysburg with time is shown in Figure 10 . From the time-history of the surface data, it can be observed that the heating in the surface layer reached its maximum value at 2100 UTC, which corresponds to 1600 local time. Longstreet had launched his attack around 1600 local time (see Table 1 ). The sounding data obtained from OMEGA simulation was used to initialize the raytrace code for the Gettysburg case. The ray-tracing mesh used for the Gettysburg simulations presented in this section, had approximately 15000 cells with edge lengths varying from 20m to 170m. Fifty vertical levels were defined with a constant mesh resolution of 10m. The domain extended from -77.26 to -77.215 degrees in the longitude and 39.78 to 39.835 degrees in the latitude. The unstructured adaptive grid was generated using OMEGA's mesh generation software, gridgen (Ahmad et al. 1998; Bacon et al. 2000) . The coordinates of the grid were transformed from latitudelongitude space to Cartesian space by setting the south-west corner as the origin and then using the following conversion formula: 
Each battery was treated as a single sound source. All sound sources were initialized at a height of 1m above ground level (the actual altitude of the cannons varies slightly -see Table 1 ). The initial wave front of the rays for each battery was defined in terms of azimuth and elevation angles: where, the subscripts 1-3 denote the three Cartesian directions, θ is the elevation angle and ϕ is the azimuth angle.
The azimuth angle was varied from 0 to 90 degrees. The computations were terminated when all rays reached the domain boundaries.
Simulations were run for every battery under Longstreet's command which, was engaged on July 2 nd . None of the rays launched, reached the receiver point (Ewell's HQ). Figures 11-12 show the result of six different simulations (artillery under Fraser, Rhett, Woolfolk, Reilly, Parker, and Moody). The area over which, the ray height was 2m or less above the ground level is shown in the figures. Locations of batteries are marked by blue and Ewell's HQ is marked by green. Although, the ray-trace coverage will increase with increased resolution in both elevation and azimuth angle intervals, it should be noted that due to the upwards refraction of sound by surface heating coupled with blocking by the underlying terrain, it is highly unlikely for the sound waves to reach the receiver point (Ewell's HQ). Another set of simulations was run to evaluate the sensitivity of the code to mesh resolution. A comparison for different atmospheric stability conditions was also performed. The low resolution mesh had 15118 cells with edge lengths varying from approximately 20m to 170m, while the high resolution mesh had 24442 cells with edge lengths varying from approximately 10m to 128m. A stretched grid was specified in the vertical with the initial vertical level at 2m and a stretch ratio of 1.2. Figure 13 shows the results of these comparisons. In these simulations the velocity field was set to zero and only the effect of stratification was considered. The model was initialized with idealized temperature profiles for neutral, stable and unstable atmospheric conditions. The blocking effect of the underlying terrain can be seen in the case of neutral atmosphere. The field of coverage is limited by the presence of the two Round Hills. The effect of stratification can also be seen in the figures. It should be noted that the nearsource coverage would probably be quite different if the resolution of elevation angle increments is increased. In these simulations, since the point of interest was far-field, rays were launched at higher elevation angles. Further simulations will be needed to study the sensitivity to resolution in elevation launch angles. 
V. Concluding Remarks
The Gettysburg simulation results seem to vindicate Lee's "hesitant commander" (Casdorph 2004 ) and his conduct on the 2 nd day of the battle. The main difficulty in simulating this case was the unavailability of actual weather conditions for July 2 nd , 1863. It can easily be argued, that the use of data for July 2 nd , 2007 cannot be considered as representative of a "typical" July day for the general Gettysburg area. This difficulty however, can be remedied by generating climatology data for the area. Recently, this concept has been successfully demonstrated for atmospheric transport and dispersion modeling applications by Bacon, et al. (2006) . High-resolution meso-scale atmospheric flow models, such as OMEGA can be used to generate site-specific climatologically for the desired location. This data can be used as an input to either micro-scale or CFD models (Camelli and Löhner, 2006) to generate steady state solutions of wind fields. The initial conditions obtained can then be used by the ray-tracing code to simulate sound wave propagation (see Table 2 ). The proposed methodology would be well-suited for noisereduction studies around airports in particular and can be implemented in the future extensions of this work. In summary, a methodology for acoustic ray tracing on unstructured adaptive grids was implemented. The use of unstructured grids allows wave propagation simulations on complex computational domains. The accuracy of any ray-tracing code depends directly on the accurate initial conditions of the atmospheric base state provided to it, and therefore, detailed surface layer physics is included to take into account the atmospheric variability under different stability conditions and landuse inhomogeneities. The ray-trace code has also been coupled with mesoand micro-scale atmospheric flow models and shows promise in simulating long-range acoustic wave propagation in the atmosphere over complex terrain.
