We consider the non-convex quadratic maximization problem subject to the 1 unit ball constraint. The nature of the l 1 norm structure makes this problem extremely hard to analyze, and as a consequence, the same difficulties are encountered when trying to build suitable approximations for this problem by some tractable convex counterpart formulations. We explore some properties of this problem, derive SDP-like relaxations and raise open questions.
Introduction
The technique of semidefinite programming relaxation applied to combinatorial and related nonconvex quadratic optimization problems became popular after the seminal papers of Goemans and Williamson [1] on the max-cut problem. Later on, Nesterov [3] generalized this result, and a vast literature in that direction for various types of non-convex quadratic problems can be found in the recent handbook [8] , and references therein.
In this note we study a non-convex quadratic optimization problem that remained largely unexplored in the literature, and that appears quite challenging. More precisely, we study the problem which consists of maximizing a quadratic form over the 1 unit ball
When the quadratic form is positive semidefinite the problem is trivial, and admits a closed form solution, unlike its ∞ counterpart which is as hard as an optimization problem can be! When the matrix is indefinite, this problem is particularly difficult as pointed out in the recent work of Nesterov [5] . As we shall see, the l 1 -ball structure leads to challenging difficulties, and the main purpose of this note is to further clarify the difficulties involved, to report on our current findings, including the deceptive ones (for didactical purposes!), and to promote the study of this problem by the mathematical programming researchers. We derive several re-formulations of the problem, including upper bounds formulated as SDP-like but nonconvex problems. We then show that a convex SDP-like relaxation proposed by Nesterov [5] without any justification on its source, can be derived by using a simple but quite unusual variational representation of the l 1 norm. It is also proved that the non-convex upper bound formulations are at least as good as the convex SDP relaxation. Finally, we establish by elementary arguments, that one of our bound is exact, thus extending a recent result of [10] to a class of [QPL1] problems. The paper also includes an appendix on duality and lifting to make the exposition self-contained. Our notation is fairly standard. We denote by S n the space of n × n symmetric matrices equipped with the inner product X, Y := tr(XY ), ∀X, Y ∈ S n , where tr denotes the trace operator. For X ∈ S n , X 0 means X is positive definite; d(X) ∈ IR n is the diagonal of X ; λ max (X) ≡ λ 1 (X) ≥ . . . ≥ λ n (X) ≡ λ min (X) are the eigenvalues of X . For v ∈ IR n , we denote by Diag(v) the diagonal matrix with entries v i . Finally, for any scalar function f (t), and x ∈ IR n , f (x) denotes the vector with entries f (x i ).
The Trivial Case and Trivial Bounds
Consider the problem of maximizing a quadratic form with Q ∈ S n on the l 1 -unit ball B 1 defined by
Trivial Case: Q 0 Interestingly with Q ∈ S n positive semidefinite the problem is trivial, unlike its ∞ ball constraint counterpart which is as hard as an optimization problem can be! The problem consists of maximizing a convex function over the l 1 -unit ball, a compact convex set. It is well-known then, that the maximum must occur at some extreme point of B 1 = {x : x 1 ≤ 1}. Since the set of extreme points of B 1 is simply given by {e 1 , −e 1 , . . . , e n , −e n }, where e i are the base vectors of IR n , it follows immediately that v * := max{x T Qx : x 1 ≤ 1} = max 1≤i≤n Q ii , with the max attained at x * = e j for the index j corresponding to the maximum diagonal element Q jj .
The Trivial Bounds For any x ∈ IR n , we have:
Therefore one has,
As usual, for any given nonconvex optimization problem, the main questions are then: (a) Can we find better bounds that are computationally tractable? (b) Can we determine the quality/tightness of such bounds?
As we shall see, trying to answer positively both questions for the [QPL1] problem leads to some conflicting situations.
Generating Bounds: Direct Approach
Consider the following prototype problem:
where F is a closed and bounded, but non-convex, subset of IR n .
When F is a convex set, problem (P) encompasses several interesting quadratic models, see e.g., [9, 10] . A standard way to build a relaxation of (P), i.e. to derive a bound, is via duality, (more precisely via bi-duality), see [7] ), or via the lifting procedure, [4] . For completeness and the interested reader, we have included in an appendix a concise summary of the relevant results of both approaches.
The trouble with the [QLP1] problem, is that as formulated, it is not a quadratic representable problem, (see appendix). Indeed, the [QPL1] problem, can be written in the form of problem (P) as:
where F = {y :
Then, the lifting procedure results in the non-convex bound obtained from problem (R):
On the other hand, for F = {y :
Then, since F ⊂ conv F , an additional relaxation yields the convex bound:
Clearly we have v * ≤ v R ≤ v c , with the unfortunate situation that (R) is a non-convex problem. Moreover, it turns out that v c is nothing else but the trivial bound! Indeed, a dual of v c is:
where we dropped the non-negativity restriction on t, since Q is indefinite.
We summarize this double deceptive situation in:
, its convex bound and its non-convex one. Then,
This naturally gives rise to the following open problem:
Problem 1 Given the very special structure of v R , can we find a suitable/efficient method to solve this non-convex problem, and evaluate the quality of the resulting approximation?
4 Deriving bounds using other representations of the l 1 -norm
A simple representation
The starting point is the following. Observe that for any x ∈ IR n :
Indeed, if x 1 ≤ 1, then with v i = |x i |, the RHS of (1) is satisfied. Conversely, summing the inequalities over i = 1, . . . , n yields
Note that if v i = 0 for some i then the corresponding x i = 0. Thus in the sequel w.l.o.g., we will write v ≥ 0, although it should be understood that v > 0.
Thus,
In view of this, the original problem [QPL1] can thus be written as
where Q is the block diagonal matrix in S 2n , with 0, Q in diagonal and 0 in off-diagonal, A is the block diagonal matrix with diagonal I, −I and w = (v, x). In that case the lifting procedure yields the bound
Thus, as in (1), since
it follows that the above bound is nothing else but the non-convex bound v R : max{ Q, X :
Applying one more relaxation by taking either the convex hull of F or the convex hull of S yields in both cases two convex bounds that look different, but which deceptively are equal to the trivial bound, i.e.,
where the first equality follows by using the same argument of (1).
Using a variational representation of l 1
We will work with the equivalent formulation of [QP L1] written as:
The next simple result gives a somewhat unusual variational representation of the l 1 -norm in IR n , which as we shall see turns out to be quite useful.
Lemma 1
For any x ∈ IR n one has
where Diag(v −1 ) stands for the positive definite diagonal matrix with diagonal elements {v −1 j : j = 1, . . . , n.} Proof: This follows easily from the optimality conditions of the optimization problem defined in the right-hand side, which gives the unique minimizerv := |x| x −1 , or directly just by using Cauchy-Schwarz inequality.
Note that the constraint can include the boundary i.e., v ≥ 0; that does not change anything in our case. In the sequel we use the notation ∆ := {v ∈ IR n : e T v ≤ 1, v > 0}.
Using the lifting procedure we obtain the non-convex bound:
This non-convex bound is in fact equal to the non-convex bound v R . Indeed, taking
and hence it follows that m R = v R .
The variational representation of the l 1 -norm given in Lemma 1 appears to produce equally deceptive results! The so-called Schur complement recalled below, is the cure to turn this situation around, and will allow us to explain how to derive a convex bound proposed by Nesterov [5] , who did not give the source of its derivation, and indicated that its quality is unknown. We first recall two useful results from matrix analysis. 
Proposition 2 A convex upper bound for [QPL1] is given by
Moreover, one has
Proof: Using (4), one has:
Applying Lemma 2 with A = Diag(v), B = x and C = 1 one has:
Therefore, using the lifting procedure, the desired bound v N follows. Now, since Diag(u) − X 0 implies that u ≥ d(X), it follows via (3) , that v N ≤ λ max (Q). Now, recall that m R := max
Let (X, v) be a feasible solution of the latter. Then, e T v ≤ 1, v > 0, and since X Diag(v
Invoking Lemma 2(b), this implies that Diag(v) − X 0, and hence that the feasible set of the relaxation m R is contained in the set of feasible solutions of the relaxation v N , so that m R ≤ v N . Since we already established that v R = m R , the proof is complete.
Exact bounds
We now ask if it is possible to identify problems where any of the bounds derived in this note, can be exact, i. Proposition 3 For any given Q ∈ S n with Q ij ≥ 0 for all (i, j) such that i = j , one has v * = v R . Moreover, from any optimal solution X of (R) one obtains an optimal solution x of [QPL1] according to the formula x j = X jj , ∀ j = 1, . . . , n.
Proof: From the development above, we immediately have that if X is an optimal solution of (R), then for the point x j = X jj , j = 1, . . . , n, one has:
i.e., a feasible point x for [QPL1] and v * ≤ v R . We seek conditions under which this inequality is an equality. Assume we have an optimal solution X of problem (R). Let us examine now the values of the respective objective functions in [QPL1] and (R) corresponding to x and X . As x is a feasible point for [QPL1] we have
On the other hand, we have in (R):v R = n i=1 Q ii X ii + 2 i<j Q ij X ij , and thus to have the inequality v * ≥ v R it is sufficient to verify that the following holds:
which is the same as
But, since we assumed that Q ij ≥ 0 ∀ i = j , and since for X 0, one has X ii X jj − X ij ≥ 0 for all i, j such that i = j , the above inequality trivially holds.
Another open question was raised during our computational experimentation with the Nesterov relaxation, i.e. the bound v N . We have observed that whenever Q has non-negative off-diagonal elements, v N was exact, although we were not able to prove a result to that effect, i.e., a result similar to Proposition 3 seems to hold for the Nesterov relaxation. We pose this as another open problem raised by our study.
Problem 2 Given Q with non-negative off-diagonal elements, is it true that v * = v N ?
5 Appendix-Duality and Lifting
The Dual approach
When building a relaxed problem, for short a relaxation, the main objective is to get a tractable relaxation and to have it as tight as possible. A well-known way of generating relaxed problems is via duality, or more precisely via bi-duality, which provides a built-in convexification process. Shor [7] , was the first to realize the power of such a duality framework for generating useful bounds to non-convex quadratic optimization problems.
Let us first recall some useful well-known convex analysis results, for more details and notations see [6] . For a non-convex function f : IR n → IR ∪ {+∞} there is a natural procedure to convexify it via the use of the convex hull of the epigraph of f . Let conv f denotes the convex hull of f , which is the greatest convex function majorized by f . A key player in any duality framework is the conjugate of a given function.
Definition 1 For any function
is called the conjugate to f . The bi-conjugate of f is defined by
Whenever conv f is proper, one always has that both f * and f * * are proper, lower semi-continuous (lsc), and convex, and the following relations hold:
where cl f (x) := lim inf y→x f (x). In particular, if f : IR n → IR ∪ {+∞} is convex, then the conjugate function f * is proper, lsc, and convex if and only if f is proper. Moreover, (cl f ) * = f * and f * * = cl f . For any set C ⊂ IR n , we denote by δ C its indicator function, namely δ C (x) = 0 if x ∈ C and +∞ otherwise. From the above results, it follows that when C ⊂ IR n is a nonempty convex set, then:
Consider now the prototype quadratic problem
where F is a closed and bounded, but non-convex, subset of IR n . This problem is equivalent to
Thus, a dual of (P) is:
and since max x∈IR n x T Ax < ∞ if and only if A 0, this reduces to
By construction the dual problem (D) is convex and weak duality implies that for any pair of primaldual feasible points for problems (P)-(D), one has v P ≤ v D , so that v D yields an upper bound for (P). Furthermore, since Slater's condition is here trivially satisfied for (D), we can generate another bound equal to v D by taking the dual of (D), namely the bi-dual of (P) is:
which reduces using (5) to
Since we assumed that F is bounded and closed, then cl conv F = conv cl F = conv F, so that the bi-dual reads (DD) sup{ Q, X : d(X) ∈ conv F, X 0}, and we have v P ≤ v D = v DD .
The lifting approach
For quadratic problems, there is another systematic way for building relaxed problems and corresponding bounds, often called lifting, which is due to Lovasz and Schrijver [4] . The idea is based on enlarging the feasible set of the original problem to get an upper bound. For quadratic problems, this process is essentially automatic, via a rewriting of such problems with new variables. This is due to the simple well known fact that:
Indeed, using this in (P), the original problem in IR n can be equivalently rewritten in (X, x) ∈ S n × IR n as: max
Replacing the non-convex constraint X = xx T , by its convex counter part X −xx T 0, and noting that here x does not play any role in the max problem, we end-up with the relaxed problem:
(R) max{ Q, X : d(X) ∈ F, X 0}, and we have v P ≤ v R , where v R denotes the optimal value of (R).
The interesting point to notice here is that since F was assumed to be non-convex, the resulting lifting procedure does not automatically produce a convex relaxation, as opposed to the dual approach. Since one obviously have {(X, x) : d(X) ∈ F, X 0} ⊂ {(X, x) : d(X) ∈ conv F, X 0}, then we have v R ≤ v DD , namely we end up with the evil situation where the non-convex relaxation provides a "better" bound than its convex counterpart. Evidently, using one more relaxation for v R , namely using F ⊂ conv F , we end-up with the problem that we call v RR and the two procedures coincide, i.e., one has v * ≤ v RR = v DD .
The above discussion is to emphasize that when we are not dealing with truly quadratically representable optimization problems, the lifting procedure does not provide automatically a tractable convex bound. This is precisely the situation we have encountered with the [QLP1], which is not, a quadratic representable problem in the sense described above, but which has been shown to be quadratic transformable, thanks to the particular variational representation of the l 1 -norm given in Lemma 1, and the Schur complement.
