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Abstract
Disease diagnosis is often performed using a blood test for protein biomarkers which ex-
hibit differential expression in diseased subjects as compared to healthy subjects. Discov-
ery of new biomarkers enables cheaper and less invasive diagnosis. A method of biomarker
discovery is the statistical analysis of proteomic mass spectrometry data to determine
differences in protein concentration between groups of organisms. However, outcome-
dependent missingness in proteomic mass spectrometry data hinders the extraction of
useful information from the data and results in biased inference about these differences in
protein expression. Existing methods of accounting for missing data, used for other, simi-
lar datasets such as those from RNA microarray experiments, assume missingness that is
less severe and outcome-dependent than that which affects proteomic mass spectrometry
data. These methods do not suffice to undo the bias, and new methods of statistical
analysis are sought for biomarker discovery.
We develop a joint statistical model for missing and observed data and apply it to a
dataset from a gastric cancer experiment that has a large degree of outcome-dependent
missingness in order to discover novel candidate biomarkers. A set of candidates is pro-
duced using the joint model. This set differs from the set of biomarker candidates pro-
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1.1 Background to the research project
In human populations, deaths due to gastric cancer are overrepresented relative to other
types of cancer (Lin et al., 2012; Penno et al., 2012). The underlying reason for this is that
existing cancer detection methods consist mainly of noninvasive imaging methods that do
not detect asymptomatic, early-stage tumours (Lin et al., 2012; Terp and Ditzel, 2014).
The expense of other detection methods such as endoscopic examinations motivates the
search for an easier diagnostic procedure (Humphries et al., 2014). An example of one
such procedure is a blood test that detects biomarkers for the disease, which are proteins
that are differentially expressed in diseased versus healthy subjects.
Novel protein biomarkers are sought for use in routine blood tests for diagnosis of
diseases such as breast cancer (Hajduk et al., 2016; Jung, 2016; Ky et al., 2014). Existing
blood serum biomarkers for cancer are neither sufficiently sensitive nor specific for prac-
tical use (Coghlin and Murray, 2016; Terp and Ditzel, 2014). Proteomic analysis, such
as mass spectrometry (MS), is a rich source of novel biomarkers (Coghlin and Murray,
2016; Liu et al., 2012). However, proteomic studies face issues such as very wide ranges of
protein concentration in biological samples (Callesen et al., 2008; Gianazza et al., 2016),
difficulties in reproducibility (Beavis and Chait, 1996; Callesen et al., 2008), and a high de-
gree of missing data, the last problem especially prevalent in proteomic MS studies (Jung
et al., 2014; Karpievitch et al., 2009, 2012; Pedreschi et al., 2008).
Missingness is a problem in proteomic MS because the missingness is informative
of the outcome that is missing (Davison, 2003; Graham, 2012; Little and Rubin, 2002;
Rubin, 1976). As a consequence, statistical inference that does not account for informative
missingness is biased, hampering downstream analyses and hindering the discovery of
biomarkers (Aittokallio, 2010; Lazar et al., 2016; Li et al., 2011; Webb-Robertson et al.,
2015). There is a pressing need to deal with missingness directly and appropriately, and
extract as much information out of existing datasets as possible.
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The statistical analysis of proteomic datasets bears a superficial similarity to that
of RNA microarray data (Jung, 2016; Jung et al., 2006; Li et al., 2011; Webb-Robertson
et al., 2010), which is also subject to missingness. Methods of dealing with the missingness
exist for such data. The most basic method is to ignore the missingness and perform
a complete case analysis. More advanced statistical methods such as the expectation-
maximisation algorithm or maximum likelihood estimation can accommodate missing
data (Aittokallio, 2010; Kenward and Molenberghs, 1999; Pigott, 2001). Missing values
can also be imputed using a variety of methods varying in sophistication. The least
sophisticated methods are, for example, assuming that missing values are equal to zero
or to the average of the observed data (Pedreschi et al., 2008). Such methods do not
account for the biases in statistical inference that arise when missingness is informative of
the outcome of interest (Karpievitch et al., 2009, 2012; Webb-Robertson et al., 2010; Wood
et al., 2004). More sophisticated methods are to estimate the missing values using a k-
Nearest Neighbour or a model-based approach (Aittokallio, 2010; Jung et al., 2005; Webb-
Robertson et al., 2015). Finally, multiple imputation is one of the most sophisticated
methods (Little and Rubin, 2002; Newman, 2014; Nielsen, 2003).
Proteomic MS data missingness requires application-specific methods rather than generic
methods because the mechanism that causes values to be missing depends on the outcome
values, and this dependence is in different ways for different experimental and technolog-
ical contexts (Aittokallio, 2010; Lazar et al., 2016). This means that merely replacing
missing values with zeroes or with data averages is insufficient to perform unbiased statis-
tical inference. There is much room for improvement in methods of analysis of proteomic
MS data that deal with the missingness (Lazar et al., 2016). Explicitly accounting for
informative missingness may detect differences in protein expression between diseased ver-
sus healthy subjects that are missed in simpler analyses (Jung et al., 2014; Lazar et al.,
2016; Li et al., 2011; Webb-Robertson et al., 2010; Wood et al., 2004).
A promising approach is hinted at from the related context of longitudinal and failure
time studies, in which informative missingness (commonly due to subject drop-out) is
a well-established issue (Wu and Carroll, 1988). The problem of missing data in these
studies is attacked by jointly modelling the subjects’ responses with linear models and
the subjects’ drop-out using a logistic model (Diggle and Kenward, 1994; Follmann and
Wu, 1995; Gould et al., 2015; Hogan and Laird, 1997; Kenward and Molenberghs, 1999;
Little, 1995).
This thesis concerns the investigation of a proteomic MS dataset, called the gastric
cancer (GC) dataset, which is subject to informative missingness. The goal of the sta-
tistical modelling of the GC dataset is to discover peaks pointing to candidate protein
biomarkers that are more sensitive and specific in disease diagnosis than presently-known
biomarkers. Parametric models are used for this, and parameters that encode differences
in peak intensity between disease genotype groups are of greatest interest. We develop
and fit joint missing/observed data models for the GC dataset, which explicitly account
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for the informative nature of the missingness, ameliorating the biases in statistical infer-
ence and extracting information from the data that is overlooked by less sophisticated
methods of data analysis.
1.2 Summary of thesis
In Chapter 2, we visualise the numerical intensity responses as well as the pattern of
missingness in the GC dataset. Such visualisations help subsequent modelling of the data,
and reveal nuances in the observed data that may not be captured in the statistical models
but nonetheless point towards protein biomarker candidates. We detail the experimental
setup that produced the GC dataset in Section 2.1. In Section 2.2, we investigate in
detail the patterns of missingness and the observed data at broad and detailed scales and
subsequently the observed intensities at both scales, taking account of how the missingness
affects the GC dataset and how the missingness should be modelled. The nature of
data collection using the MALDI-TOF MS apparatus and processing of the raw data
by Stanford (2015) informs the interpretation of the data in terms of how observations
come to be missing and the correspondence of measured intensites to the underlying
proteins.
In Chapter 3, we investigate parametric statistical models that are fitted to the ob-
served missingness. The model chosen for the missingness yields a set of protein peak
m/z values of interest. This set differs from the set obtained by Stanford (2015) in prior
work on the GC dataset that focused on the observed data, ignoring the missingness.
This difference suggests that taking account of the informative nature of the missingness
will extract information from the GC dataset that is not available when analysing the
observed data alone. In Section 3.1, we briefly summarise the purpose of modelling the
GC dataset, and in Section 3.2, we introduce the relevant mathematical framework and
the notation. In Section 3.3, we describe the candidate models for the missingness and
explain how the choice of the best model was made. The issue of separation of data, which
hindered modelling efforts, was resolved using a Bayesian framework. In Section 3.4 we
give details of the chosen model and evaluate the model using a variety of model check-
ing methods, and in Section 3.5 we present results from the fitted models alongside the
previous results from Stanford (2015).
In Chapter 4, we investigate parametric statistical models for the joint distribution of
the intensity and the missingness that explicitly incorporate the informative nature of the
missingness. The joint models may be understood as extensions of the previous, separate
models for the missing data and the observed intensities. The results of the joint models
provide a refinement of the work done in Chapter 3. In Section 4.1, we give details of the
model used by Stanford (2015). In Section 4.2, we introduce the mathematical framework
and formulate the joint models, explaining the rationale behind the structure of the joint
models. In Section 4.3, we detail the difficulties of estimating parameters in the joint
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models as well as the method by which these difficulties were addressed in this thesis. In
Section 4.4, we perform model checking, and in Section 4.5 the results from the fitted joint
models are presented. The research demonstrates that using the information obtained
from the joint model together with the information from the separate observed data and
missing data models improves biomarker discovery. In addition, additional investigations
of the GC dataset hint at additional biomarker candidates of secondary interest.
In Chapter 5, we summarise the findings of the previous chapters, make concluding
comments, and suggest further applications of the joint modelling methodology developed
in this thesis.
Chapter 2
The gastric cancer dataset
The experiment from which the GC dataset was derived
was a proteomic MS study conducted on genetically mod-
ified mice. In this chapter, the genetic and phenotypical
traits of the mice are described along with the exper-
imental design used to produce the GC dataset. The
proteomic expression observations and the missingness
patterns in the GC dataset are visualised in detail. Such
visualisations inform the modelling of the data.
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2.1 The gastric cancer experiment
The GC dataset analysed in this thesis originated from a proteomic mass spectrome-
try experiment conducted at the Adelaide Proteomics Centre. The experiment involved
transgenic mice belonging to one of five different genotype groups, numbered from 1 to 5,
and respectively denoted FF, FFIL6, FFStat3, IL6, and WT. The group WT represents
the wildtype, the group of genetically healthy mice in a wild population. The remaining
groups are mutations of the wildtype. The mutations distinguishing the groups are in
the gene for glycoprotein 130 (gp130), the gene for signal transducer and activator of
transcription 3 (Stat3), and the gene for interleukin-6 (IL6)1. These mutations cause
phenotypic responses in the mice.
The mutation in the gp130 gene is a single nucleotide polymorphism which substitutes
the amino acid phenylalanine (abbreviated F) for the acid tyrosine (Y) at position 757
of the protein coded by the gene (Penno et al., 2012). The group denoted FF is distin-
guished by a homozygous mutation of this gene, meaning that both of the alleles of the
gene are mutant. The mutation in the Stat3 gene causes the inactivation of the Stat3
protein (Jenkins et al., 2005). The group denoted FFStat3 is distinguished by the homozy-
gous mutation in the gp130 gene (as described above) as well as a heterozygous mutation
of the Stat3 gene, in which one of the alleles of Stat3 is the inactive ‘null’ form and the
other allele is the wildtype form. The mutation in the IL6 gene causes the inactivation
of the IL6 cytokine protein. The group denoted IL6 is distinguished by a homozygous
mutation of this gene. The group FFIL6 is distinguished by the homozygous mutation in
the gp130 gene (as described above) as well as the homozygous mutation of the IL6 gene.
Table 2.1 summarises the mutations present in the groups.
Up to two physical characteristics of interest may appear in mice belonging to the five
groups. These characteristics are the presence of gastric lesions, and inflammation of the
gut. Tebbutt et al. (2002), Jenkins et al. (2005), Judd et al. (2009), and Penno et al.
(2012) detail the molecular mechanisms associated with the mutations that lead to the
phenotypic changes. There are four phenotypes resulting from these physical character-
istics, corresponding to the presence of none, one, or both of the characteristics. Mice
belonging to the FF group develop both the gastric cancer and inflamed gut phenotypes.
The protein gp130 is a cell receptor for many signal transduction pathways and is acti-
vated by the interleukin-6 family of cytokine proteins. This family of proteins is involved
in ulcer formation and healing in the gut (Judd et al., 2009). The homozygous muta-
tion in the gp130 gene indirectly upregulates the active form of the Stat3 protein and
simultaneously causes the deactivation of the SHP2-Ras-ERK pathway, which together
lead to the development of gastric cancer and gut inflammation (Tebbutt et al., 2002).
Mice belonging to the FFStat3 group develop an inflamed gut phenotype but will not
suffer from gastric cancer. The protein Stat3 is a transcription factor, high levels of which
1To avoid confusion, the term “IL6” by itself is understood to refer only to the group.
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Table 2.1: Summary of mutations.
Gene Mutation Present in groups
gp130 Homozygous, gene deactivated by FF, FFStat3, FFIL6
single nucleotide polymorphism
(F → Y substitution)
Stat3 Heterozygous, gene deactivated FFStat3
Interleukin-6 Homozygous, gene deactivated IL6, FFIL6
Table 2.2: Summary of transgenic mouse phenotypes according to groups.
No. Group Cancer Gut inflammation





result in gastric cancer in mice carrying the mutant gp130 gene. However, a heterozygous
mutation in the Stat3 gene results in reduced levels of active Stat3 protein, arresting the
development of cancer. The protein IL6 is a cytokine which plays a role in the inflam-
matory response of mice to disease or irritation. Mice belonging to the FFIL6 group will
develop gastric cancer due to the defective form of the gp130 protein but will not suffer
from gut inflammation. Mice belonging to the IL6 and WT groups will develop neither
gastric cancer nor gut inflammation. Table 2.2 summarises the phenotypic variations
across each group.
2.1.1 Experimental design
The GC experiment was conducted on 40 mice reared to 12 weeks of age. There were eight
mice within each of the five groups. The GC experiment may be conceptually split into
two stages. The first stage involved the processing of blood serum samples from the mice.
The second stage analysed the samples using a MALDI-TOF mass spectrometer to yield
protein concentration measurements over a spectrum of mass-to-charge ratio (m/z ratio)
for each sample. Glish and Vachet (2003); Merchant and Weinberger (2000), and Hajduk
et al. (2016) present detailed reviews of the MALDI-TOF MS technology.
In the first stage of the GC experiment, blood serum was extracted from each of the
40 mice prior to euthanisation. Each serum extract was then processed according to the
following sequence. First, the extract was split into three aliquots. Each aliquot of blood
was then fractionated with three batches of magnetic C8 beads, yielding nine C8 bead
batches in total. Each C8 batch was then split into three replicate samples, yielding 27
8 Chapter 2. The gastric cancer dataset
samples from a single blood serum extract. A total of 1080 samples were taken, with 216
samples from each of the five groups.
The samples were placed on the wells of three MALDI chips which were mounted in
the mass spectrometer. Nine samples from each of the 40 mice were placed on each chip,
meaning that each chip contained 360 samples. The reason that three chips were used
instead of one was a space constraint imposed by the number of wells on a chip; each
chip contains 384 wells. The allocation of samples to chips is confounded with the aliquot
split, in the sense that the nine samples originating from an aliquot were allocated to the
same chip. The 27 samples from each mouse were therefore evenly split across the three
chips, and each chip contains 72 samples from each of the five groups.
The sequence of processing stages in the experimental design induced a hierarchical
structure (Gelman and Hill, 2009; Snijders and Bosker, 2012) in the GC dataset, consist-
ing of sample replicates at the lowest level, within C8 batches, within aliquots, within
mice, and within group at the highest level. Accounting for variation at all levels of the
hierarchical structure is necessary when modelling the data.
Figure 2.1 depicts the sample preparation stage for a single mouse. Figure 2.2 provides
the pattern of allocation of the 360 samples on a single chip according to the group of the
originating mouse, and Figure 2.3 details the pattern of allocation of the 72 samples on a
single chip and from a single group according to the mouse number within the group.
In the second stage of the experiment, the MALDI chips were loaded into the MALDI-
TOF mass spectrometer. Figure 2.4 depicts the operation of the mass spectrometer. The
concentrations of proteins in the samples were measured by the machine to produce raw
spectra. Figure 2.5 displays an example of raw MS output for a single sample. In the raw
spectra, low levels of signal tend to be hidden by noise which arises from matrix ejecta
such as fragmented proteins and extraneous pieces of the acid matrix. The raw spectra
were processed by Stanford (2015) to remove noise, producing the GC dataset analysed
in this research thesis. This processing involved assigning raw peak expressions from each
sample to specific m/z locations and removing observations that fell below a threshold
value.
2.2 Description and visualisation of the data
The GC dataset consists of observations of peak intensity at 159 locations in the m/z spec-
trum across the 1080 serum samples, where the intensities are log2-transformed measure-
ments of the peak concentration of the protein in the blood sample. Metadata information
for each of the samples is also included in the GC dataset. There are 171720 observations
in total in the GC dataset. The m/z values range from a minimum of 2008 m/z to a
maximum of 17976 m/z. Appendix A contains the complete list of peak m/z values in
the GC dataset.
The peak intensities range from 6.97 to 15.22 with a median value of 8.19. Many
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Figure 2.1: Production of 27 replicate samples from a single mouse. Procedure was
replicated for all mice in all groups. Note the confounding between aliquot and MALDI
chip.
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Figure 2.2: Group membership displayed for all samples on a single MALDI chip. This
arrangement was replicated for all three chips.
2.2. Description and visualisation of the data 11
Figure 2.3: Mouse number displayed for all samples from group 1 (FF) on a single MALDI
chip. This arrangment was replicated with vertical offset as necessary for groups 2–5 as
displayed in Figure 2.2.




UV laser pulseMALDI Chip Charged protein particles
VacuumElectric field
TOF Detector
Figure 2.4: Schematic of MALDI-TOF mass spectrometer in operation. A biological
extract such as a blood serum sample is mixed with an acidic matrix solution and left
to solidify in a spot on a MALDI chip. When a pulse of ultraviolet laser light is shone
on the spot, ablation of the solid matrix occurs, ejecting a stream of positively-charged
protein particles (Rosa, 2013). The stream of charged particles is accelerated through an
electric field in vacuum, with increasing particle m/z ratios corresponding to lesser accel-
erations and consequently longer particle flight times as measured by the TOF detector,
distinguishing between proteins of different masses (Yates III, 2011).














Figure 2.5: A typical example of raw MS data from a single sample. Measurements
of intensity over the entire m/z spectrum contain both peak intensities at particular
m/z values corresponding to various proteins present in the sample as well as background
noise at other m/z values. The GC dataset consists only of intensity measurements from
the m/z values that correspond to peak intensities. Source: Adam et al. (2002)
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Table 2.3: Subset of dd data frame consisting of observations of first ten peaks from first
ten samples. Blank entries correspond to missing data.
Sample Peak m/z
2008 2033 2057 2081 2104 2128 2247 2262 2478 2504
1 9.52 9.16 8.80 7.78 7.98
2 9.49 9.21 8.43
3 8.81 9.03 9.04 7.80 7.65
4 9.41 9.03 7.90 7.68
5 9.72 9.23 8.54 8.33
6 9.19 8.73 8.40 8.23
7 10.23 9.62 8.44 8.17 7.66 8.80
8 10.73 10.46 8.95 8.19 8.75
9 8.72 8.22 8.05 7.86 7.78
10 9.32 8.62 8.40 8.32 7.96
observations of peak intensities are missing across the range of the 1080 samples. A
missing observation in a sample means that the intensity for a given peak exists but is
unknown for that sample. There are 90493 out of 171720 missing observations in the GC
dataset, corresponding to a proportion of 0.527. No peak has a proportion of missing
values greater than 0.9. Peak 4358 m/z is unique in having zero missing values in its 1080
observations.
2.2.1 Description of GC dataset as R objects
The GC dataset exists in the .RData format native to the programming language R (R
Core Team, 2016). The GC dataset consists of two data.frame objects named dd and
metaDF.
The data frame dd is a matrix of observations of dimension 1080× 159. Each observa-
tion is either a numerical value if it is known, or an NA value if it is missing. The rows of
the matrix correspond to the 1080 samples and the columns of the matrix correspond to
the 159 peaks. Table 2.3 displays a subset of dd to give an indication of the detailed struc-
ture of the observation matrix. The data frame metaDF is a 1080× 9 matrix of metadata
on the 1080 samples from the GC dataset. The first five columns of the matrix contain
information about the samples’ group numbers, chip numbers, mouse numbers, aliquot
numbers, and C8 batch numbers. The next four columns of the matrix contain informa-
tion about sample placement on the MALDI chip and information from which the sample
scanning order of the MALDI-TOF MS laser can be deduced. The information relevant
to the statistical modelling of the GC dataset undertaken in this thesis is contained in dd
and in the first five columns of metaDF.
Samples are ordered lexicographically by MALDI chip number, then by genotype group
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number, then by mouse number. Within every subset of nine samples that share the same
mouse and chip, the ordering of the C8 batch number is 1, 2, 3, 1, 2, 3, 1, 2, 3.
2.2.2 Visualising the missingness pattern
The missingness pattern in the GC dataset is explored and visualised in order to provide
an understanding of the missingness, and to inform modelling of the missingness pattern
in Chapter 3.
Broad overview
Figure 2.6 depicts the missingness in the GC dataset by displaying a heatmap of the
observed data in dd, the 1080× 159 matrix of observations. Immediately apparent is the
vertical striping. This striping arises from the greater variation in missingness proportion
across peaks relative to the variation in proportion across samples. Figure 2.7 summarises
the distributions of missingness proportions within peaks and samples. Missingness of
observations within peaks varies from zero percent up to 90%, whereas missingness of
observations within samples is close to 50% in all but a few cases.
Details of peaks and samples
The pattern of missingness in the GC dataset is further explored by considering how
missingness varies with the location of samples on the MALDI chips. Figures 2.8a and 2.8b
show the missingness counts for each sample on the three chips. Correlations are apparent
in missingness counts for samples within the same group and for samples from the same
mouse. These correlations show as streaks and spots of similar luminosity in the plots.
The patterns of luminosity correspond with the sample layout displayed in Figures 2.2
and 2.3.
The three brightest spots in column 16 of chip 2 from Figure 2.8a are an example
of associations in the numbers of missing observations between samples from the same
mouse. The bright horizontal bands in rows A, F, and K in chip 3 from Figure 2.8b
are an example of correlation in samples from the same group. In addition to the group
and mouse variation, chip 1 appears slightly brighter than the other chips, suggesting
inter-chip variation in missingness.
Figure 2.9 displays missingness counts within individual peaks for a representative
subset of 40 peaks in the GC dataset, spanning the entire m/z spectrum. For each
peak, the number of missing observations in each combination of genotype group and
MALDI chip number is displayed. There are 15 such combinations with 72 samples per
combination. These combinations reveal that variation in missingness between groups
and chips are present in the majority of peaks. In most peaks, the primary differences in
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Figure 2.6: Graphical representation of the matrix of observations in the GC dataset.
Each entry in the matrix is represented by a cell which is either white or coloured, corre-
sponding to a missing or an observed datum respectively. The brightness of coloured cells
indicates the intensity, with dark cells corresponding to low intensities and bright cells
corresponding to high intensities. The row position of a cell indicates the observation’s
sample number, and the column position indicates the observation’s peak m/z. The x axis
represents peaks in increasing m/z order, and the y axis represents the sample number.
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Figure 2.7: Proportion of missing observation values over the set of 1080 samples (top)
and the set of 159 peaks (bottom). Variation in missingness proportion is much greater
across peaks than across samples.
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missingness counts lie between groups. However, some peaks, such as 2793 m/z, exhibit
more inter-chip than inter-group variation.
Stark contrasts in the total missingness count between peaks are also apparent in
Figure 2.9, even in consecutive peaks, such as the peaks at 5059 m/z and 5189 m/z.
Additionally, in a few peaks, group/chip combinations with zero missingness (such as in
the peaks at 6602 m/z or 15724 m/z) are found alongside combinations with up to 50%
missing observations.
Figure 2.10 displays Cohen’s kappa measure of concordance in missingness between
peaks (Cohen, 1960). The majority of peak pairs have mild levels of concordance that
are expected to arise by chance only (excluding self-pairs, which result in a concordance
of one). An exception is the cluster of low m/z peaks having mutual concordance values
above the norm, which is visible as a slightly red region in the top left of the plot. The
increased level of concordance for these peaks may be an artifact of the increased noise in
MALDI-TOF MS systems for low m/z due to matrix ejecta. Another deviation from mild
levels of concordance is found in four pairs of peaks each exhibiting relatively extreme
negative concordance. These peak pairs are visible as pairs of diagonally adjacent blue
cells straddling the diagonal red line. The pairs all consist of adjacent peaks in the
m/z spectrum. They are found at 4607 and 4617 m/z, 7738 and 7750 m/z, 8302 and
8337 m/z, and 9305 and 9319 m/z. The missingness patterns for these peak pairs are
complementary with respect to group in the sense that if one peak of the pair has a large
proportion of missing values for a particular group, then the other peak of the pair tends
to have a small proportion. This complementary behaviour may correspond to a single
protein being assigned to either one m/z value or the other in the preprocessing stage, an
assignment that follows no clear pattern between different samples.
2.2.3 Visualising the intensities
The peak intensity measurements are displayed here in greater detail in order to put the
patterns of missingness in context and to provide a clearer picture of the dataset as a
whole. A greater degree of missingness in a peak is seen to be associated with low average
intensity values in the observed data.
Broad overview
Figure 2.11 provides a summary of all observed intensities in the GC dataset. Note the
threshold at intesity values just under 7 below which no observations are found. This
threshold is an artefact of preprocessing but may also be apparent in raw MS data (Stan-
ford, 2015). The increased threshold for peaks below 4866 m/z is also an artefact of
preprocessing, induced by a greater level of noise in the raw data at low m/z values. For
most peaks, a majority of observed values lie within approximately 2 units of the minimum
observed value of 6.97. These peaks almost always exhibit positively skewed distributions
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Figure 2.8a: Counts of missing observations (out of a maximum of 159) within each sample
on MALDI chips 1 and 2. Each sample is represented by a coloured cell. The missingness
counts for each sample are overlaid in white with the visually brighter cells representing
larger counts.
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Figure 2.8b: Counts of missing observations (out of a maximum of 159) within each
sample on MALDI chip 3. Each sample is represented by a coloured cell. The missingness
counts for each sample are overlaid in white with the visually brighter cells representing
larger counts.




1 2 3 4 5
2008 m/z
14 5 17 12 6
7 5 2 3 3
11 3 4 4 2 1
2
3
1 2 3 4 5
2104 m/z
60 43 29 55 51
50 27 12 38 55
47 26 29 36 43 1
2
3
1 2 3 4 5
2478 m/z
62 51 70 53 63
71 42 67 57 64
71 39 67 61 67 1
2
3
1 2 3 4 5
2793 m/z
36 40 35 39 50
55 58 65 59 54
67 68 65 69 68 1
2
3
1 2 3 4 5
3269 m/z
57 72 59 70 54
50 59 50 70 56




1 2 3 4 5
3959 m/z
21 19 14 22 8
34 30 20 48 4
33 34 14 51 0 1
2
3
1 2 3 4 5
4415 m/z
26 9 27 22 30
39 19 47 34 32
31 16 41 21 18 1
2
3
1 2 3 4 5
4751 m/z
54 71 65 63 60
57 67 63 59 58
59 71 67 59 62 1
2
3
1 2 3 4 5
5059 m/z
4 6 20 24 9
3 0 1 7 7
0 0 0 5 10 1
2
3
1 2 3 4 5
5189 m/z
64 54 63 55 65
61 51 65 52 60




1 2 3 4 5
5335 m/z
16 16 17 21 39
5 6 12 13 32
7 9 12 15 30 1
2
3
1 2 3 4 5
5557 m/z
34 48 34 35 52
26 22 20 23 46
26 46 31 48 50 1
2
3
1 2 3 4 5
5637 m/z
62 68 57 46 63
66 68 51 64 69
66 69 57 72 68 1
2
3
1 2 3 4 5
5824 m/z
50 70 62 68 65
34 65 61 58 66
34 71 58 60 67 1
2
3
1 2 3 4 5
5972 m/z
26 53 38 51 54
63 60 59 53 68




1 2 3 4 5
6193 m/z
35 50 49 47 54
40 52 45 49 40
39 42 50 43 44 1
2
3
1 2 3 4 5
6602 m/z
0 0 2 25 2
3 1 1 8 8
0 1 7 2 12 1
2
3
1 2 3 4 5
6879 m/z
42 29 48 46 64
46 45 59 65 54
51 53 58 65 64 1
2
3
1 2 3 4 5
7116 m/z
59 62 59 65 54
51 69 40 71 54
52 67 44 72 47 1
2
3
1 2 3 4 5
7204 m/z
57 41 64 56 66
53 37 63 65 57




1 2 3 4 5
7642 m/z
20 22 32 39 37
16 3 7 27 41
5 3 14 18 47 1
2
3
1 2 3 4 5
7854 m/z
6 7 7 10 50
12 18 16 11 42
6 7 14 10 43 1
2
3
1 2 3 4 5
8118 m/z
50 29 42 38 42
26 45 45 33 19
28 52 52 40 22 1
2
3
1 2 3 4 5
8251 m/z
68 45 61 41 67
54 62 53 37 49
49 62 55 27 52 1
2
3
1 2 3 4 5
8418 m/z
9 2 8 0 6
3 0 2 0 8




1 2 3 4 5
8607 m/z
33 7 7 0 16
40 11 8 0 14
42 21 10 0 9 1
2
3
1 2 3 4 5
8981 m/z
47 36 38 14 63
61 62 56 47 68
62 66 55 53 67 1
2
3
1 2 3 4 5
9214 m/z
9 1 6 1 12
15 0 10 0 9
5 0 5 0 4 1
2
3
1 2 3 4 5
9431 m/z
65 67 62 53 67
40 34 36 62 63
48 48 51 63 67 1
2
3
1 2 3 4 5
9736 m/z
16 8 14 4 17
20 11 6 1 9




1 2 3 4 5
10230 m/z
53 32 56 36 48
64 48 48 33 49
58 41 52 24 59 1
2
3
1 2 3 4 5
11352 m/z
68 62 38 66 45
66 48 10 52 30
59 40 13 45 33 1
2
3
1 2 3 4 5
11855 m/z
60 70 60 47 71
57 68 64 41 64
56 71 58 51 66 1
2
3
1 2 3 4 5
13190 m/z
48 52 38 51 68
54 58 61 54 60
56 55 63 63 60 1
2
3
1 2 3 4 5
14243 m/z
68 50 72 61 53
56 55 63 67 65




1 2 3 4 5
14993 m/z
0 3 0 0 0
1 0 0 0 1
0 0 0 0 0 1
2
3
1 2 3 4 5
15724 m/z
5 10 7 27 46
6 7 15 19 41
0 8 2 17 41 1
2
3
1 2 3 4 5
16030 m/z
0 1 0 4 17
2 1 0 0 7
0 0 0 0 4 1
2
3
1 2 3 4 5
16505 m/z
22 49 20 30 59
32 56 41 28 32
40 57 43 39 40 1
2
3
1 2 3 4 5
17976 m/z
69 60 45 42 49
72 72 55 66 54





Figure 2.9: Counts of missing observations (out of a maximum of 72) by group number
(columns) and chip number (rows) for a selection of peaks. The set of 72 observations for a
particular group and chip combination is represented by a coloured cell. The missingness
counts for each set are overlaid in white with the visually brighter cells representing larger
counts.
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Figure 2.10: Concordance matrix for missingness across peaks in GC dataset. Entries in
the matrix, which are sample concordance values between pairs of peaks, are represented
as coloured cells. Axes represent the first and second peak of the pair. Peak 4358 m/z is
not included as it contains zero missing values.
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of intensity values. However, there are some peaks both with median values far above the
minimum value and with roughly symmetric distributions of intensity values.
Figure 2.12 plots the medians of observed intensities within peaks versus the miss-
ingness proportions of the peaks, revealing an overall negative correlation. There is a
complete absence of missingness proportions below 0.5 in peaks with medians below ap-
proximately 7.5. Likewise, although it is difficult to make definitive conclusions given
that the number of peaks with medians above 9 is low, missingness proportions above 0.5
are rare for such peaks. All of this strongly suggests a dependency of the probability of
data missingness on peak intensity in the sense that higher intensities are associated with
lower rates of missingness. This dependence cause naive estimates of group differences
in intensity based on the observed data to be biased, as the missing low intensities in a
group drive estimates of average intensity upwards.
Mouse and genotype group
Subsets of samples from a single mouse and a single group were investigated in order
to elucidate the variation in missingness and numerical response at various levels of the
hierarchy of the GC dataset.
Figure 2.13 displays intensity values associated with the 27 samples from mouse 1 of
group 1 (FF). Most peaks have at least one missing value for these samples, and there
is a high degree of variability of observations about their means. A large proportion
of variation in both the numerical response and the missingness is present in levels of
the hierarchy below the mouse level. This mouse is a typical example of the mice in
the GC dataset. A minority of peaks have no observations from the 27 samples. The
composition of the set of peaks with zero observations in all 27 samples varies for every
mouse. Figure 2.14 displays intensity means for the eight mice from group 1. The variation
in intensity between mice, while substantial, is less than the variation of intensity within
mice.
Some peaks contain zero observations for any of the 216 samples in a group, such
as peak 4152 m/z which is not represented in any sample from group 2, and peak
11757 m/z which is not represented in any sample from groups 4 or 5.
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28 Chapter 2. The gastric cancer dataset
Individual peaks
Owing to the differing median intensity values across the range of peaks, the peaks are
affected by missingness to varying degrees of severity. Figures 2.15 and 2.16 display plots
of all observed intensities for a representative subset of eight peaks in the GC dataset.
As discussed above, high average intensities are associated with low levels of missingness,
and this is readily visible in the plots. Inter-group and inter-chip differences in observed
intensity averages are also apparent in the plots.
Figure 2.17 displays the correlation matrix for observations under each peak in the
GC dataset. Correlations were calculated using only samples for which both observations
in the pair of peaks were present. The correlations between most pairs of peaks are weak,
with three main exceptions. First, adjacent peaks tend to be positively correlated. These
correlations present as red regions adjacent to the diagonal red line that corresponds
to self-correlations. Second, in pairs of peaks such that one peak has near double the
m/z ratio of the other, correlation appears to be slightly higher than what is typical.
These higher correlations appear as faint, irregular red regions either side of the diagonal
line. Third, peak pairs with few observations in common sometimes produce extreme
correlations due to small sample sizes. These extreme correlations present as isolated,
highly saturated red or blue blocks.
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2.2.4 Correspondences of proteins to peaks
The matching of m/z peaks to protein molecules is beset by ambiguities arising from
proteins giving rise to multiple peaks and from distinct proteins with the same atomic
mass. In particular, molecules of the same type of protein may pick up single or double
charges from the MALDI chip matrix, giving rise to two distinct m/z peaks whose inten-
sities correlate across samples. The GC dataset contains many pairs of proteins which are
suspected to be singly and doubly-charged versions of the same molecule on the basis of
correlation of intensity values. Table 2.4 provides a listing of pairs gleaned from inspection
of the GC dataset. Some additional pairs are suspected to be singly and triply-charged
versions of the same molecule for similar reasons. These are the pairs of 5204 and 15631
m/z, of 5275 and 15844 m/z, and of 5335 and 16030 m/z.
Note the subset of four peaks at 4607, 4617, 9214, and 9239 m/z which form three
pairs of 4607 and 9214 m/z, 4617 and 9214 m/z, and 4617 and 9239 m/z. It is ambiguous
whether all peaks correspond to a single protein performing triple duty, or to two pro-
teins, or possibly to more. However, 4607 and 4617 m/z are likely to correspond to the
same protein, based on the complementarity of their missingness patterns as discussed in
Section 2.2.2.
2.2.5 Informing future modelling directions
Modelling of the GC dataset is performed on a per-peak basis. Both the missingness and
the numerical response in the GC dataset are affected by chip and group effects in the
majority of peaks. The hierarchical structure of the dataset must also be accounted for.
Linear mixed models (LMMs) are a natural choice for modelling the numerical response.
This is because the processing steps at the levels of replicates, C8 batches, aliquots, and
mice may be understood as samples from hypothetical populations of the same levels,
and random effects in such models are suitable for modelling the effects of the processing
stages. Generalised linear mixed models (GLMMs) are suitable for the missingness because
missingness is a binary outcome, and are used in Chapter 3 for this purpose. Joint
missing/observed data models that account for the response-dependent missingness can
extract more information from the GC dataset than separate models for the missingness
or the intensity alone. In Chapter 4, joint models are used for the discovery of better
biomarker candidates.
An intensity lower threshold cut-off for visibility of observations is one cause of miss-
ingness that is consistent with the physical nature of MALDI-TOF MS data acquisition
and explains the intensity distributions of the observed data. However, it is likely that
the threshold cut-off is not the only reason for missing values, and caution is required in
making assumptions about how the data are affected by missingness.
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Figure 2.17: Correlation matrix for observations across peaks in the GC dataset. Coloured
cells represent the correlation between the observations within samples common to both
peaks in a pair. Axes represent the m/z ratio of the first and second peak in the pair.
Correlation is reported as zero for pairs of peaks with no samples in common.
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Table 2.4: List of m/z peak pairs which may correspond to singly and doubly-charged
molecules of the same protein molecule. Correlation is measured only from samples with
observations in both peaks. The number of observations in common is also reported. Pairs
are only displayed if the correlation is greater than 0.6 and if the number of observations
is at least 100.
Peak m/z Peak m/z Correlation Common observations
3881 7642 0.6 512
3881 8118 0.73 329
3959 7917 0.67 728
4152 8302 0.79 315
4168 8337 0.88 265
4415 8831 0.73 665
4607 9214 0.71 710
4617 9214 0.61 408
4617 9239 0.64 448
4650 9305 0.66 618
5435 10872 0.6 697
5752 11509 0.83 1039
5824 11757 0.72 100
5876 11757 0.68 104
6076 12161 0.87 668
6821 13648 0.83 987
6858 13648 0.61 355
6879 13648 0.62 279
6989 13987 0.75 893
6989 14421 0.66 607
7204 14421 0.69 290
7412 14836 0.72 695
7490 14993 0.89 1075
7806 15631 0.95 132
7854 15724 0.7 740
7854 15759 0.66 426
8007 15759 0.62 537
8007 15844 0.73 1051
8007 15882 0.68 105
8007 16030 0.81 1037
8165 15844 0.64 664
8228 16654 0.82 116
8533 17458 0.69 1046
8607 17458 0.6 857
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2.3 Summary
The dataset analysed in this thesis originates from a proteomic mass spectrometry ex-
periment measuring protein concentration in blood samples from transgenic mice. These
mice come from five genotype groups defined by mutations in the genes for glycoprotein
130, signal transducer and activator of transcription 3, and interleukin-6. Phenotypic
changes from a healthy state associated with these mutations include the formation of
gastric tumours and the presence of gut inflammation. The GC dataset has a hierarchical
structure induced by the nature of the processing of blood serum samples from the mice.
In modelling the data, this hierarchical structure must be accounted for.
The GC dataset consists of a matrix of observations and metadata describing the
samples on which the observations were made. Approximately half of the expression
values are missing. The pattern of missingness is complex, and highly dependent on the
underlying protein concentration values. Visualisation of the GC dataset elucidates the
structure of the numerical observations and the missingness pattern and informs statistical
modelling of the data.
The hierarchical structure of the GC dataset can be accounted for by using generalised
linear mixed models for the missingness pattern in Chapter 3. The association between
median intensity value and missingness proportion suggests that the distributions of the
intensity and the missingness pattern are not independent, which necessitates a joint
modelling approach. Statistical models for the joint distribution of the intensity and
missingness pattern are fitted to the GC dataset in Chapter 4.
Chapter 3
Modelling the missingness in the
dataset
In this chapter, the goal of the analysis of the missing-
ness in the GC dataset is elaborated upon. The ini-
tial statistical framework for the analysis of the missing-
ness in the data is presented. Several candidate models
are introduced, and the most appropriate model selected.
Model selection was done using cross-validation to esti-
mate the lowest misclassification rates of the models in
terms of outcomes of missingness. The problem of sepa-
ration of data, caused by certain patterns of uniformity
in the response variable, affected some models, and a
Bayesian solution to the problem was introduced to se-
lect a final missingness model. The selected missingness
model was checked using simulations and its total mis-
classification rates were investigated to verify that the
model was appropriate for the GC dataset.
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3.1 The aim of the missingness modelling
The purpose of the statistical analysis of proteomic MS data in this thesis is the discovery
of candidate protein biomarkers that distinguish between diseased and healthy groups of
organisms. Biomarker candidates are proteins whose concentrations differ between the
groups. The intensity expression measurements in the GC dataset are log2-transformed
measurements of concentration, meaning that two-fold increases or decreases (i.e., dou-
blings or halvings) in concentration are represented by a difference of one unit. Statistical
inference for genotype group expression differences is used to discover candidates for such
biomarkers. However, without accounting for the informative missingness in the GC
dataset, such inference is biased.
Understanding the source of the missingness in the GC dataset, and the extent of its
effect on inference on group mean expression, is difficult. In order to elucidate the nature
of the informative missingness, the missingness pattern is modelled on its own in this
chapter before inference for the protein expression differences between groups is made
using joint models in Chapter 4.
3.2 Modelling framework
There are several approaches to modelling that could be followed on the GC dataset. One
is to model the observed intensities, disregarding the samples for which the observations
in a particular column are missing. This is a complete-case analysis that ignores the
missingness. This approach is not performed in this thesis, but it has has been undertaken
by Stanford (2015), who obtained a set of candidate biomarkers for gastric cancer, given
in Table 3.13.
A second approach is to model the missingness. This approach is investigated in this
chapter. The missingness modelling was done using the indicators of the missingness (Lit-
tle and Rubin, 2002), where 1 codes for a missing datum and 0 codes for an observed
datum. The expectation of the indicator variable is the probability of missingness. The
indicators of missingness are never themselves missing.
Section 2.2 in Chapter 2 provided a detailed description of the GC dataset. Columns of
the dd matrix, where each column corresponds to the 1080 missing and observed intensities
of a single m/z peak, are used to produce the response vector of missingness indicators
in the statistical models in this chapter.
The complete case analysis models the intensity values using hierarchical linear models,
specifically, LMMs. The missingness modelling is done using hierarchical logistic regres-
sion (an example of a GLMM) for the probability of missingness. In both approaches, the
hierarchical structure of the GC dataset is handled using mixed effects, which are a com-
bination of fixed effects and random effects in the linear predictor of the model. Snijders
and Bosker (2012) and Gelman and Hill (2009) both provide a thorough introduction to
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mixed effects models.
Fixed effects were used to model the effects of the genotype groups and the MALDI
chips on the responses. Random effects were used to model the populations of mice,
aliquots within mice, and C8 batch replicates within aliquots. The reasons that fixed
effects were used for the chip and group variables were that the specific group parameters
were of interest and that the group and chip variables both contain a small number (5 or
fewer) of categories. Random effects were used for modelling the mice, aliquots, and C8
batches as these levels of the hierarchy are best understood as samples from hypothetical
populations. Overparametrisation of models was also a concern, as a random effect term
for a categorical variable has one parameter, a variance component, associated with it,
while a fixed effect term for the same variable has as many parameters as there are
categories (Searle et al., 2009).
Models were fitted using the glm function, the glmer function in the R package
lme4 (Bates et al., 2015), and the bglmer function in the package blme (Chung et al.,
2013). Maximum likelihood estimation was used to obtain parameter estimates for GLMs
and non-Bayesian GLMMs, and maximum a posteriori estimation was used to obtain pa-
rameter estimates for Bayesian GLMMs. Appendix C.1 provides details of the parameter
estimation methods for mixed effects models.
3.2.1 Notation for missingness mechanisms
Mechanisms that cause data to be missing may be treated as random processes. Little and
Rubin (2002) present a framework for classifying types of missingness with which the GC
dataset may be analysed. Suppose that Y is a random variable representing a collection
of observations. The variable Y is subject to missingness, and R denotes its missingness
indicator. The statistical problem is to make inference for a parameter θ controlling
f(y ; θ), the probability distribution of Y, where it is assumed that the parameter θ does
not affect missingness (Davison, 2003).
The missingness mechanism is the probability, conditional on the values of Y, that the
observation of Y is missing—that is, that R = 1. Per Little and Rubin (2002), missingness
mechanisms may be classified into one of three types. First, the notion of data being
missing completely at random (MCAR) corresponds to a missingness mechanism that is
fully independent of the response Y. Second, the notion of data being missing at random
corresponds to a missingness mechanism that depends on the observed components of Y,
but not the missing components. Third, the notion of data being not missing at random
(NMAR) corresponds to missingness mechanisms that are dependent on the missing values
of Y.
In the models of the GC dataset, the data consists of a vector of protein expressions
Y , the vector of missingness indicators R, and a matrix of predictor variables X. The
missingness is confined to Y , meaning that R is the same length as Y . A MCAR mech-
anism for the GC dataset is one where neither X nor Y may affect the probability of
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missingness. A MAR mechanism is one where only elements of X or the observed com-
ponent of Y may affect the probability of missingness. A NMAR mechanism is one such
that the missing component of Y affects the probability of missingness. In this thesis,
missingness models that assume a MAR mechanism consider the effect only of X, and not
of the observed component of Y , on R. As it is not known in advance of data collection
which values of Y are missing in a typical mass spectrometry study, a mechanism that
depends on values in Y is likely to be a NMAR mechanism.
NMAR missingness mechanisms are likely to bias inference for the parameter θ (Little
and Rubin, 2002). Unbiased statistical inference may require full specification of the miss-
ingness mechanism. One way of reducing the bias of parameter estimates is to completely
specify the mechanism by modelling the joint distribution of (Y , R) (Follmann and Wu,
1995; Hogan and Laird, 1997); this is the approach taken in Chapter 4.
The missingness mechanism that affects the GC dataset is considered to be NMAR
because of the increased difficulty of detecting low concentrations of protein in a sample as
compared to higher concentrations (Hajduk et al., 2016). Furthermore, the data have been
preprocessed (Stanford, 2015) to remove noise from the raw data, resulting in additional
missingness of low-intensity measurements that fell below a threshold signal/noise ratio.
3.2.2 Notation for the GC dataset and models
The predictor variables in the GC dataset were derived from the metadata for each sample.
The predictor variables are categorical variables defining the chip, group, mouse, aliquot,
and the C8 batch numbers of each sample.
The response variable, which is the indicator of missingness, is written Rijk`mn . The
indices for the response variable are i = 1, . . . , 159 representing the set of m/z peaks in
the dataset, j = 1, . . . , 5 representing group, k = 1, . . . , 8 representing mouse number
within a group, ` = 1, 2, 3 representing aliquot number within a mouse, m = 1, 2, 3
representing C8 batch number within an aliquot, and n = 1, 2, 3 representing sample
replicate number within a C8 batch. Because of the confounding between aliquot and
chip, the chip number is the same as the aliquot number. For this reason, the chip
number does not participate in the indexing.
As modelling was done on a per-peak basis, the term i in the subscript is suppressed
in the context of an individual peak and its model, in which case we write the missingness
indicator as rjk`mn .
3.3 Ascertaining the hierarchical structure of the miss-
ingness model
Models explored for the missingness in the GC dataset were binary logistic regression
models, most of which assumed random effects as well as fixed effects. These models are






where pjk`mn = E[Rjk`mn] is the probability of missingness and ηjk`mn is the linear predic-
tor containing fixed (and possibly random) effects. The models considered differed only
in the random effects structure used to model the hierarchy of the sample processing.
Models were built by starting from a logistic regression model with no random effects,
and adding random effects term by term.
The peak at 4358 m/z contained zero missing observations and was excluded from the
analysis. This means that a 158-peak subset of the original 159 peaks was considered for
analysis. The two peaks at 4152 and 11757 m/z have such severe missingness that for
at least one group, all 216 observations from that group are missing. This means that
parameter estimates could only be obtained from these peaks using Bayesian methods.
Comparison of models was performed on a 143-peak subset of the GC dataset due to the
issue of separation of data, discussed further in Subsection 3.4.1, that affected estimates
of the fixed effect parameters. Parameter estimates were reliable only within the subset of
peaks for which separation did not occur, meaning that model comparison was performed
only within that subset.
3.3.1 List of models under consideration
Four different models were considered for modelling the missingness in the GC dataset.
The initial model was the simplest,
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` , (3.1)
where the indices take the ranges j = 1, . . . , 5, k = 1, . . . , 8, ` = 1, 2, 3, m = 1, 2, 3, and
n = 1, 2, 3. The model was fitted with the glm function from the stats package in R.
The fixed effect parameter µ represents the log-odds of missingness for samples from
group 1 and chip 1. The differences between group 1 and group j are parametrised by
the αj parameters, and the differences between chip 1 and chip ` are parametrised by
the β` parameters. Both sets of parameters are fixed effects and are under the reference
category constraint.
The 72 samples that share the same group and chip were given the same probability
of missingness.
The next model considered was
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` +Mjk , (3.2)
where the fixed effects parameters µ, αj , and β` are the same as in model (3.1), and the
effect of mouse is represented by the random effect terms Mjk which follow the distribu-
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tional assumption
Mjk ∼ N(0, σ2M) i.i.d.,
where i.i.d. means that the terms Mjk are independent and identically distributed. This
model and all subsequent models were fitted with the glmer function from the lme4
package in R.
In this model, the nine samples that originate from a single aliquot are given the same
probability of missingness.
The third model considered was
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+αj+β`+Mjk+Cjk`m . (3.3)
The terms in common with model (3.2) have the same interpretation. The additional
random effects terms Cjk`m represent the effect for the C8 batch variation, and the terms
satisfy the distributional assumption
Cjk`m ∼ N(0, σ2C) i.i.d.,
with the Cjk`m terms also distributed independently of the Mjk terms.
The three replicate samples that originate from the same C8 batch are given the same
probability of missingness.
The fourth model considered was the most complex, modelling all levels of the sample
processing hierarchy. The model was




ηjk`mn = µ+ αj + β` +Mjk + Ajk` + Cjk`m .
The additional terms Ajk` are the random effect terms for the aliquot variation, and the
terms satisfy the distributional assumption
Ajk` ∼ N(0, σ2A) i.i.d.,
with the Ajk` terms also distributed independently of the other random effects terms. The
three replicate samples that originate from the same C8 batch are, again, given the same
probability of missingness.
3.3.2 Results of cross-validation
Models were compared by using five-fold cross-validation to estimate the expected out-
of-sample misclassification rate, where classifications are predicted outputs of R based
on the fitted probabilities p̂. (If p̂ < 0.5, then R is predicted to be 0, and if p̂ ≥ 0.5,
then R is predicted to be 1.) The out-of-sample misclassification rate is the probability
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that a model, fitted to a dataset, produces an incorrect classification on a new data point
sampled from the same distribution as that which produced the data to which the model
was fitted (Hastie et al., 2009).
In cross-validation, the data are partitioned into a number of folds. The model is fitted
to data from all but one fold, and the observations from that fold are predicted using the
fitted model. This is repeated, leaving out each fold in turn, providing predictions for
all observations. The errors between the predictions and the original data are used to
obtain the estimates of the out-of-sample misclassification rate (Hastie et al., 2009). In
this thesis, the folds were generated independently for each peak by randomly assigning
216 missingness indicators to each of five folds, ignoring the hierarchical structure of the
data. The folds within each peak were the same for all models.
In the context of mixed effects models, cross-validation methods are made more diffi-
cult by the additional considerations of out-of-sample predictions being difficult to obtain
when random effects are present, and of the selection of the folds being in accordance
with the hierarchical structure of the data (Colby and Bair, 2013; Jordan et al., 2005).
The method used here does not account for these considerations. In particular, assigning
folds completely at random without accounting for the hierarchical structure of the data
is liable to underestimate the prediction error (Roberts et al., 2017). While this means the
method is not very sophisticated and has room for improvement, the method is merely
one source, among multiple sources, of guidance in model selection in this chapter.
The numbers of misclassifications for models (3.1), (3.2), (3.3), and (3.4), averaging
over the set of peaks, were 240.2, 210.1, 196.4, and 194.3 respectively. These are the av-
erage numbers of missingness indicator observations, out of 1080, that were misclassified.
The corresponding rates (proportions) were 0.222, 0.195, 0.182, and 0.180. An estimate of
misclassification rate was not able to be obtained for the peaks at 5752 and 8007 m/z for
model (3.3), nor for the peak at 8007 m/z for model (3.4). This was due to particular
folds in these peaks causing errors in the glmer algorithms when they were excluded in
the cross-validation procedure. Misclassification rate averages were calculated excluding
these peaks.
There is a marked difference in performance between the initial model (3.1), with no
random effects and model (3.2), the second model considered, which incorporated the
random effect term Mjk for the mice. Figure 3.1 displays a comparison of the misclas-
sification rates of these two models over the 143-peak subset. The difference between
average misclassification rates is immediately apparent. This was expected due to the
clear effects of the sample processing hierarchy on the response of missingness as observed
in Chapter 2, and implies that there is significant variation in missingness probabilities
between samples from the same mouse but different aliquots and C8 batches.
There is also a marked difference in performance between model (3.2) and models (3.3)
and (3.4), the third and fourth models considered. However, the difference between the
third and fourth models is small. Figure 3.2 displays differences in the misclassification
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Table 3.1: Total misclassifications for the models under consideration, displayed for ten
peaks.
Peak m/z Model (3.1) Model (3.2) Model (3.3) Model (3.4)
(None) (Mouse) (Mouse, C8) (Mouse, aliquot, C8)
2008 98 98 94 94
3246 425 355 297 306
5059 96 96 99 99
5590 238 226 235 221
6258 308 281 267 251
7412 199 146 140 140
8441 366 295 298 303
9712 341 201 189 185
12281 230 222 203 202
15882 112 113 113 113
rates of the latter three models. It is clear that the two latter models were superior to the
first. Model (3.4), with three random effects, performs almost identically to model (3.3),
with two random effects. This may be because allowing for variation at the level of C8
batches without that of aliquots causes the aliquot-level variation to be captured by the
C8 batch-level variation.
Table 3.1 displays the numbers of misclassifications from the four models under consid-
eration on a subset of ten peaks. There was much inter-peak variation in misclassification
performance for the models. The peaks for which model (3.1) was outperformed by the
other models by the greatest margins were those peaks where the missingness indicators
within mice or C8 batches are closely associated, but between C8 batches or mice, are not.
In 15 cases, model (3.1) actually performed the best out of all four models. This occurred
in peaks such as 2948, 5059, 5275, 11509, and 15882 m/z. Missingness indicators in peaks
such as these do not show strong association within mice or C8 batches. However, in
these cases, the difference in the number of misclassifications between the best and worst
models tended to be low, on the order of 12 or less. For several peaks (such as 2008 m/z),
multiple models shared the position of having the best misclassification rate.
On 29 of the peaks in the 143-peak subset, model (3.2) with one random effect per-
formed the best out of the three models that included random effects. The average
difference within these 29 peaks in the number of misclassifications between model (3.2)
and model (3.3) was around 4.4, and between model (3.2) and model (3.4), around 5.
Model (3.3) with two random effects performed best on 62 peaks. The average dif-
ference within these 62 peaks in the number of misclassifications between model (3.3)
and model (3.2) was around 20.4, and between model (3.3) and model (3.4), around 3.
Model (3.4) with three random effects performed best on 71 peaks. The average differ-





























2008 3269 5123 5637 6602 7750 8981 9821 14243 17976
Figure 3.1: Comparison of model (3.1) to model (3.2) in terms of misclassifications made.
These are the models with zero and one random effect respectively. The x axis ranges over
the 143-peak subset and the y axis represents the number of misclassifications made by
model (3.1) subtracted from those made by model (3.2). Negative differences correspond
to model (3.2) making fewer misclassifications.
ence within these 71 peaks in the number of misclassifications between model (3.4) and
model (3.2) was around 24.1, and between model (3.4) and model (3.3), around 4.6.
The results of the cross-validation suggest that models (3.3) and (3.4) are the best-
performing missingness models for the GC dataset. Model (3.3), however, is more attrac-
tive on the basis of parsimony.
3.3.3 Variance components
Models (3.3) and (3.4) were very similar in their performance on the GC dataset as
estimated by the cross-validation procedure. The additional effect of considering the
aliquot variation in the latter model as opposed to excluding it in the former model was
investigated through the relative sizes of the variance components σ2M , σ
2
A , and σ
2
C for
the mouse, aliquot, and C8 batch effects, respectively.
Figure 3.3 displays the relative sizes of the variance components for models (3.3)






























2008 3269 5123 5637 6602 7750 8981 9821 14243 17976
Figure 3.2: Comparison of models (3.2), (3.3), and (3.4) in terms of misclassifications
made. These are the equations of the models with one, two, and three random effects
respectively. The black line tracks model (3.2)’s numbers of misclassifications subtracted
from those of model (3.3), and the red line tracks model (3.2)’s numbers of misclassifica-
tions subtracted from those of model (3.4).
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Table 3.2: Estimates of variance components under model (3.3) and model (3.4) displayed
for ten peaks.
Model (3.3) Model (3.4)









2008 0.328 18.913 0.005 0.454 44.383
3246 1.048 1.675 0.926 0.477 1.321
5059 0.129 13.766 0.016 0.412 9.651
5590 0.34 1.339 0.177 0.632 0.9
6258 0.232 0.371 0.141 0.322 0.144
7412 2.652 2.688 2.653 0.009 2.683
8441 0.386 0.76 0.295 0.392 0.485
9712 3.319 1.854 3.226 0.451 1.575
12281 2.362 1.356 2.156 0.972 0.748
15882 1.102 0 1.102 0 0
and (3.4) fitted to the peaks in the 143-peak subset. Table 3.2 gives the variance compo-
nent estimates over a subset of ten peaks. The variance component associated with the C8
variation tended to be the greatest in most peaks for both models. The aliquot variation
was rarely the largest contribution to the variance components in the latter model.
For model (3.3), the means of the variance components σ2M and σ
2
C were 1.970 and
5.515. The standard deviations were 4.450 and 11.25. For model (3.4), the means of
the variance components σ2M , σ
2
A , and σ
2
C were 1.818, 1.519, and 4.027. The standard
deviations were 6.546, 3.635, and 9.645.
The proportional sizes of the aliquot variance component estimates from model (3.4)
were small, when taken over the 143-peak subset. In accordance with considerations of
parsimony, model (3.3) appears the more suitable of the two models for modelling the GC
dataset.
3.3.4 Theoretically minimal versus achieved misclassifications
The lowest misclassification rates theoretically achievable by the missingness models fitted
to the entire dataset are greater than zero. This is because not all configurations of miss-
ingness indicators are able to be predicted without errors by the models. For example,
models (3.3) and (3.4) produce identical fitted probabilities for all 360 triplets of obser-
vations originating from the same C8 batch. This means that pjk`m1 = pjk`m2 = pjk`m3 .
However, if the triplet of observations originating from a single C8 batch are not all missing
or not all non-missing, then it is not possible for these models to classify the probabilities
perfectly. Every instance of one missingness indicator in a triplet differing from the other
two increases the minimum possible misclassification count by one. Similarly, model (3.2)
gives identical fitted probabilities for all nine observations sharing the same mouse and
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Figure 3.3: Comparison of relative sizes of variance component estimates for model (3.4)
(top) and model (3.3) (bottom) fitted to the peaks in the 143-peak subset.
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Table 3.3: Average theoretical and achieved numbers of misclassifications by models for
the 143-peak GC subset. Numbers in brackets represent average proportions.
Model (3.1) Model (3.2) Model (3.3) Model (3.4)
(None) (Mouse) (Mouse, C8) (Mouse, aliquot, C8)
Theoretical 232.8 (0.216) 168.0 (0.156) 110.4 (0.102) 110.4 (0.102)
Achieved 236.7 (0.219) 194.6 (0.180) 132.3 (0.123) 134.4 (0.124)
chip, and model (3.1) gives identical fitted probabilities for all 72 observations sharing the
same group and chip.
As an example, consider peak 3493 m/z. The missingness indicators for the samples
from group 1, mouse 1, aliquot 1, and C8 batch 1 are r11111 = 0, , r11112 = 1, and
r11113 = 1. The minimum number of misclassifications that model (3.3) could make on
this triplet is one, which would occur if p1111n > 0.5. (If p1111n < 0.5, then there would
be two misclassifications, causing the achieved rate to be greater than the theoretically
minimal rate.) The missingness indicators for another triplet of samples, such as those
from group 1, mouse 1, aliquot 1, and C8 batch 2, are r11121 = 0, , r11122 = 0, and
r11123 = 0, and the minimum number of misclassifications for the triplet is zero, occurring
if p1112n < 0.5. Of the 360 triplets of observations from each C8 batch, 88 triplets will
necessarily have at least one observation misclassified, meaning that the theoretically
minimum misclassification rate of model (3.3) on peak 3493 m/z is 88/1080 = 0.0815.
Table 3.3 lists the theoretical and achieved misclassifications by the four models for the
143-peak subset. For the initial model, there is little difference between the theoretical
and achieved numbers of misclassifications. For model (3.3), the theoretical minimum
misclassification rate is lowest (and equal to that of model (3.4)) and the achieved rate is
also the lowest out of the models considered. This supports model (3.3) over model (3.4)
as the most suitable model for the GC dataset.
3.4 Final missingness model
Based on the results of the cross-validation and the other considerations discussed above,
model (3.3) was used as the model for the vectors of missingness indicators of the GC
dataset.
3.4.1 The issue of separation of data and a Bayesian solution
Sensible parameter estimates were not obtained for peaks outside of the 143-peak subset
due to the issue of separation of data. For the GLMMs used to model the GC dataset
missingness, separation affected the estimates of the fixed effects parameters µ, αj , and
β` . Separation occurred either when all missingness indicators for the 216 observations
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within a genotype group, or for the 360 observations on one MALDI chip, took identical
values. When either of these conditions were met, then the maximum likelihood estimate
of at least one parameter failed to exist. A deeper explanation of the issue of separation is
provided in Appendix B. Sixteen peaks in the GC dataset have missingness indicators that
are separated with respect to at least one of the chip or group categories. The remaining
143 peaks are what define the 143-peak subset.
There are several ways of handling the problem of separation, and the most promising
solution involves penalising the likelihood function in order to ensure that the likelihood is
always maximised at finite values (Heinze and Schemper, 2002; Zorn, 2005). In this thesis,
the issue of separation was resolved by casting the chosen missingness model (3.3) in a
Bayesian framework in which all parameters were given prior distributions, resulting in
a posterior distribution function with finite maximising values even in cases of separated
data. The Bayesian missingness model (3.3), with two random effects, was fitted to the
158-peak subset. This was used as the final choice of model. The Bayesian specification
improved estimated model performance in terms of misclassification rates. The final model
was assessed via its misclassification rate on the dataset and via simulation checks, and
the checks showed that the model performed adequately.
The bglmer function in the R package blme was used for fitting GLMMs in the
Bayesian framework. Models were fitted using the default glmerControl options for
bglmer.
3.4.2 Obtaining the prior distributions
Recall that the missingness model (3.3) is specified as
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` +Mjk + Cjk`m ,
with mutually independent random effects
Mjk ∼ N(0, σ2M) i.i.d., Cjk`m ∼ N(0, σ2C) i.i.d.
The parameters of the model consist of the vector of fixed effects
λ = (µ , α2 , α3 , α4 , α5 , β2 , β3)
T
and the two variance components σ2M and σ
2
C .
A multivariate normal distribution was assumed for the fixed effects vector and gamma
distributions were assumed for the variance components. The hyperparameters of these
prior distributions were estimated using the non-Bayesian model (3.3). This model, fitted
to the 143-peak subset, produced sets of 143 estimates of each parameter. It is from these
sets of estimates that the hyperparameters of the prior distributions were derived.
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The set of fixed effects from all of the non-Bayesian models may be written as a 143×7
matrix F, where rows of the matrix are the parameter estimates of each model. In the
Bayesian models, the fixed effects vector was given the prior distribution





(F − F̄ )T (F − F̄ ).
N = 143 is the number of rows of F and
F̄ =
 µ̄ ᾱ2 ᾱ3 ᾱ4 ᾱ5 β̄2 β̄3... ... ... ... ... ... ...
µ̄ ᾱ2 ᾱ3 ᾱ4 ᾱ5 β̄2 β̄3
 ,
where µ̄ up to β̄3 are the sample mean values of each fixed effect’s parameter estimate
over the 143 models. The matrix Σ is returned by the var function in R applied to the
matrix F. Table 3.4 shows the matrix Σ.
The prior mean of the fixed effects was forced to be equal to 0 due to a limitation of
the blme prior objects used by the bglmer function.
The two variance components were each given gamma distribution priors on the vari-
ance scale. The estimated variances for each of the two random effects in the 143 glmer
models were recorded, and estimates equal to zero were discarded. For each random effect,
a gamma distribution was fitted to the estimates using the fitdistr function from the
R package MASS in order to obtain estimates of the shape and rate parameters. Gamma
distributions with the estimated shape and rate parameters were used as the prior dis-
tributions. Table 3.5 gives the shape and rate parameters of the gamma priors for the
variance components.
3.4.3 Theoretically minimal versus achieved misclassifications
The average minimum possible misclassification proportion across the 158-peak subset
with model (3.3) is 0.0945, corresponding to a rate of roughly 102 observations misclas-
sified per peak. This theoretical minimum is lower than that from the 143-peak subset
under the same model, because the additional peaks in the 158-peak subset contain peaks
with either extremely low or extremely high amounts of missingness, which tend to pro-
duce low numbers of misclassifications. The average misclassification proportion of the
Bayesian model over the set of peaks is 0.116, or an average of 125.3 observations mis-
classified per peak. In light of this, the performance of the Bayesian model (3.3) appears
good.
Figure 3.4 displays the minimal and actual misclassification rates for the model on
each peak. As the proportion of missing observations in a peak approaches 0.5, there is
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Table 3.4: Entries of estimated variance-covariance matrix Σ for fixed effects prior distri-
bution used for the Bayesian model (3.3) fitted to the 158-peak subset.
µ α2 α3 α4 α5 β2 β3
µ 12.507 −0.627 −1.465 −2.690 −4.337 0.788 1.470
α2 −0.627 2.948 0.708 1.937 0.809 −0.259 −0.150
α3 −1.465 0.708 2.399 1.725 2.785 −0.085 −0.289
α4 −2.690 1.937 1.725 3.971 2.450 −0.555 −0.827
α5 −4.337 0.809 2.785 2.450 7.336 −0.573 −0.609
β2 0.788 −0.259 −0.085 −0.555 −0.573 1.589 1.799
β3 1.470 −0.150 −0.289 −0.827 −0.609 1.799 2.550
Table 3.5: Estimated hyperparameters for random effect variance component distributions
used for the Bayesian model (3.3) fitted to the 158-peak subset.
Shape Rate
Mouse variance σ2M 0.512 0.262
C8 batch variance σ2C 0.464 0.082
a trend of increased difficulty in making classifications. This trend is reflected in both
the increased minimum rates and the increased divergence between theoretically-minimal
and achieved rates. For the vast majority of peaks, the ratio between the minimal and
achieved rates is within the range from 1 to 1.6 regardless of the number of missing
observations. The exceptions are the peaks at 6821 and 16030 m/z, where the ratios are
2 and 1.6 respectively, and the numbers of missing observations in these peaks are 8 and
24 respectively.
The average difference in the theoretically minimal and the achieved number of mis-
classifications is 23.2. The maximum difference is 100, and this occurs for the peak at
5675 m/z.
The two outlying peaks with both low misclassification rates and moderate numbers
of missing observations are at 8302 m/z and 8337 m/z, respectively with 27 and 11
misclassifications by the model, 26 and 11 misclassifications in the best possible case, and
463 and 481 missing observations. The amounts of missing observations in these peaks
differ almost entirely between groups rather than other factors.
3.4.4 Simulation checks of model fit
In a wide variety of situations, two simulation-based methods of assessing statistical mod-
els and model fits are available. The first method is to use simulations involving con-







Misclassification rates vs counts of missing observations

























































































































































































































































































































































































































































Ratios between model and minimum misclassifications




0 90 180 270 360 450 540 630 720 810 900 990 1080
Figure 3.4: Comparison of misclassification rates of model (3.3) to the theoretical mini-
mum, displaying the impact of the proportion of missing observations on both the minimal
and actual misclassification rates. Points on the upper plot represent individual peaks,
with minimal rates represented by black circles and model rates represented by red points.
The x-axis represents the number of missing elements for any particular peak and the y-
axis again gives the misclassification rate as a proportion. Grey lines connect the two
points that come from a single peak to enable visual comparison of the difference in per-
formance. The lower plot displays the model rates divided by the minimal rates for each
peak.
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Table 3.6: Means and sample standard deviations of differences between estimated
and true parameter values over 1000 replications of constructed data procedure for the











structed data sets to assess and validate the computational model fitting procedures and
the second is to compare model predictions of data to the original dataset (Gelman and
Hill, 2009). In the first method, data are generated according to the model using known
parameter values, and a comparison of the estimated parameter values with the known
values provides an evaluation of the statistical model fitting techniques. In the second
method of assessment, the fitted model’s parameter estimates are used to generate a new
dataset which may be compared directly to the original dataset. Discrepancies between
the datasets imply that some quality of the data-generating process is not captured by
the model under consideration.
The following is a brief summary of results from the simulation checks, full details of
which may be found in Appendix E.1. Table 3.6 summarises the differences between the
true and estimated parameter values for 1000 replications of the first simulation method.
The results of these simulation checks are that estimates of group effect parameters αj are
slightly shrunk towards zero, that chip effect parameters β` are estimated fairly accurately,
and that estimates of random effect variance components are biased downward.
For the second method, the generated dataset (of missingness indicators) closely re-
sembles the original dataset’s missingness pattern.
Overall, model (3.3) fitted using the Bayesian framework performs adequately and
appears to be suitable for the GC dataset.
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Table 3.7: Summary of means and standard deviations of fixed effect parameter estimates









3.5 Results from the Bayesian model
Results for individual parameters are presented first. A contrast between the cancer
groups and the non-cancer groups was used to determine a set of peaks of interest. Be-
cause of the association of missingness with the peak intensity, these peaks are of interest
as candidate biomarkers. However, this interest is in a secondary sense, because the miss-
ingness pattern is an imperfect proxy for the actual concentration values that are used in
disease diagnosis.
Despite the Bayesian priors that were put on the parameters, some peaks, most of
which exhibit separation of data, did not yield sensible parameter estimates. These are
the peaks at 7490, 7806, 7917, 9239, and 9319 m/z. The peak at 9712 m/z produced many
near-zero entries in the estimated variance-covariance matrix. No model was fitted to the
peak at 4358m/z, as that peak had zero missing elements. These seven peaks are therefore
excluded from the analysis, leaving a 152-peak subset of peaks under consideration.
3.5.1 Individual parameters
Figure 3.5 displays a set of histograms for the parameter estimates over the 152-peak
subset. The first seven plots in the figure contain the fixed effect parameter estimates.
Table 3.7 summarises the means and standard deviations of the fixed effect parameter
estimates. The parameter estimates tend to be centred close to zero. The distributions
of estimates appear roughly symmetric, except for the distribution of the estimates of µ,
which is negatively skewed. This skewness is due to the fact that peaks with missingness
fractions between 0 and 0.1 are present in the GC dataset, while peaks with missingness
fractions between 0.9 and 1 are not present, resulting in the existence of more low estimates
of µ than high estimates.
These parameters have a linear effect on the logit scale, and therefore nonlinear effects
on the probability scale, meaning that care must be taken in the interpretation of the
parameters. In general, the effect of a parameter in terms of changing the probability of
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Table 3.8: Peaks with the 16 most statistically significant estimates of µ .
Peak m/z µ̂ S.E. z statistic
2104 1.659 0.095 17.411
2128 1.902 0.086 22.186
5123 2.22 0.097 22.903
5189 1.993 0.085 23.307
5373 2.959 0.151 19.621
5590 3.141 0.153 20.513
5617 1.533 0.079 19.43
5637 1.765 0.074 23.956
5675 1.463 0.082 17.95
6000 1.506 0.058 25.987
6258 2.593 0.094 27.664
7087 1.786 0.099 18.071
8441 1.628 0.099 16.365
8970 2.654 0.175 15.167
9431 1.94 0.105 18.549
10255 3.005 0.147 20.436
Table 3.9: Peaks with the 16 most statistically significant estimates of α2 .
Peak m/z α̂2 S.E. z statistic
2104 -1.344 0.151 -8.929
2128 -1.027 0.119 -8.662
2478 -2.779 0.287 -9.69
2504 -2.349 0.28 -8.405
4617 1.888 0.278 6.782
4993 2.541 0.25 10.161
5453 1.308 0.172 7.587
5557 0.636 0.094 6.745
6000 0.686 0.092 7.492
7566 1.109 0.108 10.246
9795 -2.111 0.24 -8.795
9821 -1.818 0.242 -7.507
10255 -1.51 0.184 -8.186
11120 2.148 0.328 6.547
16505 1.703 0.226 7.528
16525 2.193 0.325 6.742
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Table 3.10: Peaks with the 16 most statistically significant estimates of α3 .
Peak m/z α̂3 S.E. z statistic
2104 -1.887 0.15 -12.601
2128 -0.769 0.116 -6.619
3881 1.322 0.162 8.182
5453 2.483 0.175 14.161
5637 -1.023 0.094 -10.841
5675 -1.292 0.128 -10.07
6541 1.235 0.165 7.505
7566 -0.641 0.098 -6.543
8441 -1.562 0.153 -10.223
8607 -2.621 0.404 -6.495
8970 -2.272 0.246 -9.23
9608 1.265 0.161 7.875
10255 -1.72 0.179 -9.603
11352 -3.581 0.36 -9.952
14421 1.522 0.186 8.205
14836 -4.324 0.52 -8.315
Table 3.11: Peaks with the 16 most statistically significant estimates of α4 .
Peak m/z α̂4 S.E. z statistic
4617 2.102 0.294 7.153
4866 -2.929 0.33 -8.884
5123 -1.161 0.143 -8.109
5453 2.838 0.19 14.959
5617 -0.83 0.121 -6.852
6076 3.534 0.476 7.427
6258 -1.377 0.118 -11.698
7146 0.612 0.069 8.903
7750 3.778 0.407 9.278
8228 -1.567 0.26 -6.033
8251 -1.699 0.262 -6.492
8607 -5.203 0.766 -6.794
9490 -1.708 0.261 -6.53
10230 -2.539 0.392 -6.473
10255 -2.491 0.19 -13.116
14421 1.303 0.194 6.728
56 Chapter 3. Modelling the missingness in the dataset
Table 3.12: Peaks with the 16 most statistically significant estimates of α5 .
Peak m/z α̂5 S.E. z statistic
3881 1.824 0.178 10.227
4617 2.577 0.312 8.261
5453 2.042 0.184 11.079
5557 1.351 0.101 13.391
6258 -1.232 0.118 -10.427
6541 1.865 0.187 9.993
7146 0.859 0.07 12.225
7566 0.992 0.11 9.035
7642 2.641 0.274 9.63
7750 4.227 0.429 9.856
8441 -1.263 0.161 -7.828
8970 -2.869 0.275 -10.433
9431 1.74 0.184 9.46
10255 -2.032 0.19 -10.671
11120 3.515 0.377 9.315
16654 -4.773 0.581 -8.222
the outcome is largest when the pre-existing probability is near to 0.5 (corresponding to
pre-existing log-odds being near zero) and the parameter’s effect is to bring the log-odds
toward the direction of zero. For example, if the µ parameter is zero, then the probability
of missingness for samples from group 1 and chip 1 is 0.5. If α2 = 1 also, this means that
the probability for samples from group 2 and chip 1 is 0.731, representing an increase
of 0.231. If, additionally, β2 = 1, samples from group 2 and chip 2 have probability of
missingness 0.881, representing an increase of only 0.15. More generally, for µ parameters
far from zero, the effects of the αj and β` parameters are dampened on the probability
scale.
Tables 3.8 to 3.12 display the sixteen peaks with the most statistically significant
estimates of the intercept and group fixed effect parameters. The parameters β2 and β3
are the contrasts between chips 2 and 3 relative to that of chip 1. These parameters
are not of central importance in the context of biomarker discovery. However, they are
noteworthy in that their estimates’ standard errors were lower than those of the group
parameters αj , even when the parameter estimates were large in absolute value. This
resulted in many z statistics on the order of ±20. From Table 3.7, the average values of
the estimates were below zero, indicating that samples from chip 1 tended to be missing
more frequently than on the other two chips. This appears to be in accordance with the
between-chip differences visible in Figures 2.8a and 2.8b.
The µ estimates present in Table 3.8 all have positive z statistics. While several peaks














































































Figure 3.5: Parameter estimates for Model (3.3) fitted with bglmer for the 152-peak
subset.
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exist with z statistics above, for example, 13, there are no peaks with z statistics below -13,
despite the fact that the estimates of µ have a negatively skewed distribution. The general
pattern that the estimates and standard deviations of the µ parameter follow is that rather
than the most extreme estimates of µ, it tends to be estimates with absolute values from
1 to 4 that accompany the largest z statistics. Such z statistics (from Table 3.8, values
around 0.1 are typical) are the result of low values of the standard error, which tend to arise
when the proportion of missing observations across groups and chips varies little. Peaks
with low values of µ tend to exhibit large disparities in missingness proportion between
group 1 and the other groups, and such disparities seem to preclude high precision in the
estimates of that parameter.
The most biologically relevant parameters are α4 and α5 , which pertain to Tables 3.11
and 3.12. These parameters represent the difference in log-odds of missingness between
the diseased FF group and, respectively, the healthy IL6 and WT groups. Peaks featuring
in these tables tend to be represented in Table 3.14, which contains the set of peaks of
secondary interest as biomarker candidates from the contrast analysis of Section 3.5.2.
The parameter α3 is also biologically important, as it represents the difference in the
log-odds of missingness for the FFStat3 group compared to the FF group. Both of these
groups of mice suffered from an inflamed gut, but the latter group did not suffer from
cancer. Table 3.10, which pertains to the parameter α3 , also has many of its peaks
appearing in Table 3.14.
The last two plots in Figure 3.5 contain histograms for the variance components on
the set of 152 peaks. The positive skew of these distributions arose firstly due to variances
necessarily being non-negative, and secondly due to variance component estimates being
low or even zero. Indeed, for 44 out of the 152 peaks, one random effect variance was
estimated to be zero, effectively removing the corresponding random effect term from
the right hand side of Model 3.3. Twenty-eight peaks had a zero-valued mouse variance
estimate and 16 peaks had a zero-valued C8 variance estimate. There were no peaks with
both variance estimates equal to zero.
The mean variance component estimates from the 152 models are 1.369 for the mouse
variance σ2M and 2.894 for the C8 variance σ
2
C . If the means are computed without the
zero-valued variances included, then they are equal to 1.678 for the mouse variance and
3.234 for the C8 variance. Likewise, the standard deviations of the sets of estimates are
1.999 and 5.208 for σ2M and σ
2
C , or 2.094 and 5.406 when the zero-valued estimates are
not included.
3.5.2 Parameter contrast
Identification of peaks of interest using the Bayesian missingness model (3.3) was done
by taking a contrast Um between the cancer groups (groups 1, FF, and 2, FFIL6) and the
non-cancer groups (groups 3, FFStat3, 4, IL6, and 5, Wildtype). The chip effect was not
considered.
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The contrast was formulated with respect to the group means, derived from the model
parameters, rather than with respect to the model parameters directly. Suppose the
mean of group 1 is denoted µ∗1 = µ and the mean of group j is denoted µ
∗
j = µ + αj for





















(α3 + α4 + α5). (3.6)
Estimates of the contrast for each peak were obtained using the estimated fixed effects
parameter values from the fitted model object, extracted using the fixef function from
the lme4 package (which may be used on bglmer models). The standard error of the
contrast for each peak was calculated from the estimated variance-covariance matrix of
the fixed effects, which was obtained using the vcov function on the fitted model object.
The contrast z statistics were defined as the estimates of the contrast divided by their
standard errors. The peaks of interest were selected on the basis of statistically significant
p values of the contrast z statistics. The p values were obtained using a Wald Z test for
the contrast z statistic (Tuerlinckx et al., 2006) with the null hypothesis
H0 : Um = 0.
Within the Bayesian framework, the prior probability of the null hypothesis being true
is zero, as the null hypothesis specifies the single value of 0. Null hypothesis significance
testing is performed here with the caveat that the implications of the Bayesian framework
are ignored—it is merely a method of obtaining peaks of interest. Appendix D.1 provides
a worked example of how the contrast z statistic is obtained for the peak at 7412 m/z.
The type I error rate was set to α = 0.01, corresponding to critical thresholds of
±2.576 for the contrast z statistic. However, the Bayesian missingness model was fitted
to 152 peaks, resulting in 152 simultaneous comparisons of the contrast. A correction for
multiple comparisons was necessary as the hypotheses were investigated in parallel across
peaks. The Benjamini and Hochberg (1995) procedure to control the false discovery rate
was used.
The problem of making statistical inference, in terms of hypothesis testing, about
parameters in a GLMM is difficult. The sampling distribution of a maximum likelihood
estimate is only asymptotically normal, meaning that for insufficiently large n, the sam-
pling distribution is not well-approximated by a normal distribution. For the missingness
models fitted to the GC dataset, the value of n is 1080. However, in any given statistical
model, it is not immediately clear what value of n is sufficiently large for the sampling
distribution to approximate a normal distribution up to some desired degree of error.
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Table 3.13: Protein peaks (m/z) of interest as biomarker candidates according to Stanford
(2015).
6602 6821 7412 7806 8337 8533 8607 8831
8867 9305 12161 13648 14421 14836 16030 17458
Therefore, the p values of the contrast z statistics obtained in this chapter should not
be taken as definitive. Nevertheless, extreme z statistics and contrast estimates are as-
sumed, due to the correction for multiple comparisons, to be the result of true differences
in missingness of data from cancer and non-cancer groups, and these differences imply
that the groups differ in protein expression levels.
3.5.3 Peaks of interest
The set of peaks from the missingness modelling and the set from the prior modelling of
intensities by Stanford (2015) have partial but not complete overlap, implying that infor-
mation about group differences in protein concentration is present in both the intensity
values and the missingness indicators, and that neither approach alone can recover all of
the information. Table 3.13 displays the peaks of primary interest as biomarker candidates
according to existing work performed by Stanford (2015). Table 3.14 displays the peaks of
secondary interest as biomarker candidates on the basis of statistically significant contrast
z statistics. There is some degree of overlap between the peaks from Table 3.13, and the
peaks from Table 3.14. There were 16 peaks deemed interesting by Stanford (2015), and
45 peaks considered to be of secondary interest from the missingness modelling. However,
7 out of the 16 peaks from the former set are present in the latter set, more than would
be expected from random chance given that there are 159 peaks in the dataset, implying
that group differences in intensity and missingness probability co-occur. Of the peaks
that are present in both tables, a majority exhibited missingness proportions between
18% and 43% with the exception of the peak at 8867 m/z with approximately 88% of
values missing. Typically, the peaks found in both tables have observations almost en-
tirely present for one or more groups, with high mean intensity in the observed data, and
observations missing up to approximately 50% in other groups alongside a lower mean
intensity in the observed data. Although this chapter considered only MAR models for
the missingness, the missingness mechanism affecting the GC dataset is thought to be a
NMAR mechanism due to the limited capabilities of the measurement apparatus and the
data pre-processing (Stanford, 2015). Because of this, the missing observations are likely
to correspond to low true intensities, possibly below the minimum intensity observed in
the GC dataset.
Of the peaks present in the results of Stanford (2015) (Table 3.13) but not from the
missingness modelling (Table 3.14), a majority exhibit missingness proportions below
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10% with the exception of the peak at 8337 m/z with approximately 45% of observations
missing. Despite the clear between-group differences in missingness present in this peak’s
data, the peak does not appear in Table 3.14 because there is not a large difference in
average missingness between the cancer and non-cancer groups.
3.6 Summary
The missingness pattern of the GC dataset was modelled using GLMMs for the probability
of missingness. The models were fitted on a per-peak basis. The appropriate fixed effects
and random effects structures for the missingness models needed to be determined. From
the data visualisations of Chapter 2, it was apparent that the group and chip effects were
important and that the hierarchy of sample processing needed to be accounted for. Models
with a variety of random effect structures were compared via cross-validation to estimate
the out-of-sample misclassification rate. The final model chosen was the GLMM with two
random effects. The model development work in this chapter provides a foundation for
the specification of the missingness mechanism in the joint model.
Separation of the data with respect to the group and chip variables affected parameter
estimates for 15 peaks. Separation manifests as uniformity of the missingness indicator for
all observations belonging to a single group or a single chip. A Bayesian approach to model
fitting provided a solution to the problem of separation by putting a prior distribution
on the parameters in order to ensure that the likelihood function is always maximised
at finite values. Prior distributions for the fixed effects and the random effect variance
components were obtained using parameter estimates from the non-Bayesian model on a
subset of the data. The Bayesian model was assessed by examining the misclassification
rate for the whole dataset as well as by use of simulation methods. The model was found
to be suitable for the data.
A contrast of the parameters revealed significant differences in missingness probability
of observations from cancer versus non-cancer groups in a large number of peaks. A
set of peaks of secondary interest as candidate biomarkers was obtained. Such peaks
tended to be those with extreme estimates for parameters representing group differences
in missingness probability of intensity observations.
In prior work on the GC dataset by Stanford (2015), the peak intensities in the GC
dataset were modelled using LMMs and a set of peaks of primary interest as biomarker
candidates was obtained. These models did not account for the NMAR nature of the
data and it is reasonable to expect additional information about cancer versus non-cancer
group intensity differences to lie in the pattern of missingness. Many of the peaks deemed
interesting by Stanford (2015) are also present in the set obtained in this chapter. Peaks
common to both sets tend to have differences in group means occurring alongside dif-
ferences in missingness probability. In particular, the lower the average of the observed
data within a group, the more likely it is that an observation from that group is missing.
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Table 3.14: Display of peaks of secondary interest for cancer/non-cancer contrast based
on missingness modelsa. Peaks are arranged in order of the contrast value. The p-values
are based on a Wald Z test and are adjusted using a FDR correction for 152 simultaneous
comparisons.
Peak m/z Contrast S.E. z statistic p-value
9305∗†4650 -4.013 0.798 -5.03 < 0.001
15724 -2.984 0.937 -3.186 0.001
4650†9305 -2.583 0.514 -5.028 < 0.001
8505 -2.534 0.507 -5.001 < 0.001
12161∗ -2.44 0.697 -3.498 < 0.001
7750 -2.289 0.406 -5.631 < 0.001
6899 -2.113 0.39 -5.42 < 0.001
4168 -2.033 0.668 -3.046 0.002
7642 -1.811 0.348 -5.208 < 0.001
5453 -1.8 0.277 -6.507 < 0.001
6076 -1.78 0.435 -4.089 < 0.001
9821 -1.777 0.404 -4.402 < 0.001
9795 -1.775 0.331 -5.361 < 0.001
6989 -1.735 0.51 -3.402 0.001
14421∗†7204 -1.717 0.299 -5.749 < 0.001
8265 -1.706 0.538 -3.172 0.002
7087 -1.269 0.27 -4.703 < 0.001
7204†14421 -1.239 0.269 -4.606 < 0.001
9608 -1.214 0.275 -4.417 < 0.001
6879 -1.156 0.335 -3.448 0.001
3246 -1.153 0.364 -3.17 0.002
6541 -0.909 0.271 -3.35 0.001
3881 -0.81 0.268 -3.025 0.002
9431 -0.81 0.253 -3.208 0.001
7146 -0.545 0.17 -3.204 0.001
5675 0.71 0.229 3.096 0.002
5637 0.754 0.244 3.091 0.002
5373 0.978 0.296 3.301 0.001
6258 0.994 0.225 4.426 < 0.001
8441 1.089 0.259 4.2 < 0.001
5248 1.206 0.362 3.332 0.001
6858 1.251 0.336 3.72 < 0.001
10255 1.326 0.271 4.89 < 0.001
8067 1.426 0.472 3.021 0.003
4866 1.458 0.369 3.945 < 0.001
8867∗ 1.707 0.478 3.569 < 0.001
11352 1.883 0.4 4.71 < 0.001
8970 2.169 0.344 6.305 < 0.001
8607∗ 2.269 0.47 4.822 < 0.001
16654 2.622 0.486 5.398 < 0.001
17976 2.769 0.552 5.016 < 0.001
7738 2.917 0.531 5.494 < 0.001
7412∗†14836 3.306 0.551 6.001 < 0.001
14836∗†7412 3.999 0.519 7.699 < 0.001
a An asterisk * denotes candidate biomarkers from Stanford (2015). A dagger † with an m/z value
denotes peaks belonging to a pair.
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The missingness mechanism expected for the GC dataset is one that is thought to depend
on the observed and unobserved protein expressions due to the experimental setup and
the data pre-processing. Because of this, and the fact that significant group differences
in missingness probability occurred in some peaks, we may infer that the missingness
indicators carry information about group differences in protein concentration useful for
determining which peaks are the best biomarker candidates. The missingness models in-
vestigated in this chapter provide an indication of where, precisely, the modelling of the
protein expression in the joint models may be improved via accounting for informative
missingness.
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Chapter 4
Joint missing/observed data models
Statistical models for the joint distribution of the inten-
sities and the missingness indicators in the GC dataset
are introduced. An initial MAR joint model that com-
bines models for the missingness indicators and the in-
tensities is formulated. Because the MAR joint model
is not sufficient, a NMAR joint model is derived from
the MAR joint model according to what is known as a
selection model factorisation. Parameters in the NMAR
joint model are estimated using the method of Markov
chain Monte Carlo (MCMC). In order to test and val-
idate the MCMC method, the separate models for the
missingness indicators and the intensities, as well as the
MAR joint model, are fitted using MCMC. The appro-
priateness of the NMAR joint model to the GC dataset
as well as the accuracy and precision of the parameter
estimates are checked using simulation studies and stan-
dard MCMC diagnostics, and the model is found to be
suitable.
The NMAR joint model, making use of the informa-
tion in the missingness indicators of the GC dataset,
provides a set of m/z peaks corresponding to biomarker
candidates that differs from those obtained using LMMs
ignoring the missingness.
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4.1 Existing models for the intensity response
The joint models for the GC dataset may be understood as extensions of existing mod-
els used for the GC dataset. Models for the missingness pattern were introduced in the
previous chapter, and models for the protein expression values are provided in the prior
work of Stanford (2015), which involved the use of LMMs to model the expression val-
ues in the GC dataset for the purpose of biomarker discovery. A key limitation of this
work was that the modelling of the intensities assumed MAR data. We have established
in Chapter 3 that this assumption is inadequate, because increasing missingness proba-
bilities of observations of protein expression is associated with decreased expression, and
missingness probabilities differs between groups. The goal of the joint modelling approach
in this chapter is to account for the NMAR nature of the GC dataset in order to better
estimate differences in group expression and thereby discover biomarkers. The LMM used
by Stanford (2015) is introduced, and the joint model for the GC dataset will be extended
from this LMM using the missingness models of Chapter 3.
Suppose that the numerical responses of peak expression are denoted Yijk`mn , where
the meaning of the subscript is the same as that given in Section 3.2.2. Stanford (2015)
proposed a model for the observed intensities of the form
yjk`mn = ν + γj + δ` +Njk +Bjk`m + εjk`mn , (4.1)
where the indices take the ranges j = 1, . . . , 5, k = 1, . . . , 8, ` = 1, 2, 3, m = 1, 2, 3,
and n = 1, 2, 3.
The fixed effect parameter ν represents the average intensity of samples from group
1 and chip 1. The differences between group 1 and group j are parametrised by the
γj parameters, and the differences between chip 1 and chip ` are parametrised by the δ`
parameters. Both sets of parameters are fixed effects and are under the reference category
constraint.
The effects of mouse and C8 batch are represented by the random effects terms Njk
and Bjk`m , respectively. The effect corresponding to the aliquot level was not modelled,
which meant that the nine C8 batch terms were nested directly within each mouse. The
random effects follow the distributional assumptions
Njk ∼ N(0, σ2N) i.i.d., Bjk`m ∼ N(0, σ2B) i.i.d.
The residual variation at the level of the sample replicates is represented by the term
εjk`mn , where
εjk`mn ∼ N(0, σ2) i.i.d.
The variance components of the model are σ2N , σ
2
B , and σ
2.
This model may be fitted to all peaks in the GC dataset except for the peaks at 4152
and 11757 m/z, which have severe missingness.
4.2. Formulating the joint model 67
Table 3.13 lists the 16 peaks that merited further investigation as candidate biomarkers
according to Stanford (2015). These peaks occupy a range of about 68% of the m/z values
in the GC dataset. However, peaks with m/z ratios between 2008 and 6602, representing
slightly under half of the 159 peaks in the dataset, are not included. Pairs of peaks that
are thought to correspond to singly and doubly-charged ions are not always present in the
table together. The peaks at 8337, 8831, 9305, and 12161 m/z are included in Table 3.13
but their counterparts at 4168, 4415, 4560 and 6076 m/z are not.
The set of peaks discovered using the joint modelling approach in this chapter, com-
pared to the initial set shown in Table 3.13, will reveal the extra information in the
missingness pattern of GC dataset captured when accounting for the NMAR nature of
the data.
4.2 Formulating the joint model
The true value of a numerical response in the GC dataset is always assumed to exist
regardless of its potential obfuscation by the missingness mechanism. The numerical
response vector Y and its respective vector of missingness indicators R can therefore be
expressed as an observation of a pair of random variables (Y , R) in the space R1080 ×
{0, 1}1080. The joint distribution f(y, r; θ) is a distribution over this space parametrised
by θ ∈ Θ.
Recall that the index i ranges over the set of 159 peaks and the indices j, k, `, m, and
n, collectively, specify the N = 1080 samples. It is useful to express the latter subscript
indices in a shorter form. Let the index (jk`mn) correspond to the lone index s (where s
ranges from 1 to 1080) according to
s = 360(`− 1) + 72(j − 1) + 9(k − 1) + 3(m− 1) + n.
Then the vectors of observations for a given peak may be expressed as
y = (y1 , . . . , y1080)
T
and
r = (r1 , . . . , r1080)
T .
It is also convenient to sort the vectors of observations such that all observed data appear
first and all missing data appear afterwards. We may write
y = (yo , ym)
T ,
where yo is the vector of all observed intensities of length No and ym is the vector of all
of the missing values of length Nm = N −No. Likewise,
r = (ro , rm)
T = (0No , 1Nm)
T .
Models are fitted in this chapter on a per-peak basis.
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4.2.1 Selection versus mixture factorisation
Two distinct approaches to modelling NMAR data are available. Both approaches involve
factorising the joint distribution of Y andR into a product of the marginal distribution of
one quantity and the conditional distribution of the other (Little, 1995; Little and Rubin,
2002). One choice of factorisation is the mixture model factorisation
f(y, r) = f(y | r)f(r). (4.2)
In this factorisation, the distribution of Y is a mixture of two elementary distributions,
and the value of R determines which distribution for Y is chosen. The assumption of
NMAR is equivalent to nonequality of the elementary distributions corresponding to miss-
ing and observed values. One advantageous feature of the mixture model formulation is
that one of the terms in the factorisation is the marginal distribution of R, not dependent
upon Y , for which a model already exists—the GLMM (3.3) developed in Chapter 3,
which predicts missingness based only on categorical variables derived from sample meta-
data. Another positive feature is that even with NMAR data, the missingness mechanism
does not necessarily have to be specified precisely for the model to produce a good fit (Lit-
tle, 2008). The parameters of the elementary distribution corresponding to the observed
subset of the data, Y o ∈ Y , may be estimated from the data. However, by construction,
there is no information available in the dataset to obtain the form of the distribution of
the missing subset of the data, Y m ∈ Y , while NMAR data implies that the elementary
distributions differ in some way. Extra assumptions relating the elementary distributions
to each other must be made to obtain the joint distribution. This is the key difficulty of
applying the mixture model factorisation to the GC dataset modelling (Little and Rubin,
2002).
The selection model factorisation is
f(y, r) = f(r | y)f(y). (4.3)
This factorisation models the unconditional distribution of Y , which is estimated using
the subset Y o . The form of the distribution of Y m is assumed to be the same as the
distribution of the observed values Y o . The NMAR nature of the data is accounted
for via the term f(r | y). Ignorable missingness exhibited in MAR or MCAR data is
equivalent to the condition that
f(r | y) = f(r).
Selection models are sensitive to both the specification of the marginal distribution of Y
and the conditional distribution of R (Hogan and Laird, 1997), whereas mixture models
are less stringent about the marginal distribution of R.
Despite the positive features of the mixture model, the selection model is the more
attractive approach for the joint modelling of the GC dataset. This is because the mixture
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model assumes separate distributional forms for a response Ys depending on the value of
Rs . Additionally, a selection model is a natural model to use for numerical measures
on natural processes affected by missingness mechanisms after the measurements are
performed. Therefore, a selection model is chosen.
4.2.2 Inclusion of random effects
In both the models for the missingness and for the intensities, the hierarchical structure
of the GC dataset was modelled using random effects terms. The model for the intensities
used by Stanford (2015) was Equation (4.1). The random effects in this model consist of
the mouse effect Njk and the C8 batch effect Bjk`m . The model for the missingness was
Equation (3.3), reproduced here:
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+αj+β`+Mjk+Cjk`m . (4.4)
The random effects consist of the mouse effect Mjk and the C8 batch effect Cjk`m . These
two models are the initial candidates for the distributions of Y and R in the selection
model factorisation (4.3).
This particular choice of distributions for Y and R means that the joint model in-
corporates multiple random effects terms in both distributions. This is undesirable for
two reasons. First, the estimated missingness probabilities pjk`mn for samples within the
same C8 batch, aliquot, or mouse are correlated, and these correlations are captured by
the random effects in model (4.4). However, these correlations are a proxy for underlying
correlations in intensity values from those samples, because the outcome of missingness is
partially a proxy for low intensity values. A direct dependence on the intensity values of
the missingness probability, as would be present in a joint model suitable for NMAR data,
causes the random effect terms (Mjk , Cjk`m) for the levels of the sample processing hier-
archy in the distribution of R to be redundant when random effects terms (Njk , Bjk`m)
for the same levels are already present in the distribution of Y . The second reason is
that with a large proportion of missing values, the effective sample size is reduced and a
reduction in the number of parameters in the model becomes desirable in order to avoid
overfitting the data.
A refinement of the joint model is obtained by removing the random effects from the
distribution of R. This leads to considering, for the distribution of R, Equation (3.1),
reproduced here:
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` . (4.5)
This yields the MAR joint model.
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4.2.3 The MAR joint model and a NMAR joint model
A joint model that accounts for the informative missingness in the GC dataset is obtained
by modifying the MAR joint model to yield the NMAR joint model for the GC dataset.
The MAR joint model is specified as a combination of the LMM (4.1) and the GLM (4.5).
Let θ = {θ1 , θ2 , θ3} where
θ1 = λ = (µ , α2 , α3 , α4 , α5 , β2 , β3),
θ2 = {κ, σ2} with
κ = (ν , γ2 , γ3 , γ4 , γ5 , δ2 , δ3),
and θ3 = {σ2N , σ2B}. Then the likelihood of the data (y, r) under the MAR joint model
is
L(θ ;y, r) = f(r | y ; θ1)f(y |N , B ; θ2)f(N , B ;θ3) (4.6)
where N and B are independent random effects vectors of length 40 and 360 respectively
representing the variation in intensity at the levels of mouse and C8 batch. The vectors
are expressed as
N = (N1, 1 , N1, 2 , . . . , N5, 8)
T
and
B = (B1, 1, 1, 1 , B1, 1, 1, 2 , . . . , B5, 8, 3, 3)
T
as in the LMM (4.1).
The first term in Equation (4.6) is f(r | y ; θ1) = f(r ; θ1) which follows the GLM (4.5).
This is equal to






We may define the set Io as the set of the s-indices for which rs = 0, and the set Im as
the set of the s-indices for which rs = 1. Then we may write










where the linear predictor ηs expands to
ηs = ηjk`mn = µ+ αj + β`
in accordance with the formulation of subscript indices described in Section 4.2.
We may additionally write
f(r ; θ1) = f1, o(ro ; θ1)f1,m(rm ; θ1)
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by setting











The second term in Equation (4.6) is f(y |N , B ; θ2) which follows the LMM (4.1).
This is equal to






































where the linear predictor ζs expands to
ζs = ζjk`mn = ν + γj + δ` +Njk +Bjk`m .
The terms ζo and ζm are vectors of length No and Nm whose elements are ζs for s ∈ Io
and s ∈ Im respectively.
Equation (4.7) may additionally be written as
f(y |N , B ;θ2) = f2, o(yo |N , B ;θ2)f2,m(ym |N , B ;θ2),
where










The third and final term in Equation (4.6) is f(N , B ;θ3) which, again, follows the
LMM (4.1) specifically in the sense of encoding the same distributional assumptions on
the random effects vectors as that model. This is equal to













which may be written as
f(N , B ;θ3) = f3(N ;θ3)f4(B ;θ3),
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where
















The joint distribution of (Y , R) may then be expressed as
f(y, r ; θ) = f1, o · f1,m · f2, o · f2,m · f3 · f4 , (4.8)
with the parameters in each density function suppressed for clarity.
The NMAR joint model is derived by altering the MAR joint model (4.6) such that
θ1 consists of {λ, ω}, and that f(r | y ; θ1), the distribution of R, depends explicitly on
the observed values of Y through the new parameter ω. The likelihood of the data under
the NMAR joint model is
L(θ ;y, r) = f(r | y ; θ1)f(y |N , B ; θ2)f(N , B ;θ3). (4.9)
The first term in Equation (4.9) is f(r | y ; θ1) which is written
















where the linear predictor ηs expands to
ηs = ηjk`mn = µ+ αj + β` + ωys .
The dependence of the distribution of R on Y is captured in the additional term ωys
in the linear predictor ηs . The parameter ω represents the strength of the effect of the
expression value ys on the log-odds of probability of missingness of ys . If ω = 0, then the
NMAR joint model reduces to the MAR joint model.
We may additionally write
f(r | y ; θ1) = f1, o(ro | yo ; θ1)f1,m(rm | ym ; θ1)
by setting











The second and third terms in Equation (4.9) are the same as in Equation (4.6).
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4.3 Likelihood inference
Inference with respect to the joint models is concerned with the parameters within θ,
which are the fixed effects λ relating to the conditional probability of missingness, the
parameter ω controlling the strength of the dependence of R on Y , the fixed effects κ
that determine the mean values of the observed and unobserved intensities, the random
effects variance components σ2N and σ
2
B relating to the correlations in intensity readings
due to the hierarchical processing of samples, and finally the residual error variance σ2
between replicate sample observations. Of these parameters, the γj parameters in κ, which
represent group differences in intensity, are of greatest relevance in discovering peaks of
interest as biomarker candidates. Neither the unobservable values of the random effects
vector elements in N and B nor the unobserved values ym are of primary concern.
Estimates of the parameters in the joint models are based on the likelihood function
of the data given the model. Likelihood inference is made easier when the likelihood
function may be simplified by, for example, marginalising or profiling the likelihood in
order to estimate a subset of parameters. The MAR joint model is amenable to such
a manipulation. The NMAR joint model is not, necessitating an alternate likelihood
inference procedure.
4.3.1 MAR model marginal likelihood
The method of estimating parameters in the MAR joint model is to derive a marginal
likelihood function from Equation (4.8) by integrating over the distributions of the unob-
servable parts of the model, these parts being the terms N , B, and ym . For the MAR
joint model (4.6), the marginal likelihood is written
L(θ ; y, r) =
∫ ∫ ∫
f1, o · f1,m · f2, o · f2,m · f3 · f4 dym dN dB. (4.10)
This integral may be simplified by noting that f1, o and f1,m are free of all unobservable
terms, and that f2, o , f3 , and f4 are all free of ym. Hence, Equation (4.10) becomes




f2, o · f3 · f4 dN dB. (4.11)
The marginal likelihood (4.11) is a function of θ1 = λ, θ2 = {κ, σ2}, and θ3 =
{σ2N , σ2B}. The term f1, o · f1,m involves θ1 only, whereas the term∫ ∫
f2, o · f3 · f4 dN dB
involves θ2 and θ3 only. The log-marginal likelihood obtained by taking the logarithm of
Equation (4.11) is




f2, o · f3 · f4 dN dB
)
.
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The problem of maximising the likelihood therefore simplifies to the problem of indepen-
dently maximising the former term f1, o · f1,m over θ1 and maximising the latter term∫ ∫ (∫
f2,m dym
)
f2, o · f3 · f4 dN dB (4.12)
over θ2 and θ3.
The maximisation of the marginal likelihood over θ1 = λ concerns only the term
f1, o · f1,m , and consequently reduces to the problem of estimating parameters in a binary
logistic regression model (Firth, 1991).
We turn our attention to the latter term (4.12), which concerns the parameters in θ2









This is none other than the integral of a multivariate normal distribution on RNm with
mean vector ζm and variance-covariance matrix σ
2I. Hence, the integral is equal to 1 and
the latter term becomes∫ ∫










































This integral is the marginal likelihood L(θ ;yo) for a LMM expressible as
(Y o | b) ∼ NNo(ζo , σ2I)
with random effects vector b = (N , B)T distributed as






where the marginalisation is with respect to the random effects vector elements in N
and B.
This marginal likelihood can be maximised with the pseudo-data approach used by
the lmer function in R for estimating parameters in LMMs as detailed in Appendix C.




respect to the random effects variance components σ2N and σ
2
B, .
Through these procedures, maximum likelihood estimates of the parameters θ in the
MAR joint model may be obtained. We now turn our attention to the NMAR joint model.
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4.3.2 NMAR model marginal likelihood
Maximum likelihood inference for the NMAR joint model again proceeds with deriving a
marginal likelihood function by integrating out the unobservable parts of the model. The
marginal likelihood is written
L(θ ; y, r) =
∫ ∫ ∫
f1, o · f1,m · f2, o · f2,m · f3 · f4 dym dN dB, (4.13)
this time using the terms f1, o and f1,m from model (4.9).
The difference between the MAR joint model and the NMAR joint model is that f1,m
is now a function of the unobservable values in ym . The innermost integral in Equa-
tion (4.13) can no longer be simplified by bringing the term f1,m to the front, and we
therefore obtain
L(θ ; y, r) = f1, o ·
∫ ∫ (∫
f1,m · f2,m dym
)
f2, o · f3 · f4 dN dB. (4.14)
Likelihood inference is complicated by the fact that the innermost integral,∫













is no longer the integral of a probability density function, and therefore no longer equal to
1. This integral must be either evaluated explicitly or approximated. The outer integrals
must then be evaluated or approximated based on the resolution of the innermost integral.
The Laplace approximation provides a way forward.
Laplace approximation
Suppose that an integral may be written in the form∫
Rq
eh(b) d b
for a scalar function h of some q-vector b. Laplace’s method may be used to approx-
imate the integral if the function h is smooth and if the value b̃ that maximises h is
known (Raudenbush et al., 2000).
The approximation is given by∫
Rq










⊗ (b− b̃)T )h(t)(b̃)(b− b̃))
)]
·(2π)q/2|V |1/2eh(b̃), (4.15)









⊗ b = b ⊗ b ⊗ · · · ⊗ b, with b repeated t times in the Kronecker product, and V =
(-h(2)(b̃))-1. The expectation is taken with respect to a multivariate normal distribution
of b with mean 0 and variance-covariance matrix V. The vec operator acts on a m × n
matrix X to return a vector
vec(X) = (x11 , . . . , xm1 , x12 , . . . , xm2 , . . . , x1n , . . . , xmn)
T .
Details of how to take the expectation are provided in Raudenbush et al. (2000).
The Laplace approximation method involves expanding a function about its mode. It
is suitable for integrating functions that have most of their measure concentrated near
their mode. This may be problematic in high dimensional spaces, as the majority of the
measure of a probability density function may be concentrated in a so-called typical set
which is far from the mode (Betancourt, 2017). If a function has relatively large values
far from the maximising value b̃, the Laplace approximation becomes less accurate, and
this is a second way the application of this method may fail. Another possible point of
failure is that b̃ itself may be difficult to obtain.
In theory, then, two repeated applications of the Laplace approximation may be used
to resolve the marginal likelihood (4.14) by first computing the approximation for the
inner integral ∫
f1,m · f2,m dym
to obtain some function H(N , B), and then computing the approximation for the outer
integral ∫ ∫
H(N , B)f2, o · f3 · f4 dN dB. (4.16)
The inner integral is equal to∫













To write this integral in the form of the approximation given in Equation (4.15), we let








ln(1 + eηs)− (Nm/2) ln(2πσ2)− ‖ym − ζm‖2/2σ2.
The first derivative of h is a Nm-vector h
(1)(ym) whose entries (corresponding to s ∈
Im) are
ω − (ωeηs)/(1 + eηs)− (ys − ζs)/σ2.
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The entry of h(1)(ym) corresponding to the s
th element of y involves only terms relating
to that element. This is due to the independence between observations when conditioning
on the values of the random effects vector elements N and B.
The second derivative of h is a Nm×Nm diagonal matrix h(2)(ym) whose entry corre-
sponding to the sth element of y is
(ω2eηs)/(1 + eηs)2 − 1/σ2.
To use Laplace’s method, it is necessary to find the maximising value ỹm of h. This
is done by setting the first derivative equal to zero and solving for ym . We obtain the
estimating equations
0 = ω − ωeηs/(1 + eηs)− (ys − ζs)/σ2
=⇒ ys/σ2 + ωeηs/(1 + eηs) = ω + ζs/σ2
=⇒ ys = σ2ω/(1 + eηs) + ζs .
Each equation is nonlinear in ys for nonzero ω. The form of the estimating equations
means that as ω, the strength of the influence of y on r, goes to zero, the function h is
maximised at the value ζm which represents the mean value of ym .
If ω is non-zero, then for each s ∈ Im , the estimating equations may have one, two, or
three solutions. Only one of these solutions corresponds to the value of ys in the vector
ỹm that maximises h. Further, as the random effects vector elements in N and B vary
continuously, the value of ys that maximises h may jump discontinuously. This means
that the value of




may also jump discontinuously, which violates the condition of smoothness when applying
the Laplace approximation to the outer integral of Expression (4.16).
It appears that evaluating the joint distribution in the NMAR case using the Laplace
approximation is intractable, and a different method must be used. Fortunately, the
method of MCMC may be used to obtain the joint distribution and perform inference for
the parameters θ, and this method will be explored in the next section.
4.4 Model fitting with stan MCMC procedures
MCMC is a method of obtaining samples from the joint distribution of some set of param-
eters θ ∈ Θ. Samples are obtained by constructing and updating a discrete time Markov
chain whose state space is the parameter space Θ and whose stationary distribution is
identical to the joint distribution of the parameters. After an initial “burn-in” process,
where a subset consisting of initial samples is discarded, the sequence of samples may be
used to estimate the mean values of the parameters. MCMC easily accommodates the
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Bayesian approach in which case the stationary distribution is the posterior distribution of
the parameters given a prior distribution and observed data (Gilks, 2005). Appendix C.2
describes MCMC in detail, including the notion of overlapping batch means, a method of
estimating the standard error of MCMC parameter estimates that accounts for autocor-
relation in the chains.
Some drawbacks of MCMC are that there is never a guarantee that the number of
iterations NM is sufficiently high to explore the stationary distribution of the chain, and
that neither the use of multiple chains or a burn-in period guarantees that convergence
to the stationary distribution has occurred (Geyer, 2011).
A commonly-used indicator of convergence is the R̂ statistic which compares the ratio
of variation within chains and variation between chains (Gelman and Rubin, 1992). An R̂
value below 1.1 for all parameters is taken as an indicator of convergence and reliability
of estimates.
The program stan, which may be called from within R, was used to fit models using
the Hamiltonian MCMC method described in Appendix C.2.2. The program was called
using the stan function from the R package rstan. The details of setting the mass
matrix M and determining the length of time to run the Hamiltonian dynamics, and the
intricacies of solving the Hamiltonian partial differential equations, were automatically
determined by the stan function using default settings.
Eight chains of length 3000 were used in all stan model fitting for the GC dataset.
Using the default settings of the program, the first 1500 samples from each chain were
discarded as part of the burn-in process, resulting in 8NM = 12000 total samples from the
posterior distribution of the parameters. The options adapt delta and max treedepth
were set to 0.85 and 14 respectively.
Parameter estimates were obtained by applying the summary function to the fitted stan
models and extracting the means of the 12000 samples for each parameter. Parameter
standard deviations were estimated using the method of overlapping batch means on each
of the 8 chains, and averaging the result.
Joint models were fitted to 157 of the 159 peaks in the GC dataset. The excluded
peaks are at 4358 and 7917 m/z. The model on the former peak could not be fitted due
to the constant response in the missingness indicator, and the model on the latter peak
could not be fitted due to a technical limitation of R and stan that arises because that
peak has exactly one missing observation.
In the modelling performed in this chapter, the intensity values in the GC dataset
were recentred at their grand mean of 8.584.
The MAR joint model (4.6) and the NMAR joint model (4.9) were modified to incor-
porate prior distributions. The posterior distribution for the MAR joint model is
f(θ ;y, r) = f(r ; θ1)f(y |N , B ; θ2)f(N , B ;θ3)π(θ),
where π(θ) is the prior distribution of θ. As the parameter set θ consists of disjoint
subsets of parameters, the prior distribution on the parameter set was chosen such that
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it factorised into a product of prior distributions for the subsets. The prior distribution




where π(λ) and π(κ) were chosen to be multivariate normal distributions and the prior
distributions π(σ2), π(σ2N), and π(σ
2
B) were chosen to be gamma distributions. The hy-
perparameters for these prior distributions were estimated from the GC dataset using
estimates from models (4.1) and (4.5).
The posterior distribution for the NMAR joint model is
f(θ ;y, r) = f(r | y ; θ1)f(y |N , B ; θ2)f(N , B ;θ3)π(θ),




The prior distributions other than π(ω) were the same normal and gamma distributions
as used for the MAR joint model. However, the addition of the parameter ω changed
the interpretation of the other missingness parameters in λ and altered estimates of the
parameters in κ relevant to the intensity values. The same prior distributions were used,
but this was problematic as the prior distributions may have implied a more precise
knowledge of the location of parameters than what was justified.
The prior distribution π(ω) was chosen to be a gamma distribution with rate 0.5 and
shape 3 on -ω, constraining ω to the non-positive real numbers. The reasoning for this
constraint is that negative values of ω correspond to probabilities of missingness rising
with decreasing values of ys . The opposite case, achieved for positive values of ω, does
not make sense in light of how missing values in mass spectrometry data occur.
In addition to the two joint models, the intensity model (4.1) and a number of the
missingness models from Chapter 3 were fitted using stan. This was done because refitting
the existing frequentist and Bayesian R models serves as a ‘sanity check’ for stan models
in terms of programming error detection and as a diagnostic for Markov chain behaviour.
Additional model fitting work is discussed in Appendix F, which concerns the MAR joint
model fitted to simulated data.
4.4.1 Preliminary model fitting
A number of preliminary models were fitted before the NMAR joint model in order to
gauge the performance of stan in fitting the NMAR joint model, and to provide a basis
for comparison of parameter estimates.
Existing R models for the GC dataset which were fitted in stan begin with Equa-
tion (4.1), the LMM for the intensity derived from the work of Stanford (2015). This
model, reproduced here, is
yjk`mn = ν + γj + δ` +Njk +Bjk`m + εjk`mn .
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Next was Equation (4.5), the GLM for the missingness, reproduced here:
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` .
The final R model was Equation (4.4), the Bayesian GLMM for the missingness,
reproduced here:
Rjk`mn ∼ Bern(pjk`mn), pjk`mn =
eηjk`mn
1 + eηjk`mn
, ηjk`mn = µ+ αj + β` +Mjk + Cjk`m .
For this model, the prior distributions described in Section 3.4.2 were put on the fixed
effects and random effects variance components.
The final preliminary model was the MAR joint model (4.6). The MAR joint model
differs from the separate models from which it is derived in that prior distributions on
the parameters were specified in the joint model, whereas they were not specified in the
separate models.
The non-Bayesian GLMMs for the missingness described in Chapter 3 were not con-
sidered. All mentions of the R GLMMs are in reference to the Bayesian GLMM.
In the preliminary model fitting, the fixed effects parameter estimates from stan
models were taken to be the means of the 12000 samples of the parameters. The random
effect variance parameter estimates from stan models, on the other hand, were taken to
be the medians of the 12000 samples. This was because the posterior distributions of the
variance parameters tended to be skewed, necessitating the use of an estimate robust to
the asymmetries of the distributions. However, it is noteworthy that in the vast majority
of cases, the difference between the estimated means and medians of variance parameters
across the various models was negligible.
The models with random effects, which are the LMM (4.1) and the GLMM (4.4),
did not exhibit an exceedingly close correspondence between R parameter estimates and
stan parameter estimates of the random effect variances. There are multiple reasons for
this. The first is that in these comparisons, stan was used to estimate the median values
of random effect variance parameters under the models, while R model fitting functions
from lme4, i.e. lmer and glmer, obtain estimates of modes of parameter distributions
under the same models. The second is that the random effects vector elements are ex-
plicitly modelled in stan models but not in R models. Another difference between R
and stan model fits for mixed effects models is that R’s estimates of variance component
parameters can equal zero, but stan’s estimates of those parameters cannot, as stan
samples avoid boundaries of the parameter space by transforming parameters to R before
sampling (Carpenter et al., 2017; Chung et al., 2013). Because variance components are
constrained to be non-negative, Markov chain sampling of the variance components occurs
on the log scale. Estimates of variance components equal to zero correspond to negative
infinity on the log scale, which does not get explored by the Markov chains.
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The random effects, in models that incorporated them, were internally rewritten in
the stan code to follow a non-centred parametrisation in order to obtain less biased
estimates of variance components (Papaspiliopoulos et al., 2007). For the LMM (4.1),
this reparametrisation means Njk may be rewritten as σNN
∗
jk where
N∗jk ∼ N(0, 1),
and likewise Bjk`m = σBB
∗
jk`m where
B∗jk`m ∼ N(0, 1).
The same reparametrisations of these two random effects are made in the MAR joint
model (4.6) and the NMAR joint model (4.9). For the GLMM (4.4), the reparametrisa-
tions made are Mjk = σMM
∗
jk where
M∗jk ∼ N(0, 1),
and Cjk`m = σCC
∗
jk`m where
C∗jk`m ∼ N(0, 1).
The density functions of the models are invariant under these reparametrisations, and so
the models are presented according to the original, centred parametrisations.
The R and stan estimates for the GLM (4.5) were very close. This was due to the
simplicity of the model and the large sample size for estimating each parameter, which
caused the stochastic variation in the MCMC process to be minimal.
The stan parameter estimates for the MAR joint model and for the separate models
were similar, with differences arising mainly from the use of prior distributions in the joint
models but not in the LMM (4.1) or the GLM (4.5).
LMM for the intensity
The parameters in the LMM (4.1) consist of κ = (ν , γ2 , γ3 , γ4 , γ5 , δ2 , δ3), the vector
of fixed effects, and the random effects variance components σ2N , σ
2
B , and σ
2. Figure 4.1
contrasts the R model parameter estimates with the stan model parameter estimates.
There was a large degree of agreement between the R and stan model estimates of
fixed effects parameters. The differences between the estimates typically were found in
the range from 10-4 to 10-2. The estimates of the residual variance σ2 and the C8-level
variance component σ2B were close, but to a lesser degree than the fixed effects parameters.
However, some estimates of σ2N differed by more than 0.05 (up to 0.18). This occurred
for the peaks at 2793, 7806, 8265, 9319, 15631, 15882, and 16030 m/z, which have more
than 75% missing values except for peak 7806 m/z with only 388 missing values and peak
16030 m/z with only 36 missing values.
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The vast majority of stan estimates of variance components were slightly larger than
the corresponding R estimates. All estimates of σ2N were larger in the models fitted with
stan, and consequently, the plot of the estimates of σ2N appears to have a slope slightly
greater than 1. A reason for this could be that the R estimates of variance components
parameters are MLEs, corresponding to the mode of the distribution, while the stan
MCMC estimates of parameters are the medians of the samples from the posterior distri-
butions of the parameters (Bates et al., 2015; Carpenter et al., 2017). Posterior medians
tend to be greater than posterior modes for distributions that are positively skewed. Such
skewness of distribution is often the case for variance components as they are constrained
to non-negative values.
GLM for the missingness
The parameters in the GLM (4.5) consist of λ = (µ , α2 , α3 , α4 , α5 , β2 , β3), the vector
of fixed effects. Figure 4.2 contrasts the R and stan model estimates of parameters
in the model. Apart from a minority of outliers, there was almost perfect correlation
(ρ > 0.998) between the R model and stan model estimates of these parameters. This
was due to the simplicity of the model. The outliers correspond to peaks with either high
or low proportions of missing values, which were peaks whose parameters tended to take
extreme values, and were the most difficult to estimate.
Bayesian GLMM for the missingness
The parameters in the GLMM (4.4) consist of λ = (µ , α2 , α3 , α4 , α5 , β2 , β3), the
vector of fixed effects, and the random effects variance components σ2M and σ
2
C . Figure 4.3
contrasts the R and stan model estimates of parameters in the model.
In general, the parameters in a GLMM are estimated with more difficulty than the
corresponding parameters in an analogous LMM with the same mixed effects structure.
Although all 1080 observations of the missingness indicator are always present, each ob-
servation contributes a small amount of information, as it is a binary outcome in contrast
to the real-valued response in a LMM.
The estimates of fixed effects between the two model fitting approaches displayed
large positive correlation (ρ > 0.96) for the parameters µ, α2 , β2 , and β3 . Disagreements
between R and stan parameter estimates tended to occur in cases of complete separation
in the missingness indicators, which drove the correlation down. The other fixed effects
parameters, which are α3 , α4 , and α5 , had lower correlations between the R and stan
estimates. These decreases in correlation were largely due to outliers from the peak at
7490 m/z, whose parameters are difficult to estimate due to there being only two missing
observations in that peak. There was little to no bias in the stan estimates of the fixed
effects relative to the R estimates.
The random effect variance component estimates had correlation coefficients of 0.958
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Figure 4.1: Plots of estimates of each parameter from R and stan LMMs. Each plot
window is devoted to a single parameter and contains the estimates from each peak’s
models. The x axis of each plot represents the R model estimate, and the y axis represents
the stan model estimate. Points within plots represent individual peaks. The closer the
parameter estimates are for a given peak, the closer the point is to the dotted line y = x.
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Figure 4.2: Plots of estimates of each parameter from R (x axes) and stan (y axes) GLMs.
Each plot window is devoted to a single parameter and contains the estimates from each
peak’s models. Points within plots represent individual peaks. The closer the parameter
estimates are for a given peak, the closer the point is to the dotted line y = x.
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and 0.625 for the estimates of σ2M and σ
2
C , respectively. However, many peaks had R
estimates of σ2M equal to zero, and stan estimates of that parameter were biased upwards
relative to the R estimates. The peaks with the biggest discrepancies in the σ2M param-
eter followed one of two tendencies. The first was the missingness count being either
extremely low or extremely high, and the second was large discrepancies in missingness
counts between different mice and their sets of 27 observations. The peaks responsible
for the most extreme outliers in the estimates of σ2C were at 2008, 2033, 2057, 5275, 8007,
13648, and 17458 m/z. None of these peaks have more than 20% of their observations
missing. In the last two plots in Figure 4.3, which contain the variance component es-
timates, three features are apparent. The first is the diffuse nature of the set of points,
especially for large parameter estimatess, signifying large differences between the R and
stan estimates. The second is the vertically-aligned cluster of points near the origin of
the plot, corresponding to peaks for which a variance component was estimated as zero
under the R model but estimated as greater than zero under the stan model. The third
is the tendency of points to lie above the y = x line. The first feature results from the
difficulty of estimating variance components in a GLMM as well as the explicit modelling
of random effects vector elements in the stan model but not in the R model. The sec-
ond feature arises because the algorithms for estimating variance component values in
the R model will output 0 in some cases, whereas stan algorithms avoid boundaries of
the parameter space if the parameters are constrained. Finally, the third feature occurs
because variance components are nonnegative and consequently have positively skewed
probability distributions, inflating the medians more so than the modes.
MAR joint model
Recall that the posterior distribution of the MAR joint model is expressed as
f(y, r ;θ) = f(r ; θ1)f(y |N , B ; θ2)f(N , B ;θ3)π(θ)
where f(r ; θ1) is the likelihood of r arising from the GLM (4.5), f(y | N , B ; θ2) ·
f(N , B ;θ3) is the likelihood of y arising from the LMM (4.1), and π(θ) = π(θ1)π(θ2)π(θ3)
is the prior distribution of the parameters.
The prior distribution was obtained via a process that involved fitting the LMMs and
GLMs in R. The parameters in θ1 consist solely of λ, the vector of fixed effects. Therefore,
π(θ1) = π(λ). To obtain the prior distribution for these parameters, the GLM (4.5)
was fitted (using R) to the missingness indicators in the 143-peak subset of the GC
dataset. The means of the 143 estimates of each fixed effect, contained in the vector λ̂,
as well as the estimated variance-covariance matrix Σm of the fixed effects were obtained
using a procedure analogous to that described in Section 3.4.2 for the fixed effects in the
missingness model. The prior distribution π(λ) was given by
λ ∼ N7(λ̂, Σm).
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Figure 4.3: Plots of estimates of each parameter from R (x axes) and stan (y axes)
GLMMs. Each plot window is devoted to a single parameter and contains the estimates
from each peak’s models. Points within plots represent individual peaks. The closer the
parameter estimates are for a given peak, the closer the point is to the dotted line y = x.
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Tables 4.1 and 4.2 list the values of λ̂ and Σm .
The parameters in θ2 and θ3 consist of the vector of fixed effects κ and the residual




B for θ3 . As a consequence,
the prior distribution π(θ2) is equal to π(κ)π(σ





the prior distributions for these parameters, the LMM (4.1) was fitted (using R) to the
intensities of 157 peaks in the GC dataset, with the peaks at 4152 and 11757 m/z excluded
due to missing data in certain groups. The means of the 157 estimates of each fixed effect,
contained in the vector κ̂, as well as the estimated variance-covariance matrix Σo of the
fixed effects were obtained using procedures analogous to those described in Section 3.4.2
for the fixed effects in the missingness model. The prior distribution π(κ) is given by
κ ∼ N7(κ̂, Σo).
Tables 4.3 and 4.4 list the values of κ̂ and Σo . The 157 estimates of the variance parameters
σ2N , σ
2
B , and σ
2 were recorded, and a gamma distribution was fitted to each parameter
using the fitdistr function in order to obtain estimates of the shape and rate parameters.
Gamma distributions with the estimated shape and rate parameters were used as the
prior distributions π(σ2N), π(σ
2
B), and π(σ
2). Table 4.5 lists the estimated shape and rate
parameters.
Figures 4.4 and 4.5 compare the MAR joint model estimates with the GLM and
LMM stan estimates, respectively. The MAR joint model had quite similar estimates
of parameters to the separate models fitted in stan. The missingness parameters in λ
appeared to have the most agreement, followed by the intensity parameters in κ, with
the variance components parameter estimates differing the most. The differences largely
resulted from the fact that prior distributions were included in the joint model but not
in the two separate models.
The effect of the prior distributions on µ (the missingness intercept) and the γj pa-
rameters (intensity group differences) was to shrink the most extreme estimates of those
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Table 4.2: Estimated variance-covariance matrix Σm for the MAR joint models.
µ α2 α3 α4 α5 β2 β3
µ 3.54 −0.56 −0.87 −1.28 −1.63 0.33 0.63
α2 −0.56 1.39 0.37 0.84 0.52 −0.14 −0.09
α3 −0.87 0.37 1.22 0.89 1.23 −0.09 −0.21
α4 −1.28 0.84 0.89 1.76 1.15 −0.26 −0.37
α5 −1.63 0.52 1.23 1.15 2.53 −0.29 −0.34
β2 0.33 −0.14 −0.09 −0.26 −0.29 0.64 0.75
β3 0.63 −0.09 −0.21 −0.37 −0.34 0.75 1.17









Table 4.4: Estimated variance-covariance matrix Σo for the MAR joint models.
ν γ2 γ3 γ4 γ5 δ2 δ3
ν 1.21 −0.13 −0.10 −0.09 −0.22 −0.08 −0.09
γ2 −0.13 0.22 0.05 0.11 0.12 −0.02 −0.00
γ3 −0.10 0.05 0.14 0.12 0.13 −0.02 −0.03
γ4 −0.09 0.11 0.12 0.23 0.11 −0.03 −0.04
γ5 −0.22 0.12 0.13 0.11 0.40 −0.01 −0.00
δ2 −0.08 −0.02 −0.02 −0.03 −0.01 0.09 0.10
δ3 −0.09 −0.00 −0.03 −0.04 −0.00 0.10 0.15
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Table 4.5: Estimated hyperparameters of random effect variance component distributions
for the MAR joint models.
Shape Rate
Mouse variance σ2N 0.699 6.340
C8 batch variance σ2B 0.922 6.801
Residual variance σ2 1.894 13.823
parameters towards zero. For the random effect variance components, the effect of the
prior distributions was less clear. The shrinkage in the fixed effects is apparent in the plots
as points being located below the dotted lines for high x values and above the dotted lines
for low x values.
The parameter σ2N sometimes took very different estimates from the MAR joint model
as compared to the LMM. This occurred, for example, for the peaks at 7806, 8302, 15631,
15724, and 15882 m/z, each of these peaks having a difference of more than 0.15 in the
parameter estimates. The discrepancy in the estimates reflected a difficulty of estimating
the parameter which is induced by observations from subsets of mice in certain groups
having outlying intensities relative to the rest of the mice in the group. Large proportions
of missing observations for these peaks also cause parameter estimates to be more informed
by the prior distribution than the data.
4.4.2 NMAR joint model
The majority of stan estimates and R estimates from the separate intensity and miss-
ingness models displayed close associations, and the stan estimates from the MAR joint
model were likewise close to the stan estimates from the separate models. This increases
the confidence placed in this method of fitting models. The performance of stan in fitting
the NMAR joint model, as well as the suitability of the model to the GC dataset, was
checked using a number of methods. The first method is particular to the MCMC proce-
dures used to fit the model, and concerns the behaviour of the Markov chain samples. The
latter methods are simulation checks. The details of the simulation checks are provided
in Appendix E.
The conclusions from the checks were that the models perform well. Two out of 159
peaks in the GC dataset did not admit joint models, and one more peak yielded parameter
estimates that could not be trusted due to unmixed Markov chains, but sensible parameter
estimates were obtained for the remaining peaks.
In Appendix F, simulation checks are also undertaken for the MAR joint model, re-
vealing that the NMAR joint model is more suitable for the GC dataset than the MAR
joint model in terms of precision of parameter estimates and bias reduction due to the
inclusion of the ω parameter. The NMAR joint model is also superior to the MAR joint
90 Chapter 4. Joint missing/observed data models

































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4: Plots of estimates of each parameter from stan missingness GLM (x axes)
and MAR joint model (y axes). Each plot window is devoted to a single parameter and
contains the estimates from each peak’s models. Points within plots represent individual
peaks. The closer the parameter estimates are for a given peak, the closer the point is to
the dotted line y = x.
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Figure 4.5: Plots of estimates of each parameter from stan intensity LMM (x axes) and
MAR joint model (y axes). Each plot window is devoted to a single parameter and
contains the estimates from each peak’s models. Points within plots represent individual
peaks. The closer the parameter estimates are for a given peak, the closer the point is to
the dotted line y = x.
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model in predictive simulations.
R̂ and neff statistics
In a MCMC procedure, the distributions of the samples from the Markov chains converges
to the stationary distribution. The speed of this convergence is reflected in the mixing of
the Markov chains in the sense that slow convergence causes Markov chains with distinct
initial values to have trajectories which are not well-mixed, meaning that they are distinct
from each other even after many samples are taken, while fast convergence causes chains
with distinct initial values to be well-mixed after a short time, meaning that the chains
appear similar to each other (Gilks, 2005). The Gelman-Rubin convergence statistic R̂ of
a parameter is a measure of how well-mixed the chains are in terms of the square root of
the ratio of estimated inter-chain variance to estimated average intra-chain variance for
that parameter (Gelman and Rubin, 1992). The R̂ statistic may also be defined for the
log posterior density. An R̂ statistic below 1.1 indicates sufficient mixing for Markov chain
convergence (Gelman and Rubin, 1992; Gelman and Shirley, 2011). However, although
R̂ > 1.1 implies a lack of convergence, convergence does not necessarily follow from
R̂ < 1.1.
The joint models were unable to be fitted to the peaks at 4358 and 7917 m/z as these
peaks had zero and one missing observation, respectively. In the NMAR joint model, the
peak at 5972 m/z, which has 935 missing observations, had R̂ values greater than 1.1 for
all parameters except the γj parameters. The peak was excluded from the analysis for
biomarker candidate discovery as its parameter estimates were not reliable. This resulted
in data from 156 peaks out of the original 159 being analysed with the NMAR joint model.
The parameter neff is a measure of effective sample size, which, due to the autocor-
relation within the Markov chains, was often less than the total number of iterations
8NM = 12000. The typical distribution of neff values across peaks tended to be roughly
bimodal for all parameters, with a large number of peaks achieving low neff values for any
given parameter alongside a number of peaks achieving neff = 12000. Table 4.6 displays
the average values of neff for all parameters in the NMAR joint models over the set of 156
peaks.
4.4.3 The number of MCMC samples
The stan models used 12000 samples to estimate each parameter, but the effective sample
sizes for the various parameters were frequently lower than this number. Effective sample
sizes that were too low may have adversely affected the accuracy and precision of pa-
rameter estimates. While letting the stan models run for longer to increase the effective
sample sizes is desirable, fitting the NMAR joint model to the 156-peak subset required
up to 24 hours of runtime on a typical desktop computer, and increasing the sample size
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Table 4.6: Mean effective sample sizes (compared to a maximum of 12000) across 156-peak
subset under the NMAR joint models.
Parameter Mean neff Parameter Mean neff
µ 4170 γ3 5259
α2 7966 γ4 4723
α3 7968 γ5 4312
α4 7331 δ2 5118







ν 2854 σ2 2657
γ2 4817 ω 4731
was counterproductive towards the iterative model development that was carried out in
the course of this thesis.
The impact of an increased sample size on the accuracy and precision of parameter
estimates is investigated here for three peaks. These are the peaks at 5637, 8505, and
16030 m/z, with 946, 523, and 36 missing observations respectively. The NMAR joint
model 4.9 was fitted once to these peaks using 12000 samples, and again using 300000
samples. Models were fitted using the same number of burn-in samples (1500 per each
chain).
The investigations showed that there cannot be a great benefit to the precision and
accuracy from increasing the sample size, because estimated parameter posterior means
and posterior standard deviations changed little upon increasing the number of samples.
Table 4.7 displays the differences between estimated posterior means and posterior stan-
dard deviations of all parameters in model 4.9. Most differences were limited to the third
decimal point, if not beyond. Table 4.8 presents the results for the peak at 5637 m/z in
more detail. The differences between parameter mean and standard deviation estimates
are small relative to the estimated values.
The greater the amount of missing observations, the greater the differences were be-
tween the estimates of µ and ω in the two runs of the model on a peak. This suggests that
caution is necessary when precise estimates of these parameters are wanted. However, if
the parameters relating to intensity fixed effects are of primary interest, as is the case in
this thesis, then 12000 samples seems adequate.
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Table 4.7: Differences between estimated parameter posterior means and between esti-
mated posterior standard deviations from Model 4.9 using 12000 and 300000 iterations.
5637 m/z 8505 m/z 16030 m/z
Mean S.D. Mean S.D. Mean S.D.
µ 0.056 -0.003 0.019 -0.000 -0.002 -0.000
α2 -0.006 -0.004 -0.001 -0.002 -0.002 0.001
α3 -0.007 0.001 -0.002 0.003 -0.001 -0.005
α4 -0.008 -0.001 -0.004 -0.000 0.001 -0.003
α5 -0.004 -0.006 -0.002 0.002 -0.004 -0.002
β2 -0.002 0.000 -0.001 -0.002 0.005 0.000
β3 0.002 -0.001 0.002 -0.003 0.004 -0.001
ν 0.001 -0.000 0.000 -0.001 0.002 0.005
γ2 0.003 -0.002 -0.001 -0.002 -0.002 -0.004
γ3 0.001 0.000 0.002 -0.004 0.002 0.002
γ4 0.002 -0.001 0.004 0.003 0.000 -0.000
γ5 -0.000 -0.001 0.001 0.001 -0.004 0.002
δ2 -0.000 -0.001 0.001 -0.000 -0.000 -0.000
δ3 0.000 -0.000 0.001 0.000 -0.001 0.000
σ2N -0.000 -0.000 -0.001 -0.001 -0.001 0.000
σ2B -0.000 0.000 -0.000 -0.000 0.000 0.000
σ2 -0.000 -0.000 0.000 -0.000 0.000 -0.000
ω 0.034 -0.002 0.011 -0.000 -0.000 0.003
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Table 4.8: Comparison of estimated parameter posterior means, posterior standard devia-
tions, and effective sample sizes from Model 4.9 on peak 5637 m/z using 12000 interations
and 300000 iterations.
12000 iterations 300000 iterations
Parameter Mean S.D. neff Mean S.D. neff
µ -1.017 1.190 484 -1.073 1.192 12595
α2 0.786 0.382 4926 0.792 0.386 125798
α3 -0.883 0.291 4211 -0.876 0.290 106178
α4 -0.197 0.332 2124 -0.189 0.333 59760
α5 0.301 0.355 5593 0.305 0.361 135270
β2 0.445 0.216 12000 0.447 0.216 300000
β3 0.819 0.260 2400 0.817 0.261 300000
ν -1.491 0.056 818 -1.492 0.057 20949
γ2 0.051 0.077 913 0.047 0.078 23768
γ3 0.077 0.057 1553 0.075 0.056 43934
γ4 0.165 0.061 1351 0.163 0.062 42819
γ5 -0.016 0.068 1301 -0.015 0.070 34389
δ2 -0.013 0.041 1390 -0.012 0.041 40093
δ3 -0.056 0.049 1051 -0.056 0.049 26079
σ2N 0.002 0.002 766 0.002 0.003 17265
σ2B 0.004 0.004 282 0.004 0.003 8428
σ2 0.035 0.005 466 0.035 0.005 12762
ω -1.919 0.778 487 -1.953 0.779 12573
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4.4.4 Comparison of parameter estimates between MAR and
NMAR models
The inclusion of the ω parameter in the NMAR joint model affects the interpretations of
all other parameters in the model, which causes their estimates to be different compared
to the MAR joint model estimates. For example, in the MAR joint model, the fixed
effects in κ represent the means of the centred observed intensities across the chips and
groups, but in the NMAR joint model, the same fixed effects represent the means of the
centred observed and missing intensities, with missing intensities assumed to be lower, on
average, than observed intensities. Figures 4.6a and 4.6b contrast the MAR and NMAR
joint model parameter estimates (except for ω, as this parameter is not present in the
MAR joint model).
The estimates of µ are completely different between the two joint models. In the MAR
joint model, the value µ = 0 corresponds to a 50% chance of missingness for observations
in group 1 and chip 1, and an extreme value such as µ = -5 corresponds to approximately
1% of observations being missing. It is therefore very unlikely for a low estimate of µ to
be accompanied by high proportions of missing values in group 1. However, in the NMAR
joint models, the inclusion of the ω parameter changes the interpretation of µ and allows
µ to take more extreme values. The interpretation of µ in the NMAR joint models is the
log-odds of missingness probability for samples from group 1 and chip 1 given that the
expression value of the observation is equal to the grand mean of the observed intensities
in the GC dataset. It is plausible for µ to take extreme values such as -10 as long as the
ω parameter is low enough to increase the probability of missingness for samples with
low intensity. In this way, high levels of missingness are not incompatible with extremely
low values of µ . This also accounts for the fact that the bulk of the NMAR joint model
estimates of µ were less than the MAR joint model estimates.
The estimates of the αj parameters had small positive correlations, with correlation
coefficients in the range from 0.5 to 0.63. The spreads of estimated values for these
parameters was smaller in the NMAR joint models than in the MAR joint models. This
reduced spread may be due to the fact that when estimates of ω were low (corresponding to
a large dependence of missingness probability on intensity), estimates of the αj parameters
tended be smaller in absolute value. The situation for the estimates of β2 and β3 between
the two models was analogous.
The estimates of ν from the NMAR joint models are underestimates relative to those
from the MAR joint models, with the difference between the two models’ estimates tending
to increase as the MAR estimates decrease. The estimates of group means from the MAR
models are constrained to be near the mean of the observed data, no matter how many
observations are missing, but the estimates from the NMAR models are allowed to fall
below the observed data means in order to explain the missingness pattern in conjunction
with the nonzero value of ω.
The estimates of the γj and δ` parameters displayed fairly high correlations that occu-
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pied the range from 0.86 to 0.92. Some peaks have moderate MAR joint model estimates,
but relatively extreme NMAR joint model estimates. This occurs for peaks with large
proportions of missingness in the relevant groups and chips.
The estimates of σ2N , σ
2
B , and σ
2 in the NMAR joint models were almost always
greater than or equal to the estimates of these parameters in the MAR joint models. A
possible cause of this was the greater range for assumed intensity values for the NMAR
joint model as compared to the MAR joint model. In some cases, the NMAR joint model
estimates of these parameters were far greater than the MAR joint model estimates. This
occurs for peaks with high proportions of missing values.
4.4.5 Checking random effects assumptions for the NMAR joint
model
The vectors of random effects in the NMAR joint model, which are N for the mouse-level
variation and B for the C8 batch-level variation, are assumed to take multivariate normal
distributions with means of 0 and variance-covariance matrices respectively equal to σ2NI
and σ2BI. These assumptions may be checked using quantile-quantile plots, plotting the
vector elements against the quantiles of a normal distribution. As a consequence of how
the joint models were written in stan, all of the random effect vector elements were
internally estimated regardless of whether or not individual elements corresponded to a
set of samples whose observations were completely missing within that set. This meant
that the assumption of normality could be checked over the entire set of vector elements
in all peaks. This is preferable to checking the assumption using only the vector elements
with at least one observation per element, because the NMAR missingness mechanism
would cause vector elements with negative values to correspond to samples more likely to
be all missing, destroying the symmetry around the mean that is assumed by the normal
distribution.
Figure 4.7 displays quantile-quantile plots for the mouse effect vector N for a repre-
sentative subset of 48 peaks. In many peaks where every vector element corresponds to
at least one observation (meaning an absence of red disks in the plot), the assumption
of normality is justified. There are occasional exceptions, such as the peak at 2906 m/z,
in which the most extreme vector element estimates are further from 0 than what the
assumption of normality would produce. Peaks where some vector elements correspond
to zero observed data points (displayed as red disks) do not seem to violate the assump-
tion of normality moreso than peaks where none do, except in pathological cases such
as the peaks at 11757 and 15631 m/z. In such pathological peaks, much of the data is
missing and some mice appear to be different to the rest in terms of the average observed
expresion within the mice and the proportion of missing observations for the mice.
Figure 4.8 displays quantile-quantile plots for the C8 batch effect vector B for the
same representative subset of 48 peaks. Peaks where the number of vector elements that























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.6a: Plots of estimates of each parameter from MAR joint model (x axis) and
NMAR joint model (y axis). Each plot window is devoted to a single parameter and
contains the estimates from each peak’s models. Points within plots represent individual
peaks. The closer the parameter estimates are for a given peak, the closer the point is to
the dotted line y = x.







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.6b: Plots of estimates of each parameter from MAR joint model (x axis) and
NMAR joint model (y axis). Each plot window is devoted to a single parameter and
contains the estimates from each peak’s models. Points within plots represent individual
peaks. The closer the parameter estimates are for a given peak, the closer the point is to
the dotted line y = x.
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corresponded to a complete absence of observations was close to zero tended to meet the
assumption of normality. The exceptions consisted of occasional outliers caused by the
most extreme vector element estimates being further from 0 than what the assumption of
normality would produce, and also a tendency towards positive skewness which manifested
as points roughly following a concave-up curve and lying above the straight lines at the
extremes. The cases where many vector elements corresponded to completely missing
sets of observations, such as the peak at 5588 m/z, often exhibited marked departures
from normality characterised by an abundance of estimated vector elements below, but
very close to, zero. The assumption of normality is questionable in such cases, but the
values of the vector elements estimates is likely to be an artefact of the MCMC procedure
outputting values concentrated around the mean while no data exists to pull the estimated
values away from the mean. This is corroborated by the fact that in the MAR joint model,
random effect vector elements that corresponded to completely missing sets of observations
were very close to zero in all cases.
Distribution with tails somewhat heavier than those of the normal distribution may
be suitable for modelling the random effect vectors, as the increased probability mass in
the tails would allow for the appearances of occasional extreme outliers in the element
estimates. Additionally, in the cases where the C8 batch vectors contain many elements
that are just below zero, the distribution could be scaled to place much of the density in
a small interval around zero while allowing estimates far from zero to continue to exist.
4.5 Results for the NMAR model
Results for individual parameters are presented first. A contrast between the cancer and
non-cancer groups’ mean intensity estimates is later used to determine peaks of primary
biological interest as gastric cancer biomarker candidates. The set of peaks determined
to be of primary interest is presented together with additional peaks considered to be
of secondary interest (which include, among others, the peaks from Stanford (2015)) in
order to provide a more complete picture of biomarker candidates in the GC dataset.
4.5.1 Individual parameters
Figures 4.9, 4.10, and 4.11 display sets of histograms for the parameter estimates of
the NMAR joint model over the 156-peak subset. The distribution of estimates of the
reference category intensity parameter ν is somewhat positively skewed and has a mode
near -2, while the distributions of estimates of the group and chip intensity differences γj
and δ` are roughly symmetric and centred at or near zero. Given that the numerical data
were recentred to the grand mean of the observed values (which was 8.583), this implies
that the model tended to estimate peaks’ mean intensities as being substantially below
the grand mean of the GC dataset, with 61 peaks receiving estimates of ν below -1.618.
4.5. Results for the NMAR model 101












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.7: Quantile-quantile plots of random effects vector N for the mouse effect for
a representative subset of peaks. Points on the plots represent one of the 40 individual
vector elements (corresponding to one of the 40 mice) for a particular peak. Points are
rendered as translucent red disks if all 27 of the samples from the corresponding mouse
are missing.
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Figure 4.8: Quantile-quantile plots of random effects vector B for the C8 batch effect for
a representative subset of peaks. Points on the plots represent one of the 360 individ-
ual vector elements (corresponding to one of the 360 C8 batches) for a particular peak.
Points are rendered as partially translucent red disks if all three of the samples from the
corresponding C8 batch are missing.
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This corresponds to a reference category intensity below the minimum observed value in
the GC dataset (which was 6.966).
The distributions of the estimates of the group and chip missingness parameters αj
and β` are roughly symmetric and tend to be centred at values ranging from -1 to 0, with
the β` estimates centred on the lower end of this range. These results are consistent with
the low average estimates of β2 and β3 from the missingness modelling as discussed in
Section 3.5.1 in Chapter 3.
The distributions of the estimates of µ and ω are centred at negative values, positively
skewed, and clearly not normal. The shapes and locations of these distributions may be
understood in the context of the distribution of the estimates of ν. As discussed in Sec-
tion 4.4.4, negative values of µ correspond to low missingness specifically for observations
from the reference category with an underlying intensity not more than the grand mean of
the GC dataset. However, many observations have intensities below that value (reflected
by the fact that the median estimate of ν is -1.28). Lower estimated values of ω mean
that intensities below the grand mean have greater log-odds of missingness.
No estimate of ω is greater than zero due to the prior distribution assumed for that
parameter.
Figure 4.12 displays correlation plots of ω with the other parameters. Most correla-
tions are small, but the correlation between the estimates of µ and ω is around 0.767. As
discussed in Section 4.4.4, low values of ω permit low values of µ even in peaks with low
missingness proportions. There appear to be two clusters in the plot of µ against ω. These
clusters arise from the fact that peaks below 4866 m/z have their intensities bounded be-
low by a greater value than the peaks above 4866 m/z. This is immediately apparent from
Figure 2.11. The majority of the peaks below 4866 m/z have low estimates of ω alongside
relatively high estimates of µ. This reflects the fact that when intensity observations are
greater than the grand mean of the GC dataset, a low value of ω does not necessarily
cause the missingness probability of such observations to be high. The same group of
peaks also exhibits relatively high estimates of ν, the fixed effect for the intensity of sam-
ples from group 1 and chip 1, alongside estimates of ω at or below -8. These relatively
high estimates somewhat mask the positive correlation between the estimates of ω and ν,
a correlation expected to be present because of the informative missingness affecting the
GC dataset.
The estimates of the variance components σ2N , σ
2
B , and σ
2 are positively skewed be-
cause variance estimates are necessarily greater than zero and because the estimates are
generally low. As Figure 4.11 demonstrates, the estimates of parameters corresponding
to lower levels of the hierarchy tend to be greater than for parameters corresponding to
higher levels, meaning that there is the most variation in intensity between samples within
C8 batches, then between C8 batches, then between mice. However, the presence of out-
liers in the parameter estimates causes the means and standard deviations in Table 4.9
to follow the opposite order, with those of σ2N being highest and those of σ
2 being lowest.























































Figure 4.9: Parameter estimates for missingness from the NMAR joint model for the
156-peak subset.
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Figure 4.10: Estimates of intensity fixed effects parameter estimates from the NMAR
joint model for the 156-peak subset.
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σN
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Figure 4.11: Estimates of variance components for intensity from the NMAR joint model
for the 156-peak subset.
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.12: Correlations between ω and other parameters. Many pairs show little corre-
lation, except for the pairs involving µ and ν, which show an appreciable positive corre-
lation. The apparent discontinuity in the values of µ near ω = -8, and to a lesser extent
in the values of ν, arises from the peaks below 4866 m/z systematically having a greater
minimum intensity among their observations.
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Table 4.9: Summary of means and standard deviations of all parameter estimates from
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Table 4.10: Peaks with the 16 most extreme estimates of ν, the intensity fixed effect
reference category parameter. S.E. was estimated via overlapping batch means.
Peak m/z ν̂ S.E. z statistic
6788 -2.293 0.480 -4.779
7490 2.314 0.405 5.718
8265 -2.702 0.530 -5.099
8831 2.279 0.352 6.482
9059 -2.629 0.728 -3.610
9214 2.356 0.363 6.488
9239 2.373 0.319 7.438
11352 -2.340 0.408 -5.734
11757 -2.710 0.978 -2.771
14993 2.423 0.401 6.034
15500 -2.175 0.355 -6.118
15515 -2.274 0.513 -4.429
15631 -3.342 1.019 -3.28
15844 2.883 0.383 7.528
16492 -2.493 0.433 -5.758
17976 -2.430 0.525 -4.628
Tables 4.10 to 4.14 display the sixteen peaks with the most extreme estimates of
the intercept and group intensity fixed effect parameters. Results for these individual
parameters are presented on the basis of observed extreme estimates instead of statistical
significance. This is due to the fact that the overlapping batch means estimates of the
standard errors of the parameter estimates1 were often conservative, making it difficult
to present results on the basis of statistical significance. For example, the standard Type
I error rate of α = 0.05 simultaneously caused most estimates of ν to be considered
statistically significant while estimates of parameters such as γ2 or γ3 were not significant
for any of the peaks after adjusting for the 156 simultaneous comparisons using false
discovery rate correction (Benjamini and Hochberg, 1995).
Tables 4.12 and 4.14 (corresponding to the parameters γ3 and γ5) contain seven and
four peaks, respectively, that are deemed to be of primary interest as biomarkers according
to the contrast analysis described below, and the other tables (corresponding to ν, γ2 ,
and γ4) contain one or zero such peaks.
1See Appendix C.2.1 for details.
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Table 4.11: Peaks with the 16 most extreme estimates of γ2 , the intensity fixed effect
corresponding to the FFIL6 group. S.E. was estimated via overlapping batch means.
Peak m/z γ̂2 S.E. z statistic
2262 0.680 0.384 1.770
4152 -1.076 0.522 -2.061
4168 1.330 0.367 3.630
4993 -0.663 0.212 -3.120
5824 -0.734 0.306 -2.397
5978 -0.926 0.286 -3.232
7490 -1.113 0.497 -2.240
8302 -1.050 0.448 -2.341
8337 1.240 0.485 2.559
8831 0.733 0.423 1.732
9712 0.802 0.416 1.926
11687 -0.752 0.391 -1.925
11757 -0.701 0.690 -1.015
12161 -0.957 0.420 -2.277
14993 -1.185 0.464 -2.553
15844 -0.725 0.466 -1.555
Table 4.12: Peaks with the 16 most extreme estimates of γ3 , the intensity fixed effect
corresponding to the FFStat3 group. S.E. was estimated via overlapping batch means.
Peak m/z γ̂3 S.E. z statistic
5453 -0.730 0.246 -2.968
6602 -0.607 0.267 -2.279
7412 0.905 0.350 2.585
8533 0.624 0.383 1.630
8607 0.857 0.469 1.826
8970 0.653 0.267 2.447
9239 0.606 0.379 1.598
9760 0.642 0.213 3.009
11352 0.839 0.369 2.274
11757 -0.639 0.502 -1.274
12161 -0.765 0.386 -1.981
13648 -0.826 0.501 -1.648
14421 -0.712 0.284 -2.506
14836 0.922 0.375 2.458
17458 0.923 0.477 1.935
17976 0.709 0.431 1.644
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Table 4.13: Peaks with the 16 most extreme estimates of γ4 , the intensity fixed effect
corresponding to the IL6 group. S.E. was estimated via overlapping batch means.
Peak m/z γ̂4 S.E. z statistic
4168 1.121 0.389 2.882
4607 0.911 0.270 3.372
5978 -0.864 0.312 -2.769
6076 -0.898 0.431 -2.081
8302 -0.895 0.458 -1.954
8337 1.021 0.490 2.082
8533 0.953 0.422 2.256
8607 1.447 0.564 2.566
8867 0.977 0.419 2.334
9214 0.998 0.496 2.009
9712 0.989 0.431 2.292
9736 0.913 0.418 2.186
11757 -0.911 0.766 -1.188
12161 -1.450 0.477 -3.037
13648 -0.895 0.585 -1.530
17458 0.937 0.550 1.703
Table 4.14: Peaks with the 16 most extreme estimates of γ5 , the intensity fixed effect
corresponding to the wildtype group. S.E. was estimated via overlapping batch means.
Peak m/z γ̂5 S.E. z statistic
3959 1.196 0.619 1.932
5204 1.147 0.391 2.935
6076 -1.026 0.433 -2.368
7806 1.731 0.870 1.988
7854 -1.136 0.622 -1.827
8337 -0.996 0.635 -1.568
8441 1.055 0.239 4.417
9305 -1.542 0.353 -4.368
9319 1.357 0.529 2.565
11509 -1.072 0.328 -3.269
12161 -1.377 0.511 -2.697
13648 -1.075 0.636 -1.691
14836 0.971 0.403 2.411
14993 -1.054 0.539 -1.955
15631 1.686 0.649 2.598
16654 1.073 0.299 3.591
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4.5.2 Parameter contrast
Identification of biomarker candidates using the NMAR joint model (4.9) is done by
defining a contrast Uo between the cancer groups 1 (FF) and 2 (FFIL6) and the non-cancer
groups 3 (FFStat3), 4 (IL6), and 5 (Wildtype) using the parameters that determine the
mean of the intensity vector y.
The contrast is formulated with respect to the group means, derived from the model
parameters. Suppose the mean of group 1 is denoted ν∗1 = ν and the mean of group j
is denoted ν∗j = ν + γj for j = 2, . . . , 5. A contrast between the mean intensity of the




















(γ3 + γ4 + γ5) (4.18)
The chip effects δ2 and δ3 were not considered. Biomarker candidates are defined to be
those peaks that have statistically significant (α = 0.05) z statistic values for the contrast,
where the z statistic is defined as the estimate of the contrast divided by its Monte Carlo
standard error as estimated via the method of overlapping batch means. A false discovery
rate correction with respect to 156 simultaneous comparisons was made (Benjamini and
Hochberg, 1995). To obtain the Monte Carlo estimated standard error, the contrast was
formed for each set of parameter draws to yield eight chains of contrast estimates, with
each chain of length NM = 1500. The overlapping batch means estimates were computed
with bn = 38 for each of the eight chains separately, then averaged, and the square root
of the result was taken to be the Markov chain standard error of the contrast estimate.
Appendix D.2 gives an example of how the contrast z statistic is obtained for a single
peak, 7412 m/z.
4.5.3 Peaks of interest
Peaks with a significant mean cancer/non-cancer group difference according to the NMAR
joint model are of primary interest as biomarker candidates. Other peaks are of secondary
interest as biomarker candidates. One set of peaks of secondary interest is derived from
those detected by the intensity models from Stanford (2015). Another consists of peaks
which are related to peaks of primary interest owing to multiply-charged protein ions or
to adjacent m/z values being derived from a single species of protein. A third consist
of peaks which are of interest based on direct investigation of the GC dataset. Peaks of
primary interest that were also deemed to be of secondary interest were simply treated
as peaks of primary interest.
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Table 4.15: Estimates and z statistics of cancer/non-cancer contrast from the NMAR joint
model. The p-values are based on a Wald test and are adjusted using a FDR correction
for 156 simultaneous comparisons. Peaks are arranged in order of the contrast value. S.E.
was estimated via overlapping batch means.
Peak m/z Contrast S.E. z statistic p-value
7412 -0.888 0.238 -3.735 < 0.001
14836 -0.875 0.242 -3.614 < 0.001
8970 -0.595 0.195 -3.048 0.002
16654 -0.519 0.178 -2.907 0.004
7738 -0.484 0.149 -3.238 0.001
8441 -0.480 0.144 -3.327 0.001
4607 -0.466 0.151 -3.097 0.002
9760 -0.406 0.141 -2.882 0.004
5453 0.509 0.158 3.230 0.001
6602 0.615 0.202 3.052 0.002
7642 0.628 0.180 3.489 < 0.001
9608 0.671 0.177 3.796 < 0.001
9305 0.929 0.222 4.183 < 0.001
14421 0.948 0.201 4.725 < 0.001
Table 4.15 shows the 14 peaks of primary interest as obtained from the NMAR joint
model. Table 4.16 displays the peaks of secondary interest as biomarker candidates along-
side the peaks of primary interest. The reasoning behind the inclusion of each peak as a
secondary biomarker candidate is discussed below.
LMM and GLMM modelling
Table 4.17 shows the sets of biomarker candidates from the NMAR joint model along-
side the sets from the LMM (4.1) of Stanford (2015) for the intensity, and the Bayesian
missingness model (4.4) investigated in Chapter 3. The set of peaks of interest discovered
using the joint modelling approach in this chapter, compared to the initial set of Stanford
(2015) in Table 3.13, reveals the extra information in the GC dataset captured when ac-
counting for the NMAR nature of the data. In particular, the peaks at 5453, 7642, 7738,
8441, 8970, 9608, and 16654 m/z are peaks missed by the LMM, flagged by the GLMM,
and deemed significant by the NMAR joint model. What these peaks have in common is
that within each peak, the differences between the between-group averages of the observed
data are not large, but groups with low values have many more missing values than groups
with higher values. This implies that for these groups, the true expression value averages
are likely to differ by more than what is observed, and this is precisely the situation in
which joint modelling is expected to detect group differences in mean intensity.
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Table 4.16: Peaks of primary and secondary interest as candidate biomarkers, listed by
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Table 4.17: Display of peaks of interest for separate models and NMAR joint model.
Missingness Stanford NMAR
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There is some overlap between the set of peaks from the LMM of Stanford (2015) and
the set of peaks from the joint model, but the two sets are different. This difference may
be due to overly-conservative overlapping batch means estimates of the contrast variance
that result in a large number of false negatives. Peaks deemed interesting in the prior
work of Stanford (2015) but not by the NMAR joint model are of secondary interest as
biomarker candidates. These are the peaks which are marked with an asterisk in the
second column of Table 4.16.
The set of peaks of interest from the Bayesian missingness model (4.4) is extensive.
About half of the peaks deemed interesting using that model are also of interest according
either to the LMM (4.1) or the NMAR joint model (4.9). Peaks are not taken to be of
secondary interest as biomarker candidates solely due to membership in this set, as the set
covers almost a quarter of the peaks in the GC dataset, which is too broad to be useful.
Some peaks are of interest under the LMM or the NMAR joint models but not under the
GLMM. In all of these cases, group differences in intensity are apparent in the data, but
either the missingness proportions in the groups are low (increasing the standard errors
of the GLMM parameter estimates) or the missingness differs between groups in a way
not aligned with the contrast. For example, in the peak at 9670 m/z, group 5 has high
missingness while groups 3 and 4 have low missingness relative to group 1.
The peaks flagged by the missingness GLMM but not by either the NMAR joint model
or the work of Stanford (2015) commonly exhibit group differences in missingness prob-
ability with little apparent true difference in cancer versus non-cancer group intensities.
In contrast to this are the peaks at 4650, 6076, 6899, 6989, 11352, and 17976 m/z, which
appear to exhibit true (albeit slight) differences in mean intensity between cancer and
non-cancer groups based on direct inspections of their expression values. These peaks are
therefore also of secondary interest as biomarkers.
The LMM work did not flag any peaks below 6602 m/z, even though there are peaks
in the range from approximately 3200 to 6600 m/z with group differences in missingness
according to the Bayesian missingness model. Peaks at low m/z may correspond to
double-charged proteins whose singly-charged versions produce high m/z peaks.
The peaks at 4607 and 9760 m/z were deemed interesting by the joint modelling
approach but not by either of the separate models. The experimental determination of
the corresponding proteins as true candidate biomarkers would validate the joint modelling
approach.
Multiply-charged protein ions
Recall from Section 2.2.4 that some pairs of peaks are thought to correspond to the same
protein. Identification of one peak in such a pair implicates the other peak of the pair as a
candidate biomarker, because it is the underlying proteins that are of interest. One such
peak pair listed in Table 2.4, 7412 and 14836 m/z, is such that both peaks in the pair
are listed as peaks of interest according to the NMAR joint model. Additional peak pairs
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at 4607 and 9214 m/z, at 4607 and 9239 m/z, at 9305 and 4650 m/z, and at 14421 and
7204 m/z have the former, but not the latter peak, listed as a peak of primary interest.
This means that the peaks at 4650, 7204, 9214, and 9239 m/z are of secondary interest
as biomarker candidates, because these peaks are likely to correspond to doubly-charged
versions of the protein corresponding to the other peak in the pair.
Additional investigations of the GC dataset
Recall from Section 2.2.2 that four pairs of adjacent peaks were speculated to be derived
from a single species of protein ion being assigned to two adjacent m/z values. These
pairs were those at 4607 and 4617 m/z, 7738 and 7750 m/z, 8302 and 8337 m/z, and
9305 and 9319 m/z. Of these pairs, the first, second, and fourth pair are such that one
peak in the pair is of primary interest according to the NMAR joint model. Therefore,
the other peaks in these pairs are of secondary interest as a biomarker, yielding the peaks
at 4617, 7750, and 9319 m/z as peaks of secondary interest. The third pair of peaks
contains the peak at 8337 m/z which is of secondary interest as a biomarker according to
the LMM, meaning that the corresponding peak at 8302 m/z is also of secondary interest
as a biomarker. The peak pair of 4152 and 4168 m/z appears to be an additional pair
derived from a single protein ion being assigned to two adjacent m/z values. However,
mean intensity differences between groups do not appear to be very large in the combined
measurements for the two peaks.
As discussed in Section 4.4.1, the peak at 7806 m/z presented difficulties in obtain-
ing the same parameter estimates when fitting the LMMs in R and stan. This peak is
anomalous in that most intensity observations are between 7 and 9 except for some ob-
servations, belonging to particular mice, which are much higher. A single mouse in group
2, the FFIL6 group, produced samples with intensities up to 11 for that peak. Multiple
mice in group 5, the wildtype group, produce samples with intensities up to 13, driving
up the average of that group. These anomalies imply that the assumption of normally
distributed between-mouse random effects on the intensity does not hold, accounting for
the difficulties in estimating the parameter σ2N which is the variance of the mouse effect in
the LMM. Due to the intensity difference between the wildtype group and the remaining
groups, the peak at 7806 m/z is of secondary interest as a biomarker.
A number of peaks have very high proportions of missingness, which decreases the
precision of intensity parameter estimates, and consequently, the constrast z statistic,
but the observations that are present imply that there is a difference in intensity between
cancer and non-cancer groups due to the fact that groups with many missing observations
are likely to have low true means. Such peaks are those at 5204, 5876, 9059, 11757, and
15631 m/z. These peaks are of secondary interest as biomarkers. However, it is possible
that individual mice had outlying average expressions of the corresponding proteins in
their blood, in which case the pattern of data does not reflect a biomarker for cancer.
There were three peaks for which either the stan model was not fitted, or the NMAR
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joint model results were discarded due to the diagnostic R̂ statistic values indicating a
lack of Markov chain convergence. In the latter case, large proportions of missing values
hampered the convergence. The data from some of these peaks indicates that differences
in protein intensity between cancer and non-cancer groups are present. The peak at
7917 m/z is a clear example of a peak with large group differences, and the peak at 4358
m/z also demonstrates slight group differences in intensity. These two peaks are therefore
of secondary interest as biomarkers. The peaks at 3959 and 7917 m/z additionally form
a pair corresponding to singly and doubly-charged ions of the same protein, so the peak
at 3959 m/z is of secondary interest as a biomarker.
4.6 Summary
Joint observed/missing data models allow for modelling the NMAR nature of the GC
dataset by the specification of a joint distribution over the data (Y , R) from a single
peak. A selection model factorisation is used in which the distribution is expressed as the
product of the conditional distribution of R given Y and the marginal distribution of Y .
The explicit dependence of R on Y is where the assumption of NMAR data enters the
model. A NMAR joint model is developed by building on simpler models. These simpler
models include those developed in Chapter 3 for the missingness, the LMM of Stanford
(2015), and a joint model that assumes MAR data.
The NMAR joint model yields an expression for the likelihood that is not amenable to
analytic solutions or simpler computational approximations used for the simpler models.
Consequently, parameter estimates are obtained using the stan MCMC approach. The
approach introduces additional considerations about long-term Markov chain behaviour
that must be accounted for in order for the parameter estimates to be trustworthy. Using
stan to fit simpler models informed the use of stan to fit the more complex NMAR joint
models. Additional model checks such as MCMC statistics and data simulations provide
greater confidence in the reliability of stan estimates.
The MAR joint model served as a basis for comparison to the NMAR joint model.
Parameter estimates differ between the two models, even though the NMAR joint model
has only one additional parameter relative to the MAR joint model. This implies that
the missingness mechanism is strongly dependent on the peak intensity, which is in line
with prior expectations given the limitations of MS technology.
The suitability of the NMAR joint model for the GC dataset was investigated using
simulation checks and predicted data. The NMAR joint model was found to be suitable
for modelling the data, and yields reasonable estimates of the parameters of interest.
However, estimated standard errors of the parameters are more difficult to obtain, which
complicates null hypothesis significance testing.
The set of peaks of interest as candidate biomarkers produced by the NMAR joint
model differs from the sets obtained from the separate models of the missingness and the
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intensity. This has demonstrated that accounting for the missingness mechanism extracts
further information from the data than modelling the observed responses alone. If the
set of peaks is borne out by future biological research, then the joint modelling approach
will be validated. However, research to date has focused on proteins of greater mass than
those in the GC dataset.
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Chapter 5
Conclusions
5.1 Summary of thesis
Outcome-dependent missingness mechanisms are a key issue in proteomic MS datasets.
Informative missingness in data biases statistical inference performed on the data, hamper-
ing discovery of biomarkers needed for potentially life-saving disease diagnosis. Existing
methods for dealing with missingness are largely imputation methods, which are better
suited for data that are missing at random. A joint modelling approach that explicitly
accounts for NMAR data from proteomic MS studies is able to debias statistical infer-
ence and increase the amount of information that can be extracted from proteomic MS
datasets.
Chapter 2 describes in detail the GC dataset with which this thesis is concerned, and
provides many visualisations of the data. The GC dataset consists of MALDI-TOF MS-
derived measurements of peak intensity (corresponding to concentration) over a range of
m/z values associated with the atomic masses of proteins in the blood of mice. Analysis
of the GC dataset is complicated by the hierarchical structure of the dataset. The GC
dataset is affected by missingness in a way typical to proteomic MS data. That is, a
high proportion of values are missing, and while the precise missingness mechanism is not
obvious from the data alone, it is clear that missingness is associated with low intensity
values.
In Chapter 3, the statistical framework for modelling the missingness in the GC data
is introduced. The best model for the missingness accounts for the hierarchical structure
of the GC dataset using two random effects terms. A set of peaks of secondary interest as
candidate biomarkers is produced using parameter contrasts estimated from the models.
The set of peaks deemed interesting by the models for the missingness differs from the
set of peaks deemed interesting in prior work on the GC dataset performed by Stanford
(2015), in which models were fitted to the intensity values. Due to the informative nature
of the missingness, this difference between the lists of peaks indicates that the missingness
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indicators carry information about protein biomarkers that is not detected in modelling
the intensities alone.
In Chapter 4, the NMAR joint model for the GC dataset is developed and fitted
using Markov chain Monte Carlo. The formulation of the joint model is informed by the
formulation of the model for the intensities from Stanford (2015). The joint model uses
random effects terms only for modelling the intensity, and the random effects that are
used are the same as those used in the prior model for the intensities. Random effects for
the missingness are not used because missingness acts as a proxy for low intensities, and
by explicitly incorporating the intensity as a term affecting the probability of missingness,
random effects terms that affect the probability are redundant. The method of parameter
contrasts for finding peaks of interest as candidate biomarkers is repeated for the joint
model to obtain peaks of primary interest as biomarker candidates. The findings are that
while the set of peaks deemed interesting by the NMAR joint model has many peaks in
common with the set derived from the previous modelling for the intensities, the additional
peaks picked up by the joint model but not the intensity model are of biological interest,
validating the joint modelling approach.
5.2 Directions for future work
The research presented in this thesis lends itself to many extensions.
The joint model is a Bayesian model, meaning that prior distributions for parameters
in the model must be specified. The prior distributions used were estimated from the
data using simpler models. However, many other choices of priors are justifiable. On
one hand, weakly informative priors for all parameters are suitable for the purpose of
regularisation. On the other hand, outcome-dependent missingness mechanisms call for
application-specific models that are informed by experimental and procedural knowledge
in order to specify the missingness mechanism as precisely as possible. A sensitivity
analysis of prior distributions (possibly based on simulated data) is desirable.
Alternate model specifications for the GC dataset, such as a mixture model, are worth
investigating. One possibility for a mixture model is to use truncated normal distributions
for the missing and observed data, where the threshold of truncation is the same for both
kinds of data and the probability density functions have complementary support. This
is a first step that does not account for additional sources of missingness beyond the
threshold cut-off. Additional selection models are also worth investigating. In all joint
models investigated in this thesis, the probability of missingness was specified as a logit
function of the linear predictor. The logit function has horizontal asymptotes at zero and
one. A modified logit function with asymptotes at other values within (0, 1) can model a
plausible missingness mechanism in which the probability of missingness of an observation
does not fall to zero or rise to one as the linear predictor becomes extreme.
Models were fitted to single peaks independently. Not investigated in the modelling
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were correspondences between adjacent peaks, or between peaks with m/z values close
to a 1:2 or 1:3 ratio. This represents information in the GC dataset that was left unused.
The information may be incorporated by consolidating and averaging the values in related
peaks and fitting the existing models again, or by specification of a model fitted to multiple
peaks’ outcome variables simultaneously.
Simulations on constructed data are useful for validating model-fitting procedures.
There is room for improvement in the construction of the data to make it even more
faithful to the experimental MS setup and data pre-processing pipeline, such as the addi-
tion of pairs of peaks corresponding to single proteins. By explicitly declaring a subset of
peaks as corresponding to protein biomarkers based on true underlying parameter values
before performing simulations, models may be assessed in terms of false positives and
false negatives in biomarker detection.
Application of the joint modelling method to other proteomic datasets is an obvious
extension. The stan platform is easily used for models of the type fitted in this thesis.
However, the application-specific nature of missingness mechanisms for proteomic data
must be kept in consideration. MALDI-TOF MS data may likely be fitted by adapting
the NMAR joint model used in this thesis, but data from other technologies such as liquid
chromatography MS, or 2D gel electrophoresis, requires careful thought and investigation
to specify the missingness mechanisms and the prior distributions of parameters in the
relevant models.
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Appendix A
List of peaks
Table A.1: The set of all 159 peaks with missingness count and
subset inclusion. The 152-peak subset is the subset of peaks con-
sidered in the interpretation of the results of the Bayesian missing-
ness model (3.3). The 156-peak subset is the subset considered in
the interpretation of the results of the NMAR joint model (4.9).
Peak m/z Missing observations 152-peak subset 156-peak subset
2008 98 Y Y
2033 105 Y Y
2057 195 Y Y
2081 295 Y Y
2104 601 Y Y
2128 820 Y Y
2247 922 Y Y
2262 955 Y Y
2478 905 Y Y
2504 669 Y Y
2532 463 Y Y
2576 832 Y Y
2793 828 Y Y
2906 267 Y Y
2948 912 Y Y
3246 563 Y Y
3269 889 Y Y
3493 162 Y Y
3769 969 Y Y
3881 499 Y Y
3959 352 Y Y
4152 763 Y Y
4168 813 Y Y
4358 0
4415 412 Y Y
4607 352 Y Y
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4617 622 Y Y
4650 421 Y Y
4751 935 Y Y
4866 767 Y Y
4993 370 Y Y
5027 781 Y Y
5059 96 Y Y
5112 901 Y Y
5123 844 Y Y
5147 153 Y Y
5189 889 Y Y
5204 918 Y Y
5236 558 Y Y
5248 952 Y Y
5275 46 Y Y
5335 250 Y Y
5373 926 Y Y
5435 362 Y Y
5453 596 Y Y
5557 541 Y Y
5588 967 Y Y
5590 834 Y Y
5617 868 Y Y
5637 946 Y Y
5675 750 Y Y
5752 29 Y Y
5809 564 Y Y
5824 889 Y Y
5848 883 Y Y
5854 945 Y Y
5876 934 Y Y
5972 835 Y
5978 807 Y Y
6000 866 Y Y
6076 365 Y Y
6193 679 Y Y
6258 784 Y Y
6354 110 Y Y
6541 634 Y Y
6602 72 Y Y
6788 919 Y Y
6821 8 Y Y
6858 709 Y Y
6879 789 Y Y
6899 968 Y Y
6989 145 Y Y
7087 936 Y Y
7116 866 Y Y
7126 928 Y Y
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7146 580 Y Y
7172 143 Y Y
7204 760 Y Y
7412 195 Y Y
7490 2 Y
7566 660 Y Y
7642 331 Y Y
7738 589 Y Y
7750 526 Y Y
7806 388 Y
7854 259 Y Y
7917 1 Y
8007 24 Y Y
8067 787 Y Y
8118 563 Y Y
8165 415 Y Y
8178 551 Y Y
8228 827 Y Y
8251 782 Y Y
8265 963 Y Y
8302 463 Y Y
8337 481 Y Y
8418 47 Y Y
8441 738 Y Y
8505 523 Y Y
8533 18 Y Y
8607 218 Y Y
8831 27 Y Y
8867 953 Y Y
8970 775 Y Y
8981 795 Y Y
9016 559 Y Y
9059 969 Y Y
9124 187 Y Y
9214 77 Y Y
9239 29 Y
9305 222 Y Y
9319 830 Y
9431 826 Y Y
9490 683 Y Y
9608 388 Y Y
9712 419 Y
9736 136 Y Y
9760 552 Y Y
9786 940 Y Y
9795 743 Y Y
9821 969 Y Y
10230 701 Y Y
10255 777 Y Y
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10872 89 Y Y
11120 455 Y Y
11352 675 Y Y
11509 20 Y Y
11687 883 Y Y
11757 951 Y Y
11855 904 Y Y
12161 207 Y Y
12281 842 Y Y
12391 615 Y Y
13190 841 Y Y
13231 813 Y Y
13648 92 Y Y
13987 90 Y Y
14243 836 Y Y
14355 271 Y Y
14421 462 Y Y
14836 351 Y Y
14993 5 Y Y
15500 919 Y Y
15515 960 Y Y
15631 947 Y Y
15724 251 Y Y
15759 535 Y Y
15844 8 Y Y
15882 968 Y Y
16030 36 Y Y
16353 837 Y Y
16373 735 Y Y
16492 755 Y Y
16505 588 Y Y
16525 888 Y Y
16654 738 Y Y
17458 21 Y Y
17976 916 Y Y
Appendix B
Separation of data
Separation of data in statistical models refers to situations in which the data are in such
a configuration that finite maximum likelihood estimates of model parameters fail to
exist (Albert and Anderson, 1984; Heinze and Schemper, 2002). Data that are not in a
state of separation are said to be in a state of overlap. Logistic regression models fitted
to binary outcome data are prone to the issue of separation, although the issue is not
limited to such cases.
When data are separated, the likelihood function of the data is not maximised at any
finite value of the parameter set. Instead, the likelihood asymptotically approaches its
maximum at a point at infinity. Computer estimates of parameters in the case of separated
data tend to take extreme values with accompanying extreme standard error estimates
due to the flatness of the likelihood function at extreme parameter values (Heinze and
Schemper, 2002).
An example clarifies the meaning of separated data. Suppose a simple binary logistic
regression model with one continuous predictor variable X is fitted to observations of a
binary outcome R. This model is written
E[Ri] = pi =
eηi
1 + eηi
, ηi = β0 + β1xi .
The parameters β0 and β1 are to be estimated. Figure B.1 displays data in states of
separation and overlap with this model fitted to the data in both cases. In the case of
separated data, all observations for which xi > 24 satisfy ri = 1, and all observations for
which xi ≤ 24 satisfy ri = 0. This means that the likelihood of the data is maximised by
allowing the fitted probabilities to equal 1 if xi > 24, and to equal 0 if xi ≤ 24. Achieve-
ment of these fitted probabilities in likelihood maximisation routines requires β0 and β1 to
approach infinity. When predictor variables are categorical instead of continuous, separa-
tion occurs when all observations of the response within a single category of a predictor
variable have identical values.
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Figure B.1: Data that are in a state of overlap (top) and separation (bottom). The x axis
represents values of a lone predictor variable and the y axis represents fitted probability
values from a model fitted to binary outcome data. Data are overlaid as black dots for
outcomes of 0 and red circles for outcomes of 1.
Appendix C
Estimation of model parameters
C.1 Mixed effects models
In mixed effects models, likelihood maximisation concerns a subset of the parameters
in the model, and is not performed over the random effects vector elements (Pinheiro
and Bates, 2000; Snijders and Bosker, 2012). The notions of the profile likelihood and
the marginal likelihood are used in maximising the likelihood function over a subset of
parameters (Barndorff-Nielsen, 1991). Suppose the set of parameters θ ∈ Θ = Ω×Λ may
be partitioned as θ = (ω, λ) with ω ∈ Ω and λ ∈ Λ. If L(θ) is the likelihood for θ, then
the profile likelihood for ω is
Lp(ω) = argmaxω,λ∈ΛL(θ) (C.1)
With θ partitioned as (ω, λ), the maximum likelihood estimate of λ for a given value of
ω is λ̂ω and the profile likelihood conditional on that value of ω is expressible as
Lp(ω) = L(ω, λ̂ω)
Alternatively, suppose that Y depends on both λ and ω , and λ depends in turn on
ω . The statistical model for the data may be expressed as
f(y ;ω, λ) = f(y | λ ;ω)f(λ ;ω)
The parameters ω are of interest, whereas the parameters λ are nuisance parameters
which must be accounted for in modelling but whose values are not of interest. If the




f(y | λ ;ω)f(λ ;ω) dλ (C.2)
We consider a mixed effects model expressed in matrix form
Y = Xβ + Zb+ ε (C.3)
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In this model, Y is an n-vector of observations, X is the n×p fixed effects design matrix,
and β is the p-vector of fixed effects. The matrix Z is an n×q random effects design matrix,
and b is a q-vector of random effects with a multivariate normal distribution centred at
zero. Finally, ε is the n-vector of residual errors whose elements are independently and
identically distributed as εi ∼ N(0, σ2). The random effects vector and the residual error
vector are independent.
The conditional distribution of Y given the random effects is
(Y | b) ∼ Nn(Xβ + Zb, σ2I)
and the distribution of the random effects vector b is
b ∼ Nq(0, σ2Σ)
for some symmetric, positive-semidefinite matrix Σ . The unconditional distribution of Y
is then
Y ∼ Nn(Xβ, H), H = σ2(In + ZΣZT )
The matrix Σ is expressible as ∆∆T for some upper-triangular matrix ∆ . If u ∼ Nq(0, σ2I),
then the vector ∆Tu has the same distribution as b . The mixed-effects model (C.3) is
equivalent to
Y = Xβ + Z∆Tu+ ε
The vector u is the spherical random effects vector.
The matrix ∆ is known as the relative covariance factor of the random effects. This
matrix may be parametrised by a set of covariance parameters, collectively denoted as φ.
The relative covariance factor is then written ∆φ . The dimension of φ is typically much
lower than q, the length of the random effects vector (Bates et al., 2015).
The conditional distribution of Y given u is
(Y | u) ∼ Nn(Xβ + Z∆Tu, σ2I)
and the corresponding probability density function is
f(y | u) = (2πσ2)-n/2exp
(
-‖y −Xβ − Z∆Tu‖2/(2σ2)
)
(C.4)






The joint probability density function of Y and u may then be expressed as the product
of Equations (C.4) and (C.5)
f(y) = (2πσ2)-(n+q)/2exp
(
-‖ỹ − X̃β − Z̃u‖2/(2σ2)
)
, (C.6)
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where
ỹ = (yT , 0, . . . , 0)T












is a (n+ q)× q matrix.
This is the pseudo-data approach used by the lme4 package in R to fit linear mixed-
effects models (Bates et al., 2015). The name arises from the fact that the condition on
the random effects—that the spherical random effects vector is normally distributed with
zero mean and variance σ2Iq—is incorporated by adding q additional ‘observations’ to y,
augmenting the design matrices accordingly.
The parameters of interest in a linear mixed-effects model are the fixed effects β, the
residual error variance σ2, and the covariance parameters φ . The random effects vector
is considered to be an unobservable set of nuisance parameters. The likelihood of data
under the linear mixed-effects model (C.3) is therefore taken to be a marginal likelihood
as defined in Equation (C.2) with parameters of interest ω = (β, σ2, φ) and the spherical
random effects vector as the nuisance parameters, i.e. λ = u (Pinheiro and Bates, 2000).
The likelihood of the data is then





-‖ỹ − X̃β − Z̃u‖2/(2σ2)
)
du (C.7)
Maximising the likelihood (C.7) as a function of β, σ2, and φ is prohibitive in terms of
computational time, as it requires finding the optimal point in a space whose dimension
encompasses all three of β, σ2, and φ . The likelihood, in practice, is profiled to be a
function of φ only, and the values of β and σ2 are therefore determined by φ .
The exponent in the integrand of the likelihood (C.7) may be expressed as











which constitutes a least-squares problem for the vector (uT , βT )T . Maximising the like-
lihood therefore involves finding the solution (ûT , β̂
T
)T , which depends on φ through the
Z∆φ submatrix.
With the spherical random effects vector marginalised out of the likelihood (C.7), the
log-likelihood to be maximised may be expressed as
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where r2(φ) = r2(φ, β̂, û), and the matrices Lφ and RX arise from the Cholesky decom-
position [
∆TφZ

















Fixing the value of φ, the values of β and σ2 that maximise the log-likelihood (C.8) are
β̂ and σ̂2 = n-1r2(φ) . Substituting these values into the log-likelihood yields the profiled
log-likelihood




1 + ln(2πr2(φ))− ln(n)
]
(C.9)
The maximum likelihood estimates of the parameters φ, β, and σ2 are found by opti-
mising (C.9) in φ to obtain φ̂, then evaluating β̂ and σ̂2 at φ̂ .
The values of the random effects vectors b and u are not estimated through the
procedure outlined here due to the marginalisation of the random effects. However, it is
possible to predict the values using the best linear unbiased predictors (BLUPs) (Searle
et al., 2009) which are the conditional modes of the random effects given the observed








C.1.1 Restricted maximum likelihood
An undesirable property of the maximum likelihood estimates for a linear mixed-effects
model is that the estimate σ̂2 of the residual error σ2 is biased, underestimating the
residual error by a factor of n/(n− p) . In order to correct this bias, parameter estimates
may be chosen to maximise an alternative quantity, derived from the likelihood, called
the restricted maximum likelihood criterion (REML criterion). The REML estimate of σ2
corrects for the loss in degrees of freedom incurred by estimating the β parameters (Corbeil
and Searle, 1976; Patterson and Thompson, 1971).
The REML criterion is obtained by integrating the density of y after marginalising
out the random effects vector. The integral is∫
Rp












This integral may be simplified to yield
LR(σ
2, φ | y) =
∫
Rp






C.1. Mixed effects models 135
The restricted maximum likelihood estimates of σ2 and φ are those that maximise the
log-restricted likelihood
`R(σ






− ln |RX | (C.10)
The log-restricted likelihood is profiled to be a function of φ with the substitution
σ̂2 = (n− p)-1r2(φ) for σ2 . This yields the profiled log-restricted likelihood




1 + ln(2πr2(φ))− ln(n− p)
)
(C.11)
Maximisation of Equation (C.11) yields estimates of φ and σ2, with the latter estimate
corrected for the bias. The estimate of φ is, in general, different to the estimate of φ
obtained via maximising Equation (C.9) as opposed to (C.11). Strictly speaking, the
REML method does not provide estimates of the parameter vector of fixed effects β
because the fixed effects are marginalised out of the likelihood. In practice, the maximum
likelihood estimate β̂ at the REML estimate of φ may be used (Bates et al., 2015; Pinheiro
and Bates, 2000).
C.1.2 Generalised linear mixed models
The parameters which are to be estimated in a generalised linear mixed model consist
of the fixed effects β and the set of parameters φ which determine the distribution of
the random effects. Again, obtaining maximum likelihood estimates of β and φ requires
marginalising the random effects terms out of the likelihood. Using the notation for
exponential family distributions, the likelihood of observed data y under a generalised
linear mixed model with canonical link is expressed as the marginal likelihood
























is the linear predictor for the ith observation of Y and the functions κ and h are particular
to the exponential family in use.
Unlike in the theory for linear mixed effects models, the likelihood (C.12) cannot be
evaluated exactly in most cases—although exceptions exist if the density of b is conjugate
to that of y (Lee and Nelder, 1996)—and it is necessary to approximate the integral in
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the likelihood. Multiple methods exist, and a well-performing method is adaptive Gauss-
Hermite quadrature, of which the Laplace approximation is a special case (Raudenbush
et al., 2000).
After the profiled likelihood is approximated, the likelihood is optimised as a function
of both φ and β . The glmer function in lme4 uses the BOBYQA and Nelder-Mead
optimisers to achieve this (R Core Team, 2016).
C.2 Markov chain Monte Carlo for more general mod-
elling
Suppose data y are assumed to follow a distribution f(y | θ) and the aim is to infer the
true values of θ = (θ1 , . . . , θq). If maximum likelihood approaches do not yield workable
estimates of θ, an alternative is to sample a sequence of values
(θn)
NM
n=1 = (θ1 , θ2 , . . . , θNM )
from the distribution of θ whereNM is the Monte Carlo sample size and θn = (θn, 1 , . . . , θn, q).





where j ranges from 1 to q and Ij(θ) = θj (Flegal and Jones, 2011). Ideally, the samples
in the sequence (θn)
NM
n=1 are independent, but it is still possible to apply Equation (C.13)
when the samples are dependent samples from a Markov chain (Nummelin, 2002).
The basic idea of MCMC was first developed by Metropolis et al. (1953) to compute
integrals over high-dimensional spaces, and expanded upon by Hastings (1970). Given a
set of parameters θn , the next set of parameters θn+1 is chosen by the following method.
First, a candidate value θ∗ is chosen by sampling from a proposal distribution g(θ∗ | θn) ,










where f(θ) is the distribution function of θ. If the candidate value is not used, then
θn+1 = θn . With a suitable proposal distribution, the method ensures that the sequence
of θ values is sampled from a Markov chain whose stationary distribution is equal to f.
The particular choice of acceptance probability α is the reason for the chain hav-
ing stationary distribution f. The procedure may be seen to work using an ensemble
argument (Metropolis et al., 1953). For the sake of clarity, assume that the proposal
distribution is symmetric, so
g(θn | θ∗) = g(θ∗ | θn)
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and consequently
g(θn | θ∗)/g(θ∗ | θn) = 1.
Suppose the probability density at θ∗ is greater than the probability density at θ′.
Then, starting from θ′, the new value of θ will be equal to θ∗ with probability 1. The
reverse motion, that of beginning from θ∗, with the candidate value θ′ having been pro-
posed, and ending by accepting the candidate value, occurs with probability α(θ∗, θ′) < 1.
Let us consider the hypothetical that a vast number of such Markov chains, identical, are
constantly evolving and are in equilibrium, meaning that the distribution of present states
across all chains reflects the stationary distribution. The quantity of chains moving from
θ′ to θ∗ is balanced by the quantity of chains moving from the value θ∗ to θ′ because
of the equilibrium of all of the Markov chains. The amount of movement in either di-
rection is the same and the probability of movement from one direction to the other is
not, meaning that the number of Markov chains presently making the reverse motion (i.e.
starting from θ∗) must be greater than the number of Markov chains presently making
the forward motion (from θ′) in order to ensure that the equilibrium is upheld. The ratio
of the number of forward-moving chains to the number of reverse-moving chains is in fact
precisely α(θ∗, θ′). This means that the ratio of time spent by any one instance of such
a Markov chain in the state θ′ to the time spent at θ∗ is
α(θ∗, θ′) = f(θ′)/f(θ∗).
If θ∗ is the parameter value at which the density function is maximised, then it follows
that the stationary distribution of the Markov chain is f.
In a Bayesian setting, the joint distribution f(θ) of the parameters is the posterior
distribution given the data, i.e.,
f(θ | y) ∝ π(θ)f(y | θ)
for some prior distribution π(θ). It suffices to set f(θ) equal to the unnormalised function
π(θ)f(y | θ).
In practice, initial values θ0 are chosen and the Markov chain is simulated for a
number of burn-in iterations, after which the Markov chain samples are assumed to be
samples from the stationary distribution. Often, multiple chains are run at the same time,
each with their own distinct θ0 values. The burn-in samples are discarded and only the
remaining samples are considered for estimation according to Equation (C.13).
There is much freedom in the choice of proposal distribution q. Two pitfalls must be
avoided. The first is that if the proposal distribution is too conservative, picking new
values θ∗ close to θn , the Markov chain explores the state space too slowly, possibly not
exploring the entire state space. A rough diagnostic of this pitfall is that candidate values
are accepted more than half of the time. On the other hand, the second pitfall is that
the proposal distribution is too liberal, picking values θ∗ which have far lower probability
138 Appendix C. Estimation of model parameters
than θn . A rough diagnostic of this trap is that candidate values are accepted very rarely,
one percent of the time or less. For a large class of problems, candidate values are ideally
accepted between 15 and 50 percent of the time (Gilks, 2005).
C.2.1 Precision of parameter point estimates
A point estimate of the mean of a parameter θ using Equation (C.13) varies about the
true value with an unknown Monte Carlo error. This error is equal to Ê[θ]−E[θ], where
E[θ] is the expectation of θ with respect to its stationary distribution. If a Markov chain
central limit theorem holds, then √
NM(Ê[θ]− E[θ])
converges in distribution to N(0, σ2) for some σ2 ∈ (0, ∞) (Flegal and Jones, 2011).
The value σ2 is generally not equal to the variance of θ with respect to its stationary
distribution. With an estimator σ̂2 of σ2 , the Monte Carlo standard error σ̂/
√
NM which
approximates the standard deviation of the Monte Carlo error may be reported to indicate
the reliability of the parameter estimate and an asymptotically valid confidence interval
may also be found for Ê[θ] as(
Ê[θ]− t∗ σ̂√
NM





for some quantile t∗.
The method of overlapping batch means (OLBM) is one way of obtaining σ̂2 (Flegal
and Jones, 2011). In this method, the sequence (θn)
NM
n=1 is split into batches
(θn)
k+bn−1
n=k = (θk , θk+1 , ... , θk+bn−1 , )







for k = 0 ranging up to k = NM − bn + 1. Then the OLBM estimator of σ2 is
σ̂2OLBM =
NMbn




If the Markov chain mixes sufficiently quickly and bn is allowed to grow with NM , then
σ̂2OLBM is a strongly consistent estimator of σ
2 (Flegal and Jones, 2011). A convenient
choice of bn is b
√
NMc.
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When constructing the interval of Equation (C.14), the appropriate quantile t∗ is from
a t distribution with NM − bn degrees of freedom.
When multiple Markov chains were used, as is commonly done in stan, σ2 was esti-
mated by averaging the OLBM estimators of σ2 obtained from each chain. The standard
error σ was estimated by taking the square root of the estimate of σ2.
C.2.2 Hamiltonian MCMC
A suitable proposal distribution g(θ) is one that permits the Markov chain to explore the
parameter space efficiently. Finding such a proposal distribution becomes difficult as the
dimension q of the parameter space Θ grows large. One difficulty arises from the fact
that in low dimensions, the regions of parameter space near the mode of a distribution
provide the main contribution to the location of the mean, but in high dimensions, the
region of parameter space influencing the location of the mean is found in the typical set,
a set which may be far from the mode (Betancourt, 2017). In high-dimensional spaces, an
efficient exploration of the parameter space is almost the same as an efficient exploration
of the typical set.
The procedure of Hamiltonian MCMC, developed from the method of Hybrid Monte
Carlo developed by Duane et al. (1987), is an MCMC method in which new candidate
values of the parameters are obtained by computing Hamiltonian dynamics that operate
over the parameter space (Neal, 2011).
Hamiltonian dynamics arise in treating the parameter θ as a q-vector of variables
denoting position of a particle subject to a potential energy field U(θ). The momentum
of the particle is then a q-vector of auxiliary variables φ and the particle carries a kinetic
energy K(φ). The particle’s motion through phase space over time is described by the













for j ranging from 1 to q.
The Hamiltonian function is usually of the form
H(θ, φ) = U(θ) +K(φ)
and U(θ) is defined as the negative of the log of the probability density of θ. In a Bayesian
setting, this probability density is the posterior density of θ. The term K(φ) is usually
defined by
K(φ) = φTM -1φ,
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where M is a q×q mass matrix. This form for the kinetic energy corresponds to a normal
distribution with mean zero and variance-covariance matrix M. From this distribution,
the value of the momentum vector φ may be sampled. Thus, at each step of the Markov
chain, the current position vector θn and the current, randomly sampled momentum
vector φn are input to the Hamiltonian system. Simulating the dynamics of the system
for some time yields a new position vector θ∗ which is used as the candidate value of the
parameter. The corresponding momentum vector is discarded, as a momentum vector may
be sampled anew at every iteration. The Hamiltonian dynamics are commonly simulated
via the leapfrog algorithm (Betancourt, 2017; Duane et al., 1987).
The form of the mass matrix M, the length of time for which to simulate the Hamil-
tonian dynamics, and the parameters controlling the leapfrog algorithm need to be de-
termined. These features may be automatically chosen via computer software to ensure
maximum efficiency of exploration of the typical set.
Appendix D
Worked examples of contrast
D.1 Missingness model
Consider the peak at 7412 m/z, which was deemed important by the Bayesian missingness
model (3.3) on the basis of a statistically significant contrast z statistic. Table D.1 displays
the parameter estimates λ̂ and Table D.2 displays Σ̂ , the estimated variance-covariance
matrix of λ̂.
The estimated variance of the contrast, V̂ar(Ûm), may be found using the result that
if a vector X of length p has multivariate normal distribution
X ∼ Np(µ, Φ),
then bTX, where b is a vector of constants of length p, is normally distributed as
bTX ∼ N(bTµ, bTΦb).
The vector of parameter estimates λ̂ is assumed to have the distribution Np(λ, Σ). The
contrast (3.5) , which is equivalent to Equation (3.6), may be expressed as bT λ̂ where
bT = (0, 1/2, -1/3, -1/3, -1/3, 0, 0).
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Table D.1: Estimates of parameters in λ from the missingness model on the peak at 7412
m/z.
µ̂ α̂2 α̂3 α̂4 α̂5 β̂2 β̂3
-1.392 1.180 -3.236 -1.849 -3.065 -0.611 -0.385
Table D.2: Variance-covariance matrix of λ̂ for the missingness model (4.4) on the peak
at 7412 m/z.
µ α2 α3 α4 α5 β2 β3
µ 0.351 -0.277 -0.242 -0.286 -0.275 -0.054 -0.055
α2 -0.277 0.534 0.223 0.293 0.257 -0.007 -0.002
α3 -0.242 0.223 0.606 0.288 0.316 0.020 0.000
α4 -0.286 0.293 0.288 0.645 0.312 0.005 -0.003
α5 -0.275 0.257 0.316 0.312 0.767 0.002 0.011
β2 -0.054 -0.007 0.020 0.005 0.002 0.116 0.068
β3 -0.055 -0.002 0.000 -0.003 0.011 0.068 0.123
where Ĉov(λi , λj) is the (i, j)th entry of Σ̂ . The standard error of the contrast is then√
V̂ar(Ûm) .























(-3.236− 1.849− 3.065) = 3.306










(0.288 + 0.316 + 0.312) +
1
9




0.303 = 0.551, and 3.306 divided by 0.551 yielded a z statistic of approxi-
mately 6 which was statistically significant under the FDR-adjusted threshold of α = 0.01.
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D.2 NMAR joint model
Consider the peak at 7412 m/z. This peak is deemed important by the Bayesian missing-
ness model (4.4) and by the NMAR joint model (4.9). Table D.4 displays the parameter











(1.126 + 0.557 + 0.924) = -1.01.
To obtain the MCMC standard error of the contrast, an average was taken of the estimated
Monte Carlo error variance for each of the eight Markov chains in the model. The Monte
Carlo error variance was estimated using the overlapping batch means standard error
estimator σ̂2OLBM with NM = 1500 and bn = 38. Consider the first chain, whose first 45
draws of the contrast are listed in Table D.3. For this chain, Ê[Ûo] = -1.007. The first
batch derived from the chain’s draws, ((Uo)n)
38
n=1 , is the sequence
(-1.030, -1.022, ..., -0.978).
From this batch, (Ūo)1(38) = -1.044. The next batch, ((Uo)n)
39
n=2 , is the sequence
(-1.022, -1.075, ..., -1.012).
For this batch, the first draw of -1.030 in the previous batch has been discarded and the
new 39th draw of -1.012 has been added. Thus, (Ūo)2(38) = -1.043. Likewise, (Ūo)3(38) =
-1.041. The estimate of the Monte Carlo error, σ̂2OLBM , for this chain is 0.0532. A naive
estimate of the Monte Carlo error obtained by taking the sample variance of the 1500
contrast draws is 0.0176. In general, the overlapping batch means estimate of the Monte
Carlo error is greater than the naive estimate due to the autocorrelation present in the
sequence of draws. However, due to the efficient sampling that may be achieved by
Hamiltonian Monte Carlo methods, the ratio between the two estimates may fall as low
as 1, and even in some cases slightly below 1. In most cases, the overlapping batch means
estimate is substantially higher than the naive estimate, making the former estimate a
conservative one.
The overlapping batch means variance estimates from all chains are 0.0532, 0.0797,
0.0992, 0.0787, 0.0657, 0.0774, 0.079, and 0.0966, yielding an average of 0.0787. The
square root of this value is 0.281, and this is the estimated Monte Carlo standard error
that is used to calculate the z statistic of -1.01/0.281 ≈ -3.6 which yielded an adjusted p
value below 0.001.
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Table D.3: First 45 draws of the contrast Uo from the first Markov chain from the NMAR

















Table D.4: Estimates of parameters in κ from the NMAR joint model (4.9) on the peak
at 7412 m/z.
ν̂ γ̂2 γ̂3 γ̂4 γ̂5 δ̂2 δ̂3
-1.358 -0.282 1.126 0.557 0.924 0.293 0.094
Appendix E
Model simulation results
E.1 Bayesian GLMM for the missingness
The two simulation checks of Gelman and Hill (2009) are first applied to the Bayesian
GLMM (3.4).
E.1.1 Assessing statistical procedures with constructed data
The first of the two simulation checks concerns the ability of model fitting procedures to
estimate parameter values. The method is to construct data according to the statistical
model using known parameters, and then fit the model to the constructed data to obtain
parameter estimates in order to compare them to the known parameters. The difference
between the true and estimated parameter values in 1000 replications of the procedure
was used to assess the appropriateness of the model for the data.
The constructed data generation procedure for the model is described below.
1. Parameters were sampled from distributions
• µ ∼ N(0, 1),
• αj ∼ N(qj, 1), for j = 2, . . . , 5, where
q2 = 2, q3 = -0.4, q4 = -1, q5 = -2,
• β` ∼ N(0, 1) for ` = 2, 3,
• Random effect variance components were each, independently, either set to
zero with probability 0.05 or generated according to
σ2M ∼ U(0, 1.2), σ2A ∼ U(0, 0.8), σ2C ∼ U(0, 1.5)
with probability 0.95.
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2. Random effect variables Mjk , Ajk` , and Cjk`m were independently sampled as
Mjk ∼ N(0, σ2M), Ajk` ∼ N(0, σ2A), Cjk`m ∼ N(0, σ2C).
If the variance component of a particular random effect was equal to zero, all terms
for that random effect were set to zero.
3. Missingness indicators rjk`mn were sampled as





ηjk`mn = µ+ αj + β` +Mjk + Ajk` + Cjk`m .
Figure E.1 displays a boxplot summary of the set of 1000 differences between true
and estimated values for each parameter. A positive difference implies that the estimated
value of a parameter is greater than the true value. Table 3.6 reports the sample means
and standard deviations of the sets of differences. The estimates of the group parameters
α2 , α4 , and α5 were biased towards zero, which may indicate that the prior distributions
assumed for the group parameters were more informative than justified. In rare cases,
the discrepancy between a parameter’s true value and its estimated value exceeded 1.
Such discrepancies arose in cases of separation or near-separation in the generated data,
which caused parameter estimates to be more extreme than the actual values despite
the regularising effect of the prior distributions. The parameters σ2M and σ
2
C tend to be
underestimated, which may be due to the low rate hyperparameter in the gamma priors for
those parameters. Considering the ratios of the means of the differences to the standard
deviations of the differences, however, the parameter estimation methods appear to be
adequate.
E.1.2 Assessing model fits with predictive simulation
The fitted probabilites from the models on the GC dataset can be used to simulate a
predicted dataset which may be compared with the missingness pattern of the original
dataset. The smaller the differences, the more suitable the model at explaining the data.
Comparisons of the original dataset to the predicted dataset are largely ad-hoc judgements
that are informed by the particular characteristics of the dataset.
The predicted dataset was generated by sampling rijk`mn as
rijk`mn ∼ Bern(p̂ijk`mn),
where p̂ijk`mn is the fitted probability (from the model on the ith peak) for sample repli-
cate n from C8 batch m within aliquot ` from mouse k in group j. The vector of fitted
probabilities p̂ from each peak was obtained using the fitted function in R.





































































































Figure E.1: Summary of differences between estimated and true parameter values over
1000 replications of constructed data procedure.
Table E.1: Mean and sample standard deviation of differences between estimated and
true parameter values over 1000 replications of the constructed data procedure.










148 Appendix E. Model simulation results
The predicted dataset is compared to the original dataset in several ways. First,
Figure E.2 displays the missingness indicators for a subset of 40 peaks in the original
dataset and the predicted dataset. The general pattern of missingness appears similar.
Second, Figure E.3 displays the missingness counts for samples on chip 1 in the original
and predicted datasets. The predicted dataset diverges from the original dataset in that
the former appears to have less variance in missingness, in large part due to an absence
of outlying samples with extreme missingness counts.
Third, Figure E.4 displays missingness counts for observations within a subset of peaks
for the original and predicted datasets. Patterns of missingness appear to be faithfully
reproduced, including cases of isolated group/chip combinations that greatly differ from
other combinations that have either chip or the group in common. The combination of
chip 3 and group 4 in the peak at 14836 m/z is an example of such a case. The nonlinear
effect of chips and groups on the probability of missingness allows this feature of the
original dataset to be reproduced.
The Bayesian GLMM of Equation (3.3) is suitable for the data, although some outliers
in the original dataset do not appear to be appropriately captured. For example, from
Figure E.3, samples on chip 1 with extremely high or low numbers of missing observations
are present in the GC dataset but do not appear in the predicted dataset. One possibile
cause of the absence of these outliers is that the normal distribution of random effect
terms penalises extreme terms too heavily.
E.2 NMAR joint model
The two simulation checks of Gelman and Hill (2009) are applied to the NMAR joint
model (4.9).
E.2.1 Assessing statistical procedures with constructed data
The constructed data procedure, which was replicated 60 times, was as follows:
1. Parameters were sampled from distributions
• ν ∼ N(0, 1),
• γj ∼ N(qj , 1) for j = 2, . . . , 5, where
q2 = 1, q3 = -0.2, q4 = -0.5, q5 = -1,
• δ` ∼ N(0, 1) for ` = 2, 3,
• σ2N ∼ U(0, 2) w.p. 0.95, σ2N = 0 w.p. 0.05,
• σ2B ∼ U(0, 2) w.p. 0.95, σ2B = 0 w.p. 0.05,
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GC dataset Predicted dataset
Figure E.2: Array of missingness indicators for all samples within 40 peaks of the original
GC dataset (left) and the predicted dataset (right). Red cells correspond to observed
data in the matrix and yellow cells to missing data.


























































































































































































































































































Figure E.3: Counts of missingness for all observations within samples on chip 1 for the
original GC dataset (top) and the predicted dataset (bottom). Interpretation follows that
of Figure 2.8a.




1 2 3 4 5
2008 m/z (Original)
14 5 17 12 6
7 5 2 3 3




1 2 3 4 5
2008 m/z (Predicted)
23 10 5 19 16
11 5 7 15 11




1 2 3 4 5
2478 m/z (Original)
62 51 70 53 63
71 42 67 57 64




1 2 3 4 5
2478 m/z (Predicted)
65 34 66 47 66
67 51 69 56 66




1 2 3 4 5
3493 m/z (Original)
3 11 7 11 19
4 4 3 3 23
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3493 m/z (Predicted)
4 9 8 14 19
1 3 7 5 20
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4607 m/z (Original)
31 11 31 15 11
40 19 39 3 12




1 2 3 4 5
4607 m/z (Predicted)
31 18 28 6 3
36 15 40 13 11




1 2 3 4 5
5112 m/z (Original)
64 40 52 54 48
62 69 64 65 61




1 2 3 4 5
5112 m/z (Predicted)
56 53 45 57 44
65 64 66 65 64




1 2 3 4 5
5373 m/z (Original)
65 71 65 66 56
67 63 60 49 50




1 2 3 4 5
5373 m/z (Predicted)
64 70 66 61 52
59 66 57 51 46




1 2 3 4 5
5675 m/z (Original)
60 57 44 48 50
65 48 31 57 50




1 2 3 4 5
5675 m/z (Predicted)
58 50 45 45 44
58 52 34 46 50




1 2 3 4 5
5978 m/z (Original)
62 61 59 52 52
32 69 43 67 46




1 2 3 4 5
5978 m/z (Predicted)
44 68 65 67 64
35 61 57 65 54
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6821 m/z (Original)
0 0 1 0 5
1 0 0 0 1




1 2 3 4 5
6821 m/z (Predicted)
0 0 1 1 5
0 0 0 0 2




1 2 3 4 5
7146 m/z (Original)
39 47 49 38 44
34 29 30 43 42




1 2 3 4 5
7146 m/z (Predicted)
34 37 42 51 52
29 27 38 35 43




1 2 3 4 5
7750 m/z (Original)
31 52 32 41 55
14 24 24 51 50




1 2 3 4 5
7750 m/z (Predicted)
10 42 35 59 63
9 27 31 44 54




1 2 3 4 5
8178 m/z (Original)
24 44 11 28 38
38 32 42 37 57




1 2 3 4 5
8178 m/z (Predicted)
27 40 20 32 33
37 44 30 41 58




1 2 3 4 5
8533 m/z (Original)
0 2 1 2 6
2 1 1 0 1




1 2 3 4 5
8533 m/z (Predicted)
1 0 0 3 1
1 0 0 1 4




1 2 3 4 5
9124 m/z (Original)
13 7 18 4 28
8 7 7 2 30




1 2 3 4 5
9124 m/z (Predicted)
2 11 7 8 34
9 3 4 2 22




1 2 3 4 5
9712 m/z (Original)
41 11 43 10 34
46 11 40 6 43




1 2 3 4 5
9712 m/z (Predicted)
45 10 27 9 35
49 6 37 14 40




1 2 3 4 5
11120 m/z (Original)
24 55 45 47 51
9 25 7 12 51




1 2 3 4 5
11120 m/z (Predicted)
22 59 47 41 66
9 24 7 20 46




1 2 3 4 5
12391 m/z (Original)
39 47 51 53 57
24 38 56 41 34




1 2 3 4 5
12391 m/z (Predicted)
36 44 55 59 53
16 25 57 47 28




1 2 3 4 5
14836 m/z (Original)
45 59 5 48 8
38 39 1 12 3




1 2 3 4 5
14836 m/z (Predicted)
52 56 5 48 3
41 33 1 24 0




1 2 3 4 5
16030 m/z (Original)
0 1 0 4 17
2 1 0 0 7




1 2 3 4 5
16030 m/z (Predicted)
5 0 4 0 25
2 0 0 0 11




1 2 3 4 5
17976 m/z (Original)
69 60 45 42 49
72 72 55 66 54




1 2 3 4 5
17976 m/z (Predicted)
64 65 54 52 44
70 71 54 66 61





Figure E.4: Counts of missingness for all observations within a subset of peaks. Odd rows
correspond to peaks in the original GC dataset, and even rows correspond to peaks in the
predicted dataset. Otherwise, interpretation follows that of Figure 2.9.
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• σ2 ∼ U(0, 2),
• µ ∼ N(-4, 4),
• αj ∼ N(0, 4) for i = 2, . . . , 5,
• β` ∼ N(0, 4) for ` = 2, 3,
• ω ∼ U(-8, 0).
2. Random effect vector elements of bM and bC were generated i.i.d. as N(0, σ
2
N)
and N(0, σ2B) respectively, with all elements of either vector equal to zero if the
corresponding variance component was equal to zero.
3. Residual vector elements of ε were generated i.i.d. as N(0, σ2).
4. Vectors of fixed effects κ and λ were formed according to
κ = (ν , γ2 , γ3 , γ4 , γ5 , δ2 , δ3)
T
and
λ = (µ , α2 , α3 , α4 , α5 , β2 , β3)
T .
5. Vector of observations y was produced according to
y = Xκ+ ZMbM + ZCbC + ε
and vector of linear predictors η for the missingness indicator was produced accord-
ing to
η = Xλ+ ωy,
where X is the design matrix for the fixed effects and ZM and ZC are the design
matrices for the random effects of mouse and C8 batch.
6. Vector r was produced by sampling each element rs as Bern(e
ηs/(1 + eηs))
7. Elements of y with corresponding element of r equal to 1 were replaced with a
placeholder used for missing elements.
This is a procedure in which the process of constructing the data draws parameters
from distributions that are not the same as the (relatively informative) prior distributions
actually used in fitting the model. This allows for the impact of using possibly-unsuitable
priors to be seen when comparing the parameter estimates and the predictive simulations
to those of Section E.3.
Figure E.5 displays a boxplot of the distributions of differences between estimated
and true values for each parameter. A positive difference implies the estimated value is
greater than the true value. Table E.2 summarises the distributions of differences. The
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fixed effects parameters for the missingness indicators in λ have the greatest spread in
their distributions of differences, and the spread for ω is of comparable size. The fixed
effects parameters for the intensity in κ have a lesser spread, and the parameters σ2N , σ
2
B ,
and σ2 have the lowest spread.
The estimates of the µ and ω parameters are positively biased. A possible cause for
the former is that the prior distribution of µ has variance that is too small, biasing the
estimates upwards from the true values of that parameter, which were, on average, -4.
Estimates of µ that are larger than the true value would have the effect of predicting
too low a probability of missingness for certain data points, and an increased estimate
of ω (that is closer to 0, as ω must be negative) compensates for these low pedicted
probabilities. This may account for the estimates of ω being positively biased.
The parameter ν with the αj parameters represents estimated group mean intensi-
ties. These parameters are estimated with slight biases. The parameter ν was slightly
overestimated, which may be due to insufficient compensation for the NMAR missingness
mechanism preferentially removing low intensity observations. The parameters γ4 and γ5
were generated with mean values of -0.5 and -1 respectively, representing simulated group
means below the grand mean of the GC dataset by those amounts (as ν was generated
with a mean of 0). These parameters were, on average, overestimated. The parameter
γ2 had an average value of 1, representing a simulated group mean equal to one plus the
grand mean of the GC dataset. This parameter tended to be underestimated. These
biases may be caused by too high a degree of shrinkage of the estimates towards zero,
reflecting a prior distribution with more precision than is justified.
Estimates of variance components tend to have less precision the higher the true
parameter values. The σ2 parameter tended to be underestimated, which may be due to
insufficient compensation for the NMAR missingness mechanism.
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Figure E.6 reveals that the proportion of missing observations has little impact on the
ability of the model fitting procedure to recover the parameter values. However, the low
sample size of N = 60 makes it difficult to be certain that there is no effect.
Figures E.7a and E.7b display the true parameter values plotted against the estimated
parameter values. Estimates of the αj and β` parameters for the missingness appear to be
shrunk towards zero, potentially reflecting prior distributions that are more informative
than what is justified. Estimates of the γj parameters for the group intensities are similarly
shrunk towards zero, making it difficult to trust the estimated values for the purpose of
inference of group mean intensity differences. The estimated values of ω differ more from
the true values when the true values are low, which implies that the parameter is being
shrunk towards zero.
E.2.2 Assessing model fits with predictive simulation
The second method of Gelman (2006) to assess a statistical model is to use the param-
eter estimates to generate data according to the model. Visual inspection and summary
statistics of the data provide insight into the suitability of the model.
The data generation procedure was the same as the constructed data procedure from
Section E.2.1 with the exception that each element of the random effect vectors N and B
was determined by the estimates from the stan model for a particular peak rather than by
independently sampling from some pre-specified distribution. Figures E.8 and E.9 display
data predicted in this way from four m/z peaks across the range of m/z values in the
GC dataset. The simulated peak data appears very similar to the true datasets, which is
evidence towards the model’s suitability for the data. Figure E.10 displays predicted data
from a broader viewpoint finding that the predicted data are very similar to the original
data.
One departure from the true data in the predicted data is that in the GC data,
there exists a threshold below which intensity values do not occur, but in the predicted
data, intensity values may be below this threshold. This is apparent as points below the
dotted horizontal lines in Figures E.8 and E.9. This departure suggests that the prior
distributions used for ω and the µj parameters are insufficiently informative and fail to
account for the sharp thresholds induced by the pre-processing of the GC dataset.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure E.6: Plots of N = 60 differences between true and estimated parameter values
against number of missing observations from constructed data generation and model-
fitting process for the NMAR joint model with priors obtained from the data.
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Figure E.7a: Plots of true versus estimated values for parameters across N = 60 replica-
tions of constructed data generation and model-fitting process for the NMAR joint model
with priors obtained from the data. Each plot window is devoted to a single parameter
and contains the true and estimated values from each of the simulations. Points within
plots represent individual simulations. The closer the values are for a given simulation,
the closer the point is to the dotted line y = x.
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Figure E.7b: Plots of true versus estimated values for parameters across N = 60 replica-
tions of constructed data generation and model-fitting process for the NMAR joint model
with priors obtained from the data. Each plot window is devoted to a single parameter
and contains the true and estimated values from each of the simulations. Points within
plots represent individual simulations. The closer the values are for a given simulation,
the closer the point is to the dotted line y = x.
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Table E.2: Means and sample standard deviations of differences between estimated and
true parameter values over 60 replications of constructed data procedure for the NMAR
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162 Appendix E. Model simulation results
E.3 NMAR joint model with weak priors
The first of the two simulation checks of Gelman and Hill (2009) for the NMAR joint
model is repeated here using weakly-informative prior distributions for the parameters.
This was done in order to elucidate the cause of the inaccuracies in recovering the true
parameter values that arose in Section E.2.1.
For κ and λ, the prior distributions were normal distributions with mean vector
equal to (0, 0, 0, 0, 0, 0, 0)T and covariance matrix equal to diag((5, 5, 5, 5, 5, 5, 5)T ).
For σ2N , σ
2
B , and σ
2, the prior distributions (which were on the variance scale) were
gamma distributions with shape parameter 1.2 and rate parameter 0.05. The prior for ω
was a gamma distribution with shape equal to 3 and rate equal to 0.5 on -ω.
Figure E.11 displays a boxplot of the distributions of differences between estimated
and true values for each parameter. A positive difference implies the estimated value is
greater than the true value. Table E.3 summarises the distributions of differences. The
variances of estimated values around the true values when using generic priors were less
than or approximately equal to the corresponding variances when using priors estimated
from the data. The biases in the estimates of µ and ω were greatly improved, and the
biases in the estimates of the intensity fixed effects in κ were improved too. The biases in
the estimates of the αj and β` parameters for the group and chip missingness probabilities
were not improved on in general.
Figure E.12 reveals that the proportion of missing observations has little impact on
the ability of the model fitting procedure to recover the parameter values.
Figures E.13a and E.13b display the true parameter values plotted against the esti-
mated parameter values. When using weak, generic prior distributions for parameters
in the NMAR joint model, the issues of shrinkage from the true parameter values to-
wards zero appears to be ameliorated. Variance components (especially σ2N appear to be
estimated with less precision as the true parameter values increase.
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GC dataset Predicted dataset
Figure E.10: Comparison of subset of 40 peaks in GC dataset observation matrix (left
column) with simulated values based on NMAR joint model (4.9) (right).
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Figure E.12: Plots of N = 60 differences between true and estimated parameter values
against number of missing observations from constructed data generation and model-
fitting process for the NMAR joint model with generic, weakly informative priors.
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Figure E.13a: Plots of true versus estimated values for parameters across N = 60 replica-
tions of constructed data generation and model-fitting process for the NMAR joint model
with generic, weakly informative priors. Each plot window is devoted to a single parame-
ter and contains the true and estimated values from each of the simulations. Points within
plots represent individual simulations. The closer the values are for a given simulation,
the closer the point is to the dotted line y = x.
E.3. NMAR joint model with weak priors 167




























































































































































































































































































































































































































































































































































































































































Figure E.13b: Plots of true versus estimated values for parameters across N = 60 replica-
tions of constructed data generation and model-fitting process for the NMAR joint model
with generic, weakly informative priors. Each plot window is devoted to a single parame-
ter and contains the true and estimated values from each of the simulations. Points within
plots represent individual simulations. The closer the values are for a given simulation,
the closer the point is to the dotted line y = x.
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Table E.3: Means and sample standard deviations of differences between estimated and
true parameter values over 60 replications of constructed data procedure for the NMAR





















Simulation with misspecified MAR
joint model
F.1 Assessing statistical procedures with constructed
data
The two methods of model assessment recommended by Gelman (2006) are investigated
here for the MAR joint model of Equation (4.6). The first method uses constructed data
to evaluate the parameter estimation method. The same data construction procedure is
used in order to examine the effect of misspecifying the model.
The constructed data procedure was the same as in Appendix E.2.1. The stan MCMC
method of estimating parameters for the MAR joint model was assessed using 60 repli-
cations of the constructed data process. For each replication, the true value subtracted
from the estimated value was recorded for each parameter. Figure F.1 displays the distri-
butions of differences between estimated and true values for each parameter as a boxplot.
Table F.1 summarises the distributions of differences. The standard deviations of the
differences for all parameters are either greater, or very close to equal, in the MAR joint
model as compared to the NMAR joint model. For the parameters in λ, the standard
deviations are far greater, but for the parameters in κ the standard deviations tend to be
only slightly greater.
The parameters µ and ν tend to be overestimated. The estimates of the γj parameters
are slightly less accurate overall in the MAR joint model as compared to the NMAR joint
model. Given that group means are equal to ν + γj , the true average value of group 2,
which was E[ν + γ2] = 1, was estimated with a small overall bias because of the opposite
and nearly equal biases of the estimated values of ν and γ2 . However, for other groups
with lower averages, such as groups 4 and 5, the estimates of group means were biased
upwards, with more extreme overestimates tending to track with decreasing true group
means. This is expected due to the missingness mechanism of the constructed data causing
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Table F.1: Means and sample standard deviations of differences between estimated and




















lower intensities to be missing more frequently, and demonstrates the superiority of the
NMAR joint model over the MAR joint model in estimating mean group intensities.
Interestingly, the variance component parameters σ2N , σ
2
B , and σ
2 were almost always
underestimated.
Figure F.2 reveals that varying the proportion of missing observations has little impact
on the ability of the model fitting procedure to recover the parameter values, excepting the
ν parameter, for which positive bias of parameter estimates correlates with the number
of missing observations.



































































































































172 Appendix F. Simulation with misspecified MAR joint model
Figures F.3a and F.3b display the correlation of the true parameter values with the
estimated parameter values. The estimates of parameters in λ show barely any relation
with the true values. The estimates of parameters in κ tend to be shrunk towards zero.
The random effect variance components σ2N , σ
2
B , and σ
2 appear to be consistently un-
derestimated, which is consistent with the MAR model not accounting for the fact that
the range of data is shrunk by the missingness in the lowest-valued observations.
F.2 Assessing model fits with predictive simulation
The second method of Gelman (2006) to assess a statistical model is to use the param-
eter estimates to generate data according to the model. Visual inspection and summary
statistics of the data provide insight into the suitability of the model.
The data generation procedure was the same as the constructed data procedure from
Section F.1 with two exceptions. First, each element of the random effect vectors N and
B was determined by the estimates from the stan model for a particular peak rather
than sampled from a distribution, and second, the vector of missingness indicators r was
produced according to
r = Xλ.
Figures F.4 and F.5 display data predicted in this way from four m/z peaks across the
range of m/z values in the GC dataset. Figure F.6 displays a broader and less detailed
comparison of the predicted and true data across a representative subset of 40 peaks. The
simulated peak data appear similar to the true datasets. While this similarity is a point
in favour of the MAR joint model, the data predicted from the MAR joint model are still
not as similar to the true data as the predictions from the NMAR joint model.
One departure from the original GC data that is apparent in the predictions from the
MAR joint model is that the missingness mechanism in the predicted datasets does not
explicitly act against intensities below the threshold cut-off as it does for the GC data.
This is especially visible in the peak at 14836 m/z in Figure F.5. A second departure
is that for peaks in Figure F.6 displaying large inter-group and inter-chip differences in
missingness, the missingness pattern in the predicted data is slightly more evenly spread
across all groups and chips than in the original GC data. This is apparent as a greater
amount of contiguous blank and filled spots in the columns of the left array as compared
to columns of the right array. This feature of the MAR joint model (4.6) predictions is
present to a much smaller degree in the NMAR joint model (4.9) predictions.






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure F.2: Plots of N = 60 differences between true and estimated parameter values
against number of missing observations from constructed data generation and model-
fitting process using the MAR joint model (4.6).
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Figure F.3a: Plots of true versus estimated values for parameters across N = 60 repli-
cations of constructed data generation and model-fitting process for the MAR joint
model (4.6) applied to data generated according to the NMAR joint model. Each plot
window is devoted to a single parameter and contains the true and estimated values from
each of the simulations. Points within plots represent individual simulations. The closer
the values are for a given simulation, the closer the point is to the dotted line y = x.
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Figure F.3b: Plots of true versus estimated values for parameters across N = 60 repli-
cations of constructed data generation and model-fitting process for the MAR joint
model (4.6) applied to data generated according to the NMAR joint model. Each plot
window is devoted to a single parameter and contains the true and estimated values from
each of the simulations. Points within plots represent individual simulations. The closer
the values are for a given simulation, the closer the point is to the dotted line y = x.
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178 Appendix F. Simulation with misspecified MAR joint model
GC dataset Predicted dataset
Figure F.6: Comparison of subset of 40 peaks in GC dataset observation matrix (left
column) with simulated values based on MAR joint model (4.6) (right).
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