ABSTRACT. In the final phases of new soybean cultivar development, lines are cultivated in several locations across multiple seasons with the intention of identifying and selecting superior genotypes for quantitative traits. In this context, this study aimed to study the genotype-byenvironment interaction for the trait grain yield (kg/ha), and to evaluate the adaptability and stability of early-cycle soybean genotypes using the additive main effects and multiplicative interaction (AMMI) analysis,
INTRODUCTION
Soybean [Glycine max (L.) Merrill] is grown throughout Brazil, particularly in the State of Mato Grosso, which is the nation's largest soybean producer. This state produced approximately 26.44 million tons, in season 2015/2015, which accounts for 30% of the national soybean production (CONAB, 2015) . However, because of its expansion throughout the state, soybean is cultivated in regions with different environmental conditions such as soil characteristics, temperature, photoperiod, and rainfall (Branquinho et al., 2014) . As a result, the performance of soybean cultivars is influenced by interaction with these environments [genotype x environment (G x E) interaction], which makes it difficult to identify superior cultivars that are stable throughout the growing region. In particular, over the last few seasons (2011/2012, 2012/2013 and 2013/2014) , the production regions of Mato Grosso have undergone periods of instability with regards to rainfall and temperature, which highlights the need to cultivate genotypes with high adaptability and stability within this region. Thus, in order to launch new cultivars, regional studies that aim to minimize environmental effects on the development of new soybean linesin different locations and/or planting seasons are necessary (Meotti et al., 2012) . Cruz et al. (2012) recommends the stratification of regions for crop adaptation into more homogenous sub-regions, with the goal of minimizing the effects of G x E interactions. Several methodologies have been utilized to evaluate the performance of soybean lines and their interaction with the environment to direct the selection of the most productive, adapted, and stable lines for particular locations, regions, or planting seasons. Currently, the additive main effects and multiplicative interaction analysis (AMMI), genotype main effects and genotype x environment interaction (GGE) biplots, and factor analysis methodologies have been widely used to quantify the genotypic effects of the G x E interaction.
The AMMI method is used to evaluate the effects of G x E interactions and environmen-tal stratification and permits the simple graphic representation of genotypes and environments in a multivariate dispersion diagram (Yokomizo et al., 2013) . Several researchers have utilized this methodology for soybean cultivation (Meotti et al., 2012; Amira et al., 2013; Polizel et al., 2013) . The GGE biplot, which is a modification of AMMI, is superior to the method from which it originates as it considers the effects of the genotypes along with the G x E interaction, while AMMI estimates them as additive effects (Yan et al., 2000) . Factor analysis (Murakami and Cruz, 2004 ) is a multivariate technique that reduces the original number of abstract variables called factors. Thus, factor analysis can establish sub-environments with high correlation between the performance of lines within the same subgroup and little-to-no correlation between subgroups. Therefore, the goal of the present study was to evaluate the adaptability and stability of the grain yield of early cycle soybean lines in the State of Mato Grosso using the AMMI, GGE biplot, and factor analysis methods, and to compare the efficiency of these methods.
MATERIAL AND METHODS
The experiments were conducted during two agricultural years (2011/2012 and 2012/2013) , in five cities of the State of Mato Grosso. Twenty-seven early-cycle soybean genotypes were evaluated, consisting of 22 lines developed by Universidade Federal de Uberlân-dia (UFU) soybean breeding program, and five controls: UFUS Carajás, MSOY 6101, MSOY 7211, UFUS Guarani, and Riqueza. The geographic location, altitude, and season in which the trials were completed can be found in Table 1 . Prior to implantation in each experiment, a soil sample was collected for chemical and physical analyses to obtain an accurate lime and fertilization recommendation for use in soybean culture (Novais et al., 1999) . The soil was prepared conventionally, with one aration and two harrowings. Prior to sowing, the area was furrowed and fertilized in accordance with the results of soil analyses for each location.
Sowing was carried out with seeds previously treated with the fungicide Fludioxonil (Maxim ® XL) and the insecticide Tiametoxam (Cruiser ® 350 FS), both at 200 mL of the commercial product every 100 kg of seeds. After the seeds were treated, an inoculation was carried out with Bradyrhizobium japonicum for affusion in the planting furrow with Biomax ® at a ratio of 42 x 10 8 bacteria cells/mL of product using 50 L/ha. Weed management was carried out with pre-and post-emergent herbicides, and pest and disease management was carried out according to crop appropriate technical recommendations (Embrapa, 2011) .
An experimental design of randomized blocks with three replications was utilized in all experiments. The experimental units (plots) of each experiment were composed of five lines measuring 5 m in length, spaced 0.50 m, totaling 300,000 plants/ha. When phenologic stage R8 (Fehr and Caviness 1977) was reached, the usable area of each plot (three central lines disregarding 0.50 m of the edges) was harvested, cleaned, and the grains weighed. The grains were processed and weighed in order to estimate the yield (kg/ha), which was corrected for a moisture content of 13%, as follows:
where PF is the final corrected weight of the sample (kg ha -1 ); PI is initial weight of the sample (g); UI is the initial moisture content of the sample (%); UF is the final moisture content of the sample (13%).
The grain yield data were subjected to an individual analysis for each experiment. Later, the homogeneity of the residual variance (>MSE/<MSE) was evaluated in order to conduct the joint variance analysis (Ramalho et al., 2012) . The effects of genotypes and environments were considered fixed.
Investigation of the G x E interaction was carried out by first decomposing it into a complex fraction between pairs of environments, as described by Cruz and Castoldi (1991) . The complex fraction was obtained through the following equation:
where Q1 and Q2 correspond to the average squares of the genotypes in environments 1 and 2, respectively, and r corresponds to the correlation between the averages of the genotypes in the two environments.
The phenotypic and genotypic correlations between the pairs of environments was estimated. The coefficient of phenotypic correlation was estimated using the following equation:
where COV(Y ij , Y ij ) is the phenotypic covariance of the trait X evaluated in environment j and j' V(Y j ) is the phenotypic variance of trait X in environment j; and V(Y j' ) is the phenotypic variance of trait X in environment j'.
The coefficient of genotypic correlation was estimated using the following expression:
where ø g(jj') is the genetic variability of X between environment j and j'; and ø ga(jj') is the variability in the interaction. The statistical significance of the coefficient of phenotypic correlation was tested using a t-test, at a 5% level of probability, and the significance of the genotypic correlations was 100 100
evaluated using bootstrap with 5000 simulations. When a significant G x E was detected, the stratification, adaptability, and phenotypic stability analysis was conducted using the AMMI methodology (Zobel et al., 1988) , GGE biplot (Yan et al., 2000) , and factor analysis (Murakami and Cruz, 2004) .
The AMMI analysis was initially proposed by Mandel (1971) ; it allows greater detailing of the sum of squares of the G x E interaction. The AMMI analysis considers additive models for the principal effects: genotypes (g) i and environments (e) j , and multiplicatives for the effects of the interaction, (ge) ij (Malosetti et al., 2013) . Thus, the average response of a genotype i in an environment j is given by: in which Y ij : average observed for the response variable of genotype i in environment j; µ: general average; g i : effect of the genotype i, i = 1,2...g; a i : effect of the environment j, j = 1...a; λ c : autovalue of the c th principal component in relation to the G x E interaction; γ jc : autovalue of the c th principal component in relation to environment j; δ ij : residual or noise not explained by the principal components; e ij : average experimental error, where e ij ~N(0;V e /r), r is the number of replications.
The index c varies from 1 to q, where 1 = minimum (g-1; a-1), the value of q corresponds to the post of the matrix of G x E interaction.
The GGE biplot analysis allows the response of each genotype to specific environments to be explored. The GGE biplotmultiplicative model is similar to the AMMI multiplicative model (Souza, 2010) and was carried out considering the simplified model for two principal components centered on the environment (Yan, 2001) :
where: Ȳ ij : average of genotype i in location j; μ j : average of all genotypes in a location; λ 1 γ i1 α j1 : the first principal component (CP1) of the genotype effect + G x E interaction, result of the principle components analysis applied to the matrix of interactions; λ 2 γ i2 α j2 : is the second principal component (CP2) of the genotype effect + G x E interaction, result of the principle component analysis applied to the matrix of interactions; λ 1 and λ 2 : are the autovalues associated with CP1 and CP2; γ i1 and γ i2 : are the scores of CP1 and CP2, respectively, for the genotypes; α j1 and α j2 : are the scores of CP1 and CP2, respectively, for the environments; is the residual of the model with NID (0, σ 2 /r), in which σ 2 is the variance of the error among plots and r is the number of replicates. Factor analysis is a multivariate technique used in the study of environmental stratification that allows elevated numbers of environments to be reduced to a small number of abstract variables called factors (Cruz et al., 2014) . These factors can be independent or they can be correlated with other factors; however, they are weakly correlated with the variables of other factors (Johnson and Wichern, 1992) . Thus, it is suggested that factor analysis can form subgroups of environments such that there are high correlations in the trait of interest within subgroups and little or no correlation among subgroups (Cruz et al., 2014) . The analyses were carried out with the help of the computational programs Genes (Cruz, 2013) , Estabilidade (Ferreira, 2002) , and GGE Biplot (Yan and Tinker, 2006) . 
RESULTS AND DISCUSSION
Through joint analysis of variance, significant effects for environments, genotypes, and G x E interaction were observed, indicating differential behavior of the soybean genotypes in relation to the cultivation environment (Table 2) . The average grain yield during these experiments was 3616.52 kg/ha, which was 20.15% greater than the national average of the State of Mato Grosso (3010.00 kg/ha), in season 2012/2013, demonstrating that the lines evaluated in this study have the potential to be launched as new cultivars that are recommended for this region (Conab, 2013) . The coefficient of variation (CV) for grain yield was 15.92%, indicating experimental precision and control of environmental causes (Table 2 ). This value is considered acceptable for treatment as a quantitative trait and is consequently greatly influenced by the environment. Furthermore, the coefficient of variation in this study was lower than that obtained in soybean for grain yield (Santi et al., 2012; Yokomizo et al., 2013; Cavalcanti et al., 2014) .
Heritability (h 2 ) is one of the most important genetic parameters in breeding, as it enables the breeder to predict genetic gain, and it can be used to select the most appropriate breeding method for the trait. In advanced generations, the parameter h 2 is termed a coefficient of genotypic determination because it deals with pre-fixed genotypes, that is to say, those with a high degree of homozygosis and those that have already been selected. The coefficient of genotypic determination supplies the genotypic fraction present in the total phenotypic variance. In this way, it measures the reliability of the phenotypic value as an indicator of the genotypic value (Ramalho et al., 2012) . The value of h 2 found in this study was 81.20% greater than that reported by Pinheiro et al. (2013) (maximum of 36%) for the same trait, indicating that the amount of genetic variation was lower than the amount of environmental variation.
Estimates of the phenotypic correlations between the pairs of environments were not significant, with the exception of the pairs formed by the environments Alto Taquari (2011/2012) and Alto Taquari (2012/2013) with Rondonópolis (2012/2013), which presented values close to 0.7. All of the other correlations were of low magnitude. These results are consistent with those reported by Branquinho et al. (2014) for some cities in Goiás where grain yield traits of middle cycle soybeans were distributed in different strata indicating the absence of significant correlations among these environments.
Estimates of genotypic correlations among all combinations of environments sur-passed the phenotypic correlations that can be explained by the high genetic variability for grain yield within each environment (Table 3) . Barros et al. (2012) reported similar results in studies conducted with 29 soybean genotypes in six environments in the State of Mato Grosso. Estimates of decomposition of the partly complex G x E interaction greater than 50% denote a predominance of complex interactions, while estimates lower than 50% denote predominance of simple interactions. The complex interactions make identification of superior genotypes difficult, and for this reason justify the analyses of phenotypic adaptability and stratification to be performed (Cruz et al., 2014) (Table 3 ). All environment pairs presented complex interactions (Table 3) . In other words, there was inconsistency in the superiority of the genotype with the environmental variation, which hampers the indication of cultivars and lines (Cruz and Castoldi, 1991; Vencovsky and Barriga, 1992; Pelúzio et al., 2008) . Glasenapp et al. (2015) also observed predominance when there were complex interactions between grain yield and other traits that related to yield.
Five estimates of the decomposition of the G x E interaction between the environment exceeded 100%, which can occur in situations when the correlations among the environments are negative (Cruz et al., 2012) (Table 3 ). This result is consistent with the findings of Pelúzio et al. Faced with a significant G x E interaction and seeking to mitigate its effects upon cultivar recommendation, an alternative is to perform a study of adaptability and phenotypic stability and of environmental stratification. Thereby, concerning the decomposition of the G x E interaction by the AMMI methodology, one can observe in Table 4 that all of the principal components were significant. Meotti et al. (2012) observed a similar result when performing studies identifying stable cultivars that are adapted to different planting seasons.
For the principal components, we could observe that in order to get a greater per-Soybean analysis using multivariate techniques centage of explained variance of the sum of squares of the interaction, that is 78.93%, three principal components were necessary to exceed the limit of 70%, as suggested by Ramalho et al. (2012) for the AMMI analysis. A similar result was observed by Maia et al. (2014) who evaluated 44 soybean genotypes in different environments, and reported a value of 70% when including the third principal component. The first two principal components capture most of the variation, and there is a reduction in the subsequent components. Gauch and Zobel (1996) demonstrated that the excessive inclusion of multiplicative terms (principal components) could seriously reduce the accuracy of the analysis. Therefore, in order to build a graphic biplot, they adopted the first two principal components, which is similar to the procedure carried out in other studies of adaptability and phenotypic stability in soybean (Correa, 2007; Asfaw et al., 2009 ). While there is no consensus on the minimum proportion of the sum of squares of the G x E interaction that should be accumulated by the first principal component to construct a biplot, graphic dispersion is desirable as it permits inferences to be made about the adaptability, stability, and yield of genotypes. The interpretation of stability using the AMMI model is performed from the distance of representative points of the genotypes and environments to the zero score of the two principal components, thus Figure 1 shows that genotype G23 is the most stable, followed by genotypes G2, G3, G5, G8, G15, and MSOY 7211.
On the other hand, genotypes G1, G4, and G13 were the most unstable, and were therefore the genotypes that most contributed to the G x E interaction. In general, neither the most stable nor the most unstable genotypes are the most productive, that is, those that contribute the most to interaction. The most desirable genotypes are those that are stable and present high yield. In this case G23 was the most stable genotype, which presented a grain yield of 3326.14 kg/ha, 8.03% lower than the general average of the genotypes in all of the environments; however, it is still considered to be satisfactory as this yield is above the national averagefor the State of Mato Grosso (3010.00 kg/ha) (CONAB, 2013). On the other hand, genotype G5 was classified as having high stability and presented an elevated average grain yield, which exceeded the overall average (Table 3) . The G1 and G4 genotypes were the most unstable and generated average yields higher than those of G23, at 3490.05 and 3683.62 kg/ ha, respectively. Genotype G7 showed the greatest yield and the greatest averages for most of the environments studied, and a higher average yield of 5916.67 kg/ha was obtained in Sinop in season 2011/2012 (Table 3) , which is consistent with the results reported by Amira et al. (2013) , who observed that the most productive genotypes were among the most unstable. Unstable genotypes respond better to environmental oscillations. If the environment is favorable, their behavior will be favorable; however; if the environment is unfavorable, the yield produced by this genotype could be compromised. The environment that least contributed to the G x E interaction and was therefore the most stable was Lucas do Rio Verde in 2012/2013, followed by Lucas do Rio Verde safrain 2011/2012, and the most unstable were Sinop 2011 and Rondonópolis 2012 (Figure 1) .
Through AMMI analysis, it is possible to identify the genotypes carrying specific adaptations. When considering the high proximity of the reference points for genotypes and environments, and observing the signs of the scores for genotypes and environments, sees that when the signs are the same they interact positively, and when the signs are contrary they interact negatively (Duarte andVencovsky, 1999) . Genotypes G7, G11, and G12 were the most stable and most adapted to Lucas do Rio Verde regardless of the season, with genotype G7 presenting specific adaptations to this environment (Figure 1 ). Genotypes G5, UFUS Carajás, G8, G19, G22, MSOY 7211, and UFUS Riqueza were most adapted to Sinop (season 2011/2012) meaning that high yields are expected when these lines are cultivated in this environment (Figure 2) .
Figura 1.
Plot of the scores of the first two principal components in regards to environmental stratification, according to the AMMI model for the trait grain yield, for 27 early cycle soybean genotypes: G1, G2, G3, G4, G5, G6 (UFUS Carajás), G7, G8, G9, G10, G11, G12, G13, G14, G15, G16, G17, G18, G19, G20, G21, G22, G23, G24 (MSOY 6101), G25 (MSOY 7211), G26 (UFUS Guarani), and G27 (UFUS Riqueza), in seven environments; A1 (Alto Taquari in Figura 2. Dispersion of 27 genotypes, G1, G2, G3, G4, G5, G6 (UFUS Carajás), G7, G8, G9, G10, G11, G12, G13, G14, G15, G16, G17, G18, G19, G20, G21, G22, G23, G24 (MSOY 6101), G25 (MSOY 7211), G26 (UFUS Guarani), and G27 (UFUS Riqueza) in relation to the representative axes for environmental stratification. (Figure  2) , albeit the correlations between the environments were not significant (Table 4 ). The formation of few groups and isolated environments can be explained by the complex nature of the interaction and by the fact that there was no correlation between the environments (Table 4) . Environmental stratification and phenotypic adaptability can be studied using factor analysis. In Table 3 , four final factors are shown to be necessary to reach a value above 80% of the total variation of the data, which is consistent with that indicated by Murakami and Cruz (2004) . To apply the information obtained by factor analysis, it is crucial that each variable considered can be adequately represented by common factors, those that will provide values that permit inference about the environment strata and about the adaptability of the genotypes studied. Thus, commonality was observed, which represents the proportion of the variance of the variable in each environment owing to the common factors, or this can be considered a measure of the efficiency of the representation of the variable by a common part (Cruz et al., 2014) . The smallest value of commonality was 0.71 (Table 4) indicating that the description of the performance of each genotype considering grain yield in each environment was adequate. According to the factorial loads of factors 1 and 2, the environments were not clustered. For factor 1, only two environments presented factorial loads above the ideal: Alto Taquari in 2012/2013 (0.88) and Rondonópolis in 2012/2013 (-0.85); however, they were not clustered because they presented opposite signs. For factor 2, only one environment presented a factorial load above 0.7, which was Lucas do Rio Verde in 2012/2013 (0.90). Similar results were observed by Mendonça et al. (2007) when verifying the impossibility of clustering environments in the absence of factorial loads greater than 0.8 in the same factor in the study of environmental stratification, adaptability and stability of soybean genotypes. However, because of commonalities above 0.7, we opted to cluster the environments with closer factorial loads and the same sign. This way, for factor 1, Alto Taquari (Table 5) . Thus, approximately 58% of the environments proved to be unfavorable for the potential production of these soybean genotypes. The favorable environments showed the greatest average grain yields at 5064.69, 4648.35, and 3914.96 kg/ha, respectively (Table 6 ). Analysis of phenotypic adaptability was performed through the dispersion of scores in graphs where the axes were represented by common factors. In other words, each factor represented a region, or a stratum, in which there is similarity in the genotypic behavior (Cruz et al., 2014) . In quadrants II and IV, the genotypes with adaptability specific to the region determined by the factor are situated in two regions (R1 and R2) (Figure 2) . Thus, genotypes G1, G3, G4, G6, G7, G8, and MSOY 6101 are specifically adapted to Lucas do Rio Verde, while genotypes G2, G14, G16, G19, G22, and MSOY 7211 perform better in Alto Taquari regardless of the season. Quadrant I represents broad adaptability, which in this case, was represented by genotypes G5, G10, G13, G17, G18, G20, G21, and MSOY 6101. Poorly performing genotypes can be found in quadrant III, specifically G9, G11, G12, G15, G23, and UFUS Riqueza, which are not recommended for cultivation in this region. Furthermore, the genotypes that presented the lowest average grain yields were allocated to region 1 (Table 6 ).
In the GGE biplot analysis, the first two principal components accounted for 57.9% of the variation and although this was lower than the ideal limit (70%), it is satisfactory, since the interaction among the environments was complex and there was great variability in the climatic conditions. This result is lower than that observed by Amira et al. (2013) (86.6%) and similar to that found by Asfaw et al. (2009) (61.50%) . When using the first two principal components, four clusters of environments (mega-environments) were formed using the GGE biplot methodology (Figure 3 ), corroborating the results obtained by Amira et al. (2013) .
The best environments were Sinop in 2011/2012 and Alto Taquari in 2012/2013, which presented a greater value for CP1, and a value closer to zero for CP2, demonstrating a greater power of discrimination between the genotypes (Figure 3 ) and greater yield in regards to the other environments (Table 6 ). It is believed that this occurred because of the good growing conditions with regards to water availability while the experiments were conducted in these locations, therefore facilitating greater photosynthetic capacity in the plants and consequently greater grain yield.
Figura 3. Plot of the scores of the principal components, regarding environmental stratification, according to the GGE biplot model for the trait grain yield, for 27 genotypes: G1, G2, G3, G4, G5, G6 (UFUS Carajás), G7, G8, G9, G10, G11, G12, G13, G14, G15, G16, G17, G18, G19, G20, G21, G22, G23, G24 (MSOY 6101), G25 (MSOY 7211), G26 (UFUS Guarani), and G27 (UFUS Riqueza), in seven environments: A1 (Alto Taquari in Genotypes G5, G10, G17, G18, and G22 were the most stable and productive and were indicated for mega-environment I, which was composed of the environments AtoTaquari in 2011 , AtoTaquari in 2012 , Lucas do Rio Verde in 2012 , and Sinop in 2011 . For mega-environment II, genotypes G3, G7, G9, G14, MSOY 7211, and UFUS Guarani were the most adapted. In mega-environment III, the most adapted genotypes were G2, G4, G13, and UFUS Riqueza, and for mega-environment IV genotypes, G1, G11, G12, G16, UFUS Carajás, and MSOY 6101 were the most adapted.
A comparisonof the results obtained from all methods revealed that the AMMI model wasthe most efficient at retaining the greatest amount of the variation in the first two principal components (61.46%) followed by the GGE biplot model (57.90%), and factor analysis (54.12%) ( Table 7) . The composition of the clusters obtained by all of the methods was similar for some environments, the models formed the set of corresponding environments from the same locale, however with distinct seasons. The most stable environment and the one that had the greatest yield was Lucas do Rio Verde in the 2012/2013 season, and genotype G5 was the most stable considering AMMI analysis, factor analysis, and GGE biplot.
The G x E interaction for grain yield in soybean was found to be complex. The AMMI analysis, factor analysis, and GGE biplot clustered environments in a similar fashion. The AMMI method was better than the GGE biplot and factor analysis models in explaining the greatest proportion of the sum of squares of the G x E interaction. Genotype G5 presented an elevated yield and high adaptability and stability in the AMMI, factor analysis, and GGE biplot methodologies. Lucas do Rio Verde in season 2012/2013 presented the greatest stability and the greatest grain yield.
Conflicts of interest
The authors declare no conflict of interest.
