To improve the efficiency in power generation and to reduce the greenhouse gas emission, both Demand Response (DR) strategy and intermittent renewable energy have been proposed or applied in electric power systems. However, the uncertainty and the generation pattern in wind farms and the complexity of demand side management pose huge challenges in power system operations. In this paper, we analytically investigate how to integrate DR and wind energy with fossil fuel generators to (i) minimize power generation cost; (2) fully take advantage wind energy with managed demand to reduce greenhouse emission. We first build a two-stage robust unit commitment model to obtain day-ahead generator schedules where wind uncertainty is captured by a polyhedron. Then, we extend our model to include DR strategy such that both price levels and generator schedule will be derived for the next day. For these two NP-hard problems, we derive their mathematical properties and develop a novel and analytical solution method. Our computational study on a IEEE 118 system with 36 units shows that (i) the robust unit commitment model can significantly reduce total cost and fully make use of wind energy; (ii) the cutting plane method is computationally superior to known algorithms.
Introduction
To supply high-quality electric power to customers in a secured manner is becoming more and more challenging due to that electricity demand in U.S. is increasing rapidly year by year in response to population growth, economic growth, and warmer global weather. In traditional power systems, electric load is principally met by thermal power units that use coal, gas, or other fossil fuels. Usually the operation cost of running thermal generators, which consists of start up cost, fixed cost, fuel cost, and market cost(in case of purchasing power from market pool), is very high in power industry. Therefore based on economic criteria, to use an optimum strategy to schedule the on/off status and generation level of those generators is so important that millions of dollars can be saved per year for large utilities if the cost is reduced only by 0.5% (Baldick (1995) ). However, the scheduling operation which is known as the classical unit commitment problem (UC) is hard to solve because complex and critical technical constraints are to be subjected such as (i) generation capacity limit of each unit, (ii) minimum time period a unit should be on(off) once it is start up(shut down), (iii) maximum rate that the generation level can ramp up or down from this time period to the next. Many deterministic and stochastic UC problems as the extension of the classical UC problem have been solved by various approaches during the past two decades: Frangioni and Gentile (2006) solved the deterministic single unit commitment problem using dynamic programming approach; While Takriti et al. (2000) presented a stochastic model that incorporates fuel constraints and electricity spot prices and used Lagrangian relaxation and benders decomposition to solve it; More previous research about UC problems could be referred to a survey by Padhy (2004) .
However, due to the fast-paced policies and emerging techniques in power market, there is an urgent need to pursue the optimum scheduling strategy of new unit commitment problems that will bloom in the future and could be quite different from classical ones.
On one hand, the usage of renewable and low-carbon sources such as hydro, wind, wave-power, and solar are expected to increase a lot in future years in order to reduce or avoid the environmental impacts of fossil-fueled electricity. Among those resources wind energy is special importance which is expected to provide 20% of U.S. electricity market by 2030 (DoE (2008 ) starting from 2.4% in 2009 (Flowers (2010) ). But unlike the conventional thermal generation sources which are stable and controllable, wind power is uncontrollable and highly intermittent. Therefore it is risky to introduce large amount of wind energy into current power systems because the intermittency nature of wind can raise costs for regulation and hamper the reliability of the power system. In order to model its uncer-tainty, stochastic programming has been widely used by assuming wind output scenarios and related probabilities (Wang et al. (2009) , Constantinescu et al. (accepted) , Sioshansi and Short (2009) , Tuohy et al. (2009) ). However, this kind of assumption may not be realistic as in most cases the exact wind distribution is rarely available day-ahead as predictability of wind output remains low for short-term operation. Since the growth of wind resource usage is envisaged before and after 2030, how to integrate this intermittent energy into current power generation with soft prediction that no probability information is provided needs to be addressed in an effective way.
On the other hand, demand response, which enables customers to respond to variable prices at different time periods, is emerging in the demand side management of power market. Because many utilities have daily demand patterns which vary between peak and off-peak hours in a day, ie., people use less electricity in the noon that in the morning, and more electricity is usually used in the afternoon than in the evening. The demand response provide a possibility to reduce peak time load by allowing customers to decide whether and when to curtail or shift their electric consumption based on retail rate designs that charge higher prices during high-demand hours and lower prices at other times. That is, to some reasonable extent the power system operators can control the demand increase/decrease at different times by adjusting the electricity price to customers. See Figure 1 as an example, (b) shows the fixed price and variable prices and the demand before/after response is shown in (c). From Figure 1 we can also notice that demand response can increase the wind usage in high penetration by driving demand into high wind generation periods. Since late 1990s, more and more technical reports in various states have shown its effectiveness based on results of experiments or simulations. Faruqui and Sergici (2009) shows that an experimental program induces a drop in peak demand that ranges between 3% to 6% and a drop by 13% to 20% in critical-peak hours. Neenan et al. (2003) reports that in an experiment in New York 2002, the customers reduced their hourly electricity usage by an average of 34% compared to the baseline and the reliability benefits were estimated to range between $1.697 and $16.9 million. Since early 2000s, demand response resources have significantly increased their market share in organized markets by providing day-ahead or real-time services (Kathan et al. (2010) ). Although many experiments have been conducted, there are few research about using mathematical programming method to evaluate the impact demand response has on unit commitment problems and to pursue optimal price-assigning strategy.
The previous analytical results of demand response based unit commitment problem are mainly in Su (2007) where no uncertainty exists and deterministic mixed-integer programming models are used, and in Su and Kirschen (2009) In our paper, we first consider day-ahead unit commitment problem based on intermittent wind energy which is captured by assuming polyhedrons consisting of bound constraints and multiple uncertainty budget constraints
After that a set of price levels p l , l = 0, 1, ..., L − 1 and related demand increase/decrease percentage d l %, l = 0, 1, ..., L − 1 is predefined for each hour to seek optimal price-assigning strategy in the context of demand response. The integration of the systems is shown in Figure 2 . Both models are NP-hard two-stage robust optimization problems. Robust optimization is a recent methodology to deal with mathematical programming problems affected by uncertain data where no probability distribution is available. Robust optimization theory dates back to Ben-Tal and Nemirovski (1998 who considered continuous robust problems and Sim (2003, 2004) who focused on discrete cases. Ben-Tal and Nemirovski (1998 , 2008 , 2002 showed that given ellipsoidal uncertainty assumption, the robust convex program corresponding to some of the most important generic convex optimization prob-lems is tractable and can be exactly or approximately solved via interior point methods, though the robust counterpart of an LP becomes an SOCP and that of an SOCP turns out to be an SDP. However, they didn't extend robust programming approach to discrete problems. Sim (2003, 2004) proposed a different approach to control the level of robustness in discrete problems which leads to linear optimization problems but the uncertainty data are assumed to be independent, ie., the uncertainty entries in constraint matrix or cost vector are independent variables. Based on those above theories, robust optimization has been applied to several kinds of classical problems in very recent years. Atamturk and Zhang (2007) and Takriti and Ahmed (2004) analyzed robust twostage network problems; Adida and Perakis (2006) , See and Sim (2010) , Bertsimas and Thiele (2006) , Bienstock et al. (2004) applied robust optimization to inventory control or supply chain management problems; Ghaoui et al. (2003) and Lu (2009) The paper is organized as follows. We first present the two-stage robust UC model with wind uncertainty in Section 2. In Section 3, this model is studied and a novel solution algorithm is developed and its theoretical analysis is performed. In Section 4, UC-wind model is extended to incorporate DR strategy. The computational results and management discussion are presented in Section 5. Section 6 with discussion of future research directions.
Wind-UC Model
Traditionally, day-head UC problems involve two sets of decisions that need to be determined in two stages. In the first stage, the generators on/off status need to be determined for the next day such that the resulting plan for those generators meets their physical restrictions.
Then, for each particular period, the generation level of each spinning generator will be determined, which could be performed in a real time or nearly real-time environment. Given the penetration of wind energy, such a working fashion gives us a chance to integrate wind energy supply in the second stage so that the partial demand can be met by wind energy and the expensive fossil fuel power generation can be reduced. However, two prominent issues need to be considered: (i) wind energy generation is random; (ii) power supply must be very reliable while purchasing power from spot market to cover the unsatisfied demand (i.e. energy deficit) is typically very expensive. Such as situation motivates us to build a two-stage robust optimization model for unit commitment with uncertain wind energy supply. In this section, we first describe the classical deterministic unit commitment model which is also the nominal model in this paper. Then, we introduce the uncertainty set to capture the randomness of wind farm output and formulate the two-stage robust optimization counterpart. We finally derive some structural properties of the aforementioned robust optimization model.
Formulations
We consider the day-ahead unit commitment problem with I thermal units for T time periods. In the remainder of this paper, we follow the convention that one period stands for 60 mins and therefore T equals to 24 while our models and solution method are applicable to any time scale as well. To minimize the operating cost and to meet physical requirements, the following decisions should be made for each time period t ∈ T : (i) The on/off status y it ∈ {0, 1} of each unit i ∈ I. If unit i ∈ I is on (i.e. y it = 1), the running cost will be r i per hour; (ii) The turn on operation z it ∈ {0, 1}. If unit i ∈ I is turned on at the beginning of period t (i.e. z it = 1), the start up cost will be a i ; (iii) The power generation level x it ≥ 0 of unit i in period t which incurs g i (x it ) generation cost; (iv) The amount of power for sale (purchase) s t ≥ 0 (b t ≥ 0) if the power generated is more (less) than customer demand and the predicted sale(purchase) price is q t (e t ) in period t in spot market.
Assuming that precise wind energy generation in the next T periods v i , i = 1, . . . , T is known, we present next Wind-UC Model by integrating wind energy into classical day-ahead UC-model (Cerisola et al. (2009) , Frangioni and Gentile (2006) , Takriti et al. (2000) ), which also serves as the nominal model to its robust counterpart.
(1)
The objective function of Wind-UC model is to minimize total operating cost consisting of start up cost, running cost, fuel cost, and market cost(the cost is positive if buying power from spot market and negative if selling power to spot market). Constraints (2) and (3) are minimum up/down constraints (Takriti et al. (2000) ). If the unit i ∈ I is turned on(off) in one period, it has to stay in the on(off) status for a minimum number of periods, denoted
. Constraints (4) stands for start up operation (Cerisola et al. (2009) ), that is, unit i is started up at the beginning of period t if its status is off at time t − 1 and is on at time t. Constraint (5) illustrates the generation capacity of each unit (Frangioni and Gentile (2006) ), where l i and u i stand for the minimum and maximum output of unit i respectively. Constraint (6) ensures that the customer demand d t should be satisfied. Constraints (7) and (8) are ramping up/down limits in unit commitment system (Frangioni and Gentile (2006) ).
These constraints require that the maximum increase in generation level of unit i from one period to the next cannot be more than ∆ i + . Similarly, ∆ i − is introduced to restrict the maximum decrease of unit i from period to period.
As discussed earlier, wind energy generation for next T periods in general cannot be precisely estimated. To describe its randomness in our derivation of reliable schedules for generators, we introduce a polyhedral uncertainty set for wind energy generation. Specifically, each individual v t is bounded by lower bound v t and upper bound v t . Aggregated effect over multiple periods are modeled by a budget constraint such that the overall wind generation over these periods are greater than or equal to a specific value. To capture the intermittent nature of wind energy generation, we introduce multiple budget constraints over disjoint segments of the planning horizon consisting of consecutive periods. For example, the uncertainty set V is defined as
.., 15}, and T 3 = {16, 17, ..., 23}.
Previously we captured the wind uncertainty with cardinality constraints introduced by Bertsimas and Sim Bertsimas and Sim (2003) . But we found that this kind of constraint is not sophisticated enough to describe wind uncertainty and actually it could be linearized very easily and is also not computational demanding.
Next, we present the robust counterpart of Wind-UC model as the following semi-infinite programming problem. The most significant difference is that first stage decision variables {y it , z it } should be made day-ahead considering uncertain wind energy supply, while the second stage decision variables {x it , b t , s t } should be made after wind energy supply is completely known.
As Robust Wind-UC reduces to the classical UC problem if no wind power generation is present, the next result directly follows from the fact that a well-known NP-hard problem (Tseng (1996) ).
Proposition 1. Robust Wind-UC problem is NP-hard.
Note that if the fuel cost function g i (x) takes the linear function form g i (x) = c i0 + c i x, the inner most min problem becomes a linear programming problem for any given y it , z it , v t for i ∈ I and t ∈ T . With this linear fuel cost function, we propose dualize the inner most min problem to drop the min operator and gain better structural insights. Let λ it , π it , ϕ t , ∀i ∈ I, t ∈ T , ρ it , δ it ∀i ∈ I, t ∈ T /{T − 1}, and µ t , γ t , ∀t ∈ T be the dual variables for the inner most min problem, the inner max min problem is reformulated as the following bi-linear programming problem.
Bi-linear Form of the Inner Max-min Problem
As one term in the objective function, v t ϕ t , is the product of two decision variables, this optimization problem is a typical bi-linear programming problem. With this bilinear programming maximization problem to represent the inner max min problem, the original two-stage
Wind-UC problem can be treated as a min max problem. In fact, given the fact that the first stage decision variables only appear in the objective function of the bi-linear problem, we observe that if it can be solved for any given y it , z it for i ∈ I and t ∈ T , the classical Benders decomposition approach can be adopted to solve the overall min max problem. However, a prominent challenge needs to be addressed: how to efficiently solve this particular bilinear programming problem given the fact that bilinear programming problems are NP-hard in general and currently there is no efficient algorithm. So, it is critical to develop a fast algorithm that explores the underling structure and generate optimal solution in a short time.
Also, it is unclear that how effective the cutting plane from Benders approach could be in the solution process? In the next section, we discuss analyze the structure of this bilinear programming problem and present some answers to these questions.
We mention that in the case where the fuel cost function is of the quadratic form g i (x) = c i2 x 2 +c i1 x+c 0i and is increasing with x, it can always be approximated with multiple linear functions without introducing binary variables and therefore the aforementioned dualization technique still works.
Exact Algorithms for Two-stage Robust Wind-UC
In this section, we first identify some important property of the optimal solutions for the bilinear programming problem and derive a reformulation so that it can solved efficiently using any commercial solver. Then, in addition to the naturally obtained Benders cut from the optimal solution to the bilinear programming problem, we develop a novel cutting plane algorithm with analysis on its convergence. We mention that, to the best our knowledge, such a algorithmic procedure has not been reported and it provides an effective strategy to solve the difficult multi-stage robust optimization problem. Our computational experiment in Section 5 confirms its superior performance in comparison to classical algorithms based on Benders cuts.
Optimal Solution and Benders-dual Cutting Planes
We take the master-subproblem strategy to solve the two-stage robust optimization problems. We first build the master problem based on the first stage min problem as follows.
Master problem of Wind-UC Model
min {y it ,z it } ϑ(16)
st.(2) − (4); (cuts from subproblems)
y it , z it ∈ {0, 1};
Then, we study how to generate valid inequalities from the second stage max and min problems, i.e. the bi-linear programming problem. Because the structure of our bilinear programming problem, we can easily obtain the following result. Recall that the only bilinear terms in the objective function are v t ϕ t for t ∈ T .
Proposition 2. For any given feasible {y it , z it } ∈ Y in Robust Wind-UC problem, one optimal (worst) wind output is a vertex of V. Furthermore, for this vertex, v t takes value at either v t or v t for t ∈ T , except (at most) one in each segment taking any values between
Proof. Note that for a fixed set of dual variables for the inner most min problem, the bi-linear programming problem reduces to a linear programming on v ∈ V. So, the first statement follows directly (Falk (1973) 
t∈T n
As a result, for any given feasible {y it , z it } ∈ Y in problem (9), the derivation of the solution to the bi-linear programming problem in (10-15) reduces to a solution to a MIP problem that can be done by any MIP solver. 
Given MIP problems can be solved to optimality using commercial solvers, we can easily convert the optimal solution to a valid inequality which is similar to cutting planes generated in Benders decomposition procedures. In fact, because the min max natural of the original problem, any feasible to the bi-linear programming problem provides a valid inequality to the first min problem while the inequality from the optimal solution is of the best quality.
to the bi-linear programming problem (or its associated MIP problem), a valid inequality in the form of
can be supplied to the master problem.
Actually, the cutting plane algorithm based on this result guarantees to converge to one optimal solution to the two-stage robust optimization Wind-UC problem.
Recall that Benders decomposition method decomposes a MIP (or LP) problem into two problems, the master problem and subproblem(s). By making use of the dual(s) of subproblem(s) and supplying valid cuts from optimal solutions of the dual(s) to the master problem, the master problem will approximate the original MIP (LP) problem. Provided enough iterations on generating valid inequalities, solutions to the master problem finally converges to an optimal solution to the original problem. Although the cutting plane in the form of (38) is not generated in the same fashion as to those of Benders decomposition, information of max and min problems in the second stage are obtained through dualizing the second stage min problem and passed to the first stage min problem in the form of the optimal dual variables. Given those similarity, we classify these two types of cutting planes as Benders-dual cutting planes. In Section 3.2, we describe a novel cutting plane generation procedure that does not require any information from dual problems.
We mention that the linearization technique that converts the derivation of the optimal solution for the bi-linear programming problem into solving a MIP problem gives us many advantages. First, this framework just requires the linear programming structure of the second stage min problem. In fact, it also works for some nonlinear programs. Second, it is applicable to any budget constrained or cardinality constrained uncertainty sets. Third, MIP problems are deeply studied and many commercial solvers or algorithms can be applied to solve large-scale instances. Applications to robust optimization models for practical instances, including network design and scheduling problems, with more complicated second stage min problems as well as complex uncertainty set are investigated in Zhao and Zeng (2010) .
A Novel Cutting Plane Algorithm
In this section, we describe a novel cutting plane algorithm with a different valid inequality.
We also gives the proof for its finite convergence to one optimal solution to the two-stage robust optimization Wind-UC problem. Next, we introduce a class of valid inequalities.
Its validity directly follows from the definition of two-stage robust optimization model.
Although we independently discover this group of valid inequalities, we recently note that Takeda et al. (2008) also identified this group of valid inequalities. However, to the best of our knowledge, no cutting plane algorithm has been developed for these inequalities and their computational strength has been investigated. 
We emphasize that this type of cutting planes is essentially different from Benders-dual type cutting planes. Several critical observations are listed as follows.
• First, this type of cutting planes does not involve or require any information from any dual problem.
• Second, it links the decision variables for both the first stage and the second stage min problems through a fixed wind energy supply.
• Third, this type of cutting planes only needs a concrete wind energy output in its generation. And any point in the uncertainty set could lead to a valid inequality to the master problem.
As a consequence, a cutting plane algorithmic procedure to solve the two stage robust optimization Wind-UC problem is described as following.
Cutting Plane Algorithm. = z * it , where y * it and z * it are optimal solutions to the master problem. Update LB to be the optimal objective value of the master problem in this iteration. ∈ {y 1 , ...y k−1 } unless y k is optimal to problem (9). That is, if one point in the first stage is repeated, then it is optimal. Assume y k ∈ {y 1 , ...y k−1 } and without less of generality we assume y k = y 1 . Since y 1 is the optimal solution to this relaxed problem, we have LB =
Initialization. Assign feasible values of first stage decision variables y
On the other hand, since any feasible solution is an upper bound, we have U B = (
In the worst case all feasible points y ∈ Y whose number is finite and whose corresponding optimal wind outputs have been added to the cuts, then in next step no matter what y we obtained it is replication of a feasible point in Y , therefore the algorithm will stop and convergent to optimality.
selected in each time.
st. (2) − (5), (7) − (8);
Problem defined in (45)- (48) 
st. (2) − (4), (47 − 48);
In this section, we perform a set of computational study to demonstrate the benefits of two-stage robust Wind-UC model and Wind-UC-DR model and to show that our cutting plane algorithm is computationally superior to existing methods and CPLEX solvers. A set of I = 36 thermal units from an IEEE 118 system (Ma and Shahidehpour (1999) ) are used in all experiments and some parameters are adjusted for our models: (i) the fuel cost is linear in stead of quadratic form, and (ii) the ramping up/down parameters are adjusted according to the rule in Frangioni and Gentile (2006) . The fixed price before response is 15 and the same L = 10 levels price and demand increase/decrease are pre-defined at each time (the discrete increase/decrease levels are sampled from experiment results in Faruqui and Sergici (2009) ). For low level wind penetration purpose, the lower bound of v t is randomly generated between 0 − 100 and upper bound of v t is randomly generated between 100 − 200 for each t. The experiment platform is CPLEX12.1 on Dell OPTIPLEX 760 with 3.00GHz CPU and 3GB of RAM. The baseline of the profit, 558616, is the profit without wind energy and demand response.
Algorithms based on Benders-dual Cuts vs. CP
The performances of Benders decomposition with pareto-optimal cut(Magnanti and Wong (1981)), and proposed cutting plane method are compared based on Wind-UC model. Stopping gap is set to be within 0.5%, one budget constraint covering T = 24 hours is used.
A simpler linearization technique can be used here by decomposing the subproblem into T = 24 small independent problems as follows. Each problem stands for the case that wind takes values between bounds at one time, ie., at time k. To be simplicity, all θ t in budget constraint t∈T θ t v t ≥ V } is assigned to be 1. We use ξ in budget constraints to capture the wind budget uncertainty limit in T hours, like V = ξ t v t + (1 − ξ) t v t . The cases 1-5 are corresponding to ξ = 0.1, 0.3, 0.5, 0.7, 0.9 respectively. The computation results are shown in Table 1 . We can see that Benders decomposition spends at least thousands of seconds to solve different cases while the proposed cutting plane only needs hundreds of seconds. Also, the number of iterations in cutting plane is much less than that of Benders decomposition.
One uncertainty budget constraint
Please note that linearization technique that decomposes the subproblem into T = 24 small independent problems is more powerful than the linearization technique in Section 3.1 when there is only one budget constraint. The performance of the proposed cutting plane method is investigated by setting lower gap. All the parameters are the same with previous subsection. The result is shown in Table 2 . Note that in CPLEX the relative gap of the master problem of Wind-UC-DR model is set to be 0.001 when we tried to stop within 0.1% and 0.5% overall gap, and to be default gap when we want to find optimal solution.
Experiment experience shows that solving the master problems in CPLEX takes most of the computation time, especially when the default gap is required and CPLEX will be out of memory even with few cuts.
Multiple uncertainty budget constraints
The performance of the proposed cutting plane method to deal with multiple budget constraints is investigated. We use four budget constraints with each covering 6 hours, so
In multiple budget constraints case, linearization technique in Section 3.1 is much better. For example, when 4 budget constraints divide the 24 hours into 4 segments with each segment has 6 hours, there will be 6 × 6 × 6 × 6 > 1000 small problems if decomposition linearization is used. In this experiment, ξ 1 , ξ 2 , ξ 3 , ξ 4 are used to capture the wind budget uncertainty. (ξ 1 , ξ 2 , ξ 3 , ξ 4 ) are set to be (0.9, 0.8, 0.7, 0.6), (0.8, 0.3, 0.7, 0.6), (0.5, 0.9, 0.1, 0.7), (0.4, 0.8, 0.2, 0.6), and (0.7, 0.8, 0.3, 0.5) in five cases. All the other parameters including the relative gap in master problems are the same with previous experiments. Table 3 : The computational result of cutting plane method with multiple budget wind constraints.
Wind-UC
By introducing wind output and demand response, we construct NP-hard two-stage robust optimization problems and derive mathematical properties of optimal solutions. We develop a novel cutting plane method to this problem. Our study shows that the robust unit commitment model with wind and demand response can significantly reduce total operation cost from thermal units and the novel cutting plane method can dramatically decrease the computation time compared with traditional Benders decomposition or commercial solvers.
In future (i) more general uncertainty polyhedron will be considered, and (ii) multiple uncertain factors, such as those from multiple renewable energy sources, will be considered.
