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Abstract
We will first establish an index theory for linear self-adjoint operator equations. And then
with the help of this index theory we will discuss existence and multiplicity of solutions for
asymptotically linear operator equations by making use of the dual variational methods and
Morse theory. Finally, some interesting examples concerning second order Hamiltonian systems,
first order Hamiltonian systems and elliptical partial differential equations will be presented to
illustrate our results.
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1 Introduction
Let X be an infinite-dimensional separable Hilbert space with inner product (·, ·) and norm || · ||.
Let Y ⊂ X be a Banach space with norm || · ||Y , and the embedding Y →֒ X is compact. Let
A : Y → X be continuous, selfadjoint, i.e. (Ax, y) = (x,Ay) for any x, y ∈ Y , ℑ(A) is a closed
∗Partially supported by the National Natural Science Foundation of China
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subspace of X and, ℑ(A) ⊕ ker(A) = X. In this paper for any B ∈ Ls(X) we first discuss the
classification theory for
Ax+Bx = 0 (1.1)
and then discuss solvability of
Ax+Φ′(x) = 0 (1.2)
where Φ : X → R is differentiable. The main results are as follows.
Definition 1.1 For any B ∈ Ls(X), we define
νA(B) = dimker(A+B).
νA(B) is called nullity of B. It will be proved in Lemma 2.1 next section that the nullity νA(B)
is finite.
Definition 1.2 For any B1, B2 ∈ Ls(X) with B1 < B2, we define
IA(B1, B2) =
∑
λ∈[0,1)
νA((1− λ)B1 + λB2);
and for any B1, B2 ∈ Ls(X) we define
IA(B1, B2) = IA(B1, kid)− IA(B2, kid)
where id : X → X is the identity map and k id> B1, kid > B2 for some real number k > 0.
Let B0 ∈ Ls(X) be fixed and let iA(B0) be a prescribed integer associated with B0.
Definition 1.3 For any B ∈ Ls(X) we define
iA(B) = iA(B0) + IA(B0, B).
We call iA(B) index of B and iA(B0) is called initial index. Generally, the index iA(B) depends
also on B0 and the initial index. For some well-known precise operators, we can give the initial
index a special value, so that the index becomes natural. This will be done in the subsequent
sections. The following proposition is also concerned with a precise example.
Proposition 1.4 If there exists B0 ∈ Ls(X) such that
∑
λ<0 νA(B0 + λid) < +∞, we will
choose this integer for iA(B0). Then the index defined by Definition 1.3 satisfies
iA(B) =
∑
λ<0
νA(B + λid).
For index and nullity defined before we have the following properties.
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Proposition 1.5 (i)For any B,B1, B2 ∈ Ls(X), IA(B1, B2) and iA(B) are well-defined and
finite;
(ii) For any B1, B2, B3 ∈ Ls(X), IA(B1, B2) + IA(B2, B3) = IA(B1, B3);
(iii) for any B1, B2 ∈ Ls(X), IA(B1, B2) = iA(B2)− iA(B1);
(iv) for any B1, B2 ∈ Ls(X) with B1 < B2, νA(B1) + iA(B1) ≤ iA(B2).
The following theorems are concerned with solvability of equation (1.2).
Theorem 1.6 Assume that B : X → Ls(X) satisfies
(1) Φ′(x)−B(x)x is bounded;
(2) there exist B1, B2 ∈ Ls(X) satisfying iA(B1) = iA(B2), νA(B2) = 0 and for any x ∈ X
B1 ≤ B(x) ≤ B2.
Then (1.2) has at least one solution.
Theorem 1.7 Assume that Φ′′(x) is continuous and bounded, Φ′(θ) = θ, and
(1) there exist B1, B2 ∈ Ls(X) satisfying iA(B1) = iA(B2), νA(B2) = 0 such that
B1 ≤ Φ
′′(x) ≤ B2
for any x ∈ X with ||x|| ≥ r > 0;
(2) with B0 := Φ
′′(θ), we have
iA(B1) /∈ [iA(B0), iA(B0) + νA(B0)].
Then (1.2) has at least one nontrivial solution x0. Moreover, under the further assumption that
(3)0 = νA(B0) and |iA(B1)− iA(B0)| ≥ νA(Φ
′′(x0)),
equation (1.2) has at least two nontrivial solutions.
Theorem 1.8 Assume that
(1) Φ ∈ C2(X,R) and there exist B1, B2 ∈ Ls(X) with νA(B1) = 0 such that
B1 ≤ Φ
′′(x) ≤ B2∀x ∈ X;
(2)there exists B3 ∈ Ls(X) with B1 < B3 and iA(B1) = iA(B3), νA(B3) = 0 such that
Φ(x) ≤
1
2
(B3x, x) + c∀x ∈ X;
(3) Φ′(θ) = θ,Φ′′(θ) > B1, νA(Φ
′′(θ)) = 0 and iA(Φ
′′(θ)) > iA(B1).
Then (1.2) has two distinct nontrivial solutions.
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Theorem 1.9 Assume that
(1) there exist B1, B2 ∈ Ls(X) satisfying B1 ≤ B2 and iA(B1) + νA(B1) = iA(B2), νA(B2) = 0
such that Φ(x)− 12 (B1x, x) is convex and
Φ(x) ≤
1
2
(B2x, x) + c∀x ∈ X.
Then (1.2) has a solution.
Moreover, if we further assume that
(2) Φ′(θ) = θ,Φ(θ) = 0 and there exists B0 ∈ Ls(X) satisfying B0 ≥ B1 and
iA(B0) > iA(B1) + νA(B1).
Then (1.2) has at least one nontrivial solution.
In 1980, H. Amann and E. Zehnder[1] discussed equation (1.2) under the assumption that
A :dom(A) ⊆ X → X is a unbounded selfadjoint operator. By the saddle point reduction methods
they obtained some existence results for nontrivial solutions. They also discussed semilinear elliptic
boundary value problems, periodic solutions of a semilinear wave equations, and periodic solutions
of Hamiltonian systems as special cases of the abstract equation. In 1981, K. C. chang[2] extended
their results by a simpler and unified approach. Especially, Chang obtained an existence result for
three distinct solutions. Theorem 1.8 is motivated by his this result. And theorem 1.7 comes from
his another result in his excellent book[3]. Chang [4]also discussed equation (1.2) by assuming that
A ∈ Ls(X) and Φ
′ is compact. This framework can be used to discuss elliptic partial differential
equations. In 1990, I Ekeland[5] discussed solvability of equation (1.2) by the dual variational
methods and convex analysis theory. He assumed that A : X → X∗ is closed and seladjoint. As
applications he mainly focussed on second order and first order Hamiltonian systems satisfying
various boundary conditions. Our theorem 1.9 generalizes his results. Some other special equations
were also mentioned in the end of Chapter III.
We would like to stress that our equation (1.2) with the assumptions on the operator A supplies
a new framework for some special equations. It only requires that the operator A has finite mul-
tiplicities for every eigenvalue. Most operators listed by Ekeland[5] have this property. Although
this framework can not be used for studying wave equations. However, it can be used to study
seconder order Hamiltonian systems, first order Hamiltonian systems as well as elliptic equations.
As one can find in sections 3,4 and 5 we will obtain some new results. One can also find that the
assumptions on the operator A also make us possible to establish an index theory for equation (1.1)
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by the dual variational methods first. Definitions 1.1,1.2 and 1.3, and propositions 1.4 and 1.5 are
concerned with this index theory. Theorems 1.6,1,7,1,8 and 1.9 can be regarded as applications
of this index theory. Just because of the usage of this index theory in the assumptions of these
theorems we can get some new results. Note that some special cases have been discussed by the
author in [6-8].
As far as the author knows, an index theory for convex linear Hamiltonian systems was estab-
lished first by I. Ekeland[9] in 1984. By the works[10-13] of Conley, Zehnder and Long, an index
theory for symplectic paths was introduced. These index theories have important applications[14-
22]. One can refers to the two excellent books[5,23] for systematical treatments. In [24,25] Long
and Zhu defined spectral flows for paths of linear operators and relative Morse index, and redefined
Maslov index for symplectic paths. Our concept of relative Morse index comes from their papers
with some modifications. Note that in definition 1.2 the relative Morse index depends only on
nullities. There are also other contributions on index theory. For example, in 1994, S. E. Cappell,
R. lee and E. Y. Miller[26] introduced three equivalent definitions for Maslov index. For related
topics one can refer to references[27-29].
The paper is organized as follows. In section 2, we will introduce an Ekeland type of index
theory and prove these results. Sections 3-5 will devote to applications in some special cases of
equation (1.2). Precisely, in section 3 we will first discuss second order Hamiltonian systems. Then
in section 4 we will discuss first order Hamiltonian systems. Finally , in section 5 we will discuss
elliptic partial differential equations.
2 Ekeland type of index theory and proofs of main results
In his excellent book[5] Ekeland introduced an index theory for convex linear Hamiltonian systems
by dual variational methods. He also mentioned that by Lasry’s tricks some non-convex Hamil-
tonian systems could be changed into convex systems and hence could be discussed also by dual
variational methods. In this section we will make use of his ideas to establish an index theory for
linear system (1.1) first. And then we will prove the main results in the previous section.
Let X,Y and A : Y → X be defined as before.
Lemma 2.1. For any B ∈ Ls(X), we have that A + B : Y → X is continuous, ker(A + B) is
finitely dimensional, ℑ(A+B) is closed and
X = ker(A+B)⊕ℑ(A+B).
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Proof Because ℑ(A)⊕ ker(A) = X, Y
⋂
ℑ(A) is also a Banach space with the norm || · ||Y . So
A0 := A|ℑ(A)
⋂
Y : ℑ(A)
⋂
Y → ℑ(A) is invertible and the inverse A−10 : ℑ(A)→ ℑ(A)
⋂
Y →֒ ℑ(A)
is compact and self-adjoint. By the spectral theory there is a basis {ej} of ℑ(A) and a nonzero
sequence λj → 0 in R such that:
(ei, ej) = δij (2.1)
(A−10 ej , u) = (λjej , u), ∀ u ∈ ℑ(A). (2.2)
For any j ∈ N we also have dimker(A−10 − λj) < +∞ and Aej =
1
λj
ej. Fix k ∈ R \ {0} such that
1
λj
+k 6= 0 for any j. Then if u =
∑∞
j=1 cjej+e0 ∈ X with e0 ∈ ker(A), we have (A+kid)(
∑∞
j=1(
1
λj
+
k)−1cjej +
1
k
e0) =
∑∞
j=1 cjej + e0, and ℑ(A + kid) = X. And for any B ∈ Ls(X), there exists a
constant k such that ker(A + kid) = {θ} and B − kid > 0. Under a new inner product defined
by (x, y)1 := ((B − kid)
−1x, y), X is also a Hilbert space and (B − kid)(A + kid)−1 : X → X
is compact and selfadjoint. By the spectral theory again, there exists a basis {ζj} of X and a
nonzero sequence µj → 0 such that (B − kid)(A + kid)
−1ζj = µjζj. Then (A + kid)
−1ζj := ξj
is a basis of Y . This means that (A + B)ξj = (A + kid + B − kid)ξj = (1 + µj)(A + kid)ξj . So
ℑ(A + B) = {
∑
λj 6=−1 cjζj|
∑
c2j < +∞} and ker(A + B) = {
∑
µj=−1 cj(B − kid)
−1ζj} is finite
dimensional. Because (B − kid)−1 > 0 and ((B − kid)−1ζj , ζi) = 0 for µj 6= µi, the projection of
span{(B − kid)−1ζj}µj 6=−1 to span{ζj}µj 6=−1 is span{ζj}µj 6=−1. This completes the proof.
From this lemma for given B0 ∈ Ls(X) we know that Λ := (A + B0)|Im(A+B0) : Im(A +
B0)
⋂
Y → Im(A+ B0) is invertible and the inverse Λ
−1 : Im(A +B0)→ X is compact. For any
B ∈ Ls(X) with B −B0 ≥ ǫid for some constant ǫ > 0 we define a bilinear form:
ψA,B|B0(x, y) = (Λ
−1x, y) + ((B −B0)
−1x, y). (2.3)
Note that under the inner product ((B−B0)
−1x, y), Im(A+B0) is a Hilbert space, and (B−B0)Λ
−1
is self-adjoint and compact. So there exists a basis {xj} of Im(A + B0) satisfying (Λ
−1xj, x) =
λj((B − B0)
−1xj , x) for every x ∈ Im(A + B0), ((B − B0)
−1xi, xj) = δij and λj → 0 . Therefore,
for any x =
∑
cjxj satisfying
∑∞
j=1 c
2
j < +∞, we have
ψA,B|B0(x, x) =
∞∑
j=1
(1 + λj)c
2
j . (2.4)
Define
E+A (B|B0) := {
∞∑
j=1
ξjej |ξj = 0 if 1 + λj ≤ 0},
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E0A(B|B0) := {
∞∑
j=1
ξjej |ξj = 0 if 1 + λj 6= 0},
E+A (B|B0) := {
∞∑
j=1
ξjej |ξj = 0 if 1 + λj ≥ 0}.
Then E0A(B|B0) and E
−
A (B|B0) are finitely dimensional.
Definition 2.3 For any B ∈ Ls(X) with B −B0 > ǫid we define
iA(B|B0) = dimE
−
A (B|B0), νA(B|B0) = dimE
0
A(B|B0).
This index (iA(B|B0), νA(B|B0)) is also a kind of relative index. Different from IA(B0, B)
with fixed B0, iA(B|B0) is only defined for B > B0. The following theorem lists some properties
concerning these index theories.
Theorem 2.4 (1) For any B > B0 we have
νA(B|B0) = νA(B)
(2) Assume B2 > B1 > B0, then
iA(B2|B0) ≥ νA(B1|B0) + iA(B1|B0)
(3) For any B2 > B1 > B0, we have
iA(B2|B0)− iA(B1|B0) = IA(B1, B2).
(4) For B > B0, we have iA(B|B0) = IA(B0, B)− νA(B0).
(5) With the norm ||u||± := (±((Λ
−1x, x) + ((B −B0)
−1x, x)))
1
2 , E±A (B|B0) are Banach spaces
respectively.
(6) Assume B0 < B1 < B2 with iA(B1) = iA(B2) and νA(B2) = 0. Then
X = E−A (B1|B0)
⊕
E+A (B2|B0)
Proof. (1) By definition, for any u ∈ E0A(B|B0), v ∈ Im(Λ) we have
qA,B|B0(u, v) = 0.
From lemma 2.1, there exists ξu ∈ ker(Λ) such that
Λ−1u+ (B −B0)
−1u = ξu
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and
ξc1u1+c2u2 = c1ξu1 + c2ξu2 .
Set x := Λ−1u− ξu. Then u = Λ(x− ξu) = Λx and
Ax+Bx = 0.
So E0A(B|B0)
∼= ker(A+B).
(2)We only sketch the proof here. We first prove that iA(B|B0) is a kind of Morse index: for
any subspace X1 of ℑ(A + B0) satisfying ψA,B|B0(x, x) < 0 on X1\{θ}, we have that dim(X1) ≤
iA(B|B0). Then we check : for any x ∈ E
−
A (B1|B0)
⊕
E0A(B1|B0)\{θ}, ψA,B2|B0(x, x) < 0. Note
that in the assumption we only need suppose that ((B2−B1)x, x) > 0 for any x ∈ E
+
A (B1|B0)\{θ}
in stead of B2 > B1. So in (iv) of proposition 1.5 we can assume that ((B2 − B1)x, x) > 0 for any
x ∈ ker(A+B1) \ {θ} in stead of B2 > B1.
(3) Write i(s) = iA((B1 + s(B2 − B1))|B0), ν(s) = νA((B1 + s(B2 − B1))|B0) for s ∈ [0, 1].
From Lemma 2.6, 0 ≤ i(0) ≤ i(1) < +∞ and there are only finite many s ∈ [0, 1] such that
ν(s) 6= 0. For s ∈ [0, 1] with ν(s) = 0, i(s) is continuous. And for s ∈ [0, 1] with ν(s) 6= 0 we have
i(s+ 0) = i(s − 0) = ν(s).
(5) From (2.4), for any x ∈ E+A (B|B0), we have x =
∑
1+λj>0 cjxj with
∑
1+λj>0 c
2
j < ∞. So
||x||+ = (
∑
1+λj>0(1 + λj)c
2
j )
1
2 is a norm.
(6)If u ∈ E−A (B1|B0)\{θ}, then ψA,B1|B0(u, u) < 0 and ψA,B2|B0(u, u) ≤ ψA,B1|B0(u, u) < 0, and
u /∈ E+A (B2|B0). So E
−
A (B1|B0)
⋂
E+A (B2|B0) = {θ} and we need only prove X = E
−
A (B1|B0) +
E+A (B2|B0). In fact, by definition we have X = E
−
A (B2|B0)
⊕
E+A (B2|B0), and iA(B2|B0) =
dimE−A (B2|B0) < ∞. Let {ej}
γ
j=1 be a basis of E
−
A (B1|B0) where γ := iA(B1|B0). We have a de-
composition ej = e
−
j +e
+
j with e
−
j ∈ E
−
A (B2|B0) and e
+
j ∈ E
+
A (B2|B0). If
∑γ
j=1 αje
−
j = 0, then x¯ :=∑γ
j=1 αjej =
∑γ
j=1 αje
+
j ∈ E
+
A (B2|B0), and x¯ ∈ E
−
A (B1|B0). So x¯ = θ and αj = 0, j = 1, 2, · · · , γ.
Hence {e−j }
γ
j=1 is linear independent. Since dimE
−
A (B2|B0) = iA(B2|B0) = iA(B1|B0) = γ, {e
−
j }
γ
j=1
is a basis of E−A (B2|B0). If u ∈ X,u = u
− + u+ with u− ∈ E−A (B2|B0) and u
+ ∈ E+A (B2|B0), then
u− =
∑γ
j=1 βje
−
j . So u =
∑γ
j=1 βjej + (u
+ −
∑γ
j=1 βje
+
j ) := u1 + u2, and u1 ∈ E
−
A (B1|B0) and
u2 ∈ E
+
A (B2|B0).
Proof of Proposition 1.5. We only prove(i). For any B1 < B2, by (iii) of theorem 2.4,
IA(B1, B2) is finite and IA(B1, B2) + IA(B2, B3) = IA(B1, B3) if we further assume B2 < B3. So
if B1, B2 ∈ Ls(X) without any restriction, there exists λ0 < 0 such that νA(B0 + λ) = 0 for any
λ ≤ λ0. It follows that IA(B1, kid) − IA(B2, kid) = IA(B1, k1id) − IA(B2, k1id) for any k, k1 ∈ R.
So the relative Morse index and hence the index iA(B) are finite and well-defined.
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Proof of Proposition 1.4. From the additive property,
IA(B0 + λ,B0) =
∑
λ0≤λ<0
νA(B0 + λ) = iA(B0).
So iA(B0 + λ) = 0 if λ ≤ λ0. For any B ∈ Ls(X) there exists λ1 < 0 with λ1 + B < B0 +
λ0. By the monotonicity of indices we have iA(B + λ) = 0 and νA(B + λ) = 0 for λ ≤ λ1.So
IA(B + λ1, B0 + λ0) ≤ IA(B0 + λ,B0 + λ0)=0 where λ < 0 is large enough. So iA(B + λ1) =
iA(B0 + λ0)− IA(B + λ1, B0+ λ0) = 0. There exists λ2 < 0 such that νA(B + λ2) = 0. And hence,
iA(B) = IA(B + λ1, B) + iA(B + λ1) =
∑
λ1≤λ<0
νA(B + λ) =
∑
λ<0
νA(B + λ).
Proof of Theorem 1.6 Choose k ∈ R with νA(kid) = 0. From lemma 2.1, (A + kid)
−1 is
compact. And we need only verify that solutions of the following equations are a priori bounded:
x− k(A+ kid)−1x+ (A+ kid)−1(λB1x+ (1− λ)Φ
′(x)) = 0
If not, there exist {xn} ⊂ X with ||xn|| → +∞ and λn ∈ [0, 1] such that
xn − k(A+ kid)
−1xn + (A+ kid)
−1(λB1xn + (1− λ)Φ
′(xn)) = 0.
Set yn = xn/||xn|| and h(x) = Φ
′(x)−B(x)x. Then
yn − k(A+ kid)
−1yn + (A+ kid)
−1(λB1yn + (1− λ)(B(xn)yn + ||xn||
−1h(xn))) = 0.
From the bounded-ness of B(x), for any y ∈ X, B(xn)y ⇀ y1. We define B¯y = y1. Then B¯ ∈ Ls(X)
and B1 ≤ B¯ ≤ B2. By the compactness of (A + kid)
−1 and the above equation, we have yn → y0
and B(xn)(yn − y0)→ 0. We also assume that λn → λ0. Taking the limit we have
Ay0 + (λ0B1 + (1− λ0)B¯)y0 = 0.
But B1 ≤ B3 := λ0B1 + (1 − λ0)B¯ ≤ B2 leads to νA(B3) = 0. This is a contradiction to the fact
that y0 is a nontrivial solution.
In the following we will prove Theorem 1.7. To do this we need a lemma, which comes from [6,
Chapter II. Theorem 5.1, 5.2 and Corollary 5.2]. Note that for any B ∈ Ls(X), m
−(B) denotes the
multiplicity of the negative eigenvalues of B and m0(B) denotes the multiplicity of zero eigenvalues
of B.
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Lemma 2.5. Assume f ∈ C2(X,R) satisfies the (PS) condition, f ′(θ) = θ, and there is a
positive integer γ such that γ /∈ [m−(f ′′(θ)),m0(f ′′(θ)) +m−(f ′′(θ))] and Hq(X, fa;R) = δqγR for
some regular value a < 0. Then f has a critical point p0 6= θ with Cγ(f, p0) 6= 0. Moreover, if θ
is a non-degenerate critical point, and m0(f ′′(p0)) ≤ |γ −m
−(f ′′(θ))|, then f has another critical
point p1 6= p0, θ.
We now begin to prove Theorem 1.7. From assumption (1) and that Φ′′(x) is bounded we can
choose k1, k ∈ R such that νA(kid) = 0 = νA(k1id), B1(t)− kid ≥ id and
k1id ≥ N
′′(x) ≥ id ∀x (2.5)
B2 − kid ≥ N
′′(x) ≥ B1 − kid for |x| ≥ r, (2.6)
where N(x) = Φ(x) − 12k(x, x). By the (iii) of Proposition 1.5, we may assume νA(kid) = 0 =
νA(k1id). Let Λu := Au+ ku and consider the functional
ψ(u) =
1
2
(Λ−1u, u) +N∗(u) ∀u ∈ X. (2.7)
We have the following proposition.
Proposition 2.6 Under the assumption (i) in theorem 1.7, the functional ψ defined by (2.7)
satisfies the (PS) condition.
Proof Assume {uj} ⊂ X such that ψ(uj) is bounded and ψ
′(uj)→ θ inX. If ||uj ||X is bounded,
then there exists a subsequence ujk ⇀ u0 in X, and Λ
−1ujk → Λ
−1u0. From the following (6.9),
we have Λ−1ujk + N
∗′(ujk) = ψ
′(ujk), and N
∗′(ujk) = ψ
′(ujk) − Λ
−1ujk → −Λ
−1u0 in X. By the
Fenchel conjugate formula and [1, Theorem II.4], ujk = N
′(ψ′(ujk)−Λ
−1ujk)→ N
′(−Λ−1u0) in X
and ψ satisfies the (PS) condition. So in the following we only need to show {uj} is bounded in
X.
From N ′(θ) = θ, we have N∗′(θ) = θ and
(ψ′(u), v) = (Λ−1u, v) + (N∗′(u), v) ∀v, u ∈ X. (2.8)
Noticing that
∫ 1
0 N
∗′′(θuj)dθuj = N
∗′(uj), we have
Λ−1uj +
∫ 1
0
N∗′′(suj)dsuj = ψ
′(uj)→ θ, in X. (2.9)
If ||uj ||X is not bounded, without loss of generality we assume ||uj ||X → ∞. Set xj = uj/||uj ||X .
We also assume xj ⇀ x0 in X by going to subsequence if necessary. And hence Λ
−1xj → Λ
−1x0
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in X. From [5,Propositions II.2.10, I.1.15] and (2.5) we have N∗′′(u∗) = (N ′′(u))−1 as u∗ = N ′(u),
and
id ≤ N∗′′(x) ≤ k−11 id ∀ x ∈ X (2.10)
(B2 − kid)
−1 ≤ N∗′′(x) ≤ (B1 − kid)
−1 ∀ x ∈ X with ||x|| ≥ r1. (2.11)
For any δ ∈ (0, 1) fixed, set
Cj =
∫ 1
0
N∗′′(suj)ds, ||uj || ≥
r1
δ
= (B1 − kid)
−1, otherwise
and
ξj =
∫ 1
0
N∗′′(suj)dsuj − Cjuj.
From assumption(1) and (2.5)(2.9), there exists a constant c1 > 0 such that
||ξj || ≤ c1, (2.12)
(1− δ)(B2 − kid)
−1 + δid ≤ Cj ≤ (1− δ)(B1 − kid)
−1 + k−11 δid (2.13)
Λ−1uj + Cjuj + ξj = ψ
′(uj). (2.14)
Now by going to subsequences if necessary we may further assume Cju ⇀ C0u in X for every
u ∈ X. And from (2.9)(2.13)(2.14), for every ǫ > 0 we have
(B2 − (k + ǫ)id)
−1 ≤ C0 ≤ (B1 − (k − ǫ)id)
−1,
Λ−1x0 + C0x0 = 0
Let Λ−1x0 = y0 and B0 = C
−1
0 + kid. We have
Ay0 +B0y0 = 0. (2.15)
We need only show that this is a contradiction. From assumption(1) and the finiteness of the
relative Morse index, for ǫ > 0 is small enough, we have νA(B1 − ǫid) = νA(B2 + ǫid) = 0 and
iA(B1− ǫid) = iA(B2+ ǫid). So that B1− ǫid ≤ B0 ≤ B2+ ǫid and νA(B0) = 0. This is impossible
since ||y0||X = 1 and y0 is a nontrivial solution of (2.15). This contradiction means ||uj ||X is
bounded.
Proof of Theorem 1.7. From Lemma 2.5 and Proposition 2.6 it suffices to show that
Hq(X,ψ−a;R) ∼= δqγR, q = 0, 1, 2, · · · , (2.16)
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for a > 0 is large enough, where γ := iA(B1|kid). In fact N
∗′′(θ) = (N ′′(θ))−1 and
(ψ′′(θ)u, u) = (Λ−1u, u) + (N∗′′(θ)u, u)
= (Λ−1u), u) + ((B0 − kid)
−1u, u), ∀u ∈ X.
By definition, m−(ψ′′(θ)) = iA(B0|kid),m
0(ψ′′(θ)) = νA(B0|kid). iA(B1) /∈ [iA(B0), iA(B0) +
νA(B0)] if and only if iA(B1|kid) ∈ [iA(B0|kid), iA(B0) − i|kidB) + νA(B0|kid)]; and νA(B0) =
νA(B0|kid), |iA(B1)− iA(B0)| = |iA(B1|kid)− iA(B0|kid)|.
We will prove (2.16) in the following two steps.
Step 1. For ǫ > 0 is sufficiently small, setMR := (E
+
A (B2+ǫid|kid)
⋂
BR)
⊕
E−A (B1−ǫid|kid),
then for R, a > 0 are large enough we have
Hq(X,ψ−a;R) = Hq(MR,MR ∩ ψ−a;R), q = 0, 1, 2, · · · . (2.17)
In fact, for any ǫ > 0 is small enough we have iA(B1− ǫid) = iA(B2+ ǫid) and νA(B2+ ǫid) = 0. It
is easy to see E−A (B1− ǫid|kid) and E
+
A (B2+ ǫid|kid) are Banach spaces under the following norms
||u||1 := ((Λ
−1u, u) + ((B1 − kid− ǫid)
−1u, u))
1
2 .
and
||u||2 := ((Λ
−1u, u) + ((B2(t)− kid + ǫid)
−1u, u))
1
2
respectively. So for every u = u1+u2 ∈ X with u1 ∈ E
−
A (B1−ǫid|kid) and u2 ∈ E
+
A (B2+ǫid|kidB),
from (2.11) we have
(ψ′(u), u2 − u1) = (Λ
−1u, u2 − u1) + (N
∗′(−u), u1 − u2)
= −(Λ−1u1, u1) + (
∫ 1
0
N∗′′(−θu)dθu1, u1)
+(Λ−1u2, u2)− (
∫ 1
0
N∗′′(θu)dθu2, u2)
≥ −(Λ−1u1, u1) + ((B1 − kid− εid)
−1u1, u1)
+(Λ−1u2, u2) + ((εid +B2(t)− kid)
−1u2, u2)− c2
≥ c3||u2||
2
X + c4||u1||
2
X − c2,
where c2, c3, c4 > 0 are constants. When R is large enough we have
(ψ′(u), u2 − u1) > 1
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for every u = u1 + u2 with u1 ∈ E
−
P (B1 − ǫI2n|B), u2 ∈ E
+
P (B2 + ǫI2n|B) and ||u2||L2 ≥ R, or
||u1||L2 ≥ R. For any u = u2 + u1 /∈ MR, let σ(t, u) = e
−tu2 + e
tu1, Tu = ln ||u2|| − lnR, and
η(t, u2 + u1) = u2 + u1, ||u2|| ≤ R,
= σ(Tut, u), ||u2|| > R.
Then η : [0, 1]×L2 → L2 is continuous and (MR,MR
⋂
ψ−a) is a deformation retract of (L
2, ψ−a).
Therefore, (2.17) is satisfied.
Step 2. For R, a > 0 are large enough, we have
Hq(MR,MR
⋂
ψ−a;R) ∼= δqγR, q = 0, 1, · · · .
In fact, we have from (2.10)(2.11) that
N∗(u)
= (
∫ 1
0
θdθ
∫ 1
0
N∗′′(θsu)dsu, u) +N∗(θ)
=
∫ 1
δ
θdθ
∫ 1
δ
N∗′′(θsu)dsu, u) + o(1)(u, u)
≤
1
2
((B1 − kid− ǫid)
−1u, u)
when ||u|| ≥ r1/δ
2. Here in the second equality o(1) → 0 as δ → 0. Hence, for every ǫ > 0 there
exists a constant c5 such that
N∗(u) ≤ (B1 − kid− ǫid)
−1u, u) + c5, ∀u ∈ X. (2.18)
Therefore, for any u = u1 + u2 with u1 ∈ E
−
A (B1 − ǫid|kid) and u2 ∈ E
+
A (B2 + ǫid|kid)
⋂
BR, from
(2.7)(2.18) we have
ψ(u) ≤ −c4||u1||
2
X + c6||u1||X + c7
where c6, c7 > 0. And hence,
ψ(u)→ −∞⇐⇒ ||u1|| → +∞ uniformly in u2 ∈ E
+
A (B2 + ǫid|kid) ∩BR.
So, there exist T > 0, a1 > a2 > T, 0 < R1 < R2 < R0 such that
NR2 ⊂ ψ−a1 ∩MR0 ⊂ NR1 ⊂ ψa2 ∩MR0 , (2.19)
where NR := (E
+
A (B2 + ǫid|kid) ∩ BR0) ⊕ (E
−
P (B1 − ǫid|kid) \ BR) and BR denotes the closed
neighborhood of the origin with radius R in a Banach space. For any u ∈ MR0 ∩ (ψ−a2 \ ψ−a1),
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since σ(t, u) = e−tu2 + e
tu1, ψ(σ(t, x)) is continuous with respect to t, ψ(σ(0, x)) = ψ(u) > −a1
and ψ(σ(t, u)) → −∞ as t → +∞, so there exists a unique t = T1(u) such that ψ(σ(t, u)) = −a1.
Because
d
dt
ψ(σ(t, u)) =< ψ′(σ(t, u)), σ′(t, u) >
=< ψ′(e−tu2 + e
tu1),−e
−tu2 + e
tu1 >≤ −1
as t > 0, by the implicit function theorem, t = T1(u) is continuous. Define
η1(t, u) = u, u ∈ ψ−a1 ∩MR0
= σ(T1(u)t, u), u ∈ M∩ (ψ−a2 \ ψ−a1)
then η1 : [0, 1] × ψ−a2 ∩ MR0 → ψ−a2 ∩MR0 and (ψ−a1 ∩MR0 , ψ−a1 ∩ MR0) is a deformation
retract of (ψ−a2 ∩MR0 , ψ−a1 ∩MR0). Hence,
Hq(ψ−a2 ∩MR0 , ψ−a1 ∩MR0)
∼= Hq(ψ−a1 ∩MR0 , ψ−a1 ∩MR0)
∼= 0. (2.20)
Recall that for any topological spaces Z ⊆ Y ⊆ X, we have exact sequences
Hq(Y,Z)→ Hq(X,Z)→ Hq(X,Y )→ Hq−1(Y,Z).
From (2.19), in order to prove
Hq(MR0 ,MR0 ∩ ψ−a2)
∼= Hq(M,NR2) (2.21)
we only need to prove
Hq(MR0 ∩ ψ−a2 ,NR2)
∼= 0.
And from (2.20), it suffices to show
Hq(MR0 ∩ ψ−a1 ,NR2)
∼= 0. (2.22)
Let η : [0, 1] ×NR1 → NR1 satisfy
η(t, u+ + u−) = u+ + u− if ||u−|| ≥ R2
= u+ +
u−
||u−||
(tR2 + (1− t)||u
−||) if R2 > ||u
−|| ≥ R1.
Set τ1 = η1(1, ·) and ξ = τ1 ◦η : [0, 1]× (ψ−a1 ∩M)→ ψ−a1 ∩M. Then (NR2 ,NR2) is a deformation
retract of (ψ−a1 ∩MR0 ,NR2). As a result, (2.22) and (2.21) are valid. From (2.21) we have
H(MR0 ,MR0 ∩ ψ−a2 ;R)
∼= Hq(MR0 ,NR2 ;R)
∼= Hq(E
−
P (B1 − ǫI2n|B) ∩BR1 , ∂(E
−
P (B1 − ǫI2n|B) ∩BR1);R)
∼= δqγR, q = 0, 1, 2 · · · .
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Proof of Theorem 1.8. Define Λx = Ax+B1x,N(x) = Φ(x)+
1
2(B1x, x), N
∗(x) = supy∈X{(x, y)−
N(y)} and
ψ(u) =
1
2
(Λ−1u, u) +N∗(u) u ∈ X. (2.23)
From assumption (2), we have
ψ(u) ≥
1
2
[(Λ−1u, u) + ((B¯2 −B1)
−1u, u)] − c ∀u ∈ X. (2.24)
So ψ is bounded from below. If ψ(uj) is bounded, we have ||uj ||X is also bounded. We can assume
uj ⇀ u0 and Λ
−1uj → Λ
−1u0. If ψ
′(uj) → 0, we have N
∗(uj) = ψ
′(uj) − Λ
−1uj → −Λ
−1u0 and
uj = N
′(ψ′(uj) − Λ
−1uj) → N
′(−Λ−1u0) in X. So ψ satisfies the (PS) condition. It is easy to
check that ψ′′(θ) : X → X is invertible; m−(ψ′′(θ)) = iA(B0|B1) > 0, so that θ is not a minimal
point. From a theorem in [4],this complete the proof.
Proof of Theorem 1.9. Consider the functional defined in (2.23). At this time its do-
main is not X but Im(Λ). We also have inequality (2.24) with B¯2 and X instead with B2 and
Im(Λ)respectively. ψ is bounded from below. Let un ∈ Im(Λ) satisfying ψ(un) → Infψ > −∞.
Then {un} is bounded and we assume that un ⇀ u0 in Im(Λ). By the compactness of Λ
−1
0 and the
weakly lower semi-continuity of N∗, we have Infψ(u) ≥ ψ(u0). This means that u0 is a critical
point of ψ. A simple calculation shows that (Λ−10 u0 + N
∗(u0), u) = 0 for any u ∈ Im(Λ). So
x = Λ−10 + x0 is a solution of (1.2) for some x0 ∈ ker(Λ). When Φ
′(θ) = θ, then θ is a solution of
(1.2). We will prove that u0 6= θ under assumption (2). In fact, we have
ψ(u) ≤
1
2
[(Λ−10 u, u) + ((B0 −B1)
−1u, u)] as u→ θ.
The Morse index of the right functional at u = θ is dim(E−A (B0|B1)). So for any u ∈ E
−
A (B0|B1)\{θ}
small enough, we have ψ(u) < 0 = ψ(θ). Hence u0 6= θ and x = Λ
−1
0 + x0 6= θ. This completes the
proof.
3 Second order Hamiltonian systems
In this section we will make use of proposition 1.4 to give some classifications for second order
Hamiltonian systems.
3.1 Sturm-Liouville BVPs
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In this subsection we will establish a classification theory for the following Lagrangian system
satisfying Sturm-Liouville BVPs
(Λ(t)x′)′ +B(t)x = 0 (3.1)
x(0) cosα− Λ(0)x′(0) sinα = 0 (3.2)
x(1) cos β − Λ(1)x′(1) sin β = 0 (3.3)
where Λ ∈ C([0, 1];GLs(R
n)), B ∈ L∞((0, 1);GLs(R)) is positive definite for t ∈ [0, 1] , 0 ≤
α < π and 0 < β ≤ π. Let X := L2((0, 1);GLs(R
n)), Y = {x ∈ C1([0, 1],Rn)|(Λ(t)x′(t))′ ∈
L2((0, 1);Rn), x(t) satisfies (3.2)(3.3)}. For every x ∈ Y , we define ||x||Y := (
∫ 1
0 |x(t)|
2 + |x′(t)| +
|(Λ(t)x′(t))′|2dt)
1
2 , A : X → Y by (Ax)(t) := (Λ(t)x′(t))′. Then X is a separable Hilbert space, Y is
a Banach space and the embedding Y →֒ X is compact. Define (Bx)(t) = B(t)x(t) for any x ∈ X.
Then equation (3.1)(3.2)(3.3) is equivalent to equation (1.1). In view of the following lemma 3.1,
the following problem (3.2)(3.3) and
(Λ(t)x′)′ − (λ¯+ 1)x = 0
has no nontrivial solutions. From general theory of ordinary differential equations(c.f. [30, pp407-
408] for example), for any h ∈ L2((0, 1);Rn), the following problem (3.2)(3.3) and
(Λ(t)x′)′ − (λ¯+ 1)x = h(t)
has a unique solution. So from lemma 2.1, A is continuous and closed and, ker(A)
⊕
ℑ(A) = X.
Lemma 3.1 There exists λ¯ > 0 such that∫ 1
0
(Λ(t)x′(t))′ · x(t)dt ≤ λ¯
∫ 1
0
|x(t)|2dt∀x ∈ Y.
Proof.As α = 0, we have x(0) = 0; as α 6= 0, we have Λ(0)x′(0) = x(0) cotα. By partial
integration we have∫ 1
0
(Λ(t)x′(t))′) · x(t)dt = −
∫ 1
0
Λ(t)x′(t) · x′(t)dt+ Λ(1)x′(1) · x(1)− Λ(0)x′(0) · x(0).
So we need only prove that: for any given a > 0, there exists λa > 0 such that∫ 1
0
|x′(t)|2dt+ λa
∫ 1
0
|x(t)|2dt ≥ a(|x(0)|2 + |x(1)|2).
The following trick comes from Professor Eric Sere:
d
dt
|x(t)|2 =
1
2
x′(t) · x(t) ≥ −ǫ|x′(t)|2 −
1
ǫ
|x(t)|2,
|x(t)|2 ≥ −ǫ
∫ 1
0
|x(t)|2dt−
1
ǫ
∫ 1
0
|x(t)|2dt+ |x(0)|2,
(1 +
1
ǫ
)
∫ 1
0
|x(t)|2dt+ ǫ
∫ 1
0
|x′(t)|2dt ≥ |x(0)|2
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where ǫ > 0 is a constant. This completes the proof.
Lemma 3.1 shows that ker(A − λIn) = {θ} for λ > λ¯. In view of proposition 1.4 we can give
the following definition.
Definition 3.2 For any B ∈ L∞((0, 1);GLs(R
n)), we define
νsΛ,α,β(B) := dimker(A+B),
isΛ,α,β(B) :=
∑
λ<0
νsΛ,α,β(B + Inλ).
For any B1, B2 ∈ L
∞((0, 1);GLs(R
n)), we define B1 ≤ B2 if and only if B1(t) ≤ B2(t) for a.e.
t ∈ (0, 1); and define B1 < B2 if and only if B1 ≤ B2 and B1(t) < B2(t) on a subset of (0, 1) with
positive measure.
Proposition 3.3 We have the following property:
(1) For any B ∈ L∞((0, 1);GLs(R
n)), we have
νsΛ,α,β(B) ∈ {0, 1, · · · , n}.
(2) For any B1, B2 ∈ L
∞((0, 1);GLs(R
n)) satisfying B1 < B2, we have i
s
Λ,α,β(B1)+ν
s
Λ,α,β(B1) ≤
isΛ,α,β(B2).
Proof (1)Let y(t) = Λ(t)x′(t), z = (y, x), then (3.1)-(3.3) has an equivalent form:
z˙ = Jdiag{Λ(t)−1, B(t)}z, (3.4)
x(0) cos α− y(0) sinα = 0,
x(1) cos β − y(1) sin β = 0.
Let γ(t) be the fundamental solution of (3.4). Then
ker(A+B) = {z(t) = γ(t)c|c ∈ R2n, z = (y, x)satisfies(3.2)(3.3)}
∼= {c1, c2 ∈ R
n|c1 cosα− c2 sinα = 0, (In cos β,−In sin β)γ(1)(c1, c2)
τ = 0}
∼= {c ∈ Rn|(In cos β,−In sinβ)γ(1)(0, c)
τ = 0} ⊆ Rn,
as α = 0.
(2) Follows directly from the (iii) of proposition 1.5 and the proof of (2) of theorem 2.4.
We now begin to discuss solvability of the following nonlinear Hamiltonian systems:
(Λ(t)x′)′ + V ′(t, x) = 0, (3.5)
x(0) cosα− Λ(0)x′(0) sinα = 0
x(1) cos β − Λ(1)x′(1) sin β = 0
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where V : [0, 1] ×Rn → Rn is continuous and V ′(t, x) denotes the gradient of V (t, x) with respect
to x.
Define Φ(x) =
∫ 1
0 V (t, x(t))dt for every x ∈ X. Then Φ
′(x) = V ′(·, x(·)) when V ∈ C1([0, 1] ×
Rn,R), and Φ′′(x) = V ′′(·, x(·)) when V ∈ C2([0, 1] ×Rn,R). Obviously, equation (3.5)(3.2)(3.3)
is equivalent to equation (1.2). From theorem 1.6, theorem 1.7 and its proof we have the following
results.
Theorem 3.4 Assume that V ∈ C1([0, 1]×Rn,R) and there exist B1, B2 ∈ L
∞((0, 1);GLs(R
n))
with B1 ≤ B2, i
s
Λ,α,β(B1) = i
s
Λ,α,β(B2), ν
s
Λ,α,β(B2) = 0 and B ∈ C([0, 1] ×R
n, GLs(R
n)) such that
V ′(t, x)−B(t, x)x is bounded
B1(t) ≤ B(t, x) ≤ B2(t), (t, x) ∈ (0, 1) ×R
n, with |x| ≥ r > 0.
Then (3.1)(3.2)(3.3) has at least one solution.
Theorem 3.5 Assume
(1) V ∈ C2([0, 1] × Rn,R), B1(t) ≤ V
′′(t, x) ≤ B2(t) for |x| ≥ r > 0 with i
s
Λ,α,β(B1) =
isΛ,α,β(B2), ν
s
Λ,α,β(B2) = 0.
(2) V ′(t, 0) ≡ 0, B¯(t) := V ′′(t, 0) and isΛ,α,β(B1) /∈ [i
s
Λ,α,β(B¯), i
s
Λ,α,β(B¯) + ν
s
Λ,α,β(B¯).
Then problem (3.1)(3.2)(3.3) has at least one nontrivial solution. Moreover, if we further assume
(3)νsΛ,α,β(B¯) = 0, |i
s
Λ,α,β(B1)− i
s
Λ,α,β(B¯)| ≥ n.
Then (3.1)(3.2)(3.3) has two nontrivial solutions.
Remarks 1. As α = 0, β = π,Λ(t) ≡ In, linear system (3.1)(3.2)(3.3) reduces to
x′′ +B(t)x = 0
x(0) = 0 = x(1).
An index theory (i(B), ν(B)) was established in [6](2005) by making use a direct variational
method. Note that this index theory is a special case of definition 3.2, i.e., (i(B), ν(B)) =
(isIn,0,pi(B), ν
s
In,0,pi
(B)). The index theory (i(B), ν(B)) was used to discuss associated second or-
der nonlinear Hamiltonian systems. Note that most of the main results in [6] are covered by
theorems 3.4, 3.5. For related topics one can refers to [31-33].
2. As n = 1,Λ(t) = 1, equation (3.5) is called Duffing equation as usual and can be expressed
as
x′′ + f(t, x) = 0.
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Many papers devoted to solvability of this Duffing equation satisfying various boundary condi-
tions(see [34-42] and the references therein). One can find that the main results of some of these
papers are special cases of theorem 3.4 or the following theorem 3.10.
3.2 Generalized periodic boundary value problems
Consider the following problem (3.1)(3.6)
(Λ(t)x′)′ +B(t)x = 0
x(1) =Mx(0), x′(1) = Nx′(0) (3.6)
where M ∈ GL(n),M τΛ(1)N = Λ(0),Λ ∈ C([0, 1];GLs(n)) and Λ(t) is positive definite. Define
X := L2((0, 1);Rn), Y := {x : [0, 1] → Rn|(Λ(t)x′(t))′ ∈ L2(0, 1;Rn) and x satisfies (3.6)}. Then
Y →֒ X is compact. Define (Ax)(t) := (Λ(t)x′(t))′ for every x ∈ Y . Then A : Y → X is continuous
and X = ker(A)
⊕
ℑ(A). A simple calculation shows that
∫ 1
0
[(Λ(t)x′(t))′ · x(t)]dt ≤ 0 (3.7)
for every x ∈ Y . So similar to definition 3.2 we have from proposition 1.4 the following definition.
Definition 3.6 For any B ∈ L∞(0, 1;GLs(R
n)) we define
νsΛ,M(B) := dimKer(A+B),
isΛ,M(B) :=
∑
λ<0
νsΛ,M(B + Inλ).
Proposition 3.7. (1)For any B ∈ L∞((0, 1);GLs(R
n)), we have that E0(Λ, B,M) is the
solution subspace of (3.1)(3.6) and νsΛ,M (B) ∈ {0, 1, 2, · · · , 2n}.
(2) For any B1, B2 ∈ L
∞((0, 1);GLs(R
n)), if B1 ≤ B2, we have i
s
Λ,M (B1) ≤ i
s
Λ,M(B2); if
B1 < B2, we have i
s
Λ,M (B1) + ν
s
Λ,M(B1) ≤ i
s
Λ,M (B2).
(3)For any Λ1,Λ2 with Λ1(1) = Λ1(0),Λ2(1) = Λ2(0), if Λ1 < Λ2, then i
s
Λ1,M
(B) + νsΛ1,M (B) ≤
isΛ2,M(B).
(4)If Bi ∈ L
∞((0, 1);GLs(R
ni)),Λi ∈ C([0, 1];GLs(R
ni)),Mi, Ni ∈GL(R
ni)) withMTi Λi(1)Ni =
Λi(0), i = 1, 2 and B = diag{B1, B2},Λ = diag{Λ1,Λ2},M = diag{M1,M2}, N = diag{N1, N2}
then isΛ,M (B) = i
s
Λ1,M1
(B1) + i
s
Λ2,M2
(B2), ν
s
Λ,M (B) = ν
s
Λ1,M1
(B1) + ν
s
Λ2,M2
(B2).
Example 3.8. Let α1 ≤ α2 ≤ · · · ≤ αn be the eigenvalues of a constant matrix A. Then
isλIn,In(A) =
#{k : αk > 0}+ 2
n∑
k=1
#{j ∈ N : 4λj2π2 < αk},
νsλIn,In(A) =
#{k : αk = 0}+ 2
n∑
k=1
#{j ∈ N : 4λj2π2 = αk},
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isλIn,−In(A) = 2
n∑
k=1
#{j ∈ N : λ(2j − 1)2π2 < αk},
νsλIn,−In(A) = 2
n∑
k=1
#{j ∈ N : λ(2j − 1)2π2 = αk}.
where #S denotes the number of elements in a set S. For a ∈ R \ {±1, 0}, we have with µ0 =
arccos 2
a−1+a that
isλIn,aIn(A) =
k∑
1
#{j ∈ N : λ(2jπ + µ0)
2 < αk}+
n∑
k=1
#{j ∈ N : λ(2π − µ0 + 2jπ)
2 < αk},
µsλIn,aIn(A) =
k∑
1
#{j ∈ N : λ(2jπ + µ0)
2 = αk}+
n∑
k=1
#{j ∈N : λ(2π − µ0 + 2jπ)
2 = αk}.
Remark 3.9. The first two formulae in Example 3.8 were given first by Mawhin and Willem in
the book[43] when λ = 1. In order to discuss minimal periodic solution problems Y. Long[44,45]
established two kind of index theory for linear Hamiltonian systems satisfying periodic boundary
value conditions in some sense of symmetries in 1993 and 1994.
We discuss solvability of the following nonlinear systems (3.8)(3.6):
(Λ(t)x′)′ +B(t, x)x+ h(t, x) = 0, (3.8)
x(1) =Mx(0), x′(1) = Nx′(0)
where A :∈ C([0, 1] × Rn, GLs(R
n)), h : [0, 1] × Rn → Rn are continuous. Generally, (3.7)(3.6)
is not a Lagrangian system, i.e., we can not find a V ∈ C1([0, 1] × Rn,R) such that V ′(t, x) =
+A(t, x)x + h(t, x). Even though we still have the following theorem, which proof is similar to
theorem 1.6’s.
Theorem 3.10 Assume
(1) there exist B1, B2 ∈ L
∞((0, 1);GLs(R
n)) with B1 ≤ B2, i
s
Λ,M (B1) = i
s
Λ,M(B2), ν
s
Λ,M(B2) = 0
such that
B1(t) ≤ B(t, x) ≤ B2(t), x ∈ R
n, a.e. t ∈ (0, 1);
(2) h(t, x) = (|x|) as |x| → +∞. Then (3.8)(3.6) has at least one solution.
Example 3.11 Let B(t, x) = B1(t) cos
2 |x|2 + B2(t) sin
2 |x|2, h(t, x) = x(1 + |x|2) sin |x|t. As
Λ(t) = In,M = N = −In, choose B1(t) = (π
2(2k − 1)2 + ǫ)In, B2(t) = (π
2(2k + 1)2 − ǫ)In;
as Λ(t) = In,M = N = In, choose B1(t) = (4π
2k2 + ǫ)In, B2(t) = (4π
2(k + 1)2 − ǫ)In; as
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Λ(t) = In,M = λIn, N = (λ)
−1In with λ ∈ R \ {±1, 0}, choose B1(t) = ((2kπ+µ)
2+ ǫ)In, B2(t) =
((2kπ + 2π − µ)2 − ǫ)In with µ = arccos
2
λ−1+λ . Then (3.8)(3.6) has at least one solution provided
ǫ > 0 is sufficiently small.
Finally, we will consider the following Lagrangian system (3.5)(3.6)
(Λ(t)x′)′ + V ′(t, x) = 0,
x(1) =M1x(0), x
′(1) =M2x
′(0)
From theorem 1.7 and its proof we have the following theorem.
Theorem 3.12 Assume
(1) V ∈ C2([0, 1] × Rn,R), B1(t) ≤ V
′′(t, x) ≤ B2(t) for |x| ≥ r > 0 with i
s
Λ,M (B1) =
isΛ,M (B2), ν
s
Λ,M (B2) = 0.
(2) V ′(t, 0) ≡ 0, B¯(t) := V ′′(t, 0) and isΛ,M (B1) /∈ [i
s
Λ,M (B¯), i
s
Λ,M1
(B¯) + νsΛ,M1(B¯)].
Then problem (3.5)(3.6) has at least one nontrivial solution. Moreover, if we assume
(3)νsΛ,M (B¯) = 0, |i
s
Λ,M (B¯)− i
s
Λ,M (B¯)| ≥ 2n.
Then (3.5)(3.6) has two nontrivial solutions.
Remark 3.13. I. Ekeland[5 suggested to discuss the following boundary value conditions(
x(1)
x′(1)
)
=M
(
x(0)
x′(0)
)
, (3.9)
where M ∈ GL(2n) satisfying
MT
(
0 −Λ(1)
Λ(1) 0
)
M =
(
0 −Λ(0)
Λ(0) 0
)
Condition (3.6) is a special case of (3.9). This condition is chosen because we can get an inequality
like (3.7), and so we can establish an index theory like in definition 3.6. In next section we will
discuss generalized periodic boundary condition for first order Hamiltonian system, which will cover
condition (3.9).
4 First order Hamiltonian systems
4.1 Bolza BVPs
In this subsection we will establish a classification theory for the following Hamiltonian system
x˙ = JB(t)x (4.1)
x1(0) cosα+ x2(0) sinα = 0 (4.2)
x1(1) cos β + x2(1) sin β = 0 (4.3)
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where B ∈ L∞((0, 1);GLs(R
2n)), 0 ≤ α < π and 0 < β ≤ π, x = (x1, x2) ∈ R
n × Rn. Let
X := L2((0, 1);R2n), Y = {x : [0, 1] → R2n|x′ ∈ L2((0, 1);R2n), x(t) satisfies (4.2)(4.3)}. Define
A : Y → X by (Ax)(t) := Jx′(t). We can choose suitable value λ ∈ R such that problem
(4.1)(4.2)(4.3) with B(t) replaced by λI2n has no nontrivial solutions. From general theory of
ordinary differential equations, for any h ∈ L2((0, 1),R2n) the following problem (4.2)(4.3) and
Jx˙+ λx = h(t)
has a unique solution. So from lemma 2.1 A is continuous and closed and, ker(A)
⊕
ℑ(A) = X.
Definition 4.1 For any B ∈ L∞((0, 1);GLs(R
2n)), we define
νfα,β(B) := dimker(A+B),
ifα,β(diag{0, In}) := i
s
In,α,β(0),
ifα,β(B) := i
f
α,β(diag{0, In}) + I
f
α,β(diag{0, In}, B);
and
Ifα,β(B1, B2) =
∑
λ∈[0,1)
νfα,β((1 − λ)B1 + λB2) as B1 < B2,
Ifα,β(B1, B2) = I
f
α,β(B1, kid)− I
f
α,β(B2, kid) for every B1, B2 with kid > B1, kid > B2.
Proposition 4.2 We have the following property:
(1) For any B ∈ L∞((0, 1);GLs(R
2n)), we have
νfα,β(B) ∈ {0, 1, · · · , n}.
(2) For any B1, B2 ∈ L
∞((0, 1);GLs(R
2n)) satisfying B1 < B2, we have i
f
α,β(B1) + ν
f
α,β(B1) ≤
ifα,β(B2).
(3) For any B ∈ L∞((0, 1);GLs(R
n)), we have
(ifα,β(diag{B, In}), ν
f
α,β(diag{B, In})) = (i
s
In,α,β
(B), νsIn,α,β(B)).
Proof. We only prove
ifα,β(diag{B, In}) = i
s
In,α,β
(B). (4.4)
Case 1: B > 0. Choose a negative number c ∈ R. Similar to the (iii) of theorem 2.4, we have
ifα,β(diag{B, In})− i
f
α,β(diag{0, In})
= ifα,β(diag{B, In}|cI2n)− i
f
α,β(diag{0, In}|cI2n)
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=
∑
λ∈[0,1)
νfα,β(diag{λB, In})
=
∑
λ∈[0,1)
νsIn,α,β(λB)
= isIn,α,β(B)− i
s
In,α,β(0)
Combining the second formula in definition 4.1, formula(4.4) follows.
Case 2: B is arbitrary. Choose a positive number c such that cIn > B. Similar to Case 1, we
have
ifα,β(diag{c1In, In})− i
f
α,β(diag{B, In})
= isIn,α,β(c1In)− i
s
In,α,β(B)
and hence formula (4.4).
We now begin to discuss solvability of the following nonlinear Hamiltonian systems:
x′′ = JH ′(t, x), (4.5)
x1(0) cosα+ x2(0) sinα = 0
x1(1) cos β + x2(1) sin β = 0
where H : [0, 1] ×R2n → R2n is differentiable and H ′(t, x) is the gradient of H with respect to x.
From theorems 1.6 1nd 1.7 we have the following theorems.
Theorem 4.3 Assume
(1) there exist B1, B2 ∈ L
∞((0, 1);GLs(R
2n)) with B1 ≤ B2, i
f
α,β(B1) = i
f
α,β(B2), ν
f
α,β(B2) = 0
such that
(2) H ′(t, x)−B(t, x) is bounded, B : [0, 1] ×R2n → GLs(R
2n) is continuous and
B1(t) ≤ B(t, x) ≤ B2(t), (t, x) ∈ (0, 1) ×R
2n, with |x| ≥ r > 0.
Then (4.4)(4.2)(4.3) has at least one solution.
Theorem 4.4 Assume
(1) H ∈ C2([0, 1] × R2n,R), B1(t) ≤ H
′′(t, x) ≤ B2(t) for |x| ≥ r > 0 with i
f
α,β(B1) =
ifα,β(B2), ν
f
α,β(B2) = 0.
(2) H ′(t, 0) ≡ 0, B¯(t) := H ′′(t, 0) and ifα,β(B1) /∈ [i
f
α,β(B¯), i
f
α,β(B¯) + ν
f
α,β(B¯)].
Then problem (4.4)(4.2)(4.3) has at least one nontrivial solution. Moreover, if we further assume
(3)νfα,β(B¯) = 0, |i
f
α,β(B1)− i
f
α,β(B¯)| ≥ n.
Then (4.4)(4.2)(4.3) has two nontrivial solutions.
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Note that in [7] we discussed the special case α = 0, β = π.
4.2 Generalized periodic boundary value problems
Consider the following problem (4.1)(4.6)
x′ = JB(t)x
x(1) = Px(0) (4.6)
where P ∈ Sp(2n) is prescribed. Define X := L2((0, 1);R2n), Y := {x : [0, 1] → R2n|x′ ∈
L2(0, 1;R2n) and x satisfies (4.6)}. Then Y →֒ X is compact. Define (Ax)(t) := Jx′(t) for every
x ∈ Y . Similar to Proposition 7 in page 22 of Ekeland’s book[5], for the given P ∈ Sp(2n) there
exists λ ∈ R such that eJλ −P is invertible. So (4.1)(4.6) with B(t) replaced by λI2n has only the
trivial solution. Thus, from lemma 2.1 A : Y → X is continuous, closed and X = ker(A)
⊕
ℑ(A).
Choose ifP (0) := iP (I2n) defined by definition 2.2 in [8]. we have the following definition.
Definition 4.5 For any B ∈ L∞((0, 1);GLs(R
2n)), we define
νfP (B) = dim ker(A+B),
ifP (B) = i
f
P (0) + I
f
P (0, B);
and
IfP (B1, B2) =
∑
λ∈[0,1)
νfP ((1− λ)B1 + λB2) as B1 < B2,
IfP (B1, B2) = I
f
P (B1, kid) − I
f
P (B2, kid) for every B1, B2 with kid > B1, kid > B2.
From theorem 1.5 we have the following proposition.
Proposition 4.6. (1)For any B ∈ L∞((0, 1);GLs(R
2n)), we have νfP (B) ∈ {0, 1, 2, · · · , 2n}.
(2) For any B1, B2 ∈ L
∞((0, 1);GLs(R
2n)) satisfying B1 < B2, we have i
f
P (B1) + ν
f
P (B1) ≤
ifP (B2).
We now discuss solvability of the following nonlinear system (4.6)(4.5):
x′ = JH ′(t, x)
x(1) = Px(0)
where H : [0, 1] ×R2n → R is differentiable and P ∈ Sp(2n) is prescribed.
Similar to theorems 4.3 and 4.4 we have
Theorem 4.7 Assume
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(1) there exist B1, B2 ∈ L
∞((0, 1);GLs(R
2n)) with B1 ≤ B2, i
f
P (B1) = i
f
P (B2), ν
f
P (B2) = 0 such
that
B1(t) ≤ B(t, x) ≤ B2(t), x ∈ R
n, a.e. t ∈ (0, 1);
(2) H ′(t, x)−B(t, x) is bounded.
Then (4.4)(4.5) has at least one solution.
Theorem 4.8 Assume
(1) H ∈ C2([0, 1] × R2n,R), B1(t) ≤ H
′′(t, x) ≤ B2(t) for |x| ≥ M > 0 with i
f
P (B1) =
ifP (B2), ν
f
P (B2) = 0.
(2) H ′(t, 0) ≡ 0, B¯(t) := H ′′(t, 0) and ifP (B1) /∈ [i
f
P (B¯), i
f
P (B¯) + ν
f
P (B¯)].
Then problem (4.4)(4.5) has at least one nontrivial solution. Moreover, if we assume
(3)νfP (B¯) = 0, |i
f
P (B1)− i
f
P (B¯)| ≥ 2n.
Then (4.4)(4.5) has two nontrivial solutions.
Note that in [8] the above problem have been discussed already separately.
5 Second order elliptic partial differential equations
In this section we will discuss index theory for linear elliptic equations satisfying Dirichlet boundary
conditions and nontrivial solutions for nonlinear elliptic equations. First we consider the following
linear systems:
∆u+ b(x)u = 0, x ∈ Ω (5.1)
u|∂Ω = 0 (5.2)
where Ω ∈ Rn is a bounded open domain, and its boundary ∂Ω is smooth, b ∈ L∞(Ω).
Define X := L2(Ω), Y := H20 (Ω) and Au = △u, (Bu)(x) = b(x)u(x). Then the embedding
Y →֒ X is compact, A : Y → X and B : X → X are continuous and self-adjoint. It is well-known
that the spectrum σ(−A) ⊂ (0,+∞). And by the Dirichlet Principle, for any f ∈ L2(Ω) equation
∆u = f and (5.2) has a weak solution. This weak solution is also classical solution. So Im(A) = X
and ker(A) = {θ}. From proposition 1.4 we can give the following definition.
Definition 5.1 For any b ∈ L∞(Ω), we define
ν∆(b) = dimker(A+B)
i∆(b) =
∑
λ<0
ν∆(b+ λ).
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The following proposition comes from proposition 1.5 directly. Note that for any b1, b2 ∈ L
∞(Ω),
we define b1 ≤ b2 if and only if b1(x) ≤ b2(x) for a.e. x ∈ Ω; and define b1 < b2 if and only if b1 ≤ b2
and b1(x) < b2(x) on a subset of Ω with positive measure.
Proposition 5.2 (1) ν∆(b) is finite.
(2)For any b1 < b2 belonging to L
∞(Ω), we have
ν∆(b1) + i∆(b1) ≤ i∆(b2).
Finally, we consider the following problem:
∆u+ f(x, u) = 0, x ∈ Ω (5.3)
u|∂Ω = 0
Define F (x, u) :=
∫ u
0 f(x, s)ds and Φ(u) =
∫
Ω F (x, u(x))dx. Then Φ
′(u) = f(·, u(·)),Φ′′(u) =
∂
∂u
f(·, u(·)) and equation (5.3)(5.2) is equivalent to (1.2).
Theorem 5.3 Assume that
b1(x) ≤ f(x, u)/u ≤ b2(x), |u| > r > 0
and i∆(b1) = i∆(b2), ν∆(b2) = 0. Then (5.3)(5.2) has at least one solution.
Proof. Define g(x, u) = f(x, u)/u as |u| > r; g(x, u) = b1(x)x as |u| ≤ r, and B(u) = g(·, u(·)).
Then from theorem 1.6 and its proof we can complete the proof.
And from theorems 1.7, 1.8 and 1.9 we obtain the following results.
Theorem 5.4 Assume
(1) f ∈ C1(Ω×R,R), b1(x) ≤
∂
∂u
f(x, u) ≤ b2(x) for |u| ≥ r > 0 with i∆(b1) = i∆(b2), ν∆(b2) =
0.
(2) f(x, 0) ≡ 0, b¯(x) := ∂
∂u
f(x, 0) and i∆(b1) /∈ [i∆(b¯), i∆(b¯) + ν∆(b¯)].
Then (5.3)(5.2) has at least one nontrivial solution.
Theorem 5.5 Assume that
(1) f ′ ∈ C(Ω×R,R) and there exist b1, b2 ∈ L
∞(Ω) with ν∆(b1) = 0 such that
b1 ≤ f ; (x, u) ≤ b2∀(x, u) ∈ Ω×R;
(2)there exists b3 ∈ L
∞(Ω) with b1 < b3 and i∆(b1) = i(b3), ν∆(b3) = 0 such that
Φ(x) ≤
1
2
(b3(x)x, x) + c∀x ∈ X;
(3) f(x, 0) = 0, ∂
∂u
f(x, 0) > b1(x), νA(
∂
∂u
f(·, 0)) = 0 and i∆(
∂
∂u
f(·, 0)) > i∆(b1).
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Then (5.3)(5.2) has two distinct nontrivial solutions.
Theorem 5.6 Assume that
(1) there exist b1, b2 ∈ L
∞(Ω) satisfying b1 ≤ b2 and i∆(b1) + ν∆(b1) = i∆(b2), ν∆(b2) = 0 such
that
∫ u
0 f(x, s)ds −
1
2 (b1(x)u
2 is convex with respect to u and∫ u
0
f(x, s)ds ≤
1
2
b2(x)u
2 + c∀(x, u) ∈ Ω×R.
Then (5.3)(5.2) has a solution.
Moreover, if we further assume that
(2) f(x, 0) = 0 and there exists b0 ∈ L
∞(Ω) satisfying b0 ≥ b1 and
i∆(b0) > i∆(b1) + ν∆(b1).
Then (5.3)(5.2) has at least one nontrivial solution.
Remark 5.7 Theorems 5.4, 5.5 and 5.6 cover some results in [3, Chapter III].
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