A d-regular graph has largest or first (adjacency matrix) eigenvalue λ1 = d. In this paper we show the following conjecture of Alon. Fix an integer d > 2 and a real > 0. Then for sufficiently large n we have that "most" dregular graphs on n vertices have all their eigenvalues except λ1 = d bounded above by 2 √ d − 1 + . Our methods, being trace methods, also bound those eigenvalues below by
INTRODUCTION

Background
The eigenvalues of the adjacency matrix of an undirected graph, G, are real and hence can be ordered
λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G),
where n is the number of vertices in G. If G is d-regular, i.e. each vertex is of degree d, then λ1 = d and λn ≥ −d. G * A full version of this paper is available as A Proof of Alon's Second Eigenvalue Conjecture at www.math.ubc.ca/~jf/pubs † This research is supported in part by an NSERC grant.
will have good "expansion" and related properties when λ2 (and at times |λn|) is bounded away from d (see [1] ).
In [1] , Noga Alon conjectured that for any d ≥ 3 and > 0, λ2(G) ≤ 2 √ d − 1 + for "most" d-regular graphs on a sufficiently large number of vertices. The Alon-Boppana bound shows that the 2 √ d − 1 cannot be improved upon (see [1, 17, 8] ). The main goal of this paper is to prove this conjecture for various models of a "random d-regular graph." Precise theorems will be given later in this section. Our proof is given in [5] , which is 109 pages long and available on the internet; in this short abstract we will only give a bare outline of our proof.
Our methods actually show that for "most" d-regular graphs, |λi(G)| ≤ 2 √ d − 1 + for all i ≥ 2, since our methods are variants of the standard "trace method. " We give some implications of our resolution of Alon's conjecture.
1. The best expanders to date are due to Lubotzky-PhilipsSarnak, Margulis, and Morgenstern (see [13, 15, 16] ), who construct families of "Ramanujan" graphs. These families have d fixed and a sequence of n → ∞ where λ2 ≤ 2 √ d − 1. In these constructions the graphs d must be one more than an odd prime power, and n has some restrictions as well. Our result shows the existence of "nearly Ramanujan" graphs for all sufficiently large n for a fixed d; perhaps an explicit construction is possible.
2. When randomization and a polynomial time in n algorithm is feasible, our result shows that we can construct "nearly Ramanujan" graphs at random, by computing λ2 of a random graph by a power method (or something fancier).
3. Our results are a step towards confirming numerical experiments (see, e.g., [8] ) that show that the average λ2 for a fixed d, n is less than 2
for all graphs, due to Friedman and Kahale (see [8] ), strengthening the Alon-Boppana result (see [17] ), leaves room for this to be plausible. 4 . It may be argued that for large d, our result represents only a second order improvement over [7] . However, (i) sometimes small d is important; (ii) sometimes odd d is desirable; (iii) sometimes a small improvement in λ2 makes a difference in applications (see [10] , for example, although there the (random) graphs are of a restricted nature).
From Alon's version of Cheeger's inequality (see [1] ) or Dodziuk's version (see [4] ), it was clear that non-trivial λ2 upper bounds could be obtained with the help of standard counting arguments that bound expansion constants; for example, Dodziuk's version gives an upper bound of λ2 ≤ (7d/8)+o(1) for d fixed and large n. Broder and Shamir gave a beautiful adaptation of the trace method of Wigner (see [18] ) to the fixed degree random graph model in ( [2] 
independently Kahn and Szemerédi gave a type of counting argument to show that there exists a constant, C, such that there is a high probability upper bound on λ2 of C √ d.
Precise Statements of Main Theorems
For a fixed n we can generate a random d-regular graph on n vertices by taking d/2 permutations on V = {1, . . . , n}, π1, . . . , π d/2 , each πi chosen uniformly among all n! permutations with all the πi independent. We then form
, which we may view as undirected. We call this probability space of random graphs G n,d . G can have multiple edges and self-loops, and each self-loop contributes 2 to the appropriate diagonal entry of G's adjacency matrix 2 . The main goal of this paper is to prove theorems like the following, which prove Alon's conjecture, for various models of a random d-regular graph; we start with the model G n,d . [7] is not interesting for d = 4. 2 Such a self-loop is a whole-loop in the sense of [8] .
Left open is the question of whether or not this theorem holds with = 0 or even some function = (n) < 0. Calculations such as those in [8] suggest that it does, even for some negative function (n). Examples of "Ramanujan graphs," i.e. graphs where |λi(G)| ≤ 2 √ d − 1 except i = 1 (and, at times, i = n when λn = −d) have been given in [14, 15, 16] where d is one more than an odd prime or prime power. Theorem 1.1 demonstrates the existence of "nearly Ramanujan" graphs of any even degree. We shall soon address odd d, as well.
Another interesting question arises in the gap between τ fund and s in Theorem 1.1 in the case where
¡ /2 is an integer; it is almost certain that one of them can be improved upon. In the language of Section 2 here, or of [5] , τ fund is the smallest order of a supercritical tangle, and s that of a hypercritical tangle; a gap between τ fund and s can only occur when there is a critical tangle of order smaller than that of any hypercritical tangle.
The value of τ fund in Theorem 1.1 depends on the particular model of a random graph. Indeed, consider the model H n,d of a random graph, which is like G n,d except that we insist that each πi be one of the (n − 1)! permutations whose cyclic decomposition consists of one cycle of length n. The same methods used to prove Theorem 1.1 will show the following variant.
Once again, τ fund = s, unless a certain expression, in this case
, is an integer. Note that for H n,d , the value of τ fund is roughly twice as large as that for
Next consider two more models of random graphs. Let For an odd positive integer n, let a near perfect matching be a matching of n − 1 elements of {1, . . . , n}; such a matching becomes a 1-regular graph if it is complemented by a single half-loop 3 at the unmatched vertex. Taking d independent such 1-regular graphs gives a model, J n,d , of a d-regular graph on n vertices for n odd. 
Our method for proving Theorems 1.1, 1.2, and 1.3 is a variant of the well-known "trace method" (see, for example [18, 12, 11, 2, 7] ) originated by Wigner, especially the author's refinement in [7] of the beautiful Broder-Shamir style of analysis in [2] . The standard trace method involves taking the expected value of the trace of a reasonably high power 5 of the adjacency matrix. In our situation we are unable to analyze this trace accurately enough to prove Theorem 1.1, as certain infinite sums involved in our analysis diverge (for example, the infinite sum involving W (T ; m) and P i,T, m just above the middle of page 351 in [7] , for types of order > d). This divergence is due to certain "tangles" ("supercritical" or "hypercritical" tangles) that can occur in a random graph and can adversely affect the eigenvalues (see Sections 2 and 4). To get around these "tangles" we introduce a selective trace. The selective trace is the trace of a power of the adjacency matrix where we disregard any contribution to this trace except those that are "irreducible" and have no small path that "traces out" a "supercritical tangle." Since these "tangles" occur with probability at most proportional to n −τ , with τ = τ fund as in Theorem 1.1, the selective irreducible trace usually agrees with the standard "irreducible" trace.
Analyzing the selective traces involves a new concept of the "new type," which is a refinement of the "type" of [7] .
We caution the reader about the notation used here. In this paper we work with only d-regular graphs; [2] and often [7] work with 2d-regular graphs. "Irreducible" walks or cycles (in an undirected graph) are those where we never traverse an edge and then immediately thereafter traverse the edge again in the opposite orientation; such walks/cycles are sometimes called "reduced" or "non-backtracking" in the literature.
Throughout the rest of this paper we will work with G n,d unless we explicitly say otherwise, and we understand d to be a fixed integer > 2. At times we insist that d be even (for example, in dealing with G n,d and H n,d ).
TANGLES
In this section we explain what we mean by various kinds of tangles, and explain where the τ fund 's and s's of Theorems 1.1, 1.2, 1.3 come from.
For a (not necessarily finite) connected graph, G, λ1(G) is defined to be the limit as k → ∞ of the 2k-th root of the number of cycles of length ≤ 2k about any fixed vertex; this is known to be the same as the norm of G's adjacency matrix, AG (see [3] ). For an undirected graph, G, we define G Irred as the directed graph whose vertices are oriented edges in G, and whose edges are pairs of oriented G edges forming an irreducible walk in G (i.e., the oriented edges do not arise as opposite orientations of the same G edge). We define λ Irred (G) to be λ1(G Irred ).
Definition 2.1. Let ψ be a finite graph with each vertex of degree ≤ d for an integer d > 2. By Tree d (ψ) we mean the unique (up to isomorphism) undirected graph, G, that has an inclusion ι : ψ → G such that G is d-regular and such that G becomes a forest when we remove (the image under ι of ) ψ's edges.
Theorem 2.2. Let d ≥ 3, and let ψ be a finite graph with each vertex of degree
The same is true for any real d > 2, provided that λ1 Tree d (ψ) ¡ is interpreted with an appropriate analytic continuation in d (see [5] 
The order of a tangle (or any graph), ψ, is ord(ψ) = |E ψ |− |V ψ | (for the model J n,d , to be considered soon, a half-loop is counted as one edge), where E ψ , V ψ are the edge and vertex sets (respectively) of ψ. 
These theorems show that if s is smallest order of a hypercritical tangle in
for some > 0 with probability at least cn −s for some constant c. Theorems 1.1, 1.2, and 1.3 describe this smallest order, s; see [5] for a proof.
We define τ fund of a model such as
to be the smallest order of a supercritical tangle. Again, determining τ fund is an relatively easy exercise in graph theory. In the next section we explain how τ fund is involved in Theorems 1.1, 1.2, and 1.3.
SELECTIVITY IN TRACES
In this section we introduce the notion of selective traces of various kinds, and try to explain the relationship to τ fund .
Problems in Expansions
Here we review some ideas of [7] , and explain why a certain crucial expansion had to be stopped after a certain number of terms.
For a graph, G, let IrredTr (G, k) be the k-th irreducible trace of G, i.e., the sum of all cycles in G of length k that are irreducible, meaning do not at any point traverse an edge and then reserve that traversing on the next step. The main work in [7] was to obtain an expansion for the expected value of IrredTr (G, k), namely
where r is taken to be as large as possible, fi(k) is a polynomial in k, and the error is the sum of two terms roughly of order
It was shown that r can be taken to be at least
The reason why we were held to this maximum value of r is that certain infinite sums used to obtain the fi and used to obtain the error bounds depended on estimating the number of irreducible walks in certain graphs known arising from "types" (see below); this number is denoted W (T ; m) in [7] . In [5] we show that regardless of estimates on W (T ; m), in equation (1) with error as described above, r cannot be more
Before proceeding with the new, let us roughly recall how expansions such as those in equation (1) we derived. An irreducible cycles traces out a subgraph of G; this subgraph has vertices labelled {1, . . . , n}, but the symmetry of the random graph model means that the renaming the vertices doesn't change the probability of this subgraph appearing (and therefore contributing to the irreducible trace). So we group such subgraphs by their "form," which essentially forgets the particular vertex labels. Furthermore forms are grouped by their "type," which essentially forgets all degree two vertices of the form (except the first vertex, in case it has degree two). To give an expansion it suffices to sum over types of at most a certain order (which is the number of edges minus the number of vertices); since all type vertices (except possibly one) has degree ≥ 3, this number of types is finite. For each type, T , we analyze the sum associated to it, and after some amount of tedium we show the desired expansion exists if an estimate on W (T ; m) is good enough, where W (T ; m) is the number of irreducible cycles in T that pass through each edge, e, of T me times ( m is the collection of all me's). Specifically, we need an estimate on W (T ; m) of roughly (d − 1) m/2 , where m is the sum of m's components. (Note: throughout this paper, form, types, and related structures consist of a graph plus a lot of extra information; however, when no confusion arises, we speak of forms, types, etc. as their underlying graph.) See [7] for details on the above brief outline.
The main new ingredient is the selective irreducible trace, for which there is an expansion of the type in equation (1) for arbitrarily large r; their analysis requires the notion of a 9 But similar to an earlier remark, the √ d − 1 can actually be replaced by 1
which is a refinement of the notion of a "type" of [7] . Intuitively, the selective trace modifies the standard irreducible trace on those graphs that have a tangle in Ψ, and avoids those cycles that in some short part trace out such a tangle.
The key bound on our new analogue of W (T ; m) is akin to this simplified theorem (see Theorem 6.6 in [5] for the real theorem). 
WG,S,Ψ,E
A new type is roughly speaking a type with its edges divided into "long" edges and "fixed (short)" edges; it is only the long edges of the type that will correspond to contracted paths of the form (from the discarded degree two vertices), and applying the above theorem to "long" lengths of length at least means that the cM1 term is really a cM1/ term, which is ≤ M1 term if > c. This these W 's satisfy a bound of less than √ d − 1 to the power of the "virtual length" of the walk.
Here is how τ fund enters the picture. Any selective trace (irreducible, strongly irreducible, etc.) agrees with the nonselective trace in case the relevant tangle set, Ψ, does not occur in G. This happens with probability n to minus the smallest of the orders occurring in Ψ, provided Ψ is finite. For this reason the selective traces we use give information about the non-selective traces except in O(n −τ fund ) probability of the random graphs. This intuition can be made rigourous (see [5] ), although it is not trivial; for one thing, it is not at all clear how the selectivity affects the traces when a relevant tangle occurs in our random graph.
THE MAIN THEOREM
We caution the reader that the sketch in the last section hides a lot of technical issues. For example, it is hard to control what selectivity does to traces in case a relevant tangle occurs in the graph. To get around this, we compute an expected irreducible trace that throws out a graph if it has a relevant tangle. The key theorem (which is still further modified in [5] ) is as follows. also has such an expansion.
To prove Theorem 4.2 we introduce "formoids" and "typoids" (see [5] ), that are analogues of forms and types in [7] that also keep track of conditioning imposed by "required edges" arising from (inclusion-exclusion and) χΨ. We apply Theorem 4.2 to Ψ = Ψmin[r] defined to be those supercritical tangles and are minimal with respect to inclusion; a crucial lemma shows that Ψmin[r] is finite.
This still leaves some questions about drawing conclusions about λ2 from Theorem 4.2. In Section 11 of [5] we show that this theorem, and its analogue for strongly irreducible selective traces, shows that sums of powers of all eigenvalues ≤ d−O(log −2 n) can be bounded by an error term similar in nature to that in equation (2) . Then eigenvalue separation results via counting arguments and Cheeger's inequality can be applied to finish the proof, somewhat similar to what was done in [7] .
FUTURE DIRECTIONS
We mention some future directions of research. One direction is to relativize the results of this paper to theorems about random covers of any base graph or pregraph (see [8] ). For a graph in the base, the author has given a relativization of the Broder-Shamir result in [6] .
This papers does not prove the existence of any Ramanujan graphs. It would be nice to do so, i.e., improve the Alon conjecture to = 0 or even = (n) < 0.
