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Abst ract - -We substantially decrease the storage space and arithmetic time of computations with 
matrices and vectors filled with zeros and ones or with "short" hounded integers, by using a general 
technique of binary segmentation. 
1. INTRODUCTION 
In some applications, in particular, to combinatorial nd graph computations, it is required to 
multiply matrices filled with bounded integers, sometimes just with zeros and ones. In such cases, 
every entry can be represented with one or a few bits but in practice occupies the entire single 
precision word of memory. We show a simple and general technique (of binary segmentation, b.s.), 
which enables us to avoid such a waste by saving the memory space. Furthermore, this technique 
enables us to decrease the number of arithmetic operations involved in matrix multiplication, as 
long as the input and output entries are filled with "short" integers, which can be represented 
with only a few bits. We will show the technique of b.s. in its applications to devising a compact 
storage scheme for vectors and matrices and to vector operations, which then can be easily 
extended to matrix operations. As a challenge, the reader may consider an open problem of 
accentuating the power of b.s. in the case of sparse matrix computations. We refer to [1] on the 
history of the subject. 
2. INTERPOLAT ION VIA BINARY SEGMENTATION 
It is well known that the coefficients v0, . . . ,  Vn_l of a polynomial 
n--1 
v(z) = ~ vi z' (2.1) 
i=o 
of degree at most n - 1 are uniquely defined by its values at n points. If, however, it is known 
that the coefficients are integers uch that 
0 _< vi < 2 b, / = 0 , . . . ,n -  1, (2.2) 
for a fixed natural b, then they can be immediately recovered from the value of v(z) at a single 
point z = 2 b. Indeed, represent v(2 b) as a binary string of bn bits (the first of them may be 
zeros) and obtain the binary integers v0, . . . ,  v,-1 as the n successive segments of this string, 
each segment having b bits. 
Such an interpolation via binary segmentation, b.s. (the definition is from [1]), can be extended 
to the more general case of polynomials v(z) of (2.1), with integer coefficients v0, . . . ,  vn-1 lying 
in the intervals 
ui < vi < ui + 2 b, i = O, . . . ,n -  1, (2.3) 
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for any set of integers b > 1, u0, . . . ,  un-1. Indeed, in this case, set u(z) = ~'~.~-o 1 ui z i, 
n-- i  
w(z)=v(z ) - -u (z )=Zwiz  i, O<_wi=v l - -u i<2 ~, i=O, . . . ,n - -1 ,  
i=O 
evaluate wo,. . .  ,wn- i  via b.s., and finally compute vi = wi + ui, i = 0 , . . . ,  n - 1. 
In an important special case, ui = -2  b-1 , -u (2  ~) = 2 b-1 ~-~__-01 2 hi, 
[vii < 2 b-i, i = O, . . . ,n -  1. (2.4) 
3. COMPACT STORAGE SCHEME FOR VECTORS AND MATRICES 
Given any n-dimensional column vector v -- Iv0,..., vn-l] "r (or row vector v v -- Iv0,..., vn]), 
with integer entries satisfying (2.2), we may store this vector in the form of the single integer 
v(2 b) -" Y~-01 vi 2 b~, and if needed, we may easily recover the vector v from the value v(2b), 
via b.s. In particular, we may represent and store the coefficient vector v of a polynomial v(z) 
of (2.1) in this way. 
In the subsequent estimates, let p denote the number of bits allowed in a single precision word 
of a given computer. Then the storage space for the vector v requires only [nb/p~ words of 
the computer memory, with using the b.s., and n[b/p] words without it. The saving of space is 
therefore substantial if b/p is a small value. 
It is convenient to interpret v(2 b) as the inner product of the two vectors, v and 
s(b, n) - [I, 2b,..., 2b("-')] n-. (3.1) 
Then it is easy to extend b.s. to obtain a compact storage scheme for an m x n matrix 
V = [vlj, i = O,. . . ,m-1 ;  j = O,. . . ,n -1 ]  
filled with integers vii such that, say, 
0 ~_ Vii < 2 b, for all i, j (3.2) 
or  say,  
[v~[ < 2 b, for all i and j (3.3) 
(compare (2.2)-(2.4)) .  Indeed, ~ume (3.2) and store either the ,7, entries of  the vector 
Vs(b,n), 
(see (3.1)) or the n entries of sT(b, m)V, or the single (mnb)-bit integer sV(b n, m)Vs  (b, n), or 
the single (mnb)-bit integer sT(b, m) Vs (b m, n). In the latter two cases, we need [mnblp] single 
precision words of memory for the storage. For V s (b, n), we need m [nb/p] words, since (nb) 
bits are allocated for each component and, similarly, we need n [mb/p] words to store s T (b, m) V, 
versus mn[b/p] words, for the usual storage of V. 
4. SUPERFAST COMPUTATIONS WITH VECTORS AND MATRICES 
Consider some basic computations with vectors and matrices filled with bounded integers, 
under (2.2) and (3.2) (similarly, under (2.4), (3.3)), and assume that no divisions are involved 
and that the computer precision allows us to apply b.s. to store compactly both input and 
output, in the worst case. Then, with b.s., we may decrease the number of arithmetic operations 
involved. We will demonstrate this in Examples 4.1-4.4 below, using the following notation: 
u - [u0,. . . ,  urn-l] T, v = Iv0, . . . ,  Vn--1] v, Ul, Vj are integers, 
0<u i<2 b, 0_<vj <2 b, for a l l l and j ,  (4.1) 
r(b, h) -- [2 b(h-x), 2b(h-2),..., 2 b, 1] v , s(b, h) - [1, 2 , . . . ,  2b(h-1)]V; (4.2) 
e = rlog~ kl, d = rlog~ n], < = rlog~min{m,n}l, (4.3) 
k, m, n are positive integers. 
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EXAMPLE 4.1. Scale a vector v, that is, compute the vector kv. 
SOLUTION. Represent v by s r  (b -]- c, n) v = v(2b+e); compute kv(2  b+c) and obtain kv  from 
k v(2 ~+c) via b.s. 
EXAMPLE 4.2. Compute the outer product uv  r. 
Two ALTERNATE SOLUTIONS. 
(a) Represent u by sT(2b, m)u  -- u(22b), compute u(22b) v T, and recover uv  v via b.s. 
(b) Represent v v by v v s(2b, n) = v(22b), compute UV(22b), and recover uv  v via b.s. 
To evaluate u(22b) v T, either perform n multiplications of u(22b) by the n components of v T 
or proceed as in Example 4.1. To evaluate uv(22b), choose one of the two similar options. 
EXAMPLE 4.3 [2]. Compute the convolution of two vectors w = u*  v = [w0,..., win+n-2], 
Wk = E ui 1)k-i' 
i=0 
k =0,1 , . . . , re+n-2 ,  
where 
ui = vj = O if i > m,  j > n. 
SOLUTION. Represent u by sr (2b+e,m)u  = U(22b+e), V by sT(2b+e,  n )v  = v(22b+e), compute 
Ern+n--2 W" 2 (2b+e)i i=0 * ---- U(22b+e) V(22b+e), and recover w via b.s. 
EXAMPLE 4.4 [3, SECTION 40].  Compute the inner product of two vectors u T v where m = n. 
SOLUTION. Represent u r by r r (2b + d)u  = Ur(22b+d), V by v T s(2b + d) = T)(22b+d), compute 
2n--2 
Ur(22b+d) T)(22b+d) = Wr(22b+d) = E Wi,r 2 (2b+d)i, 
i=0 
where 0 _< Wi,r <~ 22b+d, 
and output Wn_l, r = tl T V. 
The above solutions can be immediately extended to the case where the assumptions (4.1) are 
replaced by the following ones: 
]uil < 2 b-l, Iv l < 2 b-l, for all i and j. 
The evaluation of the product U V of two matrices U and V of sizes m × n and n x p, respectively, 
with integer entries from 0 to 2 b - 1 (or from 1 - 2 b-1 to 2 b-I - I) amounts to the evaluation of 
m n inner products, for which we may refer to Example 4.4. 
Alternatively, we may introduce the vectors sV(2b + d, n )U  and V s(2b + d, n) to represent one 
or both of the matrices U and V, thus simplifying the computation, and at the end recover U V 
via b.s. 
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