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Abstract
- Aim: Explaining and formulating the pattern of the species-area relationship, SAR, that fits better the
real data in small area.
- Location: Barro Colorado Island (BCI), Panama.
- Time period: No specific time period.
- Major taxa studies: tropical tree species
- Methods: We consider the geometric position of individuals of species, and base on that we find the
probability of observing at least one individual of the species, then we apply a translation of the well-studied
problem of mixed salt-water in a tank to describe the formula of SAR.
- Results: For a rectangular sample area the species-area relationship follows the pattern, with some
simplification, S = c|Aβ + a|z, where S is the number of species in the area of size A and a, c, z, and β are
constants with z < 1 and β ≤ 1. We also show how the constant z relates to some of the macroecological
patterns, namely spatial aggregation, percentage of area coverage, and the core-satellite model. We exemplify
our method using data on tropical tree species from a 50ha plot in Barro Colorado Island (BCI), Panama,
using all individuals.
- Main conclusions: The new formula of SAR better describes the pattern of SAR for small area and for
large area it is equivalent to the well-known log-log linear pattern.
Keywords— SAR; Differential equation; BCI; Ge-
ometry; Cluster
Data availability statement: The data are openly
available in Smithsonian Libraries (Smithsonian re-
search online) at https://doi.org/10.5479/data.
bci.20130603.
∗Corresponding Author
I. Introduction
Patterns of biological diversity are scale-dependent
Levin (1992); Whittaker et al. (2001). One of the
most widely used tools for describing biodiversity
scaling remains the species-area relationship (SAR)
Lomolino (2000); Palmer and White (1994); He and
Legendre (2002).
The SAR is one of the oldest and most docu-
mented patterns in ecology. It quantifies the relation
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SAR geometrical approach
between area and number of species found in that
area, which is to say, as a function of spatial scale. It
is also a key tool to understand the pattern of species
diversity. The scale dependence of biodiversity as re-
flected in the SAR represents the combined effects of
statistical sampling and ecological processes Rosen-
zweig (1995). Three major factors affect the shape
and slope of SAR, rarity of species Preston (1962),
habitat heterogeneity Rosenzweig (1995), and spatial
population dynamics Hanski and Gyllenberg (1997);
Taylor et al. (1978). It remained open to explain as a
biological mechanism for the shape of SAR.
As a brief history of previous works on SAR see
Connor and McCoy (1979), where they discussed
three questions regarding the basis, use, and in-
terpretation of species-area curves, respectively the
uniqueness, being optimized and having biological
interpretation. The most common patterns of SAR
are described as log-log linear and semi-log linear
by Preston (1962) and Gleason (1922), respectively.
Fitting of SAR due to data from field studies tend
to slightly favor the power law, where it was shown
that the exponent depends on environmental vari-
ables, e.g., the latitude Drakare et al. (2006). Plotting
the number of species by the area in log-log scale
suggests that the power law can be used as an ap-
propriate fitting only after large enough area size.
Similarly, plotting the number of species by the log
of area suggests that the semi-log linear fitting is
good but, again only after large enough area size.
These suggest that both formulas depend on the
choice of the initial small area to start the fitting,
and smaller areas do not follow the patterns they
formulated. Our approach removes the dependency
of the choice of initial small area and provides an
estimated formula for describing the whole SAR.
Arrhenius (1921) showed that SAR always has a
negative second derivative when plotted arithmeti-
cally. Gleason (1922) described the SAR as a straight
line on semi-log axes (S = c′ + z′ log(A)). Preston
(1962) described the SAR as a power function of area
(S = cAz), based on his work on the log-normal
species abundance distribution. Conceicao et al.
(2014) used a statistical approach and fit the SAR,
by assuming the existence of a random noise pa-
rameter, where the fitting is the sum of polynomials
of the log of area, area, and reverse of area. Their
formulation can be seen as a statistical generalized
model, they considered species distributed in the
area as compositions of normal, inverse Gaussian
and Gamma distributions. Azaele et al. (2015) pro-
posed a scale-down method to obtain the SAR where
for a given sample area and for a smaller scale they
proposed the number of species on a smaller scale is
a factor of the total number of species in the sample
size. In their method, the factor at each scale can
be obtained by solving some integrations of some
Gamma distribution function. They provide a for-
mula that may not have a simple solution without
considering additional constraints on the parame-
ters of the Gamma distribution functions. However,
by what we will show in Section ii even with the sim-
plification, it has large complexity in computation
at each scale. Chisholm et al. (2016) described the
shape of SAR for islands. Storch (2016) described the
link between the SAR and other ecological patterns
such as species abundance distribution, β-diversity,
species richness, and productivity if we use geomet-
ric consideration of SAR. His work mainly shows
the importance of geometrical consideration of the
SAR.
Note that, for a given sample data all the preced-
ing formulas of SAR can be a good fit only if the
sample area and the initial sub-area are large enough
and for small ones they have significant differences
from real data. In most of the existing sample data,
the semi-log linear fitting produces a negative num-
ber of species for small sub-areas, the log-log linear
fitting produces a higher number of species than
the ones existed in real for small sub-areas, and it
has the problem of over-fitting due to insufficiency
of data for a small area. By considering SAR as a
continuous function, the result of Conceicao et al.
(2014) can be interpreted as Weierstrass Approxima-
tion Theorem1, states that every continuous function
uniformly approximated as closely as desired by a
polynomial function, but then the degree of that
polynomial is what causes the overfitting.
Since in the most existing sample data the log-
log linear fittings produce relatively better results
than the semi-log linear, in our examples we only
compare with the log-log linear fitting. See Section
V of Appendix VI.
Our goal is to describe a pattern which can be
used for small sample area as well as for large area.
Note that, throughout this manuscript, we explain
SAR which is built on a geometrical approach with-
out considering any prior information.
We exemplify our method using data on tropical
tree species from a 50ha plot in Barro Colorado
1firstly provided in the German language in Weierstrass
(1885) the English version can be found in any mathemat-
ical analysis books, for example, see Römisch and Zeug-
mann (2016) for the statement and a constructive proof
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Table 1: For BCI data, the correspondence species names
for the species code we will use in our examples.
Species Code Species name
aegipa Aegiphila panamensis
entesc Enterolobium schomburgkii
rinosy Rinorea sylvatica
maytsc Maytenus schippii
anaxpa Anaxagorea panamensis
cha2sc Chamguava schippii
appuse Appunia seibertii
bactc1 Bactris coloniata
Island (BCI), Panama, using all individuals Hubbell
et al. (2005, 1999); Condit (1998); Condit et al. (2019).
We will use species codes instead of species names
in our examples, see 1.
II. Preliminaries
We say that a community is split if all the species
(except maybe a very small number of them) are
either very rare or very abundant, in other words,
the species abundance distribution has a U shape.
Those communities are not in the interest of this
manuscript, because in reality, we can only detect
such a community if the sample size is very small.
Let A = (X, Y) be a rectangular sample area
where X and Y are respectively the width and the
height of the area and it consists of the position
of all individuals of each species. To identify the
functionality of SAR, that is providing a function for
describing the pattern of SAR, we proceed to find
the probability of observing at least one individual
of a fixed species across scales which can be con-
sidered as the change of the number of individuals
of a fixed species across the spatial scale. Then we
apply a translation of the mixed salt-water in a tank
problem which states as follows: Consider a tank
with a fixed volume which contains water and salt.
The initial amount of water and salt is known and
fixed. Assume that there is a hole in the tank and
it loses a fixed volume of water per unit of time.
One of the problems that the mixed salt-water in a
tank problem can answer is: at which time, a given
amount of salt will be lost from the tank (see Figure
1).
As a simple example, assume that the tank con-
sists of 90 Lt of water, 10 kg of salt, and that it loses
1 Lt of mix per hour. The question is when the tank
Figure 1: Mixed salt-water in a tank problem.
will lose 1 kg of salt. Note that, it is supposed that
the salt is well-mixed in the water. In general, one
may consider that instead of salt the tank contains
particles of different volumes and hence, different
weights. We try to translate this problem into SAR
to the answer this question, where the solution pro-
vides a descriptive answer to the formulation of SAR.
We will explain later why we consider this case. We
should note that we do not consider incoming water
or particles into the tank.
i. How this translates to SAR
Let a rectangular sample area A = (X, Y) is given
where X and Y are respectively the width and the
height of the area and it consists of the positions
of all individuals of all the species. We call a rect-
angular area B = (X′, Y′) (that can be place inside
A = (X, Y)) a sub-area of A, if the equality X
′
X =
Y′
Y
holds. In order to describe SAR, fix a sub-area of the
total area A and then find the number of species in
that sub-area. Since the position of the sub-area is
not fix, changing positions may change the number
of species and also the type of species. To remove
the dependency on the position of sub-area, one can
randomly select several positions for the sub-area
and then take the average of the number of species
with respect to different positions. By this random
placements and as we explain later, the number of
species associated to the sub-area can be obtained
by p1 + · · ·+ pS, where S is the total species in A,
and ps is the probability of observing at least one
individual of the species s in the sub-area.
Recall that for a given sub-area of A and by fixing
its position, we may consider species involve in
the sub-area as a list (x1, . . . , xS), where xi for i =
1, . . . , S is either one, if at least one individual of
the species i appeared in that sub-area, and zero
otherwise. So, the total number of species in that
3
SAR geometrical approach
sub-area is equal to x1 + · · · + xS. By changing
the position of the sub-area this list may changes.
However, as we explain below by choosing sub-areas
in infinitely many different positions their mean
value converges, see Figure 2.
Fix a species and consider its individuals as salt
in the tank, consider individuals of the other species
as water. We know the number of individuals as
a function of the area follows the linear relation
N(A) = ρA, where N(A) is the number of individ-
uals in the area A and ρ is a positive constant. Now
assume that the size of sub-area is the time, that is
if the sequences of sub-areas are A1, . . . , An = A,
then A(i+1) − Ai is fixed for all i’s. This means, the
amount of water that loses from the tank per unit
of time is fixed. Since the individuals of a species
are not uniformly distributed in the area (it is equiv-
alent to consider that the salt is not dissolved in
water), we consider the general formulation of the
mixed salt-water problem. Also, in the process, we
do not introduce new individuals which is equiv-
alent to not adding water or salt to the tank. We
first proceed to formulate it for one species at a time,
and then the pattern of SAR can be described as a
solution for the sum of formulas for all the species.
See Appendix VI, as a way to obtain SAR for a given
sample data in details.
Any random position of a sub-area of size Aj can
be identified by the position of a point that is the
position of the point of the left-top corner of that
sub-area. For example, the rectangle with dashed
borders in Figure 3, identifies a specific position
of the sub-area Aj in the total area A by the single
point on its top-left corner. This is because the width
and height of a sub-area are already known and we
only need to know the position of a single point of
it then the positions of other points in the sub-area
can be obtained easily from that. Fix a species s,
we can associate to each of its individuals a sub-
area: fix an individual of the species s, its associated
sub-area is the largest sub-area of size at most Aj,
which is completely inside A and that individual is
in its right-bottom corner(grey rectangles in Figure
3, see Appendix VI for details). This allows us to
find directly the probability of observing a species
in a sub-area of a given size, instead of randomly
selecting sub-areas infinitely many times and then
take their mean.
For a fixed species s and a sub-area Aj, the total
area A can be classified into three areas.
• The black-dashed area: it represents the posi-
tions in the total area A such that by choosing
any point on them as the position of the top-
left corner of the sub-area Aj, we cannot fit the
sub-area Aj inside the area A;
• The grey area: it represents the positions in the
total area A such that by choosing any point
on them as the position of the top-left corner
of the sub-area Aj, at least one individual of
the species s can be observed;
• The blue-dashed area: it represents the posi-
tions in the total area A such that by choosing
any point on the blue-dashed area as the po-
sition of the top-left corner of the sub-area Aj,
we can fit the sub-area Aj inside the area A,
but we cannot observe any individual of the
species s.
We showed that for a fixed sub-area Aj, the num-
ber of species in Aj, S(Aj), is equal to the sum of
probability of observing each of the species(see Ap-
pendix VI). Denote by S(Aj) |s, the restriction of
the number of species in Aj to the species s, that is
ignoring all the other species but s. By this notation,
S(Aj) |s is equal to the probability of observing at
least one individual of the species s in the sub-area
Aj.
Hence,
S(Aj) |s= 1− Area of Blue dashedA−Area of Black dashed
that is equal to
Grey Area∩ (A−Area of Black dashed)
A−Area of Black dashed ,
which is the probability of observing at least one
individuals of the species s in the sub-area of size
Aj.
Now, by denoting the sub-area by B, the preced-
ing can be written as follows: S(B) |s= εs(B)α(B) , where
εs(B) and α(B) are functions of B. If we denote the
height and width of A and B respectively by yA,
yB and xA, xB, then α(B) = (yA − yB)(xA − xB),
which is a strictly decreasing function of B and as a
function of sub-area size α(B) = A + B− 2√AB =
(
√
A−√B)2. The function εs(B) relates to how indi-
viduals of the species spread in the total area. Note
that for any species the respective function εs(B) is
increasing for small B and after a certain sub-area
it will start decreasing, in other words, εs(B) is a
bell-shaped function, hence we can denote it by a
non-symmetric Gaussian function:
εs(B) ≈ fs(B) 1√2pics
exp(
−(Bβs − bs)2
2cs
),
4
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Figure 2: Intuitive explanation for number of species in a sub area is the sums of probabilities of observing species in
the sub-area. B and B′ are sub-areas of A, both are the same proportion of the total area A, but in different
positions. Note that, the index S denotes the total number of species and the index i denotes the species i.
where bs and cs are constants and fs(B) ≥ 0, is a
positive function over B > 0. Because of skewness
of εs(B) we can consider it as a constant multiple
of a skew-(generalised) normal distribution func-
tion. The general formulation of such a bell-shape
function with a slight modification is:
εs(B) ≈αs 1√2pics
exp(
−(Bβs − bs)2
2cs
)(
1 + erf(
es(Bβs − bs)√
2cs
)
)
,
which means
fs(B) = αs
(
1 + erf(
es(Bβs − bs)√
2cs
)
)
,
see Azzalini and Capitanio (2014); da Silva Ferreira
et al. (2011). The function εs(B) describes several
properties of the species. When we consider B→ 0,
then the limit limB→0 εs(B) gives the abundance of
the species s. Hence, εs(0) relates to the abundance
of the species s.
The parameter βs induces a weight for sub-area
of solid grey. It is a factor to force the regularization
of the spread of individuals of species in the total
area. It works as a balance for the speed of the grey
area reaching its maximum value(faster the grey
area reaches to its maximum value, βs is smaller).
By forcing βs = 1, we remove the weight of grey
sub-area and we can compare some properties of
species with the same number of individuals.
Let βs = 1 for all the species, to find the value
of es, we need to know how fast the following area
reaches its maximum
Area of solid grey∩ (A−Area of Black dashed).
Whenever individuals of the species s are closer to
the center point (core-satellite), the value of es is
larger. Also, the parameter cs reflects the property
of the individuals of the species. If the individuals
of the species s spread all over the area, then the
value cs is small, and if either the individuals of the
species s are clustered or the species s is rare, then
it is large. See Appendix VIII, how individuals of
a species can be identified as a cluster for a given
specific size.
ii. Apply to Real Data
See Figures 4, 5, 6, and 7 for data from BCI, we plot
the positions of individuals of some specific species
in the area of 50 ha and plot the size of the grey area
as a function of sub-area size:
In Figures 4, 5, 6, and 7, we showed the grey
area size across the spatial scale for several species.
5
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Figure 3: For a given rectangular area and a fixed
species, it shows how the grey rectangles are
the sub-area associated with the individuals
of the species and sub-areas associated with a
given point in it. indi = (xi, yi) represents
the position of the i-th individual of a fixed
species s. To make it more clear we break the
large figure to the three smaller sub-figures.
The sub-figure (c) shows the black-dashed area;
the black-dashed area is the stripe on the right
and bottom on the total area it represents the
positions in the total area A such that by choos-
ing any point on them as the position of the
top-left corner of the sub-area Aj we cannot
fit the sub-area Aj inside the area A. The sub-
figure (a) shows the grey area; the grey area
represents the positions in the total area A
such that by choosing any point on them as
the position of the top-left corner of the sub-
area Aj, at least one individual of the species
s can be observed. The remainder of the po-
sitions in the total area A that are neither in
the black-dashed or the grey area is the blue-
dashed area (the sub-figure (b)). By choosing
any point on the blue-dashed area as the posi-
tion of the top-left corner of the sub-area Aj
we can fit the sub-area Aj inside the area A
but we cannot observe any individual of the
species s.
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Figure 4: For BCI data, it shows how individuals of the
species aegipa and anaxpa distributed in the
total 50 ha area and size of their grey area as a
function of the size of sub-areas. The red lines
are their fittings, with parameters in Table 2
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Figure 5: For BCI data, it shows how individuals of the
species cha2sc and entesc distributed in the
total 50 ha area and size of their grey area as a
function of the size of sub-areas. The red lines
are their fittings, with parameters in Table 2
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Figure 6: For BCI data, it shows how individuals of the
species rinosy and appuse distributed in the
total 50 ha area and size of their grey area as a
function of the size of sub-areas. The red lines
are their fittings, with parameters in Table 2
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Figure 7: For BCI data, it shows how individuals of the
species bactc1 and maytsc distributed in the
total 50 ha area and size of their grey area as a
function of the size of sub-areas. The red lines
are their fittings, with parameters in Table 2
As we can see the sharper at the maximum peak,
the wider its individuals spread in the area while
being mild means individuals are more likely to be
clustered or it is a rare species. Table 2 shows the
values of as, bs, cs, es, and βs for the species aegipa,
anaxpa, cha2sc, entesc, rinosy, appuse, bactc1, and
maytsc:
As we explained before the parameter β plays the
role that forces the regularization of the spread of
individuals of species in the total area. To extract
ecological information about the other parameters
which is based on the locations of individuals of a
species, we need to force the parameter to be equal
to 1. Table 3 is by forcing βs = 1:
Special attention to the species bactc1 and maytsc
which have the same number of individuals, 84, but
individuals of bactc1 is more clustered for small dis-
tances than individuals of maytsc and individuals
of bactc1 appear more to the sides than the individ-
uals of maytsc. Also, note that the species anaxpa
appeared only on the very top left corner of the area.
Now, assume that for a fixed species s, the follow-
ing is obtained (all the parameters are obtained):
S(B) |s=
fs(B) 1√2pics exp
(−(Bβs−bs)2
2cs
)
(
√
A−√B)2 .
Fix a species s and consider its individuals as salt
in the tank which is the total area. And consider
the rest of individuals as water. We know the num-
ber of individuals as a function of the area follows
the linear relation N(A) = ρA, where N(A) is the
number of individuals in the area A and ρ is a pos-
itive constant. Now, consider the sub-area as the
time which means for a sequences of sub-areas are
A1, . . . , Ak = A, the constant multiple ρ of the seg-
ment sizes A(i+1) − Ai provides the total number
of individuals in that segment and is equal to the
amount of water moving from the tank, this amount
is considered to be fix for all i’s, this yields the as-
sumption A(i+1) − Ai to be fixed. Now, we look
for: the probability of at least one individual of the
species s moves out of the tank as a function of
time (area size), by our preceding discussions this
probability for a given sub-area size B is S(B) |s.
III. Main Result
By keeping eyes on the mixed salt-water in a tank
problem, we can formulate the amount of ongoing
of the fixed species by the change of area as follows:
dSs
dB
(B) = S(B) |s,
8
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Table 2: For BCI data, shows the respective values of the parameters for the species maytsc, bactc, appuse, rinosy,
entesc, cha2sc, anaxpa, and aegipa. The last column is the value of the chi-square obtained from the formula
χ2 = ∑ (E−obs)
2
E , where E corresponds the expected values and Obs corresponds the observed values.
Species Code as bs cs es βs χ2
aegipa 0.49 24.76 5.02 e3 6.17 0.41 435.25
anaxpa 0.045 15.58 238.97 -51.53 0.21 488.81
cha2sc 260.22 1308.72 2.92 e9 37.27 0.92 463.00
entesc 2.50 187.12 1.32 e5 3.26 0.54 428.77
rinosy 1.35 36.64 4.54 e4 5.93 0.49 440.02
appuse 1074.27 23439.47 5.78 e10 11.8 1 442.76
bactc1 8.22 213.34 1.95 e6 8.62 0.64 442.07
maytsc 0.54 31.88 5.94 e3 5.05 0.42 436.32
Table 3: For BCI data, by dropping the weight of sub-area sizes, βs = 1, it shows the respective values of the parameters
for the species maytsc, bactc, appuse, rinosy, entesc, cha2sc, anaxpa, and aegipa. The last column is the value
of the chi-square. These values also show the importance of the weights of areas. In front of the values of the
parameters, we put the standard errors in the parenthesis.
Species Code as(SE) bs(SE) cs(SE) es(SE) χ2
aegipa 558.3 (5.55) 1907 (64.83) 9.87 e9 (2.26 e8) 65.48 (3.99) 6527.13
anaxpa 2505.8 (164.2) 420168 (1842) 7.39 e11 (1.11 e11) -22.91 (2.65) 488.70
cha2sc 701.9 (3.08) 2405 (45.85) 2.20 e10 (2.24 e8) 53.82 (1.50) 488.38
entesc 772.3 (3.39) 12372 (133.6) 1.87 e10 (2.07 e8) 13.83 (0.28) 519.44
rinosy 568.71 (4.62) 1065 (49.79) 1.17 e10 (2.19 e8) 67.60 (3.95) 2116.97
appuse 1074.3 (11.26) 23439 (593) 5.78 e10 (1.60 e9) 11.82 (0.54) 442.76
bactc1 661.6 (3.79) 3739 (71.17) 1.57 e10 (2.12 e8) 37.01 (1.18) 706.92
maytsc 589.7 (5.26) 2969 (83.99) 1.09 e10 (2.27 e8) 43.06 (2.16) 3087.08
9
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Figure 8: For BCI data, the grey areas for all the species
and the sum of grey areas of all the species, a
similar pattern can be observed
where dSsdB (B) means how much of the individuals of
the species s will move out (amount of salt from the
tank) if we increase the sub-area by dB as a function
of sub-area size.
Note that, the problem of interest is the sums of
the preceding formulations for all the species, where
the denominators are fixed for all the species and
only we need to add the numerator which are the
respective grey areas for species. The shape of the
sums is in favor of the shape of the grey areas of the
common species as their grey areas are larger than
the rare species. Hence, we could say that the sum
of grey areas for all the species is also a bell-shape
and so, it can be handled similarly, see Figure 8.
Then, we have:
dS
dB
(B) ≈
aδAS√
2pic
exp
(−(Bβ−b)2
2c
)
(
√
A−√B)2 ×(
1 + erf
(
e(Bβ − b)√
2c
))
which gives us the total amount of species outgoing
by adding dB, where δ is the percentage of the total
area A which is covered by all of the species.
Now, by simplifying some of the integrations and
using the some simplifications with polynomial ex-
pressions, we have:
S ≈ c′|a′ + Bβ|z, (1)
where z = δap
Te
√
2pic
with T and p are constants ob-
tained from the simplification methods, and c′ and
a′ are constant. A more accurate formulation can
be obtained if we use S ≈ c′|Pk(Bβ)|
δap
Te
√
2pic , where
Pk(Bβ) is a polynomial of degree k ≥ 2 of Bβ, see
Appendix VII.
Always keep in mind, while we want to describe
the pattern of SAR, which is the smallest sub-area
that we are using. By changing the smallest sub-
area size the values of the parameters will change
accordingly, that is because the fitting of the sum of
the grey areas will change.
i. Applied to Real Data
For the BCI data, there are some areas without indi-
viduals around the position (400, 250), also there are
some areas around the corner sides without individ-
uals, which explains δ 6= 100. We do the following
process: first we solve the differential equation and
find the parameters and then compare it with real
data and the fitting with Preston power-law, and
then for the second time, we find the parameters
directly by fitting the real data and again compare
it with real and power-law fitting.
By solving the differential equation and consid-
ering the sub-area size started from 1 to 50 ha, we
find that S(B) ≈ 30.36|33721.11− 37.76B0.6|0.17 (see
Figures 9). Note that, if we consider the smallest
sub-area to be larger, then the fitting of the grey
areas will change accordingly2. As we described
before, the parameters of the simplified formula (1),
2This is similar to the proposed veil line by Preston
(1948), we could see that by increasing the smallest sub-
area size, the line will be pushed but now to the right
side.
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Figure 9: Fitting SAR for BCI data, fitting the SAR in
log-log scale and comparing them with real
SAR by evaluating mean square errors. The
black line is the real SAR, the green line is the
fitting by power-law, and the red line is the
fitting of the new formulations. The area size
changes from 1ha to 50 ha
depend on the locations of individuals of species
and the size of the smallest segment of the area. The
formula (1) is obtained by general fitting the size
of the grey areas. The grey areas corresponding to
individuals of a species may intersect depending on
the clustering of the species. Hence, any extrapola-
tions for smaller sub-areas need to take into account
the clustering of species in smaller sub-areas, see
Appendix VIII.
Now, we fit data with the formula (1), we also
consider the case where β = 1 and compare it with
real data and the power-law, see Figure 10.
ii. Fitting with Beta and the Gamma
Distributions
Here, we checked the possibility of fitting the sum of
the grey areas with Beta and Gamma distributions
(because of their properties and their shapes). We
applied the fitting of the grey area as a multiple of
Beta and Gamma distributions and considering the
boundary conditions.
First, consider the fitting of the sum of grey areas
with a constant multiplier of the Beta distribution:
B(t, , α, β, c) =
ctα−1(1− t)β−1
Beta(α, β)
. (2)
We assumed that the sample area is rectangular and
the proportion of height by width is a. Hence, the
Figure 10: Fitting SAR for BCI data, fitting the SAR
in log-log scale and comparing them with
real SAR by evaluating respective AIC’s. The
black line is the real SAR, the blue line is the
fitting by power-law (Preston), the red line
is the fitting of the new formulations β 6= 1,
and the green line is the new formula with
β = 1. The area size changes from 1ha to 50
ha
size of sub-area with the width equal to y is ay2. In
order to fit with the Beta, we need to transform size
of sub-area to the closed interval of 0 and 1. To do
so, we only need to transform area size with the
following transformation:
T : x →
√
x
a
X
, (3)
where X is the height of the total area of width Y.
If we assume that the size of sub-area is equal to
x, then the transformation t = T(x) will be used
in the formula (2) which implies x = a(Xt)2. Now,
B(t,α,β,c)
(
√
A−√x)2 describes SAR across scale, which means
ctα−1(1−t)β−1
Beta(α,β)
A(1− t)2 =
ctα−1(1− t)β−3
ABeta(α, β)
.
Note that, x tends to A implies 1 − t tends to 0.
Hence, for the preceding function have meaning, we
must have (1− t)β−3 = 1 when t = 1, which means
11
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β = 3. So,
S(x) =
cT(x)α−1
ABeta(α, 3)
=
c
(√
x
A
)α−1
ABeta(α, 3)
=
cA
α−3
2
Beta(α, 3)
x
α−1
2 ,
which is simply a power-law. In case of BCI data
α = 1.2664 and c = 32711956 are obtained.
If we ignore the boundary condition and assume
β 6= 3 and start with the fitting directly, then for
different sample data for either small sub-area or a
large sub-area close to the total area the result will
be invalid.
If now we consider the Gamma distribution we
have:
S(x) =
G(t, α, β, c)
(
√
A−√x)2 ,
where G(t, α, β, c) = c β
α
Γ(α) t
α−1e−βt and t is the
width of sub-area x. For a equal to the proportion of
height by width we have (
√
A−√x)2 = a(X− t)2,
where X is the width of the total area, and t =
√
x
a .
This implies
S(x) =
c
a
βα
Γ(α)
tα−1e−βt
(X− t)2 .
Since S(A) is the total number of species in the total
area A, the term t
α−1e−βt
(X−t)2 must have meaning while
t → X. Let u = 1− tX , then t → X implies u → 0.
By interchanging the variable, we have the following
term:
c
a
βα
Γ(α)
Xα−3 (1− u)
α−1e−βX(1−u)
u2
.
When u → 0, the denominator must be cancelled,
which implies the numerator for u → 0 must be
equal to 0. If α and β are bounded, then invalid
result will appear according to the fact that u → 0
implies the infinity in the final result. So, at least
one of β and α are infinite. However, considering a
Gamma distribution under the assumption that at
least one of the parameters are infinite is invalid for
fitting data, which means that the use of Gamma
distribution is not proper, but we will explore these
cases for clarification. In case assuming both are
infinite or β = ∞ and α is finite, then, with re-
arrangement, the term
c
a
1
Γ(α)
Xα−3 (1− u)
α−1e−βX(1−u)
β−αu2
is 0 almost everywhere. So, we can only consider
α = ∞ and β to be finite. So, we have the following
re-arrangement term:
c
a
Xα−3
Γ(α)
1
β−α (1− u)
α−1 1
u2
e−βX(1−u).
By assumption u→ 0, the terms Xα−3Γ(α) and (1− u)α−1
tends to zero (with multiplicity3 1), which suffices
to cancel the term u2. Now, it is easy to see that the
term
c
a
βα
Γ(α)
Xα−3 (1− u)
α−1e−βX(1−u)
u2
is zero if β < 1 and is infinity if β > 1. So, we must
have β = 1. Hence,
S(x) =
c
a
tα−1
Γ(α)
e−t
(X− t)2 ,
where α is very large and t =
√
x
a .
We apply the fitting with Beta and Gamma distri-
bution to the BCI data, Figures 11, without consid-
ering the boundary conditions. We avoid the plots
involving the boundary conditions since the Beta
distribution implies the power-law and the Gamma
distribution involves infinity as a parameter.
IV. Discussion
The log-log linear or power-law Preston (1962) and
semi-log linear Gleason (1922) pattern for SAR can
only describe SAR for large areas but both have dif-
ficulties for small areas. The formula as the sum
of polynomials Conceicao et al. (2014) does not de-
scribe the correlation between coefficients, this may
cause the overfitting, also again for a very small
area, they involve computational error due to the ex-
istence of logarithm and reverse of a very small area.
We suggest the pattern of SAR instead of the log-log
linear follows a log-log power law, which explains
the curvature of the pattern of SAR for a small area,
Figure 9. The new formulation also agrees on the
relation of the exponent (in our formula the exterior
exponent) as an environmental component as we
explained in the content the relation with spatial
aggregation, percentage of area coverage, and the
core-satellite model. We suggest that SAR can be for-
mulated as S = c|Aβ + a|z which implies in log-log
3Assume that f (x) = (x− a)k g(x) such that g(a) 6= 0,
then k is called the multiplicity of (x− a) in f (x). In other
words, the maximum number of zero factors in a term
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Figure 11: Fitting SAR for BCI data, fitting the SAR
in log-log scale and comparing them with
real SAR by evaluating respective AIC’s. The
black line is the real SAR, the blue line is
by power-law, the red line is by Gamma, the
green line is the new formula, and the yellow
line is by Beta. The area size changes from
1ha to 50 ha
scale or the semi-log scale of the area can be seen
as a power-law, while the formulations in previous
works on SAR suggest that in the semi-log of the
area or in log-log, the SAR is linear, but as we can see
in Figure 9, in reality, the straight line only appears
for large areas. It is easy to see that for a large area,
the value of a is negligible which induces log-log
linear and a semi-log linear function. This implies
that for large areas the formula can be interpreted as
power-law or as semi-log linear. Hence, our formula
can be considered as a generalized version.
Note that, in our formulation, if we agree to go
through the solution of the differential equation,
then all the parameters a, β, and z can be obtained
from the estimations and the only parameter we
need to fit with the data is c. For large enough area
SAR can be formulated as S ≈ caz Aβz which is the
log-log linear formulation by Preston (1962), where
all the existing parameters can be obtained from
data. Also, if we drop the estimation involving p
as a numeric estimator of exponential in Appendix
VII and instead use the polynomial expansion of the
exponential (this part is in Remark 13) and together
with dropping the corresponding weight of areas
β = 1, then the result of Conceicao et al. (2014) can
be obtained. In the technique invented by Conceicao
et al. (2014), they fit the coefficients of powers of the
log of area, area, and reverse of area. But in our
result, depending on the level of accuracy, not only
the values of coefficients can be found also formulas
for obtaining coefficients from the parameters can
be found easily. Also, all the formulations Preston
(1962); Gleason (1922); Conceicao et al. (2014) can be
extracted from our result.
Our result is based on the positions of individuals
of species in the area and we used some approxi-
mations to simplify the result. In case the accuracy
matters, one can improve the approximations in
a way which is explained in the content. In our
method, we used the most simplified formulas and
approximations, but still, the mean of square errors
is lower than the other results, this means even by
using of some weak estimations, our result explains
better the pattern of SAR. Another advantage of the
new method is that it allows us to use the restriction
over a single species. Another advantage of the new
method is that it explains better the SAR for small
area sizes.
The main limitation in our studies is the use of
more terms to improve fitting. Additional terms
introduce complexities in the integrations see Ap-
pendix VII, where finding a simple formulation be-
comes harder to achieve. The erf function that ap-
peared in the content does not allow us to have a
straight forward integration, so we used a simple
estimation for it which is a degree 2 polynomial.
If we use other estimation, then the complexity of
integration grows.
Some interesting approach would be the using
the estimation for erf by polynomials with degrees
larger than 2. Another interesting approach could
be using a recursive formula. In this case, we need
to know the number of species for a very small area.
Then use a recurrence algorithm to find the number
of species for a larger area. This approach has very
high complexity, see Appendix VI that we conjecture
a possible formulation.
The parameter β represents a weight for area
size which relates to the differences in the speed of
increasing and decreasing of sums of grey areas for
all the species. We still do not know, if there is any
ecological meaning for the value of β.
As another approach, we may call it weaker due
to the fitting with simple functions, one can consider
some partial functions for describing the grey areas
in different phases. Each phase depends on the non-
differentiable points on the plot of grey areas. The
extreme case can be seen in Figure 12 where for
the plot of change of grey area, we have 5 phases,
where the first 4 are linear as a function of area size.
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Figure 12: Shows one way (the extreme scenario) of iden-
tifying different phases for a plot of the grey
area.
Changes of phases correspond to changes of grey ar-
eas with respect to the changes of black and dashed
areas. And the choice of rational functions are the
major difficulties of this approach, see Appendix VI
for a possible formulation.
However, the preceding approach in a simplified
version, we believe that it produces a similar result.
The difference is in our approach the relationship
with the environmental components has better ex-
planations.
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VI. Appendix A. Tools and Ideas
i. Obtaining SAR for a Given Sample
Data
Let a sample data consists of a fixed area size A,
species 1, . . . , S and positions of their individuals in
the area. Consider the following nested sequence of
sub-areas of A,
P : 0 6= A1 ⊂ · · · ⊂ An = A,
where these sub-areas are randomly selected. Then,
we have
SP : 0 6= Sp(A1) ≤ · · · ≤ SP(An) = S,
where SP(Ai) is the number of species in the sub-
area Ai. Now select randomly m sequences similar
to P, in the sense that for every such sequence
Pj : 0 6= B1,j ⊂ · · · ⊂ Bn,j = A,
where j = 1, . . . , m, and for every i = 1, . . . , n, the
equalities |Ai| = |Bi,j| hold, where |Ai| is the size of
Ai. We abuse notation slightly and denote both |Ai|
and Ai by Ai.
Let B a sub-area of A with the size equal to Ai
and let S(B) be the mean of the number of species
of the area of the i-th position of all m sequences
S(B) =
∑mj=1 SPj (Bi,j)
m
.
Since the number of species is bounded by 0 and
S, for m sufficiently large S(B) converges. Hence,
we can define S(B) for any sub-area B of A, which
allows us to find SAR. For S(B) being well-defined,
see Willard (2004).
On the other hand, since the nested sequences
are randomly selected, we can have the following
restriction over SP(Ai)’s in each sequence P and for
a fixed species s:
SP(Ai) |s=

0 s /∈ Ai
1 s ∈ Ai
.
Hence,
SP(Ai) = SP(Ai) |1 + · · ·+ SP(Ai) |S .
This means that for a given sub-area with a random
position in the total area, we can look at its number
of species somehow as a binary code corresponds
to existing and not existing species in that sub-area.
This makes great use in our approach because of its
relation to the probability of observing a species.
We can translate S(B) |s to be the probability of
observing the species s in the sub-area of size B.
And
S(B) = S(B) |1 + · · ·+ S(B) |S,
where
S(B) |s = mean(SPj (B) |s, j = 1, . . . ,∞)
= lim
m→∞
∑mj=1 SPj (B) |s
m
.
ii. Geometric Approach
Let a rectangular sample data consist of a fixed
area size A, species 1, . . . , S and positions of their
individuals in the area.
Remark VI.1. Throughout this paper by a sub-area,
we mean a sub-area in which the proportion of its
length by its width is equal to the proportion of the
length by the width of the total area.
Lemma VI.2. Any sub-area of size B can be identified
by a point that is the point of left-top corner of that sub-
area.
In other words, if we remove the band with the
width equal to the width of B and the band with
the length equal to the length of B from respectively,
right and bottom of the area, then there is a one-to-
one correspondence between sub-areas of size equal
to B and the points in the remaining area. Any
points in the two bands on the right and the bottom
of the total area because of the width and the length
cannot represent a sub-area.
For a fixed species s and a fixed size as a size of
a sub-area B, Lemma VI.2, allows us to partition
the total area into three different sub-areas, the first
partition contains only the two bands in the preced-
ing paragraph, where we cannot associate with a
sub-area and another partition, which has a one-to-
one correspondence to the sub-areas of size equal
to B, this partition can be seen by itself as two par-
titions: one which contains all the points wherein
the respective sub-area of size B there is at least one
individual of the species s and other which contains
the other points. In other words, three partitions
are:
• The area where we cannot correspond to a sub-
area of size B;
• The area where we can correspond to a sub-
area of size B and the corresponding sub-areas
include at least one individual of the species s;
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• The area where we can correspond to a sub-
area of size B and the corresponding sub-areas
do not include any of the individuals of the
species s.
The second and the third partitions suggest that
for each of the individuals of the species s, we can
associate an area where we call it the grey area, see
Figure 3, and it is the largest rectangular area of size
at most B inside the total area where the individual
position is in the right bottom corner of that area.
The third partition will be called the area of the blue
dashed and the first one will be called the black
dashed.
iii. Recursive formulation
By considering recursive formulation, a simplified
formulation should be of the following form:
S(A + δ) = αS(aAβ) + C,
where α, C, β, and δ are constants, and δ denotes
the increasing segment of areas. The initial value is:
S(A0) = S0.
This formulation simply means:
S(A) = c(aAβ − A′0)α,
for some constants α, c, β, and A′0.
iv. Considering 5 phases for change
of size of grey areas
By considering 5 phases as in the Figure 12, a sim-
plified formulation should be:
dS
dB
=

a1Bβ + b1 , phase1
a2Bβ + b2 , phase2
a3Bβ + b3 , phase3
a4Bβ + b4 , phase4
a5
Bβ+b5
, phase5
(
√
A−√B)2 .,
where ai’s and bi’s are constants,
a5
Bβ+b5
is the sim-
plest rational function fitted to the data, β is a con-
stant corresponds to the weights of areas, and the
result can be obtained by integrations. Better es-
timator as a rational function for the phase 5 will
produce better result.
v. Why 5 Parameters
By looking at Figure 12, it is easy to observe that to
describe the grey area completely, we need to have
at least 3 parameters, the slopes of phases 1,2, and
4, and at least one parameter needed to describe the
phase 5 and one parameter as random noise must
be added, hence at least 5 parameters are needed to
describe the pattern of the grey area.
Mathematically speaking, for a given figure of a
continuous function, if we want to estimate a good
fit without prior information, for each of the fol-
lowing points of the figure we need a respective
parameter in the fitting. 1) roots 2) locally max and
min values 3) the points where the figure changes
the convexity. Within this, we will not consider any
correlation between all the preceding that may ap-
pear. But if we consider correlation, then for each
one we have a reduction on a parameter. For ex-
ample, if a normal distribution figure is given, then
we need 5 parameters without considering the cor-
relation. But then 2 roots appear in infinity, and
the 2 convexity change points are mirrored so we
can cancel the first 2 parameters for roots and for
the last 2 consider only 1 for the convexity. If we
know the position of maximum point then only 1
parameter suffices.
vi. Estimation by Rational Expres-
sions
Recall the following estimations by rational expres-
sions. These can be found in Abramowitz and Ste-
gun (1964), the first estimation is from A. Heald
(1985)
1. erf(x) ≈ 1− 1+0.506x√
2+2.054x+1.79x2
;
2. exp(x) ≈ 1 + x + x22 ;
3. for x < 1:
• 11−x = 1− x + x2;
• 1
(1−x)2 = −1 + 2x− 3x2.
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VII. Appendix B. Estimation for
Solution of the Differential
Equation
We are assuming species are not split in the sense
that species classified only as either very rare or
very abundant. That is the case where the species
abundance distribution has U-shape.
Recall that the sum of grey areas is in favor of
the species with most area coverages, in the sense
that they rapidly gain their maximum value of grey
areas and that value with respect to other species
is higher, so in the sum, they have more advantage
than other rare or very clustered species. Hence,
the sum of grey areas follows a similar bell-shaped
pattern as a single species.
Recall that for a species s, S(B) |s= εs(B)(√A−√B)2 .
And the proper formulation is:
S(B) |s=
fs(B) 1√2pics exp
(−(Bβs−bs)2
2cs
)
(
√
A−√B)2
where
fs(B) = αs
(
1 + erf(
es(Bβs − bs)√
2cs
)
)
.
Also, recall that
dS
dB
=∑
i
S(B) |i=∑
i
εi(B)
(
√
A−√B)2 ,
where the numerator is the sum of grey areas. Now,
we can factor a bell-shaped pattern ε(B) from the
numerator, which means:
dS
dB
=
ε(B)∑i
ε i(B)
ε(B)
(
√
A−√B)2 .
We have ∑i
ε i(B)
ε(B) = δAS, this is because the sum is
the percentage of the total area A which is covered
by all of the species. By substituting ε(B) by the
following term
α√
2pic
exp
(
−(Bβ − b)2
2c
)
×
(
1 + erf
(
e(Bβ − b)√
2c
))
and with a rearrangement, we have
dS
dB
≈δASα
×
exp
(−(Bβ−b)2
2c
) (
1 + erf
(
e(Bβ−b)√
2c
))
√
2pic(
√
A−√B)2 .
Now, we proceed to solve the differential equation.
By interchanging with the rational expression in
Appendix VI:
ln(S) ≈ ∫ δα√
2pic
×2− 1+0.506 e(Bβ−b)√2c√
2+2.0541 e(B
β−b)√
2c
+1.79
(
e(Bβ−b)√
2c
)2

×
(
1− (Bβ−b)22c
)(
−1 + 2
√
B
A − 3 BA
)
dB.
Recall that, we are interested in describing the pat-
tern for small B. However, the arguments we are
using, works for sufficiently large and sufficiently
small B. In these cases, the integration term can be
estimated as:
ln(S) ≈ −δα√
2pic
p×
∫ 2− 1+0.506 e(Bβ−b)√2c√
2+2.0541 e(B
β−b)√
2c
+1.79
(
e(Bβ−b)√
2c
)2
 dB,
where p > 0 is a single numeric estimation for the
bounded function exp
(−(Bβ−b)2
2c
)
depending on the
value of B being sufficiently large or small as the
upper bound or the lower bound of the function.
Remark VII.1. In order to achieve the result of Conce-
icao et al. (2014), in this step instead of p, we need to
put a polynomial representative of exp
(−(Bβ−b)2
2c
)
and also we need to drop the weight on the area
that is β = 1. Then the integral term will be the
division of two polynomials, where the solution can
be simplified to their result. In case the solution
involves tan−1 function a substitution with polyno-
mial representative is necessary Abramowitz and
Stegun (1964).
Now, back to the solution of the integration. By in-
terchanging the variable D = (B
β−b)√
2c
, we have dD =
βBβ−1√
2c
dB, which implies dB = (D
√
2c + b)
1−β
β dD.
Hence, by rearranging the terms, we have
ln(S) ≈ δα
β
√
pi
p×∫ ( (1+0.506eD)(D√2c+b) 1−ββ√
2+2.0541eD+1.79(eD)2
)
dD
− δα√
2pic
pB + constant.
As 0 < β < 1, there is an integer k ≥ 0, such that
ln(S) ≈ δα
β
√
pi
p×∫ ( (1+0.506eD)(D√2c+b)k√
2+2.0541eD+1.79(eD)2
)
dD
− δα√
2pic
pB + constant.
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Then we do the polynomial division in the integra-
tion term. The following integration is bounded,
for some values T1 and T2, and also the constants
G1 and G2 (can be obtained from the reminder of
the polynomial division). The bound is obtained
by increase or decrease in the coefficients of the de-
nominator to find a perfect logarithmic form in the
integration:
1
eT2 ln
(√
2 + G1eD +
G2
2 (eD)
2
)
≤∫ ( (G1e+G2eD)√
2+2.0541eD+1.79(eD)2
)
dD ≤
1
eT1 ln
(√
2 + G1eD +
G2
2 (eD)
2
)
.
Hence, by the result of the polynomial division, the
following general formula appears:
ln(S) ≈ δαp
Te
√
2pic
(ln(P2(eD)) + Pk(eD)) + C,
where Pk(eD) stands for a polynomial of degree k of
variable eD which is the quotient of the polynomial
division
(
(1+0.506eD)(D
√
2c+b)k√
2+2.0541eD+1.79(eD)2
)
and
P2(eD) =
√
2 + G1eD +
G2
2
(eD)2,
and 0 < δ ≤ 100, p > 0, and T is from the pre-
ceding bound T1 ≤ T ≤ T2 (for simplicity we can
choose T = T1+T22 ) which respects the reminder of
the polynomial division. Hence, by interchanging
the variable D, we have:
ln(S) ≈ δαp
TE
√
2pic
(
ln(P2(Bβ) exp(Pk(B
β))
)
+ C.
Now, we can consider the polynomial expression of
exponential function:
ln(S) ≈ C + δαp
TE
√
2pic
×
ln
(
P2(Bβ)
(
1 + Pk(Bβ) +
(Pk(Bβ)2
2! + · · ·
))
.
Hence,
S ≈ c′|Pn(Bβ)|
δαp
TE
√
2pic ,
where Pn represents polynomial of degree n. Now,
if we drop the terms with degree higher than β:
S ≈ c′|a1 + a2Bβ|
δαp
TE
√
2pic
. Hence, by rearrangement we have
S = c|Bβ + a|z.
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VIII. Appendix C. Clustering
The world is organized via classifications as wit-
nesses look at species in biology, illnesses in
medicine, continents in geography, parties in pol-
itics, sets in math and so on. One of the ways of
classifications of individuals of a species in a given
area is clustering, which means partitioning the total
area into sub-areas such that all the individuals in
each sub-area focused in a specific area. This has a
direct connection to graph theory in Mathematics.
Roughly speaking, a graph consists of some points
and lines which connect them. We say that a graph
is connected if for any two distinct points, we could
find a way to reach from one to the other through
the lines of the graph. Hence, any graph can be
considered as a union of connected graphs which is
called its connected components. If we considered
individuals as points and a line connect two points
if their distance is smaller than a certain value, then
we have the graph of individuals for a given distance
value. Now clusters are just the connected compo-
nent of the graph. Note that this way of clustering
is an equivalent way of considering the well-known
distribution clustering, that is because the individ-
uals close to each other are more likely to have the
same distribution. This way of clustering depends
completely on the initial distance we consider. But
it will give us a way to compare two species across
distances. For BCI, since the area coverage of one
individual is roughly 2 square meters on average,
we use even multipliers of
√
5 to identify lines in
the graph. Figure 13 shows the clustering of the
species rinosy by considering different even multi-
plier of
√
5. Different colors correspond to different
individuals’ cluster classes. We choose this species
because cluster classification by distances can be
easily visualized.
Plotkin et al. (2002) used the idea of the critical
distance which is the distance where smaller than
that the number of classes of individuals clusters
is high but larger than that it will be small. But
the concept of the critical distance does not have
any straight forward calculation to obtain, because
the values for being high or low is not fixed. See
Figure 14 for the clustering of the species entesc
in BCI, by considering different even multiplier of√
5. As we can see the critical distance is not achiev-
able for the individuals of this species (because of
being widespread) and by slightly increasing the
distance, we reduce slightly the number of classes
which cause the critical distance is not achievable.
Figure 13: In the BCI data and for the species rinosy, it
shows how the individuals are clustered as a
function of distances between individuals
20
SAR geometrical approach
Figure 14: In the BCI data and for the species entesc, it
shows how the individuals are clustered as a
function of distances between individuals
Similarly, for the clustering of the species aegipa,
which has 126 individuals, we consider different
even multiplier of
√
5, see figure 15.
We instead suggest that to use the classification
of clustering by using different distance usage, in-
stead of a single numeric value. We know that for
each species there is a distance where all individuals
are in the same class which is at most the diame-
ter of the area, and also there is a distance where
every class consists of exactly one individual (the
average diameter of individuals). If we increase the
distance from the smallest distance to the largest
one, then the number of classes will reduce from
the total number of individuals to 1 respectively for
the smallest and the largest distances. The faster
reduction is as a function of the distance, the more
clustered is at that distance. Hence, this allows to
compare species and for a fixed distance, whenever
the proportion of the number of the class by the total
number of individuals is lower, it implies the species
is more clustered with respect to the distance, see
Figure 16, for the cluster as a function of distance.
Figure 15: In the BCI data and for the species aegipa, it
shows how the individuals are clustered as a
function of distances between individuals
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Figure 16: The meaning of cluster, and the cluster as a
function of distance, that allows us to com-
pare different species.
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