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Complexity classes defined by time-bounded and space-bounded Turing acceptors 
are studied in order to learn more about the cost of deterministic simulation of non- 
deterministic processes and about time-space tradeoffs. Here complexity classes are 
compared by means of reducibilities and class-complete s ts. The classes tudied are 
defined by bounds of the order n, n ~, 2 n, 2 n~. The results do not establish the existence 
of possible relationships between these classes; rather, they show the consequences 
of such relationships, in some cases offering circumstantial evidence that these relation- 
ships do not hold and that certain pairs of classes are set-theoretically incomparable. 
INTRODUCTION 
Certain long-standing open questions in automata-based complexity have resurfaced 
recently due to the work by Cook [9] and Karp [17] on efficient reducibilities among 
combinatorial problems. In particular, questions regarding time-space tradeoffs and 
the cost of deterministic simulation of nondeterministic machines have received 
renewed attention. The purpose of this paper is to study relationships between certain 
classes of languages accepted by time- and space-bounded Turing machines in order 
to learn more about hese questions. 
The questions of time-space tradeoffs and deterministic simulation of nondeter- 
ministic processes can be studied on an ad hoc basis, e.g., a particular problem can be 
solved via a nondeterministic process and then an efficient deterministic process might 
be shown to realize the result. If the problem is "complete" for a class, then one may 
obtain information regarding the mass problem for that class. But results concerning a 
complete problem must be interpreted in terms of the reduction functions before 
they can be applied to the mass problem. For example, the completeness of the 
satisfiability problem for CNF formulas in the class of nondeterministic polynomial 
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time problems and the fact that satisfiability can be determined in linear space do not 
imply that all nondeterministic polynomial time problems can be solved in linear space, 
only that they can be solved in polynomial space. 
In this paper certain classes are compared by means of reducibilities, "class- 
complete" sets, and techniques of automata nd formal language theory. The classes 
studied are specified by time- and space-bounded multitape Turing acceptors which 
operate deterministically or nondeterministically within bounds that are subelementary, 
specifically time bounds of the form n k, 2 c~, and 2 nk, and space bounds of the form nL 
The principal results show the existence of complete sets for certain classes with 
respect o easy-to-compute reducibilities. The implications of one class containing 
a set which is complete for another class are then developed. 
The results do not show that certain classes are equal or that one is included in 
another. However, in some cases, it is shown that two classes are not equal. Some 
of these inequalities and some of these implications should be taken as circumstantial 
evidence for the nonexistence of certain relationships between complexity classes, 
and for the set-theoretic incomparability of certain pairs of classes. 
Let us note that the motivation for this study is not only from the long-standing 
open questions of automata-based computational complexity but also from the fact 
that many of the sets shown in [9] and [17] to be "polynomial complete" happen to be 
sets accepted by deterministic Turing machines which operate within linear space 
bounds. 
In Section 1 we state basic definitions and establish notation. Known results are 
summarized in Section 2. The principal results on complete sets are established in 
Section 3 while certain translation results are given in Section 4. 
In this paper a familiarity with concepts from automata nd formal anguage theory 
and the basic questions of computational complexity are assumed. We do not define 
specific models in detail because the results are essentially independent of the many 
minor variations in the definition of a Turing machine found in the literature. 
1. PRELIMINARIES 
Unless specified to the contrary, the functionsf used to bound the amount of time or 
tape used in a (multitape, deterministic or nondeterministic) Turing machine's 
computation are such that for all n, m ~ O, f(n) q-f(m) ~ f(n + m). Such functions 
arelnondecreasing. Further, the functions are "self-computable" ("linearly honest") 
in the sense that there is a deterministic Turing machine M 1 which upon input w runs 
for precisely f(I w [) steps and halts, and a deterministic machine M S which upon 
input w marks precisely f([ w ]) consecutive tape squares and halts. 1
x For a string w, I w [ is the length of w. 
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DEFINITION. Let f be a bounding function. For a Turing acceptor M, L(M) is a 
set of strings accepted by M. 
(i) A multitape Turing acceptor M operates within time boundf if for each input 
string w accepted by M, there exists an accepting computation of M on w 
which has no more than f(I w l) steps. Define NTIME(f) = {L(M) I M is 
a nondeterministic multitape Turing acceptor which operates within time 
bound f} and DTIME(f) = {L(M) I M is a deterministic multitape Turing 
acceptor which operates within time bound f}. 
(ii) A multitape Turing acceptor M operates within space boundf if for each input 
string w accepted by M, there exists an accepting computation of M on w 
which visits no more than f(t w I) tape squares on any one of its storage 
tapes. Define NSPACE( f )= {L(M) IM is a nondeterministic Turing 
acceptor which operates within space boundf and DSPACE(f) ~- {L(M) I M 
is a deterministic Turing acceptor which operates within space bound f}. 
Notation. For any bounding function f and any k ~ 1, the function M is defined 
for all n by M(n) =- M (n), and the function f k is defined for all n byfk(n) = (f(n)) k. 
Some of the classes we consider are defined by taking a union of complexity classes 
where the union is taken over a class of bounding functions. We adopt a simple 
notation for the most frequently studied classes. This particular notation is chosen 
with hopes of making uniform the entire notational scheme. 2 
Notation. 
(i) Let DTIME(poly) ~- Uk=l DTIME(nk), so that DTIME(poly) is the class 
of sets accepted by deterministic Turing acceptors which operate in 
polynomial time. 
t~  
(ii) Let NTIME(poly) = Uk=l NTIME(nk), so that NTIME(poly) is the class 
of sets accepted by nondeterministic Turing acceptors which operate in 
polynomial time. 
(iii) Let DTIME(2 lin) = U~ DTIME(k') = 0c>o DTIME(2cn) 9 
oo 
(iv) Let NTIME(2 ira) = Uk=~ NTIME(kn) = Uc>o NTIME(2~n) 9
co 
(v) Let DSPACE(poly)= Uk=x DSPACE(nk) so that DSPACE(poly) is the 
class of sets accepted by deterministic Turing acceptors which use 
polynomial space. 
are several specific classes which occur frequently. The class of context- 
languages i the class NSPACE(n). These sets are generated by the context- 
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The class of sets accepted by deterministic linear bounded automata is the class 
DSPACE(n). This class, sometimes denoted by e~. 2 , is the class of sets whose charac- 
teristic functions are in ~2 (where d os is the subclass of primitive recursive functions 
defined by Grzegorczyk). 
The class of sets accepted by deterministic Turing acceptors which operate in 
polynomial time is DTIME(poly). Cobham [7] discussed the importance of the class 
of functions which can be computed in polynomial time; the subclass of characteristic 
function corresponds to DTIME(poly). (In [1, 9, 17] this class is referred to as P.) 
The class of sets accepted by nondeterministic Turing acceptors which operate in 
polynomial time is NTIME(poly). Recently Cook [9] and Karp [17] have shown the 
importance of the class NTIME(poly) in the study of concrete computational com- 
plexity. (In [1, 9, 17] this class is referred to as NP.)  
The class NTIME(2 lin) of sets accepted in exponential time by nondeterministic 
Turing acceptors was characterized in [16] as the class of spectra of formulae of 
first-order logic with equality (the spectrum of a formula is the set of cardinalities of 
its finite models). This class was also studied in [11]. The class DTIME(21in) of sets 
accepted in exponential time by deterministic Turing acceptors was characterized 
in [8] as the class of sets accepted by deterministic or nondeterministic auxiliary 
pushdown acceptors which operate within space bound n. 
As noted in [6, 7, 8, 9, 17], for any of the space bounded classes tudied here as well 
as the classes DTIME(poly), NTIME(poly), DTIME(2Iin), NTIME(2nn), one gains 
or loses nothing by specifying random access machines or general recursive programs 
instead of Turing machines. (This is not true if we restrict attention to multicounter 
acceptors. For example, the set {wcw R [ w ~ {a, b}*) is in DTIME(n) but is not accepted 
by any nondeterministic online multicounter acceptor which operates in polynomial 
time.) These classes are specified by means of Turing acceptors in order to take 
advantage of the conceptual simplicity offered by this model. 
2. BASIC RESULTS 
We are interested in comparing time- and space-bounded classes specified by 
deterministic and nondeterministic a ceptors where the bounds are of the form n, 
n k, 2 en, 2 cn~. In this section we review what is known with respect o "deterministic 
simulation of nondeterministic processes" and "time-space tradeoffs". 
In the case of the deterministic simulation of nondeterministic time-bounded 
processes, only the "naive" bounds are known: DTIME(f)_C NTIME(f)__C 
Uc>0 DTIME(2cs) 9 Only in a few special cases is more known. It is known that 
DTIME(n) @ NTIME(n) [2], however it is not known whether there is a polynomial g 
such that NTIME(n)_C DTIME(g) or whether NTIME(n)_CDTIME(poly) or 
whether NTIME(n) = DTIME(2nn). If one considers only very restricted Turing 
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machine models, then a few more results are known, e.g., the class of languages 
accepted by nondeterministic pushdown store acceptors which operate in real time 
is the class of all context-free languages, while the class of languages accepted by 
deterministic pushdown store acceptors which operate in linear time is the class of 
deterministic context-free languages, a proper subclass of the class of context-free 
languages. The question of whether DTIME(poly) equals NTIME(poly) draws a 
great deal of attention today [9, 17] due to its importance in the study of the inherent 
complexity of combinatorial problems. One of the goals of this paper is to explore the 
connections between questions such as whether DTIME(poly) equals NTIME(poly) 
and whether DTIME(21in) equals NTIME(211n). 
In the case of the deterministic simulation of nondeterministic space-bounded 
processes, one need not use the naive bound. Savitch [21] has shown that NSPACE(f) _C 
DSPACE(f2). Thus, DSPACE(poly) = 0 {NSPACE(g)]g is a polynomial}, and for 
o0 
any function f, 0~=1 NSPACE(ff) ~-- 0~~ DSPACE(ff). It is not known whether there 
exists an E > 0 such that NSPACE(f) equals DSPACE(fl+'), that is, whether Savitch's 
result can be "tightened" to yield an equality. The question of whether DSPACE(n) 
equals NSPACE(n) is the "LBA problem". See [13] for a discussion of the role of this 
question in the theory of computation. 
To discuss "time-space tradeoffs", one compares classes pecified by the measures 
time and space while varying the nature of the operation of the Turing acceptors 
between deterministic and nondeterministic. Recalling that one cannot use more space 
than time in a single computation, it is clear that for any function f, DTIME(f) C 
DSPACE(f) and NTIME(f)_C NSPACE(f). It is known that for any function f, 
NTIME(f) C DSPACE(f) [3] and that DSPACE(f) _C NSPACE(f) C Uc DTIME(2c0 
[8]. In general, finer distinctions are not known, e.g., it is not known bow NTIME(2 lin) 
and DSPACE(poly) compare, and it is not known if any of the above weak inclusions 
are actually equalities, e.g., whether NSPACE(f) equals Uc DTIME(2c0 9 
It is useful to consider one more notational convention. It is easy to see that for any 
polynomial f, Uja~ ~)e>0 DTIME(2~/') = 07=1DTIME(2/j) : 0 {DTIME(2a) [g is a 
polynomial}. This class will be denoted here by DTIME(2voly). Similarly, 
(3 {NTIME(2g) rg is a polynomial} will be denoted by NTIME(2poly) and 
(3 (DSPACE(2~ lg is a polynomial} will be denoted by DSPACE(2poiy). From the 
discussion above it should be clear that DSPACE(poly)_C DTIME(2poly) and that 
NSPACE(2poly) ----- DSPACE(2poly). 
3. REDUCIBILITIES AND COMPLETE SETS 
Cook [9] and Karp [17] have shown that there are questions in logic, in com- 
binatorial mathematics, and in operations research which, when suitably encoded as 
sets of strings, are "polynomial complete." A language L 0 is "polynomial complete" 
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if L o ~ NTIME(poly)  and for each L e NTIME(poly)  there is a "polynomial trans- 
lation" f (a function which can be computed by a deterministic Turing machine 
operating in polynomial time) with the property that for any string w, w ~ L if and only 
if f (w) EL 0 . That is, a decision procedure for L can be obtained from a decision pro- 
cedure for L 0 by means of a polynomial translation. Now DT IME(po ly )= 
NTIME(poly)  if and only if there is a polynomial complete language L such that L is in 
DTIME(poly)  if and only if every polynomial complete language is in DTIME(poly) .  
Here we investigate the existence of sets that are "class complete" with respect o 
certain reducibilities. This allows us to compare various complexity classes defined by 
time- or space-bounded Turing acceptors discussed in Sections 1 and 2, not just 
DTIME(poly)  and NTIME(poly) .  
DEFINITION. Let f :  Z* -+ A* be a function. 3 A set L 1 C Z* is f-reducible to 
L 2 _C A * if for every w 6 Z*, w 6 L 1 if and only if f (w) 6 L~. Let ~ be a class of functions 
(on strings) and let So be a class of languages. A language L o is C~-complete for ~P if 
L 0 6 oct and for eachL E ~q~, there is a function f 6 cg such thatL  is f-reducible toL  0 . 
The type of reducibility used here is a restriction, similar to that used by Karp [17], 
of the notion of many-one reducibility studied in recursive function theory [19]. 
I f  ~ is a class of functions which contains the identity function and is closed under 
composition, then the relation ~ defined by L 1 ~r  L~ if and only if there is a 
function f E q~ such that L 1 is f-reducible to L 2 is both reflexive and transitive. 
There are two specific classes of functions (on strings) used to perform the 
reducibilities studied here. 
Notation. 
(i) Let /-/ be the class of functions (on strings) computed by deterministic 
Turing machines which operate in polynomial time. 
(ii) Let ~-  be the class of functions (on strings) computed by e-limited one-way 
finite-state translators, i.e., e-limited gsm's. 4
The following result will be very useful in comparing complexity classes. 
LEMMA 3.1. Let ~ be any one of the classes DTIME(poly) ,  NTIME(poly) ,  
3 For any finite set 27 of symbols, Z* is the free monoid generated by 2? with e denoting the 
empty word, i.e., 2~* = {al "'" a, ] n > 1, each aie Z} t3 {e}. 
4 A general sequential machine (gsm) G = (K, 27, A, 8, ~, q0) has a finite set K of states, afinite 
input alphabet 2~, a finite output alphabet A, a transition function 8: K • 27 --~ K, an output 
function ~: K • Z--~ A*, and an initial state q0 e K. The transition function is extended to 
3: K • 27* --* K by 8(q, e) = q and 8(q, wa) = 8(8(q, w), a) for all q e K, zo e 27", a e 2?. The 
output function is extended to A: K • 27* --~ A * by ,~(q, e) = e and ;t(q, wa) ~ ;t(q, w) A(8(q, w), a) 
for all q e K, w e 27", a e 27. For L _C 27* define G(L) = {;~(q0, w) ] zo eL}. A gsm is e-limited 
if there is some k > 0 such that for all w e X*, qeK ,  if ~(q, w) = e, then ] w I < k. 
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DTIME(21in), NTIME(2Iin), DTIME(2P~ NTIME(2p~ DSPACE(poly), or 
DTIME(g), NTIME(g), DSPACE(g), or NSPACE(g) where g is a polynomial. I f  L 1 is 
an arbitrary language, L 2 ~ ~'1, and for some f ~ o~', L 1 is f-reducible to L~ , then L 1 ~ 4 . 
Thus, if ~ is any class of languages uch that there exists a language L o which is ~'-com- 
plete for ~ , then ~ C -~1 if and only if L o ~ ~ . 
Proof. For i = 1, 2, let X i be a finite alphabet such that Li C Xi*. Since L 2 ~ LPl, 
there is a Turing machine M 2 such that L(M2) = L 2 and such that M 2 operates in a 
manner specified by choice of ~ (i.e., within a specified time bound or a specified 
space bound as indicated by the possible choices of LPl). From a gsm which specifies f,
one can modify M s to produce aTuring machine M 1 which upon input string w E Xl* 
simulates M~'s operation on f(w). Since w E L 1 if and only if f (w) E Lz, L(M1) = L~. 
Further, M 1 operates in a manner specified by choice of ~1 9 Hence, L1 ~ .~cP 1 .
I fL 0 is o~'-complete for ~,  then for everyL ~ LP 2 there is a functionf e~ such that 
L is f-reducible to L o . Thus, if L 0 ~ 4 ,  then every L ~ ~ is in 4 .  Conversely, if
__C ~,  thenL 0 ~ ~ since being ~-eomplete for ~ impliesL 0E 4 .  | 
If ~ is replaced by H, then Lemma 3.1 does not hold for ~ equal to DTIME(2UI~), 
NTIME(2nn), or DTIME(g), NTIME(g), DSPACE(g), or NSPACE(g) where g is a 
polynomial. The reason for this is the fact that none of these classes is closed under 
"polynomial translation." For example, if g is a polynomial, L 1 E DSPACE(g), and 
L~ is f-reducible to L 1 for some f ~/7, then one can conclude that L 2 ~ DSPACE(poly), 
but in general L 2 ~ DSPACE(g). However, if f f  is replaced by/-/, then Lemma 3.1 
does hold for ~ equal to DTIME(poly), NTIME(poly), DTIME(2ooIy), and 
DSPACE(poly) (as well as for many other classes). This is true because in each case 
the order of the class of bounds is preserved under composition with polynomials and, 
hence, under composition with reducibilities in H. Thus, we state the following result 
without proof. 
LEMMA 3.2. Let ~ be any of the classes DTIME(poly), NTIME(poly), 
DTIME(2poly), NTIME(2poly), or DSPACE(poly). I f  Lt is an arbitrary language, 
L 2 E *~1, and for somef~ 1-1,L 1 is f-reducible toLz,  thenL 1E ~1.  Thus, i f~  is any class 
of languages such that there exists a language L o which is 1-1-complete for 4 , then ~ C -~1 
if and only if L o ~ 4 . 
We shall show the existence of ~-complete languages for a variety of complexity 
classes. This yields the existence of/-/-complete languages for other classes as shown 
by the next result. 
LEMMA 3.3. 
(i) For any polynomial g, if L is a language which is ~--complete for DSPACE(g) 
(NSPACE(g)), then L is ~7-complete for DSPACE(poly). 
57119/2-7 
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(ii) For any polynomial g, if L is a language which is ~'-complete for NTIME(g) ,  then 
L is H-complete for NTIME(poly).  
(iii) I f  L o is a language which is o~'-complete for DTIME(21in) (respectively, 
NTIME(2Iin)), then L o is H-complete for DT IME(  2poly)(respectively, NTIME(2poly)). 
Proof. We give the proof for part (i), the proofs for parts (ii) and (iii) being 
essentially the same. 
Let k > 0 be an integer and let L 0 be a language which is o~'-complete for 
DSPACE(nk). I f  L x E DSPACE(poly), then there is an integer j > 0 such that 
L 1 E DSPACE(n~). If  j ~< k, then DSPACE(nJ)_C DSPACE(nk), so there exists a 
function f 6 o~ such that L 1 is f-reducible to L 0 . I f  j > k, then let M t be a deter- 
ministic Turing acceptor such that L(M1) = L 1 and M 1 operates within space bound 
n~. Let 27 be the input alphabet of M 1 so thatL 1 _C 27", and let c be a new symbol, c ~ 27. 
Letg:  Z'* --~ (27 w {c})* be the function defined byg(w) ----- wc m where I wcm [ - I  w [J. 
Clearly, g is computed by a deterministic Turing machine which operates in time 
bound n~, so that g E H. Let L 2 = g(L1) = {g(w) ] w ~ L1} = {wc" I w ~ L t ,  [ wc" [ = 
[ w It}, so that for all w s 27", w eL  1 if and only ifg(w) eL  2 . 
From M1, construct a deterministic Turing machine M 2 which considers input 
strings of the form wc ~, w ~ 27,*, and operates by checking whether [ wc m ] = [ w I t, 
and, if so, imitating M 1 on w to determine whether or not w E L 1 . Since M a operates 
within space bound n i, it is clear that M 2 can be made to operate in space n. Clearly, 
L(M2) = L 2 so that L 2 ~ DSPACE(n). Now, n ~ n k so DSPACE(n) _C DSPACE(nk). 
Since L2 6 DSPACE(n) and L o is i f -complete for DSPACE(n~), there is a function 
f ~ ,~r such that Lz is f-reducible to L o . Thus, for all y 6 (27 t) {c})*, y 6 L., if and only if 
f (y )  eLo,  so for all w E 27", w ~L 1 if and only ifg(w) 6L  2 if and only i f f(g(w)) ~L o . 
Thus, L 1 is f "  g-reducible to L 0 . But f~  ~- and g E H, so f "  g is in H. Since L 1 was 
chosen arbitrarily in DSPACE(poly), and L 0 e DSPACE(n k) _C DSPACE(poly), this 
shows that L 0 is H-complete for DSPACE(poly). | 
To show the existence of sets which are ~'-complete for some of these classes, we 
rely on results established in [3, 4, 24] showing these classes to be principal abstract 
families of languages. We restrict attention to the classes needed for the theorem. 
LEMMA 3.4. 
(i) For any polynomial g, there exists a language L o which is o~'-complete for DSPACE(g) 
(NSPACE(g)) and hence H-complete for DSPACE(poly). 
(ii) For any polynomial g, there exists a language L o which is o~'-complete for NTIME(g)  
and hence H-complete for NTIME(poly).  
(iii) There exists a language L o which is o~-complete for DTIME(2  nn) (respectively, 
NTIME(2nn)) and hence H-complete for DTIME(2ooly) (respectively, NTIME(2p~ 
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Proof. We give the proof for part (i), the proofs of parts (ii) and (iii) being the 
same. In [3, 4] it was shown that for any polynomial g there exists a language 
LoEDSPACE(g) such that for every language L~DSPACE(g) there exist a 
nonerasing homomorphism h 1, a homomorphism h~, and a regular set R such that 
L = hl(h-~l(Lo)c~ R). The language Lo is the set of all strings of the form 
~IM~2M ... a,,M where M is the encoding of a deterministic Turing acceptor which 
operates within space bound g, each di is the encoding of a symbol in the input 
alphabet of M, and a 1 "" a, eL(M).  Thus, for any deterministic Turing acceptor M 
which operates within space bound g there is a function fM E i f  (in fact, a 
nonerasing homomorphism) such that al.-. a~ ~ L(M) if and only if f~(a 1 ,..., am) ~- 
d13~ ... ~M ~L o . Thus, L 0 is if-complete for DTAPE(g), and hence, by Lemma 3.4, 
L o is H-complete for DSPACE(poly). | 
In [9, 17] quite different H-complete sets for NTIME(poly) are studied. By using 
reducibilities computed by machines which operate in polynomial time and linear 
space, it is shown in [18] that the complexity of problems uch as the equivalence of 
regular expressions can be related to classes uch as NSPACE(n) and DSPACE(poly). 
A survey of such results can be found in [13]. 
There is no language which is if-complete for NTIME(poly). For suppose L0 is 
if-complete for NTIME(poly). Then L 0 e NTIME(poly) so there is some integer 
k > 0 such that L 0 6 NTIME(nk). By Lemma 3.1, this implies that NTIME(poly) _C 
~O 
NTIME(nk), contradicting the facts that NTIME(poly) = U j=l NTIME(nj) and for 
every j, NTIME(nJ)~ NTIME(n j+l) [10]. Similarly, there is no language which is 
if-complete for DSPACE(poly) or for DTIME(2P~ or NTIME(2Ooly). 
One should note that any study of complete sets does not show that certain problems 
are simple. That is, a complete lement "encodes" all the information about he class. 
Now we turn to the principal results of this section. We use the fact that some classes 
have if-complete sets and apply Lemma 3.1 to obtain comparisons between classes. 
THEOREM 3.5. For any polynomial g, there exists a language L o c NSPACE(g) such 
that each of the following hold. 
(i) L o 6 DTIME(poly) (respectively, NTIME(poly)) if and only if NSPA CE(g) C 
DTIME(poly) (respectively, NTIME(poly)) if and only if DTIME(poly) ---- 
NTIME(poly) = DSPACE(poly) (respectively, NTIME(poly) = 
DSPACE(poly)); 
(ii) L 0 E DTIME(2 nn) (respectively, NTIME(21in)) if and only if NSPACE(g) _C 
DTIME(21in) (respectively, NSPACE(g) _C NTIME(2nn)); 
(iii) L 0 e DSPACE(g) if and only if NSPACE(g) = DSPACE(g). 
Proof. In each case we take L o to be any language which is if-complete for 
NSPACE(g). From Lemma 3.4 we know that such an L 0 exists. Applying Lemrna 3.1 
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we see that NSPACE(g) C DTIME(poly) if and only ifL o ~ DTIME(poly). Since L 0 
is #--complete for NSPACE(g), L 0 is/-/-complete for DSPACE(poly) (Lemma 3.3). 
Thus, by Lemma 3.2 DSPACE(poly) C DTIME(poly) if and only ifL 0 E DTIME(poly). 
Since DTIME(poly) _C NTIME(poly) _C DSPACE(poly), we have (i). The proofs of (ii) 
and (iii) are the same, noting that DSPACE(g) _C NSPACE(g). | 
Part (i) of Theorem 3.5 says that (deterministic or nondeterministic) polynomial 
time has the same computational power as polynomial space if and only if any language 
which is #--complete for a class specified by any fixed polynomial space bound can be 
recognized in polynomial time. We conjecture that NTIME(poly) :# DSPACE(poly) 
so that such complete sets must take more than polynomial time to recognize. 
Part (iii) of Theorem 3.5 may be interpreted as the "LBA-problem translated 
upward to space bound g". 
If we consider deterministic machines operating within space bounds, then similar 
results can be obtained. We state these results in the next theorem, the proof being 
essentially the same as that of Theorem 3.5. 
THEOREM 3.6. For any polynomial g, there exists a language L o ~ DSPACE(g) such 
that each of the following holds. 
(i) L o ~ DTIME(poly) (respectively, NTIME(poly)) if and only if 
DTIME(poly) = NTIME(poly) = DSPACE(poly) (respectively, 
NTIME(poly) = DSPACE(poly)); 
(ii) L o ~ DTIME(2 nn) (respectively, NTIME(2nn))/f and only if DSPACE(g) C 
DTIME(2 nn) (respectively, NTIME(2nn)). 
COROLLARY. There exists a language L o 9 DSPACE(poly) such that L o E 
DTIME(poly) (respectively, NTIME(poly)) i f  and only if DTIME(poly)= 
NTIME(poly) = DSPACE(poly) (respectively, NTIME(poly) = DSPACE(poly)). 
Now we use languages which are complete for time classes. 
THEOREM 3.7. For any polynomial g, there exists a language L o ~ NTIME(g) such 
that: 
(i) L o ~ DTIME(poly) i f  and only if NTIME(g) _C DTIME(poly) if and only if 
NTIME(poly) = DTIME(poly); 
(ii) L o e DTIME(2 nn) if and only if NTIME(g) C DTIME(2nn). 
Proof. By Lemma 3.4 there is a language L o which is #--complete for NTIME(g) 
and/-/-complete for NTIME(poly). By Lemma 3.1, L o ~ DTIME(poly) if and only if 
NTIME(g) C DTIME(poly). By Lemma 3.2, L o ~ DTIME(poly) if and only if 
NTIME(poly) C DTIME(poly). By Lemma 3.1, Lo E DTIME(2 nn) if and only if 
NTIME(g) _C DTIME(2nn). | 
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COROLLARY. For any polynomial g, NTIME(g) 4: DTIME(poly). 
Proof. If NTIME(g) C DTIME(poly), then NTIME(poly) ----- DTIME(poly). But 
NTIME(g) ~ NTIME(poly). [10]. | 
Part (i) of Theorem 3.7 generalizes the result in [1] that NTIME(poly) ---- 
DTIME(poly) if and only if NTIME(n)_C DTIME(poly). It should be noted that 
the only class NTIME(g), g a polynomial, known to be included in DTIME(21in) is 




There exists a language L o ~ DTIME(2 lin) such that each of the 
L o ~ NTIME(poly) if and only if DTIME(2 lin) _ NTIME(poly) if and only 
if DTIME(2P oly) ---- NTIME(poly) =- DSPACE(poly); 
(ii) For any polynomial g, L o ~ DSPACE(g) (respectively, NSPACE(g)) if and 
only if DTIME(2 lin) _C DSPACE(g) (respectively, NSPACE(g)) ff and only 
if DTIME(2P oly) = DSPACE(poly). 
Proof. By Lemma 3.4 there is a language L 0 which is ~'-complete for DTIME(2 un) 
and H-complete for DTIME(2p~ By Lemma 3.1, L 0 ~ NTIME(poly) if and only if 
DTIME(2nn) _C NTIME(poly), and for any polynomial g, L o ~ DSPACE(g) if and 
only if DTIME(2 nn) _C DSPACE(g). By Lemma 3.2, L 0 ~ NTIME(poly) if and only 
if DTIME(2oolr) _C NTIME(poly), and L 0 ~ DSPACE(poly) if and only if 
DTIME(2poly) _C DSPACE(poly). Since 
NTIME(poly) C DSPACE(poly) _C DTIME(2poty), 
the equalities result. | 
It is shown in [1] that DTIME(2 un) ~= NTIME(poly) and that for all k > 1, 
DTIME(h ") :# NTIME(poly). Similarly, from Theorem 3.8 we have the following 
result. 
COROLLARY. DTIME(2 'in) va DSPACE(poly). 
Proof. If DTIME(2 lin) _C DSPACE(poly), then DTIME(2P ~ = DSPACE(poly). 
But DTIME(21in) ~ DTIME(2P~ [14]. | 
If we consider the counterpart of Theorem 3.8 for the case NTIME(2nn), then we 
obtain a necessary and sufficient condition for DTIME(2 nn) to be equal to 
NTIME(21in). Once again the proof involves imple application of Lemmas 3.1-3.4 
and is omitted. 
THEOREM 3.9. There exists a language L o ~ NTIME(2 un) such that each of the 
following holds. 
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(i) L o ~ DTIME(2 lln) if and only if NTIME(2 lin) = DTIME(2nn); 
(ii) L o e DTIME(2D ~ if and only if NTIME(2 Ira) _C DTIME(2pol~') if and 
only if NTIME(2P oly) = DTIME(2poly); 
(iii) For any polynomial g, L o ~ DSPACE(g) (respectively, NSPACE(g)) if and 
only if NTIME(2 Ira) _C DSPACE(g) (respectively, NSPACE(g)) if and only if 
NTIME(2DOXy) = DTIME(2poly) ---- DSPACE(poly). 
COROLLARY. NTIME(2 lin) va DSPACE(poly). 
From results in [22], one can conclude that NTIME(2 un) @ NTIME(2poIy). Thus 
we have the following result. 
COROLLARY. NTIME(2 nn) 4: DTIME(2P~ 
In [1] it is shown that NTIME(poly) :/: NTIME(21in). The proof uses results in 
formal anguage theory. A quite different proof using mathematical logic appears in [ 11 ]. 
4. UVWARD TRANSLATION RESULTS 
Suppose that DTIME(poly) = NTIME(poly) or that DTIME(2 nn) = NTIME(21in). 
What are the consequences ? The consequences of DTIME(poly) = NTIME(poly) in 
terms of the complexity of many nonautomata-theoretic problems are explored in 
[9, 17]. A consequence of DTIME(2 lin) = NTIME(2 nn) in mathematical logic is 
discussed in [1 l, 16]. Here consequences with respect o other complexity classes are 
developed by applying a simple "translation" technique which has been used in 
several recent papers [5, 10, 15, 20, 21]. 
THEOREM 4.1. IfDTIME(poly) = NTIME(poly), then: 
(i) for any function f, U~>0 DTIME(2~t) = D c>o NTIME(2~s), 
r co 
(if) for any function f, D~=I DTIME(ff) ---- U j=l NTIME(ff), 
(iii) DTIME(2P ~ = NTIME(2P~ 
Proof. The proof of (i) is given here, the proofs of (if) and (iii) being similar. 
Recall that we consider only self-computable bounding functions. 
For any function f, Uc>0DTIME(2c0-C ~c>o NTIME(2~0 9 For any L 1 
D~>o NTIME(2~0, there is some j such that L 1 e NTIME(j  0 so that there is a 
nondeterministic Turing machine 3//1 which accepts L 1 and which operates within 
time bound jL Let S be a finite alphabet such that L 1 _C X*, let c be a new symbol, 
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c 6 L', and let L~ = {wc m i w cL  1 and I wcr~ I = j1IIwll}. From M 1 one can construct a
nondeterministic Turing machine M s such that Mz accepts L~ and M 2 operates within 
time bound n. Thus, L 2 : L(M2) ~ NTIME(n). Now, if 
DTIME(poly) = NTIME(poly), 
then there is some integer t ~ 1 such that L 2 ~ DTIME(n~). This means that there 
is a deterministic Turing machine M s such that M 3 accepts L2 and M z operates 
within time bound n t. But from M s one can construct a deterministic Turing machine 
M 4 which accepts L 1 and on input w uses the same number of steps as M 3 uses on 
input wc m where I wc" [ = j1(lwl), that is, on input w, M 4 uses (] wc m l) ~ : (jlll<))t = 
(j*)1(l~l) steps. Thus, L, = L(M4) ~ DTIME((j*) 1 _C !,J~>o DTIME(2~I)- But L t was 
chosen as an arbitrary language in !,Jc>o NTIME(2~I). Hence, U~>o NTIME(2~1) = 
(J~>o DTIME(2~) 9 | 
In [11] quite different techniques are used to show that if DTIME(poly)---- 
NTIME(poly), then DTIME(2 nn) = NTIME(21in). 
The proof of the next result is very similar to that of Theorem 2.1 and is omitted. 
THEOREM 4.2. I f  DTIME(2 lin) = NTIME(21in), then 
(i) for any function f, Uc>0 NTIME(2'I) = Uc>0 DTIME(2~I), and 
(ii) DTIME(2p~ = NTIME(2v~ 
The following results explore the consequences of assuming that NTIME(poly) = 
DSPACE(poly) or that DTIME(2 nn) (or NTIME(2Im)) and DSPACE(poly) are 
comparable. The proof of Theorem 4.3 follows the same tack as that of Theorem 4.1. 
However, since a time class is being compared to a tape class, the proof of one part is 
presented. 
THEOREM 4.3. I f  NTIME(poly) : DSPACE(poly), then: 
(i) for any function f, Uc>o NTIME(2c/) = ~)c>o DSPACE(2cl), 
~o 
(ii) for any function f, Uj=t ~ NTIME(ff)  : 0~=t DSPACE(ff). 
(iii) NTIME(2poly) = DSPACE(2ooly). 
Proof of (ii). As noted above, for any function f, 
0 NTIME(ff) _C 0 NSPACE(ff) = 0 DSPACE(ff). 
j=l j =1 J=l 
oo j 
For any L 1 e Ui=t DSPACE(f ), there is some k such that L 1 ~ DSPACE(f k) so that 
there is a deterministic Turing machine M t which accepts L1 and which operates 
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within space bound fk. Let X be a finite alphabet such that L 1 _C X*, let c be a new 
symbol, c ~ X, and let L 2 = {wc m [ w eL  i and [ wc ~ I = f(I  w 1)}. From M t one can 
construct a deterministic Turing machine M 2 such that M S accepts L~ and M 2 operates 
within tape bound g(n) = n k. Thus, L 2 = L(M2) 6 DSPACE(g). Since g is a poly- 
nomial, DSPACE(g) K DSPACE(poly) so by hypothesis, there is some integer t >~ 1 
such that L a ~ NTIME(nt).  This means that there is a nondeterministic Turing 
machine M 3 such that M 3 accepts L 2 and M 3 operates within time bound n t. But from 
M 3 one can construct a nondeterministic Turing machine M 4 which accepts L 1 and 
on input w uses the same number of steps as M 3 uses on input wc ~ where ] wc ~ ] = 
f([ w ]), that is, on input w, M 4 uses I wc" [' = (f(] w ]))~ = ff([ w [) steps. Thus, L 1 
L(M4) e NT IME( f f )  _C U~~ NT IME( f f ) .  But L 1 was chosen as an arbitrary language 
GO 
in [,)~=1 DSPACE(ff) .  Hence, ~1 DSPACE(ff)  _C I,)5=1 NTIME( f f ) .  | 
I f  DTIME(poly)  = DSPACE(poly), then DTIME(poly)  = NTIME(poly) since 
DTIME(poly)  C NTIME(poly)  _C DSPACE(poly). Thus, Theorems 4.1 and 4.3 yield 
the following corollary. 
COROLLARY. If DTIME(poly)  = DSPACE(poly), then 
(i) for  any function f ,  ()r DTIME(2r  = U~>o NTIME(2~0 ---- 
I,)~>o DSPACE(2~0, 
co  co  
(ii) for  any function f ,  Uj=I DTIME(f~)  = Uj=a NT IME( f f )  = 
r  
~)j=l DSPACE(ff) ,  
(iii) DTIME(2P oly) = NTIME(2polY) = DSPACE(2po~Y). 
The results in this section are "upward" translation results. One might well consider 
the possibility of "downward" translation results. For example, if DT IME(2  nn) = 
NTIME(2nn), is it true that DTIME(poly)  = NTIME(poly)  ? That is, does a partial 
converse to Theorem 4.1 hold ? No results of this type are known and it is not clear 
whether any are possible for time-bounded or space-bounded computations. 
5. CONCLUSION 
In this paper a number of results on reducibilities, class complete sets, and trans- 
lations have been established. There are no results such as DT IME(po ly )= 
NTIME(poly)  or DTIME(poly)  :~ NTIME(poly).  However, implications of some 
possible relationships have been investigated. Some of these results can be interpreted 
as circumstantial evidence that some of these relationships do not hold and that some 
pairs of classes are set-theoretically incomparable. This is particularly true of pairs 
where one class is defined by a time bound and the other by a space bound. The 
existence of complete sets with respect o easy-to-compute r ducibilities gives some 
~ NTIME (2 ~Iy) 
DTIME '~  poly) 
NTIME(211r,) 
I 
DSPACE (poly) DTIME (2 li'') I 
I ~-'-------__~ ,~ 1 
I \ ~ _  / I  I 
1 \,, ~ ' 
'1 i :~ ,_ ,  T , /  i ~ NTl~E(poly) 
"SP§ I / 
DSPACE(nj) I / DTIME(;oly) I 
i/ 
TIME (n k ) 
I ~PACE(n)  DTIME(nk)t 
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indication of the structure of these classes and allows one to show that certain classes 
are not equal to one another. 
Figure 1 shows some of the known inclusion relationships between the classes 
studied here, and Fig. 2 shows some of the inequalities. 
The methods used here apply to a much wider range of complexity classes than 
considered in this paper (see [8, 11, 13, 18]). We have not considered classes defined by 
arbitrary bounding functions but have restricted our attention to bounds of the form 
n, n k, 2 ~, 2 ~k. It appears that reducibilities from ,~- and/7  have most application here 
and the questions of deterministic simulation of nondeterministic processes and t ime-  
space tradeoffs are most significant in the case of subelementary bounds. 
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