Continuous casting is the procedure of the successive casting for solidification of the steel, which contains several cooling processes along the caster to coagulate the molten steel. It is such a rule of thumb that strand surface quality and casting productivity is highly dependent on temperature control. A finite-difference method is one of estimating temperature distribution, yet it hinders the process control efficiently. Song, et al. suggest a multimodal deep learning approach for prediction of the temperature. However, sequential and transient phenomena of solidifying steel are not considered, which makes it difficult to estimate the sequential heat-transfer characteristics in the whole process of the steel concretion. Herein, a deep learning model is proposed to predict the temperature distribution by taking into account both transient and steady-state characteristics. The proposed model addresses both spatial and sequential information by incorporating a convolutional neural network (CNN) and a recurrent neural network (RNN). Our quantitative and qualitative results show considerable predictive performance improvement against baseline models. Furthermore, the proposed model is applicable in a real-world steel-making industry by providing real-time temperature prediction, whilst retaining a lower computational cost.
I. INTRODUCTION
In the steel industry, continuous casting process, also known as strand casting process, refers to a consecutive casting technique via injecting molten steel into the mold and spray region, while solidifying the steel with cooling processes along with the caster. It is located in the middle stage of entire manufacturing processes, making intermediate materials, e.g., blooms, billets, and slabs, before some additional treatments and final steel-making procedures are performed [1] . Owing to some outstanding characteristics of this process, e.g. massive productivity, good quality, and
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The continuous casting process is a sequential solidification procedure from molten steel in liquidus to an intermediate product in solidus. As visualized in Figure 1 , a cooling process is typically categorized into two main operations, i.e. primary and secondary cooling. The liquid molten steel which is stored in ladle is directly poured through a vessel, e.g. tundish and then the molten steel from the vessel is vertically poured into an enclosed copper mold. The poured steel is affected by a water-cooled copper mold as a way of primary cooling. Liquid steel releases the heat to the water-cooled mold, starting to be solidified inside the mold. Following the primary cooling, a secondary cooling reaches out a spray cooling zone, in which a variety of water spray nozzles and support rolls are lined up in a row. The spray zone includes several segments in the corresponding location to pair of rolls and nozzles, respectively. As the steel passes through the zone, a secondary cooling plays a critical role in extracting most of the total heat from the steel, influencing both surface and internal defects [4] , [5] . The water flow rate is controlled by the valves of spray nozzles to achieve certain targeting patterns of the temperature [6] . Since the profile of the temperature is highly related to the quality and the productivity of the steel, accordingly, controlling the thermal activity of solidifying steel in the primary and secondary cooling process has been a significant issue in the steel industry.
The temperature of the steel greatly matters in a continuous casting process. Since the temperature is the result of sequential heat transfer from both cooling processes, the desired temperature could be properly obtained via manipulating such processes to ensure the quality of the product and safety. Several studies show that the temperature is closely related to the quality of the product. For instance, it is widely known that huge reheating of the steel has an effect on internal cracks and too low surface temperature affects surface and shape defects [7] , [8] . Too high temperature is also able to cause the steel to detrimental bulging, even breakout that could put a lot of workers in jeopardy [9] . Consequently, understanding the inner and surface temperature distribution of the steel attributed to the behavior of heat transfer and solidification is necessary to make the casting process successful.
However, measuring the temperature of the steel in a real-world steel industry possesses several limitations. For instance, it is not possible to obtain a precise temperature distribution during the process owing to its variable environment of phase transition and excessively high temperature over a thousand degrees Celsius according to its operational conditions. For this reason, indirect and sporadic methods only for detecting solidified shell thickness or a certain point of temperature are currently carried out [10] . The most typical method, for example, is called nail shooting which is destructive testing while the thickness is empirically analyzed by shooting a sulfur nail into the strand [11] .
In an actual continuous casting process, a numerical analysis method of heat transfer is being currently utilized via a physics-based simulation model. The heat transfer model is developed to demonstrate thermal phenomena within the solidifying steel of the process mathematically [12] , which gives profile information of the temperature. Figure 2 shows a flowchart of calculating the temperature and controlling the amount of water through spraying segments, which is dominantly regulated in a large number of continuous casting cases. First of all, the amount of cooling water in every segment is obtained by the sensors in spray nozzles. Based on several dependent variables, e.g. amount of cooling water and casting speed, the simulation model then calculates the temperature distribution of solidifying steel, followed by the comparison between the user-defined target temperature and the calculated one. Lastly, the PID controller recursively determines the proper amount of cooling water that satisfies the desired temperature.
The main drawback of such a conventional method is attributed to a model-based temperature calculation with finite-difference, whose computation resources are required excessively. Consequently, utilizing the simulation program for calculating the temperature is reasonably limited to only a small portion of the casting period. Moreover, it leads researchers to rely upon empirical lookup tables [6] , hindering dynamic control of the process. Therefore, it is necessary to have a less-computation and prompt model at each time step for predicting the temperature within the solidifying steel and, by extension, for enhancing the capability of dynamic control.
Imbued by the aforementioned limitations, a real-time prediction model based on deep neural networks is developed for estimating the temperature distribution in a steel-making continuous casting process. A novel approach based on the mixture of convolutional neural network (CNN) and recurrent neural network (RNN) is dealt with in this paper, considering that the process data, e.g. casting speed and the amount of cooling water, are taken into account as a time series, whilst the temperature profile is considered as an image. We describe our proposed method using CNN and RNN in detail in Section III. The proposed method is then compared with existing methods in terms of predictive accuracy and computational cost.
The main contributions of the paper are as followings.
• Firstly, a new approach that combines two different deep neural network models, i.e. CNN and RNN for temperature prediction in a continuous casting process is proposed. It works based on the mechanism of encoder and decoder, in which input sequence data in numeric and image form are processed simultaneously.
• Secondly, prediction of both transient and steady-state temperature profile of the steel in every time step without any numerical analysis, based upon sequential and spatial information extracted from end-to-end deep learning.
• Lastly, the development of reliable and real-time prediction model for on-site purpose with real-world data, based on the optimization and the assessment of the model.
We structure the remaining part of the paper as followings. Section II presents the background and preliminaries of the heat transfer model of continuous casting, as well as the overview of previous work. The proposed method and comparison strategies are described in Section III. Section IV describes the experimental results concerning predictive performance and computational time. Finally, Section V concludes the paper.
II. BACKGROUND AND PRELIMINARIES
In this section, the theoretical background of the heat transfer and solidification model in the continuous casting process used for data generation is concisely described, followed by an overview of neural network-based approaches in the steel-making industry.
A. HEAT TRANSFER MODEL OF SOLIDIFYING STEEL
A variety of thermal activities, i.e., heat conduction, radiation, and convection, occur in a continuous casting process, caused by the mechanical behavior of heat transfer and solidification. Under previous studies, mathematical models have been developed to describe the phenomena in primary and secondary cooling [12] - [14] . The most widely used approach is a simplified one of the all-inclusive system with fluidic and thermal activities, calculating one-dimensional heat transfer by finite-difference method [12] . The heat transfer and solidification of the steel are calculated using the features of water-cooled copper mold and cooling water from spray nozzles while moving towards the mold and spray region (see Figure 3 ).
The solidifying steel temperature could be expressed as a 1dimensional heat-conduction equation (see Equation 1 ). It is assumed that heat transfer in width and length direction is negligible.
where T is the temperature of the steel to solve. The effective specific heat C pe is considered by the fact that the latent heat is extracted as the solidifying shell grows and the rate of solidus increases [12] , [15] . ρ and k are respectively density and thermal conductivity, which are dependent on the temperature and carbon content. The equation is numerically solved with boundary conditions at the centerline x c and the surface x s as follows.
Heat transfer in mold and spray zone is governed by heat flux, q 1 and q 2 , which is referred to the previous works, but it is modified with empirical conditions and properties in the actual casting process. In the primary cooling process, heat transfer is governed by heat flux q 1 (mW /m 2 ), moving from the steel to the mold [16] . Water-cooling of the channels within the mold is carried out to extract the heat from the steel. It is calculated based on the equation proposed by [17] , which is empirically dependent on mold distance, casting speed v c and coefficients vary with mold cooling conditions in the actual casting process.
In the secondary cooling process, heat extraction brings about changes in temperature due to the consecutive support rolls and spray nozzles, while the solidification shell continues to grow. Although there are several kinds of heat-transfer modes in this region, e.g., induced by support rolls and surrounding environment [12] , only convection of spray cooling and radiation are considered for heat flux q 2 (mW /m 2 ) in this model:
where h s and h r are effective heat-transfer coefficients of spray cooling and radiation, respectively. T s and T a denotes the surface and the ambient temperature, respectively. The effective heat-transfer coefficients are referred to as empirical correlation proposed by [18] , yet they are adjusted to local process conditions, i.e., casting speed, the amount of cooling water, water temperature, and ambient temperature.
B. RELATED WORK
Several types of researches based on artificial neural networks (ANNs) to solve problems in steel-making industrial applications have been reported. For example, three different neural network models have been introduced to predict key properties of steels, i.e., process design parameters [19] . It is suggested that neural network models can be an alternative method for an expensive experimental investigation such as in manufacturing processes. Work in [20] suggests a shallow neural network-based method for representing the relationship between temperature and secondary cooling conditions in a continuous casting process. A mathematical heat-transfer model combined with neural network shows as improved understanding of thermal behavior in the spray zone in limited to certain points of the temperature, i.e., surface and center point.
Recently, a variety of researches based on deep learning algorithms is also conducted to predict the characteristics of the continuous casting process. Unlike the conventional ANNs, deep neural networks take advantage of fast learning ability with the end-to-end framework, breaking out the need for manual feature engineering. Also, a deep architecture model outperforms the shallow ones, enabling a complex and non-linear problem to be expressed well. For instance, work in [21] presents a convolutional neural network (CNN) for detecting material degradation of turbine tubes in a power plant. It is shown that detection accuracy is near-to-perfect at 99.99% compared to a shallow machine learning algorithm, e.g. support vector machine. Song et al. [22] suggest a model with a convolutional neural network (CNN) and deep neural network (DNN) for optimizing temperature control in a continuous casting process.
We extend the work reported in [22] because it lacks describing sequential and transient phenomena of solidifying steel at each time step. The work solely utilizes the steady-state temperature distribution obtained from a simulation program, thus input conditions used for modeling, e.g casting speed, the amount of cooling water and temperature distribution, are considered as constant, not as sequential values. Since the dynamic prediction of the temperature distribution is required for practical use, there are still some challenging problems, which are motivated in this study.
III. PROPOSED METHOD
In this section, the underlying theory about RNN and CNN are explained, followed by the proposed method, as well as a comparison procedure for evaluation.
A. FUNDAMENTAL OF RNN AND CNN
In this paper, a recurrent neural network (RNN) is utilized to predict both transient and steady-state temperature distribution at each time step, considering the connections across different time indices. RNN is designed to process sequential data, which has been successfully used in various kinds of tasks with time-series data, e.g., forecasting [23] - [25] . While each input is fed into the network independently in a traditional feedforward neural network, RNN utilizes the memory between hidden nodes across the sequence of the input. The hidden states are trained to represent the temporal information until the past to the present. Figure 4 (a) shows a schematic diagram of RNN with basic recurrent units. The h t , hidden state at time steps t, plays a role as a memory. It is a function of a previous hidden state h t−1 and an input vector at time step t, x t . Mathematically, it could be expressed as follows:
where g is a nonlinear activation function, e.g., sigmoid and tanh function. Weights and biases are denoted as W and b, respectively. Subsequently, long short-term memory (LSTM) unit and gated recurrent unit (GRU) are proposed to overcome the existing problem of basic RNN, i.e., a vanishing gradient that prevents the network from capturing long-term dependency. As shown in Figure 4 (b), the LSTM unit in hidden layer has three different gates, i.e., forget gate f t , input gate i t and output gate o t , to accumulate the information over a long duration, where the gates define whether the old states are forgettable or memorable [26] . To achieve this, cell state at time step t, c t , is newly added to the unit, which is determined by f t and i t . The f t controls the memory with sigmoid activation function based on input vector x t and prior hidden state h t−1 , while i t controls remembering current information. Finally, the hidden state h t is calculated using o t and c t with tanh activation. Furthermore, the GRU unit has been proposed as a simplified version of the LSTM to overcome a large amount of learning parameters [27] . The hidden state at time step t, h t is determined using an update gate z t and a reset gate r t , while no longer a cell state exists in the unit (see Figure 4 (c)). The former controls how much information from the previous hidden state will carry over to the current one, whilst the latter decides whether the previous hidden state is forgettable [27] .
In this study, a convolutional neural network (CNN) is utilized as a feature extractor of the temperature distribution image. CNN is the most efficient neural network algorithm for image processing and classification, which can automatically learn spatial information of the image [28] . As shown in Figure 5 , it is commonly made up of several types of layers, i.e., convolutional, pooling and fully connected layer. First of all, a convolutional layer is used to extract the abstract representation from an image using consecutive convolution operations, while the feature maps are produced via the operations. It is followed by the pooling layer as a way of downsampling technique, e.g., max-pooling, which finds maximum values from each sub-regions in the feature maps. A pooling layer is carried out to reduce the spatial resolution of the feature maps. It takes advantage of decreasing the number of trainable parameters, as well as avoiding overfitting of the model and emphasizing specific parts of the spatial characteristics. Lastly, the fully connected layer utilizes high-level features extracted and gathered by convolutional and pooling layers for classifying the input image that belongs to a particular class.
B. PROPOSED MODEL
The key part of this paper is a combination of two different neural network architectures, i.e. deep recurrent neural network (RNN) and deep convolutional neural network (CNN), for addressing continuous casting process sequential data in numeric and image form. As introduced previously, the RNN is designed to process the sequential numeric data with hidden states that represent temporal information, whilst CNN learns the spatial information of an image. Since our goal is to extract the temporal and spatial features from two different types of sequences, we herein propose a model that consists of sub-networks based on RNN and CNN.
Our architectural model is comprised of two modules, i.e. CNN-RNN encoder and CNN decoder. The illustration of the proposed model is shown in Figure 6 . In the encoder part, a combination of CNN and RNN is responsible for providing prior information during N time steps. It deals with two different input sequences. One is the sequential images of temperature distributions (T t−N , . . . , T t−1 ), while the other is the sequential values of operational conditions (C t−N , . . . , C t−1 ), which are obtained from the actual casting process, e.g., casting speed and the amount of cooling water. In the decoder part, a deconvolutional neural network, which is a CNN in the backward direction is employed for upsampling. Finally, the output of the network is a prediction value of the temperature distribution T t , one step ahead of the input sequence.
CNN in the encoder part produces a higher abstract representation of spatial information of the image data. As the input sequence, T in the form of stacked multiple arrays are given to the network, it has hierarchically trainable layers of convolution operations, followed by a rectified linear unit (ReLU) as a nonlinear activation function at each layer. A layer of batch normalization is appended between the convolutional layer and ReLU, to perform the normalization for each training mini-batch [29] . The operation process with nonlinear activation is defined as:
where T n r is the output of r th feature map in n th convolutional layer, T n−1 m is the m th output of the previous layer. ⊗ represents convolution operation, whilst w n r and a n r denote weight and bias, respectively. After the feature maps are extracted via consecutive operation processes, an adaptive spatial pooling is finally implemented to enhance the feature representation of the image [30] . This is quite different from a conventional CNN, where fully connected layers and softmax classifiers are usually placed at the end of the network.
In the latter part of the encoder, the final feature representation from the CNN T l is conditioned to RNN, redirecting the extracted one into RNN cell. Herein, T l is additionally added for a hidden state and the RNN cell receives the input vector of sequential values of condition variables (C t−N , . . . , C t−1 ) every time step. Recurrence equation of the hidden state is expressed as:
where h k is the new hidden state of k th time step, while C k is the input value of k th time step. h k−1 is the previous hidden state, which is generally initialized with zero at the beginning of the RNN. The tanh is used as a nonlinear activation function as in basic RNN cells. A weight matrix from CNN in the encoder to the hidden state, W E,h is added to describe how the information of the images is merged into the input sequence, in which the network learns the interactions between them while training the model. A last hidden state that has a rich representation of image data T and condition values C is used as an input of CNN decoder, which generates the prediction image T t . Herein, transposed convolution layers are utilized in the replacement of convolution layers. Transposed convolution works with the opposite direction of the convolution operation to generate upsampled output by a sum over convolutions of the feature maps with trainable filters [31] , [32] . As in the encoder part, there are consecutive transposed convolution layers with layers of batch normalization and nonlinear activation function that can be expressed as follows. 
where z n r is the output of the process in r th feature map, n th is the transposed convolution layer, while the final value of z n r in the network becomes the prediction image. f n r , b n r are weight and bias learned during the training process, respectively. Learning parameters depend on the proposed model are trained with a stochastic gradient descent algorithm for minimizing the error between the prediction value and the actual value. The loss function L of mean squared error in this method is defined as:
where T t and T t are the actual and prediction image of the temperature distribution, respectively, while N is the number of training data set.
C. COMPARISON PROCEDURE
In this study, several procedures are deployed to validate the performance of the proposed model for predicting the temperature distribution in a continuous casting process. Several procedures such as comparison concerning types of recurrent cells, sequence length, and hyper-parameter settings are briefly outlined in this section. First of all, the performances are compared among different types of recurrent cells, i.e., basic RNN, LSTM, and GRU. It is worth to be compared given that those recurrent cells show a significant difference in extracting the temporal information via hidden states, as introduced in Section II. Herein, not only the comparisons in the proposed model but the ones with baseline neural networks made up of those recurrent cells are conducted. Since the RNN-based standard models are not designed to process the image, twodimensional data of the temperature distribution are flattened to be fed into the models and trained for the benchmark. Considering that the flattening loses spatial information of the image, we investigate whether the proposed model using CNN for spatial features has an advantage or not. Besides, we are also interested to use bidirectional recurrent units [33] since in some cases, it helps us in making an accurate estimation about the dataset [34] , [35] .
Secondly, the influence of the length of input sequences, e.g. from time step t − N to t − 1 on model performance is examined. It is shown that the performance of the RNN-based model decays as the sequence length increases, making it hard for the model to squeeze all sequential information of the input [36] , [37] . Therefore, experiments are carried out to find the optimal sequence length N to obtain the best prediction accuracy. This is because there is a trade-off between the length and the capacity of feature representation. The prediction performances are compared concerning the three-level sequence lengths.
Finally, the performance of algorithms is assessed based upon the optimization of the hyper-parameters, including the number of hidden layers, hidden units, and dropout rates. The number of the hidden layers and hidden units is designed to find appropriate parameters of the network, while the dropout rate is determined to control overfitting as a way of regularization method. In particular, the dropout method for recurrent layers (denoted as RNN dropout) is used [38] . It is worth mentioning that such a method has successfully reduced the overfitting in several RNN-based approaches [39] , [40] .
D. PERFORMANCE MEASURES
The performance of the proposed method is evaluated with the performance of existing methods in terms of prediction accuracy and computation time. Prediction accuracy is measured using three different metrics, i.e. root mean squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE). RMSE denotes a standard error between the predictions and actual values, whilst MAE shows an average of absolute differences between the actual values and the predictions. Lastly, MAPE can be considered as a weighted version of MAE, where for each instance, the absolute error is divided by the target value. The metrics are calculated as follows.
where T t and T t are the actual and the prediction value of the temperature distribution, respectively. N is the number of test data samples. Besides, the computation time in an actual casting process is compared to evaluate whether the proposed method is competitive on the dynamic control for predicting the temperature distribution in the process in comparison with the conventional mathematical method.
IV. EXPERIMENT RESULTS AND DISCUSSIONS
In this section, data description is firstly given, followed by the experimental results and discussions of the temperature prediction accuracy and computation time.
A. DATA DESCRIPTION
Operational condition values used to obtain the temperature distribution of solidifying steel are firstly described. Table 2 shows variables of operational conditions (denoted as condition variables), which can be classified into material, shape and process variables. The variables are casting speed, carbon content, ambient temperature and initial temperature (pouring temperature from tundish), as well as the shape of the steel, i.e., thickness and width. Furthermore, heat flux in the mold zone and the amount of cooling water at each segment in the spray zone are acquired as the key variable for primary and secondary cooling. In this study, we obtained real-world data of the condition variables every second for analysis, which are produced by the steel-manufacturing company in Korea. There are in total 20 production cases of the continuous casting process and each case has a length of approximately 15,000 seconds which means there are around 15,000 sets of condition variables in a case. The entire data set is made up of 303,136 seconds, which are fully representative of the casting production cases. In the experiment, 16 cases (241,439 seconds) are used as a training set, while 4 cases (61,697 seconds) are used as a testing set. A collection of images representing the temperature distribution is extracted as a result of heat transfer and solidification analysis, as we described previously in Section II. Likewise, the same number of images are extracted with a dimension of 252 × 41, representing the temperature distribution of the mold zone and the segments in the spray zone every second.
Finally, the data set is made by extracting collective subsequences from the entire data that are made up of the operational conditions C and the temperature distributions T in time series (see Figure 7) . The input consists of several subsets of the operational conditions, as well as the subsets of the temperature distributions corresponding to the operational time step. The input from time steps t − N to t − 1 becomes the sequences in numeric and image respectively, that have lengths of N . On the other hand, a prediction value T t is a 252×41 matrix of the temperature distribution that is sequentially one step ahead of the sequence. Likewise, the whole data set has numerous pairs of the input sequences and the prediction values by sliding with a time window of a second.
B. PREDICTION OF TEMPERATURE DISTRIBUTION
Several algorithms are involved in the experiment to predict the temperature distribution. As depicted in Table 3 , we categorize this comparative study into two main families, i.e., baseline models and proposed models. Each family possesses different kinds of models concerning different types of recurrent cells, i.e., RNN, bi-RNN, LSTM, bi-LSTM, GRU, and bi-GRU. Also, there is a parametric measure, i.e. sequence length, to specify the influence on the model's performance. Prediction models based on deep neural networks are trained to minimize the cost functions, while the hyper-parameters of each model are optimized via grid search method.
The quantitative results for temperature distribution prediction of the optimal models using baseline and the proposed method are described in Table 3 , which presents the mean values of the measurements for estimating the one-step-ahead temperature distribution on the testing set. Overall, it is obvious that the proposed method has a more accurate prediction performance than the baseline method. Depending on the type of recurrent cell, the models using LSTM and GRU in both families are likely to slightly outperform the ones with basic RNN cell. Furthermore, it is observed that the bidirectional unit of each model generally enhances the prediction accuracy, as the bidirectional unit performs in sequential dependencies of forwarding and backward direction.
In addition, it is shown that the length of the input sequences exerts influence on the prediction performance of each method. The longer sequence lowers the performance, preventing from capturing a piece of extended temporal information. However, the rise of the prediction performance with the bidirectional operation gradually increases as the sequence gets longer, owing to its characteristic of the two-way hidden state. Also, the models using RNN, LSTM, and GRU show relatively similar outcomes when the sequence is short, whereas the results from the models using LSTM and GRU become distinguishable from the ones using RNN cells.
In particular, more robust performance in terms of the sequence length appears in the proposed method. The performance difference between the proposed models in terms of the sequence length is reasonably slighter than the baseline models. For example, the difference between the longest and the shortest sequence of the proposed model, e.g. bi-LSTM in terms of MAPE score is 0.25%, while the best one in the baseline models, e.g. bi-GRU is 1.33%. It can be said that the numerous input dimensions in the baseline models, i.e. temperature distribution and condition variables, make it burdensome for hidden states to seize the temporal dependency. On the other hand, the proposed method achieves more precise and robust performance via the encoder-decoder structure using the combination of CNN and RNN, not only by extracting spatial and sequential information but also by efficiently reducing the burden of capturing its information for deep neural networks.
To sum up, a promising approach for predicting the temperature distribution in a continuous casting process is obtained by the proposed method. The proposed model using bi-LSTM shows the lowest differences between the actual and estimated temperature by 6.84 degrees Celsius, while the baseline model with bi-GRU reaches no less than 27.7 degrees Celsius, as shown in Table 3 .
To further analyze the qualitative results for predicted images, the predictions of the temperature distribution from the testing data set are described in Figure 8 . Each figure sequentially represents the actual temperature distributions and the predicted temperature distributions for the baseline and the proposed model, i.e., bi-GRU and bi-LSTM, respectively. Even though both models follow the actual trend, the image features of the predicted temperature distributions, e.g., a boundary line between solidus and liquidus, in the baseline model are not predicted precisely, meaning that spatial information of the temperature distribution is not successfully encoded. The prediction could not be properly utilized in an actual continuous casting process, due to its poor description on heat-transfer behavior of the solidifying steel, i.e., metallurgical length and solid fraction of the steel. In contrast, the proposed model that takes advantage of two different modules shows mores plausible prediction results for both transient and steady-state phenomena of the steel. Furthermore, an example of temperature predictions at a certain time step among actual and estimated values is described in Figure 9 . Figure 9 (a) shows true and predicted temperature profiles of the solidifying steel at time step 2700, while the values are forecasted by the optimal baseline and proposed model, i.e., bi-GRU and bi-LSTM, respectively. It is observed that the proposed model spatially yields the desirable prediction, compared to the actual heat-transfer image, while the baseline model brings about an improper prediction map without any consideration of spatial information. Given that the temperature distribution is a resulting temperature pattern obtained via primary and secondary cooling along with mold and spray zone, the unsuitable result of the baseline model would not be appropriate to be utilized for dynamic control of the continuous casting process. Figure 9 (b) presents the actual and the predicted temperature data points at the surface, middle and center along the distance from meniscus since pixel values at each grid represent the temperatures within the steel along the length-thickness axis. The surrounding highlighted areas visualize marginal regions of a standard deviation from the actual temperature values. As expected, predicted values by the proposed model show a marked tendency to follow the trend of ground truth values in most of the temperature points, whereas the baseline model not only suffers from fluctuations but also worse estimation of the temperatures.
C. COMPUTATION TIME
We compare a deep neural network-based proposed model with a numerical analysis based model in terms of the computation time. We aim to develop not only a higher-performing prediction model but also a real-time model that could be used as an alternative for dynamic process control. Table 4 shows the comparison result for each model in two different aspects, i.e., time for a casting production case and a 1-step calculation. The former indicates the time for an entire continuous casting process, where each case generally has over 15,000-time steps, while the latter is an average computation time consumed by a calculation of the temperature every time step. The results of the mathematical model are obtained by numerically calculating the temperature in the testing data set, whereas the ones of the proposed model constructed with deep neural networks show the inference time during the test.
It is shown that the computational cost of the proposed model is considerably lower than the mathematical model. Surprisingly, the mathematical model requires excessive computational resources by 3994.82 seconds to solve the temperature distribution during the whole process. On the contrary, the deep learning model needs less than 5 seconds to get the prediction. More promisingly, it is observed that only less than a millisecond is needed to predict a one-step-ahead temperature distribution via a deep neural network model. To summarize, our proposed method attributed to deep neural networks outperforms the conventional method concerning the computation time, which confirms the possibility of the proposed model for establishing a real-time dynamic control in an actual continuous casting process.
V. CONCLUSION
Temperature distribution of solidifying steel in a continuous casting process has a massive impact on product quality and operation safety, besides the process, i.e., primary and secondary cooling, should be properly controlled based upon the temperature distribution. Breaking away from the conventional model that is limited in an actual process, a deep neural networks based method for achieving precise and fast predictions of the temperature distribution was proposed in this paper. An integrative approach was presented to consider both historical temperature profiles and operational conditions, combining two modules of encoder and decoder that rely upon recurrent neural network (RNN) and convolutional neural network (CNN). The encoder was utilized to capture both spatial and sequential representations of the features, while trainable parameters of the decoder are optimized via deconvolution operations to predict one-step-ahead temperature distribution. The prediction performance of the proposed model was validated on real-world data obtained from the actual casting process, by comparing the performance of baseline models. It is observed that our proposed model greatly performed better than the baseline models, showing the best prediction error of 6.84 degrees Celsius. In particular, the temperature profiles estimated by the proposed model were nearly identical to the actual values, induced by spatial feature extraction of the images. Furthermore, our suggested model showed increased feasibility of the model being utilized in the actual continuous casting for dynamic process control, as it earned an extremely fast computation time for predicting the profile at each step and each production case, compared to the conventional numerical model.
