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Sequential versus simultaneous viewing of an environment:
Effects of focal attention to individual object locations on visual spatial learning
Naohide Yamamotoa and Amy L. Sheltona,b
aDepartment of Psychological and Brain Sciences, Johns Hopkins University, Baltimore, MD, USA
bDepartment of Neuroscience, Johns Hopkins University, Baltimore, MD, USA
We investigated memories of room-sized spatial layouts learned by sequentially or simultaneously viewing objects
from a stationary position. In three experiments, sequential viewing (one or two objects at a time) yielded
subsequent memory performance that was equivalent or superior to simultaneous viewing of all objects, even though
sequential viewing lacked direct access to the entire layout. This finding was replicated by replacing sequential
viewing with directed viewing in which all objects were presented simultaneously and participants’ attention was
externally focused on each object sequentially, indicating that the advantage of sequential viewing over
simultaneous viewing may have originated from focal attention to individual object locations. These results suggest
that memory representation of object-to-object relations can be constructed efficiently by encoding each object
location separately, when those locations are defined within a single spatial reference system. These findings
highlight the importance of considering object presentation procedures when studying spatial learning mechanisms.
An important characteristic of spatial learning is that space can be learned in a variety of
ways. When memorizing the layout of a room, for example, the whole layout may be seen from a
single viewpoint. Alternatively, only a portion of the environment may be visible at any given
time (e.g., full view may be blocked by obstacles) and objects in the room must be viewed
sequentially. In addition, information about the spatial layout is available in multiple modalities.
For instance, one can see where windows are located (vision), localize sounds coming from a TV
(audition), register direction and distance between a door and a couch through body movement
(proprioception),1 and feel a remote on the tabletop as you reach for it (haptics). As such, in
order to have a comprehensive understanding of human spatial memory, it is critical to explore
how different ways of learning environments influence subsequent mental representations of
space.
Numerous studies have investigated how visually learning a spatial layout from a
stationary viewing position affects spatial memory performance (e.g., Mou & McNamara, 2002;
Presson, DeLange, & Hazelrigg, 1989; Rieser, 1989; Roskos-Ewoldsen, McNamara, Shelton, &
Carr, 1998; Shelton & McNamara, 1997, 2001; Sholl & Nolin, 1997; Waller, Montello,
Richardson, & Hegarty, 2002). In these studies, participants were usually allowed to view an
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entire layout simultaneously for a fixed duration or until they reached a learning criterion. This
simultaneous viewing is a natural method for visually learning a room-sized or smaller
environment, but it is quite different from the way space is learned in other modalities. In
nonvisual spatial learning, object locations in an environment must be encoded sequentially due
to restrictions intrinsic to the modalities. In auditory spatial learning, our ability to localize more
than one sound source at a time is limited. For example, when we simultaneously receive two
identical sounds coming from different locations, they are perceived as a single sound emanated
from an illusory sound source (Blauert, 1997). In haptic and proprioceptive spatial learning
object locations are encoded through manual and ambulatory movement in an environment,
respectively, and can only be experienced sequentially by definition. As a result of these
differences in learning modality, studies comparing visual to nonvisual spatial learning have
typically presented multiple objects simultaneously during visual learning and sequentially
during nonvisual learning (Klatzky, Lippa, Loomis, & Golledge, 2003; Loomis, Klatzky,
Philbeck, & Golledge, 1998; Pasqualotto, Finucane, & Newell, 2005; Presson & Hazelrigg,
1984; Yamamoto & Shelton, 2005).
Although the difference in object presentation between visual and nonvisual spatial
learning, simultaneous versus sequential, appears to reflect a natural difference in the way spatial
information is encoded through each modality, this difference can be problematic for making a
strict comparison between visual and nonvisual spatial learning. A straightforward means to
resolve this difference might be to present objects sequentially during visual spatial learning.
However, merely a handful of previous studies have employed the sequential visual presentation
(Avraamides, Loomis, Klatzky, & Golledge, 2004; Klatzky, Lippa, Loomis, & Golledge, 2002;
Newell, Woods, Mernagh, & Bülthoff, 2005; Yamamoto & Shelton, 2007), and the only
comparisons made to the simultaneous presentation have been inferences drawn across different
experiments (Avraamides et al., 2004; Newell et al., 2005). Thus, to date, there has been no
conclusive data concerning whether simultaneous and sequential viewing make any difference in
subsequent spatial representations in memory. The present study was therefore designed to
directly investigate whether simultaneous and sequential viewing have different consequences on
spatial memory, and if any, to explore possible mechanisms underlying those differences.
The most obvious question is whether sequential or simultaneous viewing might result in
better memory for an environment. The answer likely depends on what types of spatial
relationships need to be accessed upon retrieval, self-to-object or object-to-object relations
(Easton & Sholl, 1995). During sequential presentation, each object location is learned separately
with respect to an observer, providing strong self-to-object encoding but requiring the observer
to infer the object-to-object relations. On the other hand, object-to-object relations are readily
available during simultaneous viewing. In general, therefore, sequential viewing may be
advantageous for later retrieval of self-to-object relations, whereas simultaneous viewing may
produce an advantage when object-to-object relations are critical. As such, simultaneous viewing
may yield better performance than sequential viewing on spatial memory tasks such as
judgments of relative direction among objects, which require establishing object-pair headings
and localizing the third object from those headings.
Alternatively, other factors in the object presentation may influence overall encoding.
One of the key differences between sequential and simultaneous viewing is in how observers
attend to each object location. It has been shown that some degree of focal attention to each
object location is necessary to encode it in memory with fidelity (Rensink, 2002; Simons &
Ambinder, 2005; Simons & Rensink, 2005), and that object locations are sequentially viewed
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and attended even when an entire environment falls within a field of view (Henderson &
Hollingworth, 1998; Rayner, 1998). Because sequential presentation of objects forces observers
to focus their attention to each object for a certain amount of time, sequential presentation may
help them attend to any given object location more than they do during simultaneous
presentation of objects. Moreover, during sequential presentation, the environment contains little
information other than the presented object, further allowing each object to be well attended
without distraction during viewing. On the other hand, during simultaneous presentation, it is
likely that attention is shifted from one object to another rather quickly, resulting in variable
amount of attention to each object location. Sometimes even very salient objects can be left
unattended and consequently not encoded in memory (Simons, 2000). Together, these
differences between sequential and simultaneous viewing suggest a possible advantage of
sequential viewing in spatial learning due to increased attention to each object location, which
may compensate for the lack of directly perceptible interobject relations during encoding.
In the present study, four experiments were carried out to investigate the differences
between sequential and simultaneous viewing of room-sized environments. Experiments 1A and
1B directly compared the effects of sequential and simultaneous viewing on subsequent memory
performance, demonstrating a potential advantage of sequential viewing in judgments of relative
direction among objects. Experiment 2 provided another test on the possible difference between
sequential and simultaneous viewing, and also examined the extent to which general
improvement in the second test session due to practice effects accounted for the observed
difference between sequential and simultaneous viewing in previous experiments. Experiment 3
tested the hypothesis that sequential viewing benefits from increased attention to individual
object locations by manipulating how attention was directed to each object location.
Experiment 1A
The purpose of this experiment was to directly compare sequential and simultaneous
viewing of room-sized spatial layouts. Each participant learned two layouts by viewing them
from a stationary position, one sequentially and one simultaneously. After thoroughly learning
each layout, spatial memory for the layout was tested using judgments of relative direction.
Method
Participants
Sixteen participants (8 males and 8 females, 19–21 years of age) volunteered in the
present experiment. In this and subsequent experiments, all volunteers came from the Johns
Hopkins community, received extra credit in psychology courses, reported normal or corrected-
to-normal vision, and participated in only one experiment. None of the participants had prior
experience with spatial learning paradigms used in the present study.
Materials
Two layouts of six objects each were constructed (see Figure 1). The objects were
common, visually distinct, had monosyllabic names, and shared no primary semantic
associations. These objects were similar in size (approximately 15 cm in length and width, and
10 cm in height); when viewed from the viewing position, they subtended 4.1°  3.6° of visual
angle on average. The objects were placed on a plain white sheet that covered the floor of an
approximately 3.7 m  3 m room. The layout occupied an area of 1.9 m  1.9 m, which
subtended approximately 35.4°  44.4° of visual angle at the viewing position. The mean
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Figure 1. One of the spatial layouts used in the experiments. Real objects were used, rather than names.
Arrows indicate imagined headings used in judgments of relative direction (JRDs), with 0° corresponding
to the orientation experienced by participants.
distance between objects was approximately 1.4 m. A white curtain created a uniform texture
around the walls of the room. These materials were the same as those used in previous studies
conducted in our lab (Yamamoto & Shelton, 2005, 2007).
Design and Procedure
All participants learned both layouts: one in the sequential viewing condition and one in
the simultaneous viewing condition (details provided in following paragraphs). Participants were
instructed to remember the layout for a later spatial memory test. Layouts were counterbalanced
so that each layout was used in both sequential and simultaneous viewing conditions, and in both
first and second learning sessions across participants. Two groups were formed on the basis of
the order of two viewing types (sequential viewing first or simultaneous viewing first), and the
participants were randomly assigned to each group with the constraint that each group had an
equal number of males and females. Participants were run individually.
Learning phase. The participant was asked to sit in a swivel chair, put on a blindfold to
restrict vision, and wear white noise headphones to block auditory cues. An experimenter then
wheeled the participant into the study room to the viewing position. (In Figure 1, the arrow
labeled as 0° indicates this position.) Throughout the learning phase, the participant was
stationary at this position. While taken to the viewing position, the participant was gently spun in
the chair. This disorienting procedure was included to have the participant use only spatial
information available in the room for learning the layout. (The effectiveness of this procedure
was confirmed by another experiment. For details, see Yamamoto & Shelton, 2005, note 2.) The
participant was then asked to get up from the chair and remove the blindfold.
In the sequential viewing condition, each object was presented alone for 2.5 sec in a
spatially random sequence determined individually for each participant. In order to ensure the
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randomness of object presentation, specific sequences forming spatially coherent paths (such as
the ones used in Experiment 1B; details are shown later) were excluded. To control for viewing
time, the participant was asked to close his/her eyes while the experimenter replaced the just-
viewed object on the floor with a new object in a new location. After viewing all of the objects
once, the participant repeated the same procedure to view the objects a second time. Thus, each
object was viewed for 5 sec, and the total viewing time for a layout was 30 sec. After viewing
the last object, the participant was asked to put the blindfold back on and point to and name the
objects. This study-test sequence was repeated until the participant fluently pointed to the correct
object locations twice in a row. (Fluency was determined by the experimenter’s discretion based
on no hesitation in pointing.) The number of repetition needed to achieve the learning criterion
was recorded. The participant was then asked to sit in the chair again and disoriented while
wheeled out of the room.
In the simultaneous viewing condition, all six objects were presented simultaneously.
After viewing the entire layout for 30 sec, the participant was asked to put the blindfold back on
and point to and name the objects. This study-test sequence was repeated until the same criterion
described above was met, and the number of repetition was recorded. The participant was then
disoriented while wheeled out of the room.
Test phase. After learning each layout, the participant was taken to another room to
perform judgments of relative direction (JRDs). Three objects in the layout formed each trial:
The participant was asked to imagine standing at one object and facing another object, and then
point to the third object; for example, “Imagine you are at the cap facing the pot. Point to the
mug.” The first two objects constituted an imagined heading. The third was a target. Each layout
yielded 16 object-pair headings, two instances of each of the eight imagined headings differing
by 45°. These imagined headings were labeled counterclockwise from 0° to 315° in 45° steps,
with 0° corresponding to the orientation experienced by the participant. Target objects were
chosen so that their directions were varied systematically; the egocentric space in terms of an
imagined heading was divided into four 90°-wide regions centering on front-back and left-right
axes, and each imagined heading had approximately equal instances of target directions in each
of these four regions.
Trials were presented on a computer screen. After receiving instructions about the task
and how to use a computer program, the participant performed three practice trials involving
familiar buildings on campus. In each trial, sentences giving the imagined heading and target
were displayed with a circle and a movable line. The participant positioned the line by using a
mouse so that it pointed to the target if he/she was at the imagined position. (An example of the
display is available in Fields & Shelton, 2006, Figure 3.) A total of 64 trials were presented in
random order.
The principal dependent variable was accuracy in JRDs measured by absolute angular
error in pointing (i.e., absolute angular distance between pointed direction and target direction).
Trials were not time-limited and instructions stressed accuracy. Response latencies, which tend
to be long and more variable than accuracy (Shelton & McNamara, 2001, 2004), were also
measured in order to check for speed-accuracy tradeoffs.
Results
Learning
Table 1 shows mean numbers of repetition required to meet the learning criterion in each
viewing condition. The numbers of repetition from each participant in each condition were
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Table 1. Mean numbers of repetition required to meet the learning criterion and corresponding standard
errors of the means (SEMs) in each experiment
Experiment
Viewing type 1A* 1B 2 3
Sequential (or directed) 1.1 (0.06) 1.6 (0.2) 1.7 (0.09) 1.1 (0.07)
Simultaneous (or nondirected) 1.4 (0.1) 1.5 (0.1) 1.5 (0.1) 1.2 (0.08)
SEMs are in parentheses.
*Two viewing types significantly differed at  = 0.05.
subjected to a split-plot factorial analysis of variance (ANOVA) with order of viewing type
(sequential viewing first or simultaneous viewing first) and gender (male of female) as between-
subjects factors and viewing type (sequential and simultaneous viewing) as a within-subjects
factor. The  level of 0.05 was used. Participants needed slightly more exposure to the layout in
the simultaneous condition than in the sequential condition, F (1, 12) = 8.33, p < 0.02.2 All other
main effects and interactions did not reach significance, Fs < 3.00, ps > 0.11.
JRDs
In the beginning of the analysis of absolute angular errors in JRDs, correlation
coefficients between absolute angular errors and response latencies were computed for each
participant. They ranged from –0.05 to 0.26, indicating that no participants showed significant
speed-accuracy tradeoffs. Mean absolute angular errors were then calculated for each participant
and for each condition, and subjected to a split-plot factorial ANOVA with order of viewing type
and gender as between-subjects factors and viewing type, imagined heading (from 0° to 315°
with 45° intervals), and target direction (front, right, left, and back) as within-subjects factors.
Because there was a large number of main effects and interactions tested in this analysis, the 
level of 0.01 was used.3
Figure 2A shows mean absolute angular errors in JRDs collapsed across participants as a
function of imagined heading and viewing type. This figure exhibits a similar pattern for each
type of viewing. Neither the main effect of viewing type nor the interaction between viewing
type and imagined heading were significant, Fs < 1. Figure 2A also indicates that JRDs were
most accurate when imagined headings were aligned with the learned orientation (0°), showing
that spatial memories acquired through sequential viewing and simultaneous viewing were both
orientation dependent. This was supported statistically by the significant main effect of imagined
heading, F (7, 84) = 5.88, p < 0.001, and the significant post-hoc contrast comparing
performance for the imagined heading of 0° with that for all the other headings, F (1, 15) =
62.55, p < 0.001
Although sequential and simultaneous viewing showed similar accuracy in JRDs overall,
sequential viewing yielded better memory performance when participants learned the layout for
the first time (see Figure 2B). This observation was supported statistically by the significant
interaction between viewing type and order, F (1, 12) = 13.04, p < 0.004, and the marginally
significant post-hoc simple main-effects test comparing sequential and simultaneous viewing for
the first layout only, F (1, 12) = 9.33, p < 0.016. Similarly, for the second layout, JRDs appeared
to be performed more accurately following simultaneous viewing. The post-hoc simple main-
effects test comparing sequential and simultaneous viewing for the second layout only indicated
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Figure 2. Mean absolute angular errors in JRDs in Experiment 1A as a function of (A) imagined heading
and viewing type and (B) viewing type and order (i.e., whether each type of viewing was carried out first
or second). Left and right bars in each viewing type show means from first and second JRD sessions,
respectively. Bars in the same pattern (open or hatched) are from the same group of participants. Error
bars represent ±1 standard errors of the means (SEMs) computed from data points in each condition
submitted to the analysis of variance.
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a trend consistent with this possibility but did not reach significance, F (1, 12) = 3.39, p > 0.09.
The main effect of target direction was significant, F (3, 36) = 9.98, p < 0.001. As in
previous studies (Franklin, Henkel, & Zangas, 1995; Shelton & McNamara, 1997, 2001;
Yamamoto & Shelton, 2005, 2007), pointing to the front was more accurate than pointing to the
sides (both left and right), which was more accurate than pointing to the back. A post-hoc
contrast comparing accuracy in pointing to the front with that in pointing to all other directions
was significant, F (1, 15) = 20.13, p < 0.002. This effect was observed in all imagined headings,
as suggested by the nonsignificant interaction between imagined heading and target direction, F
(21, 252) = 1.70, p > 0.13. The ANOVA also revealed the significant main effect of gender, F (1,
12) = 17.84, p < 0.002; males performed JRDs more accurately than females. Although this is
consistent with previous studies that found gender differences in similar spatial memory tasks
(e.g., Waller et al., 2002), studies employing the same paradigm as the one used in the present
experiment typically found no gender differences (Mou & McNamara, 2002; Shelton &
McNamara, 1997, 2001; Yamamoto & Shelton, 2005, 2007). Therefore further research should
be conducted before interpreting this gender difference. Neither target direction nor gender
interacted with other variables, and these main effects did not alter the conclusions regarding the
effects of imagined heading, viewing type, and order.
Discussion
The present experiment found equivalent performance on JRDs following sequential and
simultaneous viewing, with the possibility that sequential viewing permitted even better memory
performance than simultaneous viewing. Although participants spent slightly more time for
learning the layout in simultaneous than sequential conditions, the larger amount of learning in
the simultaneous condition did not result in more accurate JRDs, showing that the difference in
learning between these two conditions had little influence on subsequent spatial memory. More
importantly, sequential and simultaneous viewing yielded a similar pattern of JRD performance
as a function of imagined heading, indicating that spatial representations formed through each
type of viewing shared the same functional properties with regard to direction judgments of
object-to-object spatial relations. Furthermore, better JRD performance for the first layout
following sequential viewing suggests that this viewing method provided a better strategy for
learning spatial layout.
It is important to note that sequential viewing yielded comparable or even superior JRD
performance to simultaneous viewing despite the fact that object-to-object relations required for
JRDs were only inferred during sequential viewing. In contrast, those spatial relations were
directly perceived during simultaneous viewing. This result suggests that sequential viewing had
some advantage over simultaneous viewing in encoding and representing interobject spatial
relations in memory, possibly due to increased attention to individual object locations during
learning.
Experiment 1B
In Experiment 1B, the effects of object presentation methods on spatial learning and
memory were further explored by using another type of sequential viewing. Previously we
examined two different ways of sequentially presenting objects for visual spatial learning
(Yamamoto & Shelton, 2007). In this study, the objects were either displayed in a spatially
random manner (like the sequential viewing condition in Experiment 1A) or presented
successively along a spatially coherent path. Both viewing conditions yielded indistinguishable
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JRD performance, suggesting that particular ways of sequentially presenting objects have little
effects on subsequent memory representations of object-to-object relations. On the basis of this
previous finding, in the present experiment we sequentially presented objects along spatially
coherent paths and compared it to simultaneous viewing in an effort to extend the findings from
Experiment 1A beyond specific manners of sequential object presentation.
Method
Participants
Sixteen participants (8 males and 8 females, 18–21 years of age) volunteered in the
experiment.
Materials, Design, and Procedure
This experiment was conducted in the same way as in Experiment 1A except that in the
sequential viewing condition objects were presented in specific orders along spatially coherent
paths. These visual paths were created by successively presenting pairs of adjacent objects that
overlapped at one shared object. Specifically, the viewing sequence started with the first object
alone presented for 2.5 sec. Then the second object was added, and the pair of these two objects
was viewed for 2.5 sec. This was followed by removal of the first object and addition of the third
object, and these objects were viewed for 2.5 sec. This procedure was repeated until the fifth and
sixth objects were presented together, and finally the sixth object was viewed alone for 2.5 sec.
First and last objects were presented individually so that each object was experienced twice and
viewed for 5 sec in total. This is the same presentation method as the one used in Yamamoto and
Shelton (2007, path condition).
Results
Learning
Table 1 shows mean numbers of repetition required to meet the learning criterion in each
viewing condition. The numbers of repetition from each participant in each condition were
subjected to a split-plot factorial ANOVA in the same way as in Experiment 1A. No difference
was found between sequential and simultaneous viewing conditions, all Fs < 2.02, ps > 0.18.
JRDs
Correlation coefficients between absolute angular errors and response latencies varied
from –0.15 to 0.27 among participants, indicating that no participants showed significant speed-
accuracy tradeoffs. Mean absolute angular errors for each participant and for each condition were
analyzed by a split-plot factorial ANOVA in the same way as in Experiment 1A.
Figure 3A depicts mean absolute angular errors in JRDs collapsed across participants as a
function of imagined heading and viewing type, showing that comparable memory performance
was yielded from sequential and simultaneous viewing. Both the main effect of viewing type and
the interaction between viewing type and imagined heading were not significant, Fs < 1. Figure
3A also indicates that JRDs were most accurately performed when imagined headings
corresponded to the learned orientation (0°), showing that spatial memories acquired through
each type of viewing were orientation dependent. This was supported statistically by the
marginally significant main effect of imagined heading, F (7, 84) = 3.79, p < 0.019, and the
significant post-hoc contrast comparing accuracy in JRDs for the imagined heading of 0° with
that for all the other headings, F (1, 15) = 31.53, p < 0.001.
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Figure 3. Mean absolute angular errors in JRDs in Experiment 1B as a function of (A) imagined heading
and viewing type and (B) viewing type and order. Left and right bars in each viewing type show means
from first and second JRD sessions, respectively. Bars in the same pattern are from the same group of
participants. Error bars represent ± 1 SEMs.
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In a similar manner to Experiment 1A, sequential viewing yielded more accurate JRD
performance when participants learned the layout for the first time (see Figure 3B). This was
supported statistically, at least in part, by the marginally significant interaction between viewing
type and order, F (1, 12) = 6.44, p < 0.027, and the marginally significant post-hoc simple main-
effects test comparing sequential and simultaneous viewing for the first layout only, F (1, 12) =
7.08, p < 0.021. On the other hand, for the second layout, better memory performance was found
from simultaneous viewing. However, the post-hoc simple main-effects test comparing two
viewing conditions for the second layout only was not significant, F (1, 12) = 2.83, p > 0.11.
The ANOVA also revealed a significant main effect of target direction, F (3, 36) = 6.62,
p < 0.007. As in previous experiments, pointing to the front was more accurate than pointing to
the sides, which was more accurate than pointing to the back. Post-hoc contrasts comparing front
and side targets as well as front targets and those in all other directions were both marginally
significant, F (1, 15) = 11.65, p < 0.018; F (1, 15) = 11.77, p < 0.018, respectively.
Discussion
Results from the present experiment closely resembled those from Experiment 1A.
Sequential and simultaneous viewing yielded a similar pattern of JRD performance as a function
of imagined heading, corroborating the finding from Experiment 1A that spatial memories
acquired through sequential and simultaneous viewing have functionally equivalent
representations of object-to-object spatial relations. In addition, sequential viewing elicited more
accurate JRDs when participants learned the first layout, showing additional evidence that
sequential viewing provides a more effective strategy for encoding spatial layout in long-term
memory. Furthermore, the present experiment replicated these findings by using a different type
of sequential presentation, suggesting that the potential benefit of sequential viewing is not
limited to any specific ways of sequential presentation. In particular, because objects were
presented mostly in pairs in the present experiment, these results indicate that the possible
attentional advantage of sequential viewing still holds when two adjacent objects are presented
together.
The present experiment also replicated the previous finding that simultaneous viewing
yielded more accurate JRDs than sequential viewing when participants learned the second
layout. Although this effect did not reach statistical significance in both experiments, the same
overall pattern was repeatedly found (see Figures 2B and 3B). This might suggest that
simultaneous presentation of objects is indeed a better spatial learning method than sequential
presentation, even though sequential viewing seems to provide a superior learning strategy. That
is, participants with prior experience of sequential viewing might apply the learning strategy of
deliberate focal attention to individual object locations to explicitly presented interobject
relations during simultaneous viewing, resulting in the best JRD performance. However, this
interpretation should be made with caution because in both experiments better JRDs were
generally yielded from the second layout. Thus, it is possible that there were general practice
effects in learning and test procedures of the present study, and the more accurate JRDs
following simultaneous viewing of the second layout might be simply due to the fact that those
participants started out with better memory performance after sequential viewing of the first
layout. We conducted Experiment 2 to address this issue.
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Experiment 2
In Experiment 2, each participant learned two layouts, both via either sequential or
simultaneous viewing. By having participants learn two layouts through the same viewing type,
this experiment investigated if there were practice effects independent of the viewing type
difference. This would provide clues to whether the best JRD performance following
simultaneous viewing of the second layout was a valid outcome produced by the interaction
between two viewing types and their order or merely explained by general improvement in the
second JRD session made by participants who performed JRDs better in the first place.
Method
Participants
Twenty-four participants (12 males and 12 females, 18–23 years of age) volunteered in
the experiment.
Materials, Design, and Procedure
Experiment 2 was identical to Experiment 1A except that each participant learned two
layouts either through sequential viewing or simultaneous viewing. That is, two groups were
formed according to the viewing types, and 6 males and 6 females were randomly assigned to
each of these groups.
Results
Learning
Table 1 shows mean numbers of repetition required to meet the learning criterion in each
viewing group. The numbers of repetition from each participant in each learning session were
subjected to a split-plot factorial ANOVA with viewing type and gender as between-subjects
factors and session (first and second learning sessions) as a within-subjects factor. The  level of
0.05 was used. The only significant effect revealed by the ANOVA was the interaction between
viewing type and session, F (1, 20) = 4.44, p < 0.05. However, this interaction was caused by
four particular participants, two in the sequential viewing group who viewed the second layout
one less time than the first layout, and two in the simultaneous viewing group who viewed the
second layout one more time than the first layout. Other 20 participants viewed first and second
layouts the same times. There were no other differences between sequential and simultaneous
viewing in the amount of learning, Fs < 1.11, ps > 0.30.
JRDs
One data point was compromised by a computer problem during the experiment and
therefore excluded from following analyses. Correlation coefficients between absolute angular
errors and response latencies varied from –0.18 to 0.32 among participants, indicating that no
participants showed significant speed-accuracy tradeoffs. Mean absolute angular errors for each
participant and for each condition were analyzed by a split-plot factorial ANOVA with viewing
type and gender as between-subjects factors and session (first and second JRD sessions),
imagined heading, and target direction as within-subjects factors. As in previous experiments,
the  level of 0.01 was adopted.
Mean absolute angular errors in JRDs collapsed across participants are plotted in Figure
4A as a function of imagined heading and viewing type. This figure shows that, as in previous
experiments, sequential and simultaneous viewing yielded equivalent JRD performance as a
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Figure 4. Mean absolute angular errors in JRDs in Experiment 2 as a function of (A) imagined heading
and viewing type and (B) viewing type and session (i.e., first or second JRD sessions). Left and right bars
in each viewing type show means from first and second JRD sessions, respectively. Bars in the same
pattern are from the same group of participants. Note that viewing type was a between-subjects variable
in this experiment only. Error bars represent ± 1 SEMs.
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function of imagined heading. Neither the main effect of viewing type nor the interaction
between viewing type and imagined heading were significant, Fs < 1.59, ps > 0.18. Figure 4A
also shows that JRDs were most accurate when imagined headings were aligned with the learned
orientation (0°), indicating that spatial memories acquired from both types of viewing were
orientation dependent. This was supported statistically by the significant main effect of imagined
heading, F (7, 140) = 6.27, p < 0.001, and the significant post-hoc contrast comparing JRDs for
the imagined heading of 0° and those for the other imagined headings, F (1, 23) = 21.44, p <
0.001.
As shown in Figure 4B, JRDs were performed more accurately in the second session than
in the first session, F (1, 20) = 25.44, p < 0.001. The amount of improvement between sessions
was similar in sequential and simultaneous viewing. In line with this observation, the interaction
between session and viewing type was not significant, F < 1. Figure 4B also indicates that in
each session sequential and simultaneous viewing yielded JRDs in equivalent accuracy. Post-hoc
simple main-effects tests of viewing type within each session were not significant, Fs < 1.
The main effect of target direction was significant, F (3, 60) = 24.61, p < 0.001. As in
previous experiments, targets in the front were pointed more accurately than those in the sides,
and targets in the sides were pointed more accurately than those in the back. Post-hoc contracts
corresponding to these two comparisons were both significant, F (1, 23) = 40.81, p < 0.001; F (1,
23) = 9.60, p < 0.006, respectively.
Discussion
Sequential and simultaneous viewing groups showed a comparable degree of
improvement between first and second JRD sessions. In addition, the mean amount of
improvement observed in the present experiment (4.7°) was similar to the ones found from the
previous experiments (6.3° and 3.8° in Experiments 1A and 1B, respectively). Thus, these results
demonstrate practice effects independent of the difference in learning procedures. In
Experiments 1A and 1B, these general practice effects likely contributed to the superior memory
performance observed when simultaneous viewing was conducted after sequential viewing. That
is, these participants showed the same magnitude of improvement as would be expected from the
present experiment, but they started from a lower point due to the benefit of sequential viewing
over simultaneous viewing.
In contrast to the previous experiments, sequential viewing did not yield more accurate
JRDs than simultaneous viewing when participants learned the first layout. The reason for this
inconsistent result is not clear, but it should be pointed out that this was a between-subjects
comparison in all experiments. Therefore it is possible that some incidental differences between
groups, such as the one caused by individual differences among participants in their spatial
competence (Fields & Shelton, 2006), modulated the pattern in one way or the other. We return
to this issue in the general discussion.
Even if this were the case, however, it is noteworthy that JRD performance following
sequential and simultaneous viewing still showed a similar pattern as in Experiments 1A and 1B.
Because viewing type was a between-subjects variable in the present experiment, these data
provide additional support for the claim that object-to-object spatial relations are (at least)
equivalently represented in memory after sequential and simultaneous viewing of an
environment. Moreover, in all of these experiments, participants reached the criterion after
learning the layouts similar amounts of time in sequential and simultaneous viewing, thereby
ruling out the possibility that sequential viewing simply benefited from more exposure to the
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layouts. Together, these consistent findings suggest that sequential viewing carries a robust
advantage in learning a spatial layout, which can compensate for the absence of direct perception
of object-to-object relations during encoding. As discussed in the introduction, we hypothesize
that this advantage arises from increased attention to individual object locations during
sequential viewing. This hypothesis was tested in Experiment 3.
Experiment 3
The objective of Experiment 3 was to explore whether the benefit of sequential viewing
in encoding a spatial layout in memory actually originates from focal attention to individual
object locations in an environment. The same procedure used in Experiment 1A was repeated
with the following modification in sequential viewing: Instead of presenting objects individually,
all objects were presented simultaneously but participants’ attention was directed to each object
location sequentially. Given that all objects were always visible and deployment of attention was
explicitly manipulated, this experiment allowed us to disentangle the effect of focal attention to
individual object locations from other effects accompanying the difference between sequential
and simultaneous presentation of objects. If focal attention was indeed a factor that made JRDs
following sequential viewing equivalent or potentially superior to those following simultaneous
viewing, then this pattern should replicate in the present experiment. However, if other factors
contributed to the results of the previous experiments, such as the presence or absence of more
than two objects, then the pattern should be absent.
Method
Participants
Twenty-four participants (12 males and 12 females, 18–22 years of age) volunteered in
the experiment.
Materials, Design, and Procedure
This experiment was conducted in the same manner as in Experiment 1A with following
changes. Each participant learned two layouts, one with an experimenter’s direction for
sequentially attending to each object (directed viewing) and one without any such direction
(nondirected viewing; i.e., the same procedure as in the simultaneous viewing condition in
Experiment 1A). In the directed viewing condition, participants’ attention was directed to each
object location by presenting the layout under dim lighting and illuminating each object
sequentially by a spotlight. Objects were illuminated in a random order that was determined
individually for each participant. Specific orders forming spatially coherent paths (such as the
ones used in Experiment 1B) were excluded. The spotlight was aimed at an object and turned on
for 2.5 sec. It was then turned off, aimed to the next object, and turned on again for 2.5 sec.
Unlike Experiment 1A, the participants were allowed to keep their eyes open throughout.
However, they were verbally instructed to look at and pay attention to the lit object only. This
procedure was repeated until each object was lit twice. The lighting of the room was adjusted so
that all objects were still clearly visible but the spotlight could make a lit object stand out from
the entire display.
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Results
Learning
Table 1 shows mean numbers of repetition required to meet the learning criterion in each
viewing condition. The numbers of repetition from each participant in each condition were
subjected to a split-plot factorial ANOVA in the same way as in Experiment 1A. On average,
participants who did nondirected viewing first viewed the layouts one more time than those who
performed directed viewing first. This difference was marginally significant, F (1, 20) = 3.79, p
< 0.067. The ANOVA revealed no difference between directed and nondirected viewing
conditions; all other main effects and interactions were not significant, Fs < 1.36, ps > 0.3.
JRDs
Correlation coefficients between absolute angular errors and response latencies varied
from –0.04 to 0.27 among participants, indicating that no participants showed significant speed-
accuracy tradeoffs. Mean absolute angular errors for each participant and for each condition were
then analyzed by a split-plot factorial ANOVA with the same factors used in Experiment 1A.
Figure 5A depicts mean absolute angular errors in pointing collapsed across participants
as a function of imagined heading and viewing type, showing that directed and nondirected
viewing yielded a similar pattern of JRD performance. Although there was a trend that directed
viewing permitted better performance in JRDs than nondirected viewing, this difference did not
reach statistical significance, F (1, 20) = 3.87, p > 0.063. The interaction between viewing type
and imagined heading was not significant, F (7, 140) = 1.30, p > 0.27. Figure 5A also shows that
the best memory performance was obtained when imagined headings were aligned with the
learned orientation (0°), indicating that spatial memories acquired through both directed and
nondirected viewing were orientation dependent. This was supported statistically by the
significant main effect of imagined heading, F (7, 140) = 7.64, p < 0.001, and the significant
post-hoc contrast comparing JRD performance for the imagined heading of 0° with that for all
the other headings, F (1, 23) = 20.70, p < 0.007.
Figure 5B shows mean absolute angular errors in pointing as a function of viewing type
and order. This figure indicates that directed viewing yielded better JRD performance when
participants learned the layout for the first time. This observation was supported statistically, at
least partially, by the significant interaction between viewing type and order, F (1, 20) = 8.28, p
< 0.01, and the marginally significant post-hoc simple main-effects test comparing directed and
nondirected viewing for the first layout only, F (1, 20) = 5.39, p < 0.031. On the other hand,
JRDs for the second layout were in similar accuracy following directed and nondirected viewing;
the post-hoc simple main-effects test corresponding to this comparison was not significant, F <
1.
As in previous experiments, the ANOVA also revealed the significant main effect of
target direction, F (3, 60) = 8.85, p < 0.002. Pointing to the front was more accurate than
pointing to the sides, which was more accurate than pointing to the back. A post-hoc contrast
comparing accuracy in pointing to the front with that in pointing to the sides was significant, F
(1, 23) = 17.44, p < 0.002.
Discussion
The results from the present experiment replicated those from previous experiments. The
pattern of results shown for directed and nondirected viewing resembled those from sequential
and simultaneous viewing in Experiments 1A and 1B, indicating a close similarity between
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Figure 5. Mean absolute angular errors in JRDs in Experiment 3 as a function of (A) imagined heading
and viewing type and (B) viewing type and order. Left and right bars in each viewing type show means
from first and second JRD sessions, respectively. Bars in the same pattern are from the same group of
participants. Error bars represent ± 1 SEMs.
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spatial learning by sequential viewing and that by shifting focal attention to each object location
sequentially with all objects presented. These results provide clear support for the hypothesis that
focal attention to individual object locations is a major factor that derives the advantage of
sequential viewing in learning of a spatial layout.
It is important to note that participants performed JRDs more accurately following
directed viewing than nondirected viewing when they learned the first layout. Not only does this
replication of previous results provide additional evidence that sequential viewing can potentially
afford better JRD performance than simultaneous viewing, but more importantly, this result
assures that participants’ attention was effectively directed by lighting each object with the
spotlight. That is, the equivalent JRDs following directed and nondirected viewing shown in
Figure 5A could result from the failure of manipulating attention or simply null effect of
sequential attention on spatial learning, given that all objects were simultaneously presented in
both directed and nondirected viewing conditions. However, these two conditions exhibited the
differential pattern shown in Figure 5B, ensuring that the intended manipulation of participants’
attention was successfully implemented.
General Discussion
The present study was designed to investigate whether sequential and simultaneous
viewing of an environment had different consequences on subsequent spatial memory. Direct
comparisons of these two types of visual spatial learning revealed that sequential viewing elicits
equivalent or potentially more accurate memory representation of a spatial layout despite the
absence of direct perception of the entire layout. When the sequential viewing condition was
replaced with a simultaneous but directed viewing condition, this conceptual replication resulted
in the identical pattern. These findings are interpreted to mean that sequential viewing has an
advantage over simultaneous viewing in spatial learning, with which observers overcome the
lack of directly perceivable interobject spatial relations and form memory representation of the
spatial layout that has similar functional properties as the one acquired through simultaneous
viewing. This advantage is likely derived from increased focal attention to individual object
locations during sequential viewing.
It is important to take into account the fact that the spatial memory task used in the
present study (i.e., JRDs) is largely dependent on participants’ knowledge about object-to-object
relations in an environment. Even though the judgments place the observer into the problem, the
solution requires understanding the relationships among three objects. These relations were more
directly experienced during simultaneous viewing, whereas they were not readily available
during sequential viewing or out of the focus of attention during directed viewing. Nevertheless,
sequential/directed viewing was equivalent or even superior to simultaneous viewing in
subsequent inference of the object-to-object relations in JRDs. Given that the participants were
required to be able to point to each object location accurately and fluently to finish a learning
phase, and in addition, they met this criterion by viewing the layout a similar amount of time in
sequential and simultaneous viewing, it is likely that each object location was initially encoded
with comparable accuracy through both types of viewing. Therefore, equivalent or superior JRD
performance following sequential viewing suggests that mental representations of object-to-
object relations are constructed with little cost from pieces of information about each object
location. How can this be achieved?
The theory of spatial memory proposed by McNamara and colleagues (Mou &
McNamara, 2002; Shelton & McNamara, 2001; see also Werner & Schmidt, 1999) provides a
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clue to understanding why separate encoding of each object location readily brings about a
representation of object-to-object spatial relations in memory. According to the theory, spatial
memory is not like a set of snapshots of an environment, but it is mentally constructed by
organizing different pieces of spatial information about the environment (McNamara, 2003).
Spatial information is organized by setting up a spatial reference system. Just like determining
the “top” of a figure in form perception (Rock, 1973), a conceptual “north” of the environment is
first established and it provides a spatial reference axis by which object locations are defined.
Although there are many factors that can determine this axis (McNamara, Rump, &
Werner, 2003; Mou & McNamara, 2002; Shelton & McNamara, 1997, 2001), in the absence of
salient alternatives, an egocentric view of the environment has been the clearest source for
establishing the reference axis (Mou & McNamara, 2002; Shelton & McNamara, 2001). This
was the case in the present experiments. The orientation dependence of angular error (i.e., best
performance on JRDs at the learned orientation) supports the contention that the single learned
orientation provided the spatial reference axis for encoding location. As a result, even when
participants learned object locations separately during sequential viewing, they were able to
define those locations within the common spatial reference system. It is the use of this common
spatial reference system that may have allowed them to organize different pieces of information
about each object location into a coherent representation of the whole layout. This representation
was then equivalent to one built from simultaneous viewing in mediating JRDs due to
enhancement from focal attention to individual object locations. The attentional enhancement
perhaps made sequential viewing even superior to simultaneous viewing in subsequent memory
performance.
Although results from the present study showed some inconsistency, in three out of four
experiments reported in this article participants showed better JRD performance after sequential
viewing than simultaneous viewing when they learned the first layout. In addition, when we
previously used the identical procedures of sequential and simultaneous viewing with the same
materials (Yamamoto & Shelton, 2005, 2007), an across-study comparison revealed that not only
was better JRD performance found from sequential viewing than simultaneous viewing, but also
the accuracy of JRDs following each of two viewing methods was comparable to that in
corresponding conditions of the present experiments (see Figure 4 in Yamamoto & Shelton,
2007). Because these are all between-subjects comparisons, it is possible that some intrinsic
differences among participants were not distributed evenly across groups and caused varying
patterns of results. In particular, it is conceivable that the absence of better JRD performance
following sequential viewing in Experiment 2 was attributed to unexpected group differences,
such as participants who had superior spatial ability happened to fall in the simultaneous viewing
group. On the other hand, it is unlikely, if not impossible, that the same result (i.e., sequential
viewing permitted better JRDs in the first session) was consistently elicited by such incidental
differences between groups across multiple experiments. Therefore, despite the discrepant result
from Experiment 2, it is reasonable to interpret these findings to mean that sequential viewing
yields more accurate memory representation of a spatial layout when it is learned in an unbiased
learning condition (i.e., when it is learned without prior experience of learning another layout
and performing JRDs). Further research should be carried out to resolve the inconsistency in the
present findings and confirm this interpretation.
It is worth mentioning that participants in the sequential viewing conditions of the present
study always had a full field of view. Previous studies showed the importance of peripheral
vision for visual spatial learning by demonstrating that restricting the field of view to foveal
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vision has detrimental effects in various visuospatial tasks such as learning of a spatial layout
(Alfano & Michel, 1990) and recognition of line drawings (Loomis, Klatzky, & Lederman,
1991). Although these previous studies and the sequential viewing conditions of the present
study commonly had observers view a small portion of the entire visual display at any given
time, only the former showed impaired spatial learning performance. As such, good memory
performance following sequential viewing in the present study is consistent with the claim that
peripheral vision plays a significant role in visual spatial learning. Furthermore, the present
results extend the previous finding, indicating that the availability of peripheral vision is still
important even when the periphery of the visual field is not occupied by any objects comprising
the spatial layout.
Finally, it is important to consider the implication of these findings for spatial cognition
research. As pointed out in the introduction, previous studies have typically presented multiple
objects to participants during visual spatial learning (Mou & McNamara, 2002; Presson et al.,
1989; Rieser, 1989; Roskos-Ewoldsen et al., 1998; Shelton & McNamara, 1997, 2001; Sholl &
Nolin, 1997; Waller et al., 2002), even when visual spatial learning was compared with
nonvisual spatial learning in which the learning of object locations is inherently sequential
(Klatzky et al., 2003; Loomis et al., 1998; Pasqualotto et al., 2005; Presson & Hazelrigg, 1984;
Yamamoto & Shelton, 2005). However, comparisons between sequential and simultaneous
viewing are limited in the literature, indicating that these two types of visual spatial learning
have been implicitly assumed to yield comparable spatial memory. The present study provides
empirical support for this assumption, explicitly showing that object-to-object spatial relations
are equivalently represented in memory following sequential and simultaneous viewing of the
environment. At the same time, however, the present findings also demonstrate the possible
impact of object presentation methods on visual spatial learning, suggesting that sequential
viewing can provide a superior learning strategy and potentially yield better memory
performance than simultaneous viewing. In the future studies of spatial learning and memory,
therefore, the effects of object presentation methods should no longer be neglected. Rather, the
manner of object presentation needs to be carefully determined in light of the hypotheses to be
tested with the experiments.
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Notes
1In this article, proprioception is broadly defined as a sense of body movement including
proprioception proper, vestibular sense, and efference copy.
2All F tests conducted in the present study were corrected for nonsphericity when appropriate.
Scheffé’s method was used for post-hoc tests.
3Even with a more liberal criterion of  = 0.05, only a few higher-order interactions (e.g., viewing
type  target direction  gender) additionally became significant in all experiments in total. These
interactions were caused by a small number of data points that showed peculiarly large/small errors in
specific conditions (e.g., male participants made especially large errors in pointing to the back after
sequential viewing). None of them altered the main conclusions presented in this article.
