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Resumo
Neste trabalho consideramos o grupo livre Fn gerado por n elementos 
e um conjunto A* de palavras positivas finitas que é fechado por sub-palavras e 
contêm o elemento neutro. Além disto fixamos um conjunto de isometrias parciais 
{S i,. . .  , Sn} Ç C(H), onde H  é um espaço de Hilbert, e a partir destas definimos 
uma função S  : Fn — > C(H). De posse do conjunto A* e da função S  consider­
amos três condições, que chamamos de e M3. Enunciamos e demonstramos 
um resultado que garante que S  é uma Representação Parcial de Grupo quando S  
satisfaz as três condições acima.
Finalmente apresentamos um exemplo de uma funçao S  que satisfaz 
as hipóteses do resultado acima e determinamos o espectro de C*(S(r)S*(r)\r £ Fn).
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Introdução
O conceito de Representação Parcial de Grupo foi introduzido por R. 
Exel em 1995. Em 1997, Exel demonstrou que um conjunto de n isometrias parciais 
num espaço de Hilbert H, satisfazendo as condições de Cuntz e Krieger, dão origem 
a uma Representação Parcial do grupo Fn em H.
Neste trabalho tomaremos um conjunto de n isometrias parciais, defi­
niremos a partir destas uma função S : Fn — > £ ( ií)  e mostraremos que sob certas 
condições, introduzidas por Kengo Matsumoto em [1], a função S  é uma Represen­
tação Parcial de Grupo. Notaremos que uma função nestas condições origina uma 
C*-álgebra comutativa. Apresentaremos um exemplo de uma representação parcial 
de grupo e descreveremos o espectro da C*-álgebra gerada por esta função.
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Capítulo 1
Projeções e Isometrias Parciais em  
Espaços de Hilbert
Neste capítulo faremos um breve estudo sobre projeções e isometrias 
parciais em espaços de Hilbert. Os resultados aqui obtidos serão úteis no desen­
volvimento do capítulo 4-
Definição 1.1 Um operador P  6 C(H), onde H  é um espaço de Hilbert, é uma 
projeção se P  é auto-adjunto e idempotente, ou seja, se P 2 = P  = P*, onde P* é o 
adjunto de P.
Note que toda projeção P  em um espaço de Hilbert H  é um operador 
positivo, pois para cada x em H.
(P(x),x) = (P2(x),x) = (P(x),P(x))  =  ||P (*)||2 > 0.
Além disso, se P  ^  0, isto é, se Im(P) ^  {0}, então j|P|| =  1. De fato, dado x E H  
com ||a:|| =  1, pela desigualdade de Cauchy Shwarz tem-se que
\\P(x)r = (P(x),x) < | |P 0 r ) |M ,
donde segue que ||P|| < 1 . Por outro lado, tomando 0 7  ^xo £ Im(P) com ||x0|| =  1, 
tem-se que ||P (2o)|| =  ||zo|| =  1. Portanto, ||P|| =  1 .
Em geral, se P  E C(H) é uma projeção sobre K  Ç H,  então /  — P é  
uma projeção sobre K  . E claro que /  — P é  uma projeção. Para verificar se I  — P  
é projeção sobre K -1, verificaremos se Im (I — P) — K 1-. Dado x E Im (/ — P ), ou 
seja, x = (I — P)x, então para cada y = P(y) E K,
(x, y) -- ((/ -  P)x, y) =  {x, ( / -  P)y) =  {x, y -  P{y)) =  0,
o que significa que x E K -1  e portanto, Im (/ — P) Ç K 1-.
Por outro lado, dado x E K -1, para cada y E H,
((/ -  P)x ~ x , y )  = ~(P(x), y) =  - ( x ,  P(y)) = 0,
pois P(y) E K  e x E K -1. Desta forma, (I  — P)x  =  x, ou seja, x E Im(/ — P), o que 
prova que ÜT-1 Ç Im (/ — P). Com isto podemos concluir que K x = Im (/ — P)
Proposição 1.1 Seja { P i,... ,P n} Ç £ ( //)  uma família de projeções. Então
n
P  =  Yh Pi é projeção se e somente se PiPj =  0, para cada i , j  =  1 . . . n  com 
i¥=j-
Demonstração: Supondo P;Pj =  0, teremos que
\i= l /  \ i - 1 /  i=l
e
( n \  2 ti n n ti
E p‘ = E E ^  = E*? = E P‘ = P’
Í= 1 /  Ztrl j=l 2=1 Í=1
TL
ou seja, 52 Pj =  P  é uma projeção.
2 —  1
Reciprocamente, suponha que P  é uma projeção. Sejam i , j  E / ,  com i ^  j . 
Queremos mostrar que PjP, =  0. Dado x E H, temos que
||P (x)||2 =  (P(x),x) e ||P*(z)||2 =  (Pk{x),x) Vk = l . . . n .
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Portanto,
ii^(=)n2 + iij=>( )^ii2 < è  n -^ w ii2 =
Jfc=l
=  j2 (p„(x ) ,x )  =  ( f x * ) , * )  =  iip(i)ii2 < iipii2iii||2.
fc=1 \k=l /
Pondo-se y = Pi(x) tem-se que
ll^(w)ll2 +  ll^ (v )ir < lly||2,
ou seja,
IIPiM P +  WPiPjixW =  ||P i(Pi(i))||2 +  WPÁPjW )||2 <  HfiWII2,
donde segue que PiPj(x) =  0. Como x foi escolhido arbitrariamente, tem-se que 
PiPj{x) =  0 para cada x em H, ou seja, PiPj =  0. □
Definição 1.2 Um operador S  € C(H) é uma isometria parcial se S  = SS*S, onde 
S* é o adjunto de S.
Exemplo: Seja E  € £(Z2(N)) o shift à esquerda. Como E* =  D, onde D ê  o shift à 
direita em £(Í2(N)), tem-se que EE* =  I, donde segue que EE*E = E.
Uma caracterização de isometrias parciais é dada pela seguinte propo­
sição:
Proposição 1.2 Um operador S  G C(H) é uma isometria parcial se e somente se 
S\ , é uma isometria.Iker(S)-1-
D em onstração: Suponha que S é uma isometria parcial. Então é claro que 
(.S*S)* =  S*S, e também que (S*S)2 =  S*S, e desta forma S*S é uma projeção. 
Também (I  — S*S) é uma projeção. Mostraremos que esta é a projeção ortogonal 
sobre ker(5). Para tanto mostraremos que Im(I — S*S) = ker(£).
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Dado x  =  (I — S*S)x £ Im (I — S*S), tem-se que
S(x) = S ( I  -  S*S)x = S(x) -  SS*S(x) =  0.
Portanto, Im(7 — S*S) Ç ker(S).
Por outro lado, ker(£) Ç Im(I -  S*S), pois dado x  6 ker(i>), tem-se que 
(I — S*S)x = x, ou seja, x 6 Im(7 — S*S). Podemos assim concluir que 
ker(S) =  Im(/ -  S*S).
Como I  — S*S é a projeção ortogonal sobre ker(S'), segue que S*S é a projeção 
ortogonal sobre ker(5)± . Mostraremos agora que ‘S'|ker(S)_L é uma isometria. Seja 
x e  ker(S)-1. Então x = S*S(x), e desta forma,
donde segue que S\ x é uma isometria.
Reciprocamente, suponha que ± é uma isometria. Note que Im(5) é fechado 
em H, e portanto ker(S) 0 k e r(5 )-L =  H  = lm(S) ®  Im(S')-L. Assim
é uma isometria sobrejetora, e portanto inversível. Como *Sjker(S)J_ é uma isometria 
sobrejetora temos que
Note que V  € £ (# ) , pois G £(Im(S'), ker(5)±). Queremos mostrar que
S* =  V. Sejam x =  x x +  x2, y =  yi + y2 £ H, com x\ £ ker(5,)x , x2 £ ker(S),
|S(x)||2 =  {S(x),S{x)) =  (S*S(x),x) = (x,x) = ||x||2,
: kerí^)1- — > Im(5)
Seja V  : H  —> H, tal que
5
yi 6 Im(S) et/2 e In^S)-1-. Então, tomando-se yi =  S|ker(s)X(£'i), com x[ E ker(5)-L,
(5(x), y) = (S(x i +  x2), l/i +  í/2) =  (S(x i), yi +  y2) =
=  ( ^ C S ^ O ^ S ^ Í ) }  =  ( ^ 1 . ( 5 U (S) 0  ( 5 lker(S)x) (®í)) =
e
(x, V(y)) =  (xi +  x2, V (s/i +  j/2)) =  (zi +  ®2, V(2/1)) =  +  x 2, ^ Im(s) (2/1)^ =
=  ( ^ ^ I m(S)5 lker(S)X ^ Í))  =  (®i,*í)-
Portanto, para cada x ,y  E H, tem-se que (S(x), y) =  (x,V(y)),  o que 
significa que S* = V. Dado x € H, escreva x =  x x + x2, onde Xi E ker(5)± e 
x2 € ker(5'), e desta forma
SS*S(:r) =  +  *2) =  SS*S{Xl) =  S S ^ (s)S(x 0  =  =
=  5  (^IWS)^) 1 ( 5 U S)x) (*0 =  5 (*l) =  +  ®2) =  S(X), 
donde decorre que S  é uma isometria parcial. □
No exemplo apresentado anteriormente, o shift à esquerda em kQty, 
tem-se que ker(£')-L =  {(01, 02, . . . )  6 Í2(N)|oi =  0}, e é claro que Ei é uma 
isometria.
Sempre que S  é uma isometria parcial, os operadores SS* e S*S são 
projeções sobre Im(5) e ker(S)x , respectivamente. A projeção SS* é chamada de 
projeção final, enquanto que S*S é a projeção inicial.
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Capítulo 2
Representação Parcial de Grupo
Apresentaremos neste capítulo a definição de representação parcial de 
grupo e mostraremos que tal representação dá origem a uma C*-álgebra comutativa.
Definição 2.1 Dado um grupo G e um espaço de Hilbert H, uma função 
S  : G —>• C(H) é uma representação parcial do grupo G no espaço de Hilbert H  
se:
Pi) S(e) — I , onde e é o elemento neutro de G e I  é a identidade de C(H),
p2) S i t - 1) = S ( ty ,  Ví e G,
P3) S ^ S i ^ S i r - 1) = S i t ^ S i r - 1), Ví,r e G.
Exemplo; Seja D o shift à direita em 12(N). Considere o grupo aditivo Z e a função 
S : Z — > £(12(N)) dada por
Dn se n > 0 
(£>*)!"! se n < 0
S(n) = *
É claro que S  satisfaz a propriedade P\. Verificaremos se S  satisfaz
P-2.
Se n > 0 então
S(ri~l) =  S ( -n )  = (D*)n =  (Dn)* = S(n)*.
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Se n < 0
S(n~l) =  S ( - n )  = D~n = ((D~n)*)* = S(n)*.
Desta forma fica verificada a propriedade P2-
Note que D* = E, onde E  é o shift á esquerda em /2(N); e que 
E n+m = E nE m e Dn+m =  DnDm, sempre que n ,m  > 0. Além disso, se n > 0, 
então E nDn =  I,  onde I  é o operador identidade em ^(N).
Sejam n ,m  £ Z. Queremos verificar a propriedade P3, ou seja, se 
S(n ■ m)S{m~1) = S(n)S(m)S(m~l). Esta verificação será separada em 4 casos:
a) Caso m , n >  0.
Neste caso, S(n.m) = S(n+m)  =  Dn+m - DnDm =  S(n)S(m), donde decorre 
que 5(n.m)S'(m_1) =  5(n)5'(m)5(m_1).
b) Caso m ,n  < 0.
A demonstração é análoga à de a), usando o fato de que E~n~m =  E~nE~m.
c) Caso n < 0 < m.
Suponha que m + n > 0, ou seja, que |n| < m. Assim,
S(n)S(m)S(m~1) = ( D * p D m(D*)W =  E ^ D mE m =
-- f i \n \£ ) \n \+ { m - \n \) f ím  _  f í \ n \p \n \p ( m - \ n \ ) j j jm  _  j j ( m - \n \ ) j ç m  _
= Dm+nE m = Dn+m(Dm)* = S(n  +  =  S(n .m)S(m-1).
Suponha m  +  n < 0, ou seja, m < |n|. Desta forma,
5(n)5(m )5(m -1) =  (D*)^Dm(D *)^  = E ^ D mE m =
_ j £Í \n\—r n ) + m j - y r n j y r n j j v m ,  __ ^ | n | — __
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= E ^ ^ E T -  =  (D*yn+m\(D*)m =  S(n  +  m)S(m)* =
d) Caso m < 0 < n.
A demonstração deste caso é análoga à de b).
Portanto, S  é de fato uma representação parcial do grupo aditivo Z em ^(N).
então para cada r G G, S(r) é uma isometria parcial. De fato, dado r  G G, tem-se 
que 5(r) =  5 (r .r_1 )S'(r), e pela propriedade P3, 5 (r .r_1 )S'(r) =  S’(r)5 (r- 1)S,(r), o 
que prova que S(r ) =  5(r)S'(r)*5'(r).
uma C* — álgebra B, e mostraremos que esta é comutativa. Para tanto, considere, 
para cada r G G, o operador E(r) = S(r)S(r)* £ C(H), que é obviamente auto- 
adjunto. Seja
e B  = B ou seja, B  é o fecho de B', relativo à norma de operadores, também 
denotado por C*(E(r)\r G G). Assim obtemos um sub-espaço vetorial fechado de 
C(H). Além disso, dados P  e Q elementos de B, é claro que PQ e P* também são 
elementos de B, e como C(H) é uma C*-álgebra, B  também é uma C*-álgebra.
Proposição 2.1 A C*-álgebra B  é comutativa.
D em onstração: Já sabemos que B  é uma C*-álgebra. Para mostrar que B  é 
comutativa basta mostrar que E(r) e E(s) comutam, para cada r, s G G. Dados 
r, s G G , tem-se que
Em geral, se S  : G — > £{H)  é uma representação parcial de grupo,
Associaremos a cada representação parcial S  do grupo G em C(H)
S(r)E(s) = S(r)S(s)S(s~1) = =
= S(rs)S(rs)*S(rs)S(s x) =  S(rs)  ^S(s)S(s 1r 1)S'(rs)^ =
9
=  S(rs) ^ 5 (r  1)5 (rs)j =  S(rs)S(rs)*S(r) =  E(rs)S(r) 
e desta forma
E{r)E(s) = 5 ( r )5 ( r -x)£(s) =  S{r)E{r-1s)S{r~1) =  E(s)S(r)S{r~1) =  £ (s)£ (r). 
Portanto, 5  é uma (7*-álgebra comutativa. □
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Capítulo 3
Representações Parciais do Fn
Fixaremos neste capítulo o grupo livre Fn gerado por n elementos, 
como pode ser visto em [2], e um conjunto de n isometrias parciais em um espaço de 
Hilbert H. A partir das isometrias parciais definiremos uma função
S : Fn — > £ (if). O objetivo principal deste capítulo é mostrar que sob certas 
condições, aqui chamadas de Mi, M2 e M3, a função S  é uma representação parcial 
de grupo.
Consideremos o conjunto G = {<71, . . .  , gn}, o grupo livre Fn gerado 
por G e  o conjunto G~l =  {<?r\ • • • , 9Ü1}- Os elementos de F„, também chamados 
de palavras de Fn, são da forma r = r \ .. .rk onde cada ^  e G llG -1, e dizemos que 
r está em sua forma reduzida se r* 7^  , para cada i. Dois elementos r = . . .  r* e 
s = s i . . .  si de Fn, em suas formas reduzidas, são iguais se e só se l = k e r* =  Si, para 
todo i. Desta forma, cada elemento, na forma reduzida, tem representação única e 
definimos o seu comprimento pelo número de componentes, ou seja, se r =  r i .. .r* 
está em sua forma reduzida então r tem comprimento k, que será denotado por 
|r| =  k. A operação • : F„ x F„ — > Fn entre dois elementos r e s consiste em consi­
derar as formas reduzidas r x. . .  rk e s \ . . .  si de r e s respectivamente, e tomar a nova 
palavra r \ . . .  r^sy.. .  s\ na sua forma reduzida, a qual será denotada por rs. Para 
obter a palavra rx.. .  rkS\ . . .  s* em sua forma reduzida procederemos da seguinte 
maneira: suponha que k > l, tome o menor j  6 N tal que rk~j e portanto a
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forma reduzida de r x. . .  rks i . . .  si será rj. . . .  rk_jSj+í . . .si .  Se rk_j =  si+i , Vj, então 
a forma reduzida de . . .  rkS \ .. .  sk é r i . . .  rk~i- Para o caso k < l procede-se de 
forma análoga. O elemento neutro e de Fn é o elemento cujo comprimento é zero, que 
também pode ser visto como a palavra vazia, sem nenhuma componente, e o inverso 
de um elemento r  =  rx . . .  rk de Fn é r -1  =  1. . .  r f 1. Um elemento r  =  r \ . . .  rk de 
Fn, em sua forma reduzida, é chamada de palavra positiva (ou elemento positivo) 
se ri G G, para cada j , e o  conjunto de todas as palavras positivas será chamado 
P. Consideramos e como sendo elemento de P. Note que dados dois elementos 
r = n  .. . rk,s  =  s i . . .  si E P, a forma reduzida de rs é r \ . . .  rksx . . .  sh e portanto 
rs =  r x.. . r fcsx ...Si.
Fixaremos agora um conjunto A* Ç P  com as seguintes propriedades:
•  e  G A*,
• G =  {<?i,. . .  , gn} Ç A*,
• A* é fechado por sub-palavras, ou seja, se v =  í/y. . .  vk G A* então qualquer 
elemento da forma Vi.. .  Vi+0 com i =  1 . . .  k, i + j  < k também é elemento de 
A*.
Um exemplo de conjunto com as propriedades acima é o seguinte:
Considere o conjunto {<71, . . .  , gn}, com a topologia discreta, 0 espaço 
topológico {5 1 , . . .  , Pn}z> corn a topologia produto e a aplicação
o  : { 0 1 , . . .  , 9n } z  { 5 1  j • ■ ■ , g n } z
dada por
Se A é um conjunto fechado de {5 1 , . . .  ,#n}z, na topologia produto, tal que 
a  (A) =  A, dizemos que A é um subshift. Um elemento x  =  (xi)iez, de A pode 
ser visto como uma palavra infinita, e os elementos da forma Xj . . .  Xj+k com j  G Z e 
k G N como palavras de x, também ocasionalmente chamadas de sub-palavras de x. 
Note que estas palavras são formadas apenas por elementos de G,(não de G u G “ 1), 
e portanto são palavras positivas.
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Definimos Ak como sendo o conjunto de todas as palavras positivas de 
comprimento k que são sub-palavras de algum elemento x do subshift A. A união 
de todos os conjuntos Ak, {e} e {(?i,. . .  ,gn} será chamado de A e é claro que A 
satisfaz as propriedades do conjunto A* acima.
Para cada // G A* definimos os seguintes conjuntos:
L l  =  Í 9j  €  G  : n g j  $  A * } ,
L^j. == — V\.. .Vk G A* : /jlui . . .  i^ k—i G A*, iiv ^ A*}, V/c G N.
Considerando quaisquer dois conjuntos L* e Ll com l > k e tomando 
v G L^, tem-se que nenhum elemento v' G L1^ é da forma v' = vr, para qualquer r  
em P. Esta afirmação é consequência do seguinte lema:
Lem a 3.1 Sejam ji G A* e r, s G P. Se vr = v's, onde v G Lk e v' G L^  então 
v =  v'.
D em onstração: Suponha por absurdo que v ^  v'. Então |u| ^  I?;'!, pois ca­
so contrário, v \ . . .  v^r — v [ .. .  v'ks, donde conclui-se que v =  v'. Sem perda de 
generalidade suponha |u| > l, e escreva v = v \ . . .  v i . . .  Vk e u ' =  v [ .. .  v[. Como 
v i . . .  v i . . .  vkr = vr = v's =  v[ . . .  v'ts, então Vi. . .  vi =  v [ . . .  v[, e portanto 
v = v'vi+1 ...Vk- Sendo que »' G Ij,, pela definição de L^, /av' ^ A*, e desta forma 
Hvi . . .  =  ixv'vi+i .. .  Vk- 1  ^ A*, o que é absurdo, pois v G Lk. Portanto, v =  v'.
□
De fato a afirmação anterior ao lema fica demonstrada, pois supondo 
que exista r  G P  tal que v = v'r, onde v G Lk e v' G L pelo lema teríamos v =  v', 
o que é absurdo pois |t>| ^  |í/|.
Consideremos um espaço de Hilbert H  e em C(H) um conjunto de 
operadores {Si , . . .  ,Sn}. Baseado nestes operadores, definimos a aplicação
r = n  .. .rk S ( r i ) .. .S (rk) 
onde r está na sua forma reduzida e S(ri) =  Sj se ri =  gj e Sfa)  = Sj se 
n  =  g j 1. Por definição, S(e) =  I, onde I  é a identidade de C(H). Desta for­
ma, para cada r  G Fn teremos um operador S(r) G C{H) associado, que também 
chamaremos de ST. Para que S  esteja bem definido é suficiente que os operadores Si 
sejam elementos de C{H), porém, consideraremos um conjunto de isometrias parciais 
{S1! , . . .  , Sn} Ç C(H) que originam uma função S  com as seguintes propriedades:
(MO ± S iS* = I-
i -1
(M2) Para cada /i e v em A* os operadores S^S* e S*Sv comutam;
OO
(M3) i - s ; s i =  E  £  s vs : , i  = i , . . . , n .
k=l vai,1?
Note que para cada i, SiS* é idempotente e auto-adjunto, e portanto
Tl
é uma projeção. Também I  é uma projeção, e por (M x), E  $iS* é uma projeção, e
Í~ 1
portanto SlS* e SjS* são ortogonais para cada i ^  j .  Isto significa que SiS*SjS* =  0 
e assim
S* Sj = ( S - S t S - K S ^ S j )  = S U S . S l S ^ S i  = 0
sempre que i ^  j .
Lema 3.2 Para cada fx G A* tem-se SM = S^S^S^.
Demonstração: A demonstração será por indução sobre o comprimento de /z. Para 
|/x| =  1, a igualdade 5^ =  S^S^S^ é satisfeita por hipótese. Supondo S^ =  S^S^S^ 
para todo n  com \/j,\ — k , considere v E A*, com \i/\ = k + 1. Então v =  agj, com 
\a\ =  k, e
s„s:s„ = SagjS*ag.Sagj = SaS9jS*g.S*aSaSgj =  SaS*aSaS9jS*g.Sgj =  SaSfl. = 5,.
□
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Fixemos agora v E P. Escrevemos v =  gja, e desta forma,
q* n _ Q* C _ C* Q* O C— ^gja^9j& — ^a^gj^Õj^o
e por (M3),
C* Q* Q C _ Q*“  °ct í - E E w  s» = s°s° - Ê E w°-
y fc=l n£Lkg. J  fc=l fieL^
Na demostração do próximo teorema, onde mostraremos que Su = 0 
se v E P \  A*, analizaremos cada parcela desta soma separadamente, e para tanto, 
demostraremos o seguinte lema:
Lem a 3.3 Seja a E P  e v E  A*.
a) Se \a\> \v\ então SvS lS a =
b) Se |a;| < \v\ então SuS*Sa =
Sa se a = ur para algum r E P  
0 caso contrário
SUS* se v =  ar para algum r E P  
0 caso contrário
D em onstração:
a) Supondo que exista r e m P  tal que a  =  ur,
s„s;sa = s„s:s„r = svstsvsT = s„sr = sa.
Por outro lado se não existe r e m P  tal que a  =  ur, escreva a = a i . . .  at . . .  ak, 
i/ = i/i . . .  i/i e tome o menor índice i tal que a* ^  Vi. Então temos que i < l e 
a i .. .  i =  v \ . . .  Ui-i, e portanto
ç o* q — q q* q _
= SVí...ui_lSt/i,.mi/lSv. VlSVl v._^Sl/1...ui_1Sai...ak =
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_  q q* q C C* C _  f)
pois 5* Sai =  0, já  que at ±  vt.
b) Suponha que v =  ar para algum r em P. Como v E A* tem-se que a, r E A*, 
e portanto
q  Q* Q __ Q Q* C __ O C Q* O* Q __ O G* Ç O Q* __ Ç C G* __ C C* __ Ç O*uuDl/uCí — DarDarDa — OaDrDr uaDa — DaDauaDrDr — DaDrDr — OarDr — Oj/Or .
No caso em que não existe r  em P  tal que v = ar, como em a) tome o menor 
índice i tal que Vi ^  ai. Então v \ . . .  V{-\ =  a±.. .  q:í_i e
q q*q _  q q* q _
_  q q q* q* q q _
_  q q* q O O* O _  f)
pois S*.Sai =  0, pelo fato de a* ser diferente de z/j. □
Teorema 3.1 Se u E P \ A* então S„ = 0.
Demonstração: Escreva v =  g^a, e desta forma, como visto anteriormente,
00
Q* Q _ G* Q* Q Q _ O* O X  ^ X  ^ Q* Q Q* QOuDv — àaDg^ DgjDa DaDa j  j /  j àaDpDpDQ,.
k=i aeL*.
00
Faremos a análise das parcelas de ^  S^S^S*^Sa da seguinte forma:
fc=líiGÍ-J.
Caso 1: \/j,\ > |a |
Pelo Lema 3.3, S^S^Sa 7^  0 apenas quando fi =  ar, para algum r € P. O que 
faremos é mostrar que não existe nenhum // desta forma. Suponha que existe 
}jl E Lg. tal que fi =  ar, com |r| =  l. Pela definição de Lkg., gjji i . . .  fx^-i E A*,
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mas g j ß i .. .  ßk^x = gjCtri. . .  r;_i, donde conclui-se que v = gja G A*, o que 
é absurdo, pois estamos supondo que v £ A*. Portanto não existe ß tal que 
ß — ar para algum r em P, e assim, pelo Lema 3.3, 
SaSßS*Sa =  Sa(SßS*Sa) = 0 para cada ß com \ß\ > |a|.
Caso 2: \ß\ < |o;|
Pelo Lema 3.3, S^S^Sa =  0, a menos que a  =  ßr, para algum r em P. Além
disso pelo Lema 3.1, existe no máximo um /j G \J Lk tal que a = ßr. Se
ke N 3
existe tal /i, pelo Lema 3.3, S^.SßS^Sa = S^(SßS^Sa) = S^Sa.
Desta forma =  zS^Sa, onde z =  0 se existe algum ß G \J Lk tal que a  =  ßr
km 3
para algum r E P e z — 1 caso contrário.
Escreva v = .. .  vk e tome o menor índice i tal que Vi+Í.. .vk E A*. Assim,
SUSU — z\SV2 VkSV2__Vk — .. .  — Z\ .. .  Zi—\SVi___VkSVi'"Vk)
onde os Zi são 0 ou 1. Mostraremos que S*. VkSVi_Vk =  0. Como v{.. .  vk ^ A*, pelos 
comentários anteriores (caso 1 e caso 2), o que temos a fazer é mostrar que existe
algum ß G U L tal que Vi+Í .. .  vk =  ßr para algum r  G P.
ken
Tome o índice j  tal que V{.. .Vj G A* mas Vi. . . Vj+1 ^ A*. Este índice existe pois 
Vi.. .  vk A* e Ui G A*. Além disso, vi+i.. .  Vj+i G A* pois z^+i.. .  vk G A*, e assim, 
vi+i . . .  Vj+1 G Portanto, S*._VkSVi_Vk =  0, e assim S*S„ = 0, ou seja, 5„ =  0.
□
Da definição de S  podemos obter informações sobre alguns operadores 
S(r), onde r G Fn. Por exemplo, se r  =  r\ . . .  rk está em sua forma reduzida, com 
^  G G-1  e ri+i G G, então S'(rir,+1) =  S(ri)S(ri+1) =  0, donde S(r) =  0. Também, 
se r =  r\ .. .rk e s =  S \ .. .  si são elementos de Fn e estão em suas formas reduzi­
das, e além disto rk ^  sj"1, então a forma reduzida de rs é rx.. .  rksi . . .  Si, e assim 
S(rs) =  S(r)S(s)  pela definição de S. Em geral, para quaisquer elementos r e s d e  
Fn a igualdade entre S(rs) e S(r)S(s) pode não ser verdadeira.
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Concluiremos este capítulo demonstrando o teorema seguinte, que 
também é o objetivo principal deste trabalho.
Teorem a 3.2 Se a função S  : Fn —> C(H) definida anteriormente satisfaz M 1 ;M2 
e M3, então S  é uma representação parcial do grupo Fn em H.
D em onstração: A propriedade Pi é satisfeita pela definição de S. Para demons­
trar P2 usaremos indução sobre o comprimento de t. É claro que S (t-1) =  S(t)* se 
\t\ =  1, e suponha a igualdade válida para \t\ =  k. Tome t G Fn, com \t\ = k + 1, 
e escreva t = tx, onde |í| =  k. Usando a hipótese de indução e o fato de que a 
igualdade para |x| =  1  é válida,
S i r 1) =  S ( ( t x y 1) = S(x~lr l ) = s(x~ l) s { t - 1) =
s(x )*s( ty  = (s ( t ) s (x )y  = s(tx)* =  s ( t y .
Falta verificar a propriedade P3, e para tanto, provaremos a seguinte afirmação: 
Afirmação: Para cada r em Wn e t  em G U G~l , E(r) = S(r)S(r)* e 
E(t) = S(t)S(t)* comutam.
No caso em que r =  r± . . .rk onde r está em sua forma reduzida, com G G~l 
e ri+í e G para algum i, nada temos a provar, pois já  sabemos que neste caso 
S(r) = 0. Consideremos portanto r =  aj3~l , onde r  está em sua forma reduzida e 
a, /3 G P. No caso em que j3 £ A*, pelo teorema anterior, Sp =  0 e é claro que neste 
caso E(t) e E(r) comutam. Assim, podemos supor que /3 G A* e provaremos que 
também neste caso E(r) e E(t) comutam. A demonstração será separada em dois 
casos:
Caso 1: S e t  e G, isto é, t = gj, para algum j .
a) |a | 7^  0.
Escrevendo a  =  ^  . aj, se a i ^  gj, então S(gj)*S(a) =  0 e portanto
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E(t)E(r) =  0 =  E(r)E(t).  Se ai =  gj tem-se que
S { a y S (gj)S{gjy  = S(a2 . . .  a t Y S i a ^ S i g ^ S i g j y  =
= S(a2... m Y S ia .y S ia ^ S ia ,)* = S(a2 ... a , ) * ^ ) *  =
= (S{a1)S(a2 . . . a k) y  = S(a)*.
De forma análoga, S(gj)S(gj)*S(a) = S(a). Segue que E(t) e E(r) comutam,
b) |a | =  0.
Temos aqui que r =  /?-1. Como /J 6 A*, aplicando M2,
E(r)E(t) = S(r)S(r)*S(t)S(ty = S(/3yS(/3)S(gj)S(9jy  =
=  S(gj)S(9s)'S(f)yS(f})  =  S(t)S(t)'S(r)S(r)'  =  E(t)E(r).
Caso 2: Se t e  G-1, isto é se t = g j 1, com gj € G.
Note que
E(r)E(t) = E(r)StS; = E(r)S*9jS9j = E(r)
(
y fc=l aeL*.
=  E(t) -  E(r) E E
\ fe=i
e da mesma maneira,
E(t)E(r) = S;.SgiE(r) =  £ ( r )  - E E £ (r).
/
Para provar que E(í) e £'(r) comutam basta provar que
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E(r)S„S; =  S„S;E(r) V/i 6 £ ‘ ., V* € N.
a) |a | 7  ^0.
i )  \ a \  >  !m1-
Pelo Lema 3.3, se a = /ís para algum s em P  então =  5*.
Portanto,
£ ( r ) s „ s ;  = s as}s„s'as rs ;  =  s o s ^ s ;  =  b w ,
e da mesma forma S ^S^E ^)  =  e isto prova que
E ^ S p S *  =  Sfj,S*E(r). Também pelo Lema 3.3, se a  /  jus para to­
do s em P, =  0 =  S^S*Sa, e também neste caso a igualdade 
entre E(r)Sfj,S* e S^S^Efr)  se verifica.
ii) |af| < \n\.
Pelo Lema 3.3, se yu. ^  as  Vs € P, então S^S^S* =  0 =  S^S^Sa, donde 
decorre a igualdade. Se yu =  as para algum s Ç P , também pelo Lema 
3.3, =  SsS; e =  S,S*s, donde,
E (r)s ,s ; = s ^ s p s ^ s ;  = s as ; s fis 3s ;  = s as ; s 0s ss;s*a,
e
s , s ; e ( t )  = s ^ s ^ s p s * «  = s,s*ss ; s 0s*a = s as as ; s ; s fis^.
Usando o fato de que /? e A*, por M2,
c o* o* o _ o* o o c*àsàsDpDp — OpDpOsDS)
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o que prova que E (r)5M5* =  S^,S^E(r).
b) H  =  0
Sendo que {3 € A*, a igualdade procurada, SpSpS^S* =  S^S^SpSp, decorre de 
M2.
Conclui-se assim a demonstração da comutatividade entre SrS* e StS% 
onde r, í G Fn e |í| =  1. Usaremos isto para demonstrar que
S{t)S{r)S{r-1) = S{tr)S{r- l),Vt,r  £ F„
e concluir a demonstração do teorema. A prova de Pz será feita por indução sobre 
|í| +  |r|. E claro que a igualdade se verifica para |í| +  |r| =  1. Suponha que a mesma 
vale para |íj +  jr| < k. Tome t ,r  € Fn, com |í| -f- |rj =  k, e escreva t =  tx ,r  =  yr, 
com x ,y  € G u  G~l . No caso em que y ^  x_1, S(tr) =  S(t)S(r),  donde segue a 
igualdade. Consideremos o caso x =  y~l .
S(t)S{r)S{r~l) = S(tx)S{yr)S{{y7)-1) = 
=  S(t)S{x)S(y)S(r)S(r~1)S(y~1) = S(t)S(x)S(x~1)S(r)S(r~1)S(x).
Usando a afirmação e o fato de que S(x) é uma isometria parcial,
S{t )S (x)S (x '1)S(?)S(r-1)S(x) = S ( t )S(r )S(r-1)S{x)S(x-1)S(x) =  
=  S(t)S(r)S(r~1)S(x)
e pela hipótese de indução,
S(t)S(r)S(r~1)S(x) = S t t í j S Ç r ^ S ix ) .
Por outro lado,
S (ír)S (r-1) =  S (to /r)S ((y r)_1) =
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=  S( fr)S(r- ly - 1) = S ( t f )S ( r - l)S{x).
Isto conclui a demonstração de P3, e também a do teorema. □
Deste teorema e da proposição 2.1 segue que C*(S(r)S*(r)\r G Fn) é 
comutativa, sempre que S  satisfaz as condições , M2, e M3.
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Capítulo 4
Espectro
Vimos no capítulo anterior que dado um grupo G e uma representação 
parcial de grupo S  : G — > C(H), onde H  é um espaço de Hilbert, o conjunto 
B  =  C*(S(g)S*(g)\g £ G) é uma C*-álgebra comutativa. Portanto, pelo teorema de 
Gelfand-Neimark, que pode ser visto em [4], B é isometricamente isomorfo à C(B),  
onde B  é o espectro de B, ou seja,
B  = {(p : B  — > C : tp é um homomorfismo e <^ (1) =  1}.
Estudaremos aqui o espectro de C*(S(r)S*(r)\r E Fn) no caso em 
que S  provêm de uma família particular de isometrias parciais satisfazendo as pro­
priedades Mi, M2 e M3 do capítulo anterior.
Seja Fn o grupo livre gerado por G — {1, . . .  , ri] e P  o conjunto de 
todas as palavras positivas finitas de F„. Fixe ko E N, ko > 1 e o conjunto Pr  
como sendo um conjunto de palavras de P, onde cada elemento s E Pr é tal que
1 < |s| < k0. Defina
A+ =  { x e { l , . . . , n } fi| nenhuma sub-palavra v de x é elemento de Pr.)
23
Seja também
A* =  {u\u é sub-palavra de algum elemento i  de A+} U {e}.
Suporemos aqui que todos os geradores de Fn são sub-palavras de algum elemento 
de A+, e desta forma G Ç A*.
Pelo teorema de Tychonoff, (ver [4]), {1, . . .  , n}N é um espaço com­
pacto, e como A+ é fechado na topologia produto, tem-se que A+ também é com­
pacto.
Considere o espaço de Hilbert l2(A+). Seja {5U)}„,eA+ uma base ortonor- 
mal para este espaço. Definimos para cada i = 1, . . .  ,n  o operador 
Si : h{A+) — > Í2(A+) dado por
Si(Sw) =
6j,„ se iw £ A+
0 caso contrário
onde Sw é um elemento da base de l2(A+). Desta forma,
ker(Si) =  span-^júi; ^ A+}
ker(5j) =  span-ff^luu 6 A+}.
Dado x € ker(5j)-L, x = ^2 XW6W, tem-se que
to|iio£A+
Si{x) Sí j ^  ^ Xwôw I — ^  ^ XwSi(6w) — ^  ^ Axv i^w 
\w \ iw e A + )  u)|iu)6À+ iu|iu>£A+
Portanto,
E
w|itüÊA+
i^w = E
l u;|iiu6A+
E
iü|i«)£A+
=  ÍFll,
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donde segue que 5j|k ^  )± é uma isometria. Pela proposição 1.2 Si é uma isometria 
parcial. Além disto, na demonstração desta proposição vimos que S* é tal que
Si Itot*) =  (^ ItoríS,-)-*-) ’ 6 Sí =  0'
Tome w G A+ e escreva w =  w\w2 —  Seja a = Wi.. .  Wk- Denotamos
por a w  o novo elemento W k+ iW k+ 2  ■ • ■, que é também um elemento de A+. Desta
forma, para cada âw da base de l2(A+) vale que
, se Wi = i 
S*(6W)=' _
0 se wi i.
Consideremos agora a função S  : F„ — > C(l2{A+)) definida como no 
capítulo 2 . Verificaremos se S  satisfaz as propriedades M\, M2 e M3.
n
Verificação de M\ : Devemos mostrar que ^  SrS* =  I, onde I  é o operador
i—1
n
identidade de l2(A+). Motraremos que StS*(ów) =  Sw, para cada Ów da base
Í= 1
de l2(A+). Dado um elemento 6W da base de l2(A+), escreva w = w\w2 . . . ,  e 
portanto u>i =  j ,  para algum j  e  {1, . . .  , n). Então SjS*(ów) = Sj(8jw) =  âw,
n
e SiS*(6w) =  0, para cada i ^  j .  Portanto Y^SiS*(5w) =  ów, para cada
2—1
n
elemento Ów da base de /2(A+), donde segue que ^  SjS* = I.
Í= 1
Verificação de M2: Aqui devemos mostrar que S^S^S^S» = S^S^S^S*, para 
cada /I, v 6 A*. Sejam /i =  /Z! ...//*, i/ € A*. Basta mostrar que 
SptS*SlSv(6w) = S*SvSpS*(ôw), para cada elemento ôw da base de A*. Dado 
õw, pela definição de S,
q o* c* c f x \ _ 1 6w se VW e  A+ e Wj = ^ 3  e  {!> ■ ■ ■v\Òw )
0 caso contrário
e*c c Q*fx  ^ -  1 Ôw Se Wj =  G ’ ' ‘ ’ 6 VW e  A+
0 caso contrário
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donde segue que S l^S^S*Sí,(Sw) = 5*Sl,S(i,S,*(<5w). Desta forma SUS* e S*S^
comutam, e a propriedade M2 se verifica.
Verificação de M$: Verificaremos se I  — S*Si — X) SfiS*, lembrando que 
L\ = {h = ui . . .  nk E A*|í/íi . . .  Hk-i e  A* mas i(j,x . . .  fxk <£ A*}.
Inicialmente note que a soma ê uma soma finita pois L\ é vazio
fce n
para cada k > k0. De fato, dado u =  vx .. .vk 6 A*, com k > ko, tal que 
%vx .. .  vk_i G A*, tem-se que v e ivx,. .  vk_x são sub-palavras de elementos x 
e y de A+, respectivamente. Escremos x =  x x .. .  xTvx .. .  vkx T+k+ixT+k+2 • • ■ e 
y =  y1.. .  yxivx .. .  t'fe_iyi+fc+1?/j+fc+2 ■ ■ • e consideremos o elemento 
z = y i . . .  yiivi . . .  vk_ivkxT+kJrixT+k+2 ■. ■ • Note que z é elemento de A+, pois 
nenhuma sub-palavra de z é elemento de Pr (já que k > k0). Desta forma 
ivx .. ,vk 6 A*, o que significa que v ^  L\. Provamos assim que L\  é vazio, 
para cada k > ko-
Para cada elemento 5W da base de h{A+),
S*Si(6w) = 5^ se iw 6 A+ 
0 se iw £ A+
e portanto S*Si é uma projeção sobre spanfc^lzu; 6 A+}. Assim I  — S*Si é
uma projeção sobre span{5U)|râ  ^ A+}. 
Por outro lado, dado v 6 L*, tem-se que
Í
SW se wa = v;,Vj e  {1 .. .k}
0 caso contrário
Supondo-se S„S*(ôw) — 6W) então para cada /jl =  E (J L*, com
H 7^  v, tem-se que S^S*(SW) =  0. De fato, supondo-se S^S^(SW) = ôw, 
tem-se que wx .. .  wr — u i . . .  nr. Se k > r então ux . . ,vk =  wx ...  wk =
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IHi - ■ ■ /j,rwT+l.. .  wk, e pelo lema 3.1, v =  /j,, o que é absurdo. O mesmo acon­
tece se k < r.
Provamos que S^S*SUS* =  0, para cada n,v  G (J L\  com \ x ^ v .  Além disso,
fceN
pelo lema 3.2, S^ é uma isometria parcial, para cada h G U Lf, donde segue
fceN
que S^S* é idempotente, e é claro que S^S* é auto-adjunto. Portanto, pela 
proposição 1 .1 , X) é uma projeção, e como
{ ôw se existe h =  h i . . .  Hr G U Li\ W\ . . .WT = Hl . . . Urkm
0 caso contrário
para cada elemento 6W da base de i2(A+), segue que ^2 S^S* é uma pro-
feÇN
jeção sobre
sp a n f^ lw i.. ,wT =  ui... Hr para algum h  =  Vi ■ ■ ■ Mr G Lf}.
fc(E N
Para mostrar que I  — S? Si = Y1 S  S^S*, basta mostrar que
= span{á„,|tt;i. . .  wT =  Hi ■ ■ ■ Mr Para algum h — Mi • • • A*r G L\),
fceN
e para tanto mostraremos que A = A', onde
A = {w G A+|wí; £ A+}
e
A' = {w £ A+\wi. . .  wr = Hi ■■■ Ur para algum h  =  Mi ■ ■ ■ Hr G L*}.
fceN
Mostraremos primeiro que A! Ç A. Dado w G A', tem-se que
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w  =  W 1 W 2 . . .  =  / x i . . .  /jLkUJk+i • • • =  nwk+i ■ ■ ■, onde fi G L f . Como ^  €  £ * ,  
segue que i/i £ A*, e portanto úu =  i/j,wk+i . . .  ^ A+, ou seja, w £ A. 
Mostraremos agora que A Ç  A!. Fixe w  G A. Como iw A+, existe sub- 
palavra iwi... w k de iw  tal que iw\... w k £ A*. Tome o menor índice j  tal 
que iwi... Wj-i G A* mas iwi . . .Wj £ A*. E claro que Wi... Wj G A*, pois 
w G A+, e portanto w\ .. .Wj G Lj, donde segue que w G A'.
Desta forma, A  =  A', o que prova que I  — S*St = ^  S^S*.
fceN H£L f
Provamos que S  satisfaz M i,M 2, e M3, e pelo teorema 3.2, S  é 
uma representação parcial do grupo Fn em l2(A+). Para cada r G Fn defina 
E(r) = S(r)S(r)*, e portanto B  = C*(E(r)\r G Fn) é uma C*-álgebra comutativa. 
Pelo teorema de Gelfand-Neimark, T : B  — C(B)  é um isomorfismo isométrico.
Estamos interessados em descrever B. Inicialmente, note que se 
r  =  r i . . . r k G F„, em sua forma reduzida, com algum Ti G G~l e Ti+ 1 G G, 
(lembrando que G =  { l , . . . , n }  e G_1 =  { l -1, . . .  , n -1}), então 
E{r)(5w) = S(r)S(r)*(6w) =  0 para cada S(w) da base de l2(A+), donde segue que 
E(r) é o operador nulo. Portanto, considere r = a(3~l G F„, onde 
a = a i . . .  ak, j3 G P. Desta forma, para cada w G A+,
, ôw, se«jj =  o i i , j = l . . . n e  Baw G A+
E(r)(ôw) = s as ; s 0s*a(ôw) = ;
0, caso contrário
o que significa que E(r) é um operador diagonal. Portanto, qualquer elemento de 
B  é um operador diagonal, pela definição de B.
Para cada w  G A+ defina
cpw : B  — > C
Como as matrizes associadas a cada operador a G B  são diagonais,
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tem-se que cpw é um homomorfismo, e além disto, ipw(I) = 1, onde I  é o operador 
identidade. Portanto, <pw E B  para cada w E A+, e assim fica definida uma função 
k : A+ — > B  dada por k(w) =  cpw.
Proposição  4.1 A função k : A+ — > B definida anteriormente é contínua, con­
siderando-se os espaços topológicos A+ e B com as topologias produto e pontual, 
respectivamente.
D em onstração: Considere a família de funções {$a}aeB, onde para cada a E B, 
<3>a : B  — > C é dada por $ a(v?) =  <p(a) para cada (p E B. Note que a topologia 
inicial gerada por esta família de funções é a topologia pontual de B. Portanto, 
para mostrar que k : A+ — > C é contínua, basta mostrar que para cada a E B, 
$ a o k : A+ — > C é contínua. Seja a =  E(r) E B, com r =  a /?-1 E Fn. Se r não for 
desta forma, é claro que o aí é contínua. Note que dado um elemento Sw da base 
de Z2(A+), tem-se que
. 5W, pâw  E A+
a(Sw) =  E(a(3 ){5W) =
0, caso contrário
donde segue que para cada w E A+,
{
1 paw  E A+
0 caso contrário
Seja w E A+, tome {wl}iej Ç A+ onde wl w e I  é um conjunto dirigido. Queremos 
mostrax que <&Q(/s(u;1)) —> <3>Q(/c(w)).
Suponha que $ 0(/í(k;)) =  0, ou seja, que j3aw £ A+. Como j3aw ^ A+ existe 
sub-palavra v = fiâwi . . .  ^  de (3âw tal que v ^ A*, e como wl —> w, existe i0 E I  
tal que paxa cada i E J com i > i0, v é sub-palavra de j3awl, donde segue que 
$ a(/c(w’)) =  0, para cada i > i0. Portanto, ^ (« (w 1)) —> $ a(«;(w)).
Suponha agora que $ a(/c(w)) =  1, ou seja, que (3aw E A+. Tome i0 E I  tal que 
para cada i E /  com i > i0 tem-se que f3ãw{.. .  w ^ +ko =  f3awi. . .  W|a|+fc0, onde ko
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é o número natural fixado quando definimos o conjunto Pr. Mostraremos que para 
cada i > io, fiaw1 £ A+. Tome i > io e suponha, por absurdo, que /3âwl £ A+. 
Então existe sub-palavra v = vx .. .  vi de j3a G A+ tal que v G Pr. E claro que v não 
é sub-palavra de a w \  pois wl € A+. Portanto v\ = fa, donde segue que v é sub- 
palavra de /3âw\.. .  W|Q|+fco =  p a w i .. .  w\a\+ko pois \v\ = l < k0, o que é absurdo, 
pois j3awi.. .w\a\+ko é sub-palavra de (3âw, que é um elemento de A+. Portanto, 
para cada i > io, tem-se que fíav: G A+, donde segue que $ a(K(^)) -¥ $ q(/í(w)).
Provamos que se a — E(r), com r G Fn então ok  é contínua. Desta
N  Ni
forma, tomando-se a =  ^  A* E(rj), tem-se que <3>a o k também é contínua. Note
i=1 j=1
que o conjunto D de tais a é denso em B. Dado qualquer a G B, tome uma seqüência 
{an}n£N tal que an G D para cada n G N e an —> a. Dado e > 0, tome n0 G N tal 
que para cada n > n0, ||an -  a|| < e. Considere a seqüência {<Ê»an o /í}neN, e note que 
para cada n > no,
ll$a»(«(«0 ) ~  $a(«(w))ll =  lly?«,(an) -  ¥>«,(<011 =
=  ||(pw(an — a)|| < sup \\yw(an — a)|| =  ||an — a || < e Vw G A+.
weA+
Portanto $ Qn o k converge uniformemente para o k, donde segue que $ a o k é 
contínua. Provamos assim que para cada a E B, $ a o k é contínua, e portanto 
k : A+ — > B  é contínua. □
Proposição 4.2 A função k : A+ — > B  é bijetora.
Demonstração: Inicialmente mostraremos que k é injetora. Dados w,w G A+, 
com w 7^  w. Escreva w = W] W2 . . . ,  w = W1 W2 ■ ■ ■, tome o menor índice i tal que 
Wt 7^  íüi, e seja a  =  wx .. .  Wi- Desta forma,
k(iu)(E(a)) =  ipw(E(a)) =  (E(a)Ów,Sw) = 1
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k ( w ) ( E ( o ) )  -  i p a { E ( a ) )  =  ( E ( a ) S { s , ' S i s )  =  0 ,
donde segue que k(w) ^ n{w). Portanto, k é injetora.
Mostremos agora que k  é sobrejetora. Suponha por absurdo que 
n(A+) ^  B  e tome (p G B \ k ( A+). Como A+ é compacto e k é contínua, segue 
que k(A+) é compacto e portanto fechado em B. Além disso B  é normal, (por 
ser compacto e Hausdorff). Pelo Lema de Urysohn, (ver [4]), existe f  G C(B ) tal 
que / |k(a+) =  0 e f((p) = 1. Pelo teorema de Gelfand-Neimark, T : B  — > C(B) 
é uma isometria sobrejetora, e portanto existe a G B  tal que T(a) =  / .  Como 
r(a) =  /  7^  0, tem-se que a #  0, pois T é uma isometria. Além disso, para cada 
<pw G k(A+),
0 =  f((pw) = T(a)(<pw) =  ipw(a),
donde segue que a =  0, o que é absurdo. Portanto k(A+) = B, ou seja, k é 
sobrejetora. □
Segue desta proposição que /t é inversível. Como k é contínua e além 
disto A+ é compacto e B é Hausdorff, tem-se que ac- 1  também é contínua, e portanto 
A+ é homeomorfo à B. Esta é a descrição de B  que estávamos procurando.
e
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