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Abstract
Given a Poisson structure (or, equivalently, a Hamiltonian operator) P , we show that its Lie derivative
Lτ (P ) along a vector field τ defines another Poisson structure, which is automatically compatible with P ,
if and only if [L2
τ
(P ), P ] = 0, where [·, ·] is the Schouten bracket. We further prove that if dimkerP ≤ 1
and P is of locally constant rank, then all Poisson structures compatible with a given Poisson structure
P on a finite-dimensional manifold M are locally of the form Lτ (P ), where τ is a local vector field such
that L2
τ
(P ) = Lτ˜ (P ) for some other local vector field τ˜ . This leads to a remarkably simple construction
of bi-Hamiltonian dynamical systems. We also present a generalization of these results to the infinite-
dimensional case. In particular, we provide a new description for pencils of compatible local Hamiltonian
operators of Dubrovin–Novikov type and associated bi-Hamiltonian systems of hydrodynamic type.
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grability, Schouten bracket, master symmetry, Lichnerowicz–Poisson cohomology, hydrodynamic type
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1 Introduction
The ingenious discovery of Magri [1] (cf. also [2, 3, 4] and the surveys in [5, 6, 7]) that integrable Hamiltonian
systems usually prove to be bi-Hamiltonian, and vice versa, leads us to the following fundamental problem:
given a (likely to be integrable) dynamical system which is Hamiltonian with respect to a Poisson structure
P , how to find another Poisson structure P˜ compatible with P and such that our system is Hamiltonian with
respect to P˜ as well. This, along with the related problem of classification of compatible Poisson structures,
is nowadays a subject of intense research, see e.g. [1]–[26] and references therein.
For the finite-dimensional dynamical systems the results of Lichnerowicz [27] imply that if dimkerP ≤ 1
and P is of locally constant rank (here and below we assume that the vicinities where rankP = const
are of the same dimension as the underlying manifold), then all Poisson structures compatible with P are
locally (and, under certain extra conditions, globally) of the form Lτ (P ), i.e., they can be written as Lie
derivatives of P along suitable local vector fields τ . Oevel [17] and, independently, Dorfman [5] showed that
for invertible P this holds in the infinite-dimensional case as well. Oevel [17, 18] also pointed out that the
τ ’s in question often prove to be master symmetries in the sense of [28].
In general Lτ (P ) is not a Poisson structure even if so is P , and it is our goal here to provide a simple
description of the ‘eligible’ τ ’s, for which Lτ (P ) is Poisson. Namely, see Proposition 4 below, we prove
that if dimkerP ≤ 1 and P is of locally constant rank, then all Poisson structures compatible with P are
locally of the form Lτ (P ), where τ is a local vector field such that L
2
τ (P ) = Lτ˜ (P ) holds locally for some
other local vector field τ˜ . For invertible P this holds even in the infinite-dimensional case, and under certain
conditions τ and τ˜ are global, see Proposition 3 and Section 6 below for details. This improves earlier results
of Petalidou, who found a criterion for Lτ (P ) to be a Poisson structure under the assumption that P is
nondegenerate, see Proposition 3.1 of [26], and also [25]. Moreover, Propositions 3 and 4 yield a criterion
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for existence of a regular or weakly regular Poisson pencil such that a given dynamical system is locally
bi-Hamiltonian with respect to this pencil, see Remark 1 and Corollary 5.
On the other hand, if both P and Lτ (P ) are Poisson structures, then they are automatically compatible
[27, 17, 20, 5], no matter whether P is (non)degenerate, so it is natural to ask when Lτ (P ) is a Poisson struc-
ture if so is P . We show that this is the case if and only if [L2τ (P ), P ] = 0, where [·, ·] is the Schouten bracket,
see Proposition 1 below for details. Note that this result first appeared in the earlier version [29] of the
present paper and was recently rediscovered by Chavchanidze [30] in the context of non-Noether symmetries.
By Corollary 1 if there exist a (local) vector field τ˜ and a constant α such that L2τ (P ) = Lτ˜ (P ) + αP ,
then [L2τ (P ), P ] = 0, and thus Lτ (P ) is a Poisson structure. For α = 0 and τ˜ = 0 we recover the result of
Smirnov [24], cf. also formulae (2.8) in Magri [21] and the papers [22, 23]; in this case P and Lτ (P ) form the
so-called exact bi-Hamiltonian structure, and τ is called a Liouville vector field [22, 23]. On the other hand,
given two compatible Poisson structures P and P˜ that share a common scaling and assuming that one of
them, P , is nondegenerate, we can readily construct τ and τ˜ such that the second bivector of the pair, P˜ ,
can be written as Lτ (P ) and L
2
τ (P ) = Lτ˜ (P ), see Proposition 2 and Corollary 3 below.
As an application of our results, in Section 6 we give a new description of compatible Poisson structures
of Dubrovin–Novikov [31, 32] type and of associated bi-Hamiltonian systems of hydrodynamic type.
2 Basic definitions
Let M be a smooth finite-dimensional manifold. Below we assume all objects to be smooth enough for all
the required derivatives to exist.
Recall that a bivector on M is a skew-symmetric contravariant tensor field of rank two. To any bivector
B there corresponds, in a natural way, a skew-symmetric linear operator (which for the sake of simplicity will
be denoted by the same letter) B : ∧1M → TM . A bivector B is called nondegenerate, and the associated
operator B is called invertible, if kerB = {χ ∈ ∧1M : Bχ = 0} is exhausted by χ = 0.
The Schouten bracket [H,K] of two bivectors H and K is given by the formula (see e.g. Section 2.8 of [5])
[H,K](ξ1, ξ2, ξ3) = 〈HLKξ1(ξ2), ξ3〉+ 〈KLHξ1(ξ2), ξ3〉+ cycle(1, 2, 3),
where ξ1, ξ2, ξ3 ∈ ∧
1M , LX stands for the Lie derivative along a vector field X, and 〈·, ·〉 denotes the natural
pairing of vector fields and one-forms on M .
Thus, [H,K] is an antisymmetric contravariant tensor of rank three, i.e., a trivector, and its components
in local coordinates read [5]
[H,K]ijk = −
dimM∑
m=1
(
Kmk
∂H ij
∂xm
+Hmk
∂Kij
∂xm
+ cycle(i, j, k)
)
.
It is well known [20, 5] that
[H,K] = [K,H], (1)
and for any vector field τ on M
Lτ ([H,K]) = [Lτ (H),K] + [H,Lτ (K)]. (2)
Recall that in local coordinates the Lie derivative of a bivector P along a vector field τ reads
(Lτ (P ))
ij =
dimM∑
k=1
(
τk
∂P ij
∂xk
− P kj
∂τ i
∂xk
− P ik
∂τ j
∂xk
)
.
If [P,P ] = 0, then a bivector P on M is called a Poisson bivector or, if it is perceived as an operator
P : ∧1M → TM , a Hamiltonian [5] or implectic [4] operator. The associated Poisson bracket reads {f, g}P =
〈df, Pdg〉, where f and g are smooth functions on M , see e.g. [5, 7]. A pair (M,P ), where P is a Poisson
bivector on M , is called a Poisson manifold [27].
Two Poisson bivectors P0 and P1 (or the associated Hamiltonian operators) are said [1, 2, 3] to be
compatible (or to form a Hamiltonian pair), if any linear combination of P0 and P1 is again a Poisson
bivector. It is well known, see e.g. [1, 2, 3, 5], that P0 and P1 are compatible if and only if [P0, P1] = 0.
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3 When Lτ (P ) is a Poisson bivector?
Proposition 1 Let P be a Poisson bivector and τ be a vector field on M . Then Lτ (P ) is a Poisson bivector,
which is automatically compatible with P , if and only if
[L2τ (P ), P ] = 0. (3)
Proof. Writing out the identity Lτ ([P,P ]) = 0 with usage of (1) and (2) yields (cf. Proposition 7.8 from [5])
[P,P ] = 0⇒ [Lτ (P ), P ] = 0. (4)
Next, using (2) and (4), we can rewrite the identity L2τ ([P,P ]) = 0 as [L
2
τ (P ), P ] + [Lτ (P ), Lτ (P )] = 0.
As Lτ (P ) is a Poisson bivector if and only if [Lτ (P ), Lτ (P )] = 0, the result immediately follows. 
For instance, let M = R2m+1 with (global) coordinates xi and h be a smooth function on M . Taking
for P the canonical Poisson structure of maximal rank on M and setting P˜ = Lτ (P ) for τ = (−(x
1)2/2, . . . ,
−(xm)2/2, 0, . . . , 0,−h/2)T , where the superscript T stands for the transposed matrix, we have
P =

 0 I 0−I 0 0
0 0 0

 , P˜ =

 0 Λ X
T
−Λ 0 −Y T
−X Y 0

 .
Here I is the m×m unit matrix, Λ = diag(x1, . . . , xm) is an m×m diagonal matrix, X = (∂h/∂xm+1, . . . ,
∂h/∂x2m) and Y = (∂h/∂x1, . . . , ∂h/∂xm) are m-component columns.
For h =
∑m
i=1 fi(x
i, xi+m)/∆i − x
2m+1
∑m
i=1 x
i, where fi are arbitrary smooth functions of their argu-
ments, and ∆i =
∏m
j=1,j 6=i(x
i−xj), this construction yields a pair of Poisson structures arising in the theory
of the so-called one-Casimir chains [7, 33, 34]. It is straightforward to verify that in this case P˜ indeed is a
Poisson structure by virtue of (3), and P and P˜ are compatible by (4). The examples of integrable systems
associated with this pair can be found in [7, 33, 34].
Remarkably, (3) is often easier to verify than [Lτ (P ), Lτ (P )] = 0. In particular, using (4) and bilinearity
of the Schouten bracket readily yields the following result.
Corollary 1 Let P be a Poisson bivector and there exist vector fields τ and τ˜ and a constant α such that
L2τ (P ) = Lτ˜ (P ) + αP. (5)
Then Lτ (P ) is a Poisson bivector, which is automatically compatible with P .
If we set α = τ˜ = 0 in (5), then we recover Proposition 4.1 of Smirnov [24] (cf. also Section 2 of [23]). Note
that for P being a Poisson structure of Dubrovin–Novikov type [31, 32] the condition (5) with α = τ˜ = 0
was also studied by Fordy and Mokhov [12].
For an example of somewhat different kind, let M = R3 with the (global) coordinates x, y, z and τ =
(−x− x3/3, 0, zx2 − x2y2)T . Take for P the canonical Poisson structure on R3. Then we have
P =

 0 1 0−1 0 0
0 0 0

 , Lτ (P ) =

 0 1 + x
2 2x2y
−1− x2 0 2xz − 2xy2
−2x2y −2xz + 2xy2 0

 . (6)
In turn, L2τ (P ) = Lτ˜ (P ), where τ˜ = (−x
5/15 − x, 0, (zx3 − x4y2)/3)T , so Lτ (P ) is a Poisson bivector by
Corollary 1. This pair of compatible Poisson bivectors was found in [35] along with a related completely
integrable bi-Hamiltonian system.
Now assume that we have two vector fields τ1 and τ2 meeting the requirements of Proposition 1. When
are the Poisson bivectors P1 = Lτ1(P ) and P2 = Lτ2(P ) compatible?
Corollary 2 Given a Poisson bivector P and two vector fields τ1, τ2 meeting the requirements of Proposi-
tion 1, the Poisson bivectors Lτ1(P ) and Lτ2(P ) are compatible if and only if [Lτ1(Lτ2(P )), P ] = 0.
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Proof. We have the following identity:
0 = Lτi([Lτ3−i(P ), P ]) = [Lτi(Lτ3−i(P )), P ] + [Lτi(P ), Lτ3−i(P )], i = 1, 2. (7)
Equations (7) for i = 1 and i = 2 are equivalent. Indeed, subtracting (7) with i = 1 from (7) with i = 2, and
using the symmetry property (1) of the Schouten bracket and the equality Lτ1Lτ2 −Lτ1Lτ2 = L[τ1,τ2], where
[·, ·] stands for the commutator of vector fields, we obtain [L[τ1,τ2](P ), P ] = 0. But this holds automatically
by virtue of (4). Thus, [Lτ1(P ), Lτ2(P )] = 0 if and only if [Lτ1(Lτ2(P )), P ] = 0. 
If [τ1, τ2] = 0, Lτ1(Lτ2(P )) = 0, and L
2
τi
(P ) = 0, i = 1, 2, we recover Proposition 4.2 of Smirnov [24].
For nondegenerate P it is always possible [17] to find locally (and even globally, if the symplectic form
associated with P−1 is exact) a ‘scaling’ vector field Z such that LZ(P ) = P . Then we can replace τ˜ by τ˜+αZ
and assume without loss of generality that α = 0 in (5). As we shall see below, if dimkerP ≤ 1 and P is of
locally constant rank, then the construction of Corollary 1 with α = 0 locally (and globally too, if the second
de Rham cohomology ofM is trivial and P is nondegenerate) yields all Poisson bivectors compatible with P .
Note that (5) with α = 0 often holds for the Poisson bivectors associated with integrable systems, pro-
vided τ and τ˜ are ‘first’ and ‘second’ master symmetries for the latter, cf. e.g. [5, 7, 17, 18, 28]. Moreover,
in presence of a scaling symmetry we can easily construct the corresponding τ and τ˜ using the results of
Oevel [17, 18]. Namely, the following assertions hold.
Proposition 2 Assume that P and P˜ are Poisson bivectors, P is nondegenerate, and there exists a ‘scaling’
vector field τ0 such that Lτ0(P ) = µP and Lτ0(P˜ ) = νP˜ for some constants µ and ν, µ 6= ν/2. Then P and
P˜ are compatible if and only if
LRτ0(P ) = (2µ − ν)P˜ , (8)
where R = P˜P−1.
Proof. If [P, P˜ ] = 0, then (8) holds by Theorem 2 of Oevel [18]. On the other hand, if (8) holds, then P and
P˜ are compatible by (4) with τ = (1/(2µ − ν))Rτ0, as P˜ = Lτ (P ). 
Corollary 3 Let P be a nondegenerate Poisson bivector and P˜ be a bivector on M , and let there exist a
‘scaling’ vector field τ0 such that Lτ0(P ) = µP , Lτ0(P˜ ) = νP˜ , and (8) holds with R = P˜P
−1 for some
constants µ and ν such that µ 6= ν/2 and µ 6= 2ν/3. Then P˜ is a Poisson bivector, which is automatically
compatible with P , if and only if
L2Rτ0(P ) =
2µ− ν
3µ− 2ν
LR2τ0(P ). (9)
Proof. If P˜ is a Poisson bivector, then it is compatible with P by virtue of (8) and (4), and (9) holds by
Theorem 2 of Oevel [18]. On the other hand, let (9) hold. By virtue of (8) we have P˜ = Lτ (P ) for τ =
Rτ0/(2µ−ν), so (9) implies that (5) holds for τ˜ = R
2τ0/((2µ−ν)(3µ−2ν)), and P˜ is Poisson by Corollary 1. 
Let e.g. M = R2m with (global) coordinates x1, . . . , x2m, and
Pr =
(
0 Λr
−Λr 0
)
,
where Λr = diag((x
1)r, . . . , (xm)r) is a diagonal m ×m matrix. Set τ0 = (x
1, . . . , xm, 0, . . . , 0)T . We have
Lτ0(Pr) = (r−1)Pr . As P0 obviously is a Poisson bivector and (8) and (9) hold for P = P0, P˜ = Pr, µ = −1
and ν = r − 1, by Corollary 3 for any r Pr is a Poisson bivector compatible with P0, and Pr = Lτr(P0),
where τr = (−(x
1)r+1/(r + 1), . . . ,−(xm)r+1/(r + 1), 0, . . . , 0)T . Clearly, [Lτr(Lτs(P0)), P0] = 0, so the
Poisson bivectors Pr and Ps are compatible for any r and s by Corollary 2.
4 Compatibility and Lichnerowicz–Poisson cohomology
The condition [L2τ (P ), P ] = 0 is intimately related to the so-called Lichnerowicz–Poisson cohomology intro-
duced in [27]. Indeed, the second Lichnerowicz–Poisson cohomology H2P (M) of a Poisson manifold (M,P )
is precisely the set of bivectors B solving [B,P ] = 0 modulo the solutions of the form B = LY (P ), where Y
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is a vector field on M . Hence, [L2τ (P ), P ] = 0 if and only if there exist a vector field τ˜ on M and constants
ai such that
L2τ (P ) = Lτ˜ (P ) +
d∑
i=1
aiBi, (10)
where Bi, i = 1, . . . , d ≡ dimH
2
P (M), form a basis of H
2
P (M). Thus, if H
2
P (M) is known (see e.g. [36] for a
survey of results on its computation), Eq. (10) yields a simple way to verify whether Lτ (P ) is Poisson.
For instance, if P is nondegenerate, H2P (M) is isomorphic [27] to the second de Rham cohomology
H2(M) of M , so the following assertion holds.
Proposition 3 Suppose that H2(M) = 0, and let P be a nondegenerate Poisson bivector on M . Then a
bivector P˜ on M is a Poisson bivector compatible with P if and only if there exist vector fields τ and τ˜ on
M such that P˜ = Lτ (P ) and L
2
τ (P ) = Lτ˜ (P ).
Proof. For nondegenerate P the condition [B,P ] = 0 is equivalent, cf. e.g. [19, 27], to d(P−1BP−1) = 0. As
H2(M) = 0, this is equivalent to P−1BP−1 = dγB for some one-form γB ∈ ∧
1M . Upon setting YB = −PγB
we have B = LYB (P ), see e.g. [17, 19]. Setting τ = YP˜ and τ˜ = YK , where K = L
2
τ (P ), and using
Proposition 1 completes the proof. 
As the second de Rham cohomology is always locally trivial, Proposition 3 locally describes all Poisson
bivectors compatible with a nondegenerate P even if H2(M) 6= 0. Moreover, if dimkerP ≤ 1 on the whole
of M and P is of locally constant rank, then H2P (M) is locally trivial [27], i.e., for any bivector B satisfying
[B,P ] = 0 there still exists a local (but not necessarily global) vector field YB such that B = LYB (P ), so we
arrive at the following result.
Proposition 4 Let P be a Poisson bivector of locally constant rank such that dimkerP ≤ 1 everywhere on
M . Then a bivector P˜ on M is a Poisson bivector compatible with P if and only if there exist local vector
fields τ and τ˜ such that the equalities L2τ (P ) = Lτ˜ (P ) and P˜ = Lτ (P ) hold locally.
By passing from the system of equations [L2τ (P ), P ] = 0 for τ to L
2
τ (P ) = Lτ˜ (P ) we have essentially
partially integrated the former, as L2τ (P ) = Lτ˜ (P ) is a second order system of differential equations with
respect to τ , while [L2τ (P ), P ] = 0 is of third order. Thus, solving L
2
τ (P ) = Lτ˜ (P ) instead of [L
2
τ (P ), P ] = 0
can considerably simplify the search for and the classification of Poisson bivectors compatible with P .
5 Construction of integrable bi-Hamiltonian dynamical systems
A vector field X on M is called locally Hamiltonian with respect to a Poisson bivector P , if LX(P ) = 0,
and globally Hamiltonian w.r.t. P , if it is locally Hamiltonian w.r.t. P and there exists a (smooth) function
H on M such that X = PdH, cf. e.g. [5, 7, 24] and references therein.
Likewise, a vector field X onM is called locally bi-Hamiltonian with respect to a pair of compatible Pois-
son bivectors P and P˜ , if LX(P ) = LX(P˜ ) = 0 on M , cf. e.g. [1, 3, 7]. Finally, X is globally bi-Hamiltonian,
if it is locally bi-Hamiltonian and there exist smooth functions H and H˜ onM such that X = PdH = P˜ dH˜ .
Corollary 4 Consider a Poisson bivector P and a vector field X on M such that LX(P ) = 0. Assume that
there exists a vector field τ on M such that Lτ (P ) 6= 0, LX(Lτ (P )) = 0, and [L
2
τ (P ), P ] = 0. Then X is
locally bi-Hamiltonian with respect to P and P˜ ≡ Lτ (P ). If there also exist globally defined smooth functions
H and H˜ on M such that X = PdH = P˜ dH˜, then X is globally bi-Hamiltonian on M .
This result generalizes Theorem 5.1 of Smirnov [24] and Corollary 1 of Chavchanidze [30].
For instance, if we take P from (6) and τ = (−x−x3/3, 0, zx2 −x2y2)T , as in Section 3, then X = PdH
withH = x2y2−zx2−z meets the requirements of Corollary 4 and is globally bi-Hamiltonian: X = Lτ (P )dH˜
with H˜ = z, cf. [7, 35].
We can invoke Corollaries 1 or 3 or Propositions 3 or 4 in order to verify the condition [L2τ (P ), P ] = 0. If
H2(M) = 0 and P is nondegenerate, then by virtue of Proposition 3 the conditions of Corollary 4 are not just
sufficient but also necessary for a Hamiltonian w.r.t. P vector field X to be bi-Hamiltonian, assuming that
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P is one of two compatible Poisson bivectors. Moreover, in this case Proposition 3 enables us to replace the
condition [L2τ (P ), P ] = 0 by the requirement of existence of a vector field τ˜ on M such that L
2
τ (P ) = Lτ˜ (P ).
Likewise, Proposition 4 yields the following result.
Corollary 5 Consider a Poisson bivector P of locally constant rank and a vector field X on M such that
LX(P ) = 0 and dimkerP ≤ 1 everywhere on M . Then X is locally bi-Hamiltonian with respect to P and
some other Poisson bivector P˜ if and only if there exist local vector fields τ and τ˜ such that locally we have
Lτ (P ) 6= 0, LX(Lτ (P )) = 0, L
2
τ (P ) = Lτ˜ (P ), and P˜ can be locally written as Lτ (P ).
Under the assumptions of Corollary 4 or 5, suppose that at least one of the Poisson bivectors P and
P˜ is nondegenerate, so the dimension of M is even. Denote the nondegenerate bivector by P0, and let P1
stand for the remaining Poisson bivector. Then [3, 4] R = P1P
−1
0 is a hereditary recursion operator for the
dynamical system x˙ = X, and the eigenvalues of R provide involutive integrals for x˙ = X [3]. In particular, if
R has a maximal possible number (i.e., (1/2) dimM) of distinct eigenvalues, and all of them are functionally
independent, then these eigenvalues form [3] a complete set of functionally independent involutive integrals
for the dynamical system x˙ = X, ensuring its complete integrability in the sense of Liouville’s theorem.
Note that Corollaries 4 and 5 readily generalize to the case of quasi-bi-Hamiltonian systems considered
e.g. in [7, 37], when we have LρX(P˜ ) = 0 for some smooth function ρ onM instead of LX(P˜ ) = 0: it suffices to
replace the conditions LX(Lτ (P )) = 0 and X = P˜ dH˜ by LρX(Lτ (P )) = 0 and X = (1/ρ)P˜ dH˜ respectively.
Remark 1 Recall that given two compatible Poisson bivectors P0 and P1, a Poisson pencil P associated
with P0 and P1 is the set of all linear combinations of the form λP0+µP1, where λ and µ are constants. The
compatibility of P0 and P1 implies that any such linear combination again is a Poisson bivector. A vector
field X is said to be locally bi-Hamiltonian with respect to the Poisson pencil associated with P0 and P1 if
LX(λP0 + µP1) = 0 for any λ and µ.
Let us call a Poisson pencil P regular (resp. weakly regular) if there exist λ and µ such that P = λP0+µP1
is nondegenerate (resp. P is of locally constant rank on M and dimkerP ≤ 1 everywhere on M). Let
P˜ = λ˜P0 + µ˜P1 be linearly independent of P . Then Proposition 3 yields the following result:
Suppose that H2(M) = 0. Then a vector field X on M is locally bi-Hamiltonian with respect to a
regular Poisson pencil P if and only if LX(P ) = 0 and there exist vector fields τ and τ˜ such that Lτ (P ) 6= 0,
LX(Lτ (P )) = 0, L
2
τ (P ) = Lτ˜ (P ), and P˜ can be written as Lτ (P ).
Likewise, Corollary 5 is equivalent to the following assertion:
A vector field X on M is locally bi-Hamiltonian with respect to a weakly regular Poisson pencil P if
and only if LX(P ) = 0 and there exist local vector fields τ and τ˜ such that locally we have Lτ (P ) 6= 0,
LX(Lτ (P )) = 0, L
2
τ (P ) = Lτ˜ (P ), and P˜ can be locally written as Lτ (P ).
Thus, we have obtained necessary and sufficient conditions for existence of a (weakly) regular Poisson
pencil such that a given vector field X is locally bi-Hamiltonian with respect to this pencil.
6 Infinite-dimensional case
Up to now we assumed that M is a finite-dimensional manifold. Nevertheless, all the above results, except
for Proposition 4, Corollary 5 and the statement on Liouville integrability of x˙ = X, readily extend to the
case of Hamiltonian formalism over the complex over a Lie algebra A associated with a representation π of
A, see Example 2.2 of [5]. This setting is very general and naturally includes the most of interesting cases
when the underlying manifold M is infinite-dimensional.
The desired extension is achieved by passing from bivectors to the skew-symmetric operators P : Ω1 → A,
where Ω1 is the set of all linear mappings from A to π, and replacing a) the notion of nondegeneracy of a
bivector by that of invertibility of the operator, b) the condition H2(M) = 0 by the requirement of triviality
of the second cohomology for the complex in question. The standard Hamiltonian formalism over a finite-
dimensional manifold M is recovered if we take for the complex in question the de Rham complex of M [5].
Moreover, Propositions 1 and 2 and Corollaries 1–4 in fact remain valid (after performing the above
replacement) within the framework of Hamiltonian formalism over an arbitrary (Ω, d)-complex over a Lie
algebra A with nondegenerate pairing between A and Ω1, see Ch. 2 of [5] for more details on such complexes.
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The key example of an infinite-dimensional (Ω, d)-complex undoubtedly is that of formal calculus of
variations, see e.g. [5] for further details, and cf. [38] for a somewhat different approach to the Hamiltonian
formalism for PDEs. Let us briefly recall some basic properties of this complex for the case of one space
variable x (x ∈ R or x ∈ S1) and n dependent variables, essentially following [5, 6].
Consider an algebra Aj of locally analytic functions of x, t,u,u1, . . . ,uj , where uk = (u
1
k, . . . , u
n
k)
T are
n-component vectors, u0 ≡ u, and let A =
⋃∞
j=0Aj. We shall call the elements of A local functions. Let us
make A into a differential algebra by introducing a derivation
D ≡ Dx = ∂/∂x+
∞∑
j=0
uj+1∂/∂uj .
Denote by ImD the image of D in A, and let A˜ = A/ ImD. Following the tradition, denote the canonical
projection ρ : A → A˜ by
∫
dx. Then we have the following ‘formal integration by parts’ formula valid for
any f, g ∈ A: ∫
fD(g)dx = −
∫
gD(f)dx.
Informally, x plays the role of the space variable, and D is the total x-derivative, cf. e.g. [6], so one often
writes ∂ju/∂xj instead of uj.
We take for A the Lie algebra of evolution vector fields (EVFs) of the formX=
∑∞
m=0
∑n
p=1D
m(hp)∂/∂upm;
h = (h1, . . . , hn)T is called the characteristics of X, hp ∈ A. The characteristics of the commutator [X,Y ]
of two EVFs is given by Y (h)−X(g), where h and g are characteristics of X and Y , respectively, see e.g.
[6]. Clearly, the characteristics are in one-to-one correspondence with the EVFs, so in what follows we shall
identify the EVFs with their characteristics, cf. e.g. [6].
We have Ω0 = A˜, and Ω1 consists of the vertical one-forms ω =
∑n
p=1 γpdu
p, where γp ∈ A. The pairing
between A and Ω1 is given by
〈X,ω〉 =
∫ n∑
p=1
γph
pdx.
Introduce in A the operator of variational derivative (see e.g. [5, 6])
δ/δu =
∞∑
m=0
(−D)m∂/∂um.
Then the differential of F =
∫
fdx ∈ A˜ reads dF =
∑n
r=1 δf/δu
rdur.
Let P be a Hamiltonian operator of the form
P =
q∑
m=0
amD
m +
p∑
κ=1
Gκ ⊗D
−1 ◦ γκ,
where q ≥ 0, ai are s × s matrices with entries from A, Gκ,γκ ∈ A
s (in fact, Gκ,γκ ∈ A). Then, or even
more broadly, for P that can be written as a formal series of the form
∑q
m=−∞ amD
m, Propositions 1, 2
and 4 and Corollaries 1–5 remain valid, if we replace the requirement of nondegeneracy of P or the condition
of local constancy of rank of P along with dimkerP ≤ 1 by det aq 6= 0 and allow for nonlocalities (like e.g.
D−1(ζ) for some ζ ∈ A) in the characteristics of τ and τ˜ .
Consider e.g. the operators of the form
P ij = gij(u)D +
n∑
k=1
bijk (u)u
k
x +
r∑
α=1
n∑
k,l=1
ǫα(w
α(u))iku
k
xD
−1 ◦ (wα(u))jl u
l
x,
P˜ ij = g˜ij(u)D +
n∑
k=1
b˜ijk (u)u
k
x +
r˜∑
α=1
n∑
k,l=1
ǫ˜α(w˜
α(u))iku
k
xD
−1 ◦ (w˜α(u))jl u
l
x,
where ǫα and ǫ˜α are constants satisfying (ǫα)
2 = 1 and (ǫ˜α)
2 = 1.
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These operators have a common scaling τ0 = xux. Hence, if det g
ij 6= 0, Proposition 2 and Corol-
lary 3 with τ0 = xux and µ = ν = 1 provide easily verifiable criteria for compatibility of P and P˜ and
for P˜ = Lτ (P ) to be a Hamiltonian operator if so is P . The operators of this type were introduced by
Ferapontov [39], and we refer the reader to this paper for the conditions under which these operators are
Hamiltonian and the discussion of their properties.
Consider now the complex of formal calculus of variations for the case of two dependent variables u1 ≡ u
and u2 ≡ v (so ux ≡ u
1
1, vx ≡ u
2
1), and two skew-symmetric operators [40]
P =
(
0 D
D 2D
)
, P˜ =
(
2uD + ux −D
2 + vD + 2uD + 2ux
D2 + vD + vx + 2uD 4vD + 2vx
)
.
Informally, the role of manifold M is played here by an appropriate functional space (e.g. the Schwartz
space) of two-component smooth functions (u, v) of x, cf. e.g. [5, 7].
For τ0 = (xux+u, xvx+v)
T we have Lτ0(P ) = 0 and Lτ0(P˜ ) = P˜ . The operator P is obviously Hamilto-
nian, as it is of odd order and has constant coefficients, cf. e.g. [5, 6]. Since (8) and (9) are easily seen to hold
with µ = 0 and ν = 1, our Corollary 3 reconfirms that P˜ is [40] a Hamiltonian operator compatible with P .
What is more [40], X = (12D(−ux + 2uv − u
2), 12D(vx − 2ux − 2u
2 + 2uv + v2))T is Hamiltonian with
respect to P : X = PdH for H = (1/2)
∫
(−uxv − u
2v + uv2)dx. We also have P˜ = Lτ (P ), where τ = −P˜ γ,
γ = (−2xu+xv, xu)T , and LX(P˜ ) = 0, so by Corollary 4 X is locally bi-Hamiltonian with respect to P and
P˜ = Lτ (P ). In fact, X is globally bi-Hamiltonian [40], as X = P˜ dH˜ for H˜ = (1/2)
∫
(uv − v2)dx.
Thus, we have reconfirmed (cf. [40]) the bi-Hamiltonian nature of the modified dispersive water wave
system
ut =
1
2
D(−ux + 2uv − u
2), vt =
1
2
D(vx − 2ux − 2u
2 + 2uv + v2).
For another example, consider the complex of formal calculus of variations [5] for the case of one space
variable x and n dependent variables ui, and a skew-symmetric operator P of Dubrovin–Novikov type
[31, 32], cf. also [39],
P ij = gij(u)D +
n∑
k=1
bijk (u)u
k
x, (11)
where u = (u1, . . . , un)T , ukx ≡ u
k
1 , and the indices i, j, k, . . . run from 1 to n. The role of the manifold M is
now played by the loop space, i.e., the space of smooth mappings from S1 with a local coordinate x to an
n-dimensional manifold N with local coordinates ui, see e.g. [13, 31, 32] for details.
Recall [31, 32] that P (11) with det gij 6= 0 is a Hamiltonian operator if and only if gij is a flat (pseudo-)
Riemannian metric on N and bijk = −
∑n
m=1 g
imΓjmk, where Γ
j
mk is the Levi-Civita connection associated
with gij : Γkij = (1/2)
∑n
s=1 g
ks(∂gsj/∂xi + ∂gis/∂xj − ∂gij/∂xs).
For P (11) and τ = τ(u) we have (see e.g. [13])
(Lτ (P ))
ij =
n∑
s=1
(
τ s ∂g
ij
∂us
− gsj ∂τ
i
∂us
− gis ∂τ
j
∂us
)
D +
n∑
s,k=1
(
τ s
∂b
ij
k
∂us
− bsjk
∂τ i
∂us
− bisk
∂τ j
∂us
+ bijs
∂τs
∂uk
− gis ∂
2τ j
∂us∂uk
)
ukx.
Proposition 5 Let P be a Hamiltonian operator of the form (11) with det gij 6= 0. Then a skew-symmetric
operator P˜ of Dubrovin–Novikov type is a Hamiltonian operator compatible with P if and only if there exist
local vector fields τ = τ(u) and τ˜ = τ˜(u) on N such that locally we have P˜ = Lτ (P ) and L
2
τ (P ) = Lτ˜ (P ).
Let us stress that τ and τ˜ depend here solely on u. In particular, they do not involve uj with j ≥ 1.
Proposition 5 is proved along the very same lines as Proposition 4, with usage of the following lemma.
Lemma 1 Suppose that P is a Hamiltonian operator of the form (11) with det gij 6= 0. Then for any skew-
symmetric operator P˜ of Dubrovin–Novikov type (not necessarily Hamiltonian) that satisfies [P˜ , P ] = 0 there
exists a local vector field τ = τ(u) on N such that P˜ can be written locally as P˜ = Lτ (P ).
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Proof of the lemma. According to [31, 32] (see also [41] for a more formal setting) any Hamiltonian
operator P of the form (11) with det gij 6= 0 can be locally transformed into a Hamiltonian operator with
constant coefficients of the form
P ijcan = g
ij
0 D, (12)
where gij0 = 0 for i 6= j and g
ii
0 satisfy (g
ii
0 )
2 = 1, via an invertible transformation u 7→ u˜ = f(u). But for
P = Pcan our lemma holds by Proposition 1 of [42], cf. also [13], and we obtain the desired result in full
generality by just going back from u˜ to u. 
Thus, the classification of compatible Hamiltonian operators of Dubrovin–Novikov type essentially
amounts, at least locally, to the classification of pairs of vector fields τ and τ˜ on N such that L2τ (P ) = Lτ˜ (P )
for P = Pcan (12). In particular, in this way we can recover the quasihomogeneous Hamiltonian pairs con-
structed by Dubrovin in [43] using the theory of Frobenius manifolds. For τ˜ = 0 we come back to the case
analysed by Fordy and Mokhov [12]. The comparison of the classification results obtained in our approach
with e.g. those of Mokhov [44] will be the subject of our future work.
Consider now the systems of hydrodynamic type, that is, the systems of the form ut = A(u)ux, where
A(u) is an n× n matrix [31, 32]. Proposition 5 immediately yields the following analog of Corollary 5.
Corollary 6 Consider a Poisson bivector P of Dubrovin–Novikov type with det gij 6= 0 and an evolutionary
vector field X = (A(u)ux)∂/∂u such that LX(P ) = 0. Then X is locally bi-Hamiltonian with respect to
P and some other Poisson bivector P˜ of Dubrovin–Novikov type if and only if there exist local vector fields
τ(u) and τ˜(u) on N such that locally we have Lτ (P ) 6= 0, LX(Lτ (P )) = 0, L
2
τ (P ) = Lτ˜ (P ), and P˜ can be
locally written as Lτ (P ).
Remark 2 In analogy with Remark 1, let us call a Poisson pencil P associated with compatible Hamiltonian
operators P0, P1 of Dubrovin–Novikov type regular if there exist constants λ and µ such that P = λP0+µP1
has det gij 6= 0. Let P˜ = λ˜P0+ µ˜P1 be linearly independent of P . Then we can restate Corollary 6 as follows:
An evolutionary vector field X = (A(u)ux)∂/∂u is locally bi-Hamiltonian with respect to a regular
Poisson pencil P of Hamiltonian operators of Dubrovin–Novikov type if and only if LX(P ) = 0 and there
exist local vector fields τ and τ˜ on N such that locally we have Lτ (P ) 6= 0, LX(Lτ (P )) = 0, L
2
τ (P ) = Lτ˜ (P ),
and P˜ can be locally written as Lτ (P ).
This reformulation of Corollary 6 gives necessary and sufficient conditions for existence of a regular
Poisson pencil of Hamiltonian operators of Dubrovin–Novikov type such that a given EVF (A(u)ux)∂/∂u
is locally bi-Hamiltonian with respect to this Poisson pencil (cf. Remark 1). Moreover, we expect that
this result can be efficiently employed for the classification of such EVFs and associated bi-Hamiltonian
hydrodynamic type systems, and we plan to address this issue elsewhere.
7 Conclusions
We have shown above that [L2τ (P ), P ] = 0 is a necessary and sufficient condition for P˜ = Lτ (P ) to be a
Poisson bivector, if so is P . This enabled us to benefit from the powerful results of [27] on the Lichnerowicz–
Poisson cohomology and obtain new easily verifiable necessary and sufficient conditions for existence of
Poisson bivectors compatible with a given Poisson bivector and for transformability of a given dynamical
system into a bi-Hamiltonian form.
For instance, when P and P˜ have a common scaling, the verification of their compatibility and of the
conditions for P˜ = Lτ (P ) to be a Poisson bivector along the lines of Proposition 2 and Corollary 3 is
considerably easier than the cumbersome direct computation of the corresponding Schouten brackets, espe-
cially in the infinite-dimensional case, as the application of our results requires just the computation of Lie
derivatives that can be readily performed using the computer algebra software like Maple or Mathematica.
Moreover, unlike e.g. Theorem 5.1 of [24], our results provide not merely sufficient but necessary and suf-
ficient conditions ensuring that for a given dynamical system x˙ = X there exists a regular or weakly regular
Poisson pencil such that x˙ = X is locally bi-Hamiltonian with respect to this pencil, see Remark 1 for details.
We believe that this result will enable one to perform a complete classification of such dynamical systems.
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The results of Propositions 3, 4 and 5 enable us to perform, at least in certain cases, a ‘partial integration’
of the system [P˜ , P ] = [P˜ , P˜ ] = 0 by replacing it with P˜ = Lτ (P ) and L
2
τ (P ) = Lτ˜ (P ). The latter system
is much easier to solve just because it is generally easier to find a couple of vectors than a skew-symmetric
rank two tensor, cf. [24].
Thus, we can classify the Poisson bivectors compatible with a given Poisson bivector P of locally constant
rank with dimkerP ≤ 1 using Propositions 3 and 4 after bringing P into canonical form using the Darboux
theorem. We expect that a similar approach, based on the local description of H2P (M), could be extended to
the case of dimkerP > 1 as well. The classification of Hamiltonian operators of Dubrovin–Novikov type also
can be performed in a similar fashion, see Section 6 above. It would be interesting to compare the results
obtained in this way with those found by other known classification methods, for instance from [8]–[11], and
[44], and to find out whether one can extend the results of present paper to the case of Dirac [5] and Jacobi
(see e.g. [45]) structures. We plan to address these issues in our future work.
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