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DOUBLE BRUHAT CELLS IN KAC-MOODY GROUPS AND
INTEGRABLE SYSTEMS
HAROLD WILLIAMS
Abstract. We construct a family of integrable Hamiltonian systems generalizing the rela-
tivistic periodic Toda lattice, which is recovered as a special case. The phase spaces of these
systems are double Bruhat cells corresponding to pairs of Coxeter elements in the affine Weyl
group. In the process we extend various results on double Bruhat cells in simple algebraic
groups to the setting of Kac-Moody groups. We also generalize some fundamental results
in Poisson-Lie theory to the setting of ind-algebraic groups, which is of interest beyond our
immediate applications to integrable systems.
1. Introduction
This paper describes a class of completely integrable Hamiltonian systems generalizing
the relativistic periodic Toda lattice, introduced in [Rui90]. We identify the phase space
of this particular system with a double Bruhat cell of the A
(1)
n affine Kac-Moody group,
and its Hamiltonians with restrictions of invariant functions. This refines the well-known
observation that it admits a Lax form which is Hamiltonian with respect to the Poisson-Lie
bracket induced by the trigonometric r-matrix [Sur91]. A larger family of systems can then be
obtained by transporting the construction to other double Bruhat cells and other groups. On
a general double Bruhat cell the invariant functions will not necessarily restrict to a maximal
set of Poisson-commuting functions, but we show that a sufficient condition for this is that
the cell correspond to a pair of Coxeter elements in the affine Weyl group. This construction
generalizes that of [HKKR00], which treated semisimple algebraic groups and where the term
Coxeter-Toda lattice was introduced for the resulting systems.
The double Bruhat cells of a semisimple algebraic group are fundamental objects in Poisson-
Lie theory, total positivity, and the theory of cluster algebras [FZ99, BFZ05]. Our construc-
tion requires an extension of various results on these cells to the setting of Kac-Moody groups.
In particular, we show that the double Bruhat cells of a symmetrizable Kac-Moody group
are smooth finite-dimensional Poisson varieties equipped with distinguished factorization co-
ordinates generalizing those of [FZ99].
One of the main challenges in this extension is the absence of an adequate foundation
for the Poisson-Lie theory of ind-algebraic groups. Accordingly, we include a self-contained
treatment of the necessary infinite-dimensional Poisson-Lie theory, which is of interest beyond
our immediate application. Though Poisson brackets on loop groups have a long history in
mathematical physics, they are often dealt with less precisely than their finite-dimensional
counterparts. Our results provide one general framework in which they can be treated rigor-
ously.
Another family of generalized relativistic Toda systems was introduced recently in [EFS11].
These systems are constructed from certain periodic dimer models, following [GK11]. Their
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phase spaces are moduli spaces of flat line bundles on a bipartite graph, and their Hamilto-
nians are derived from the dimer partition function. As shown in [FM12], this provides a
complementary description of the systems we construct in type A
(1)
n . We note in passing that
applications of relativistic Toda systems to gauge theory (as in [Nek98]) are the principal
motivation for their study in [EFS11].
The connection of relativistic Toda systems with double Bruhat cells lets us exploit the
combinatorial structure of the latter in a number of ways. For example, we introduce and
make essential use of the affine version of the factorization coordinates introduced in the
study of total positivity [FZ99]. These coordinates are closely related with the cluster al-
gebra structure on the coordinate ring of the double Bruhat cell [Wil12], and are crucial
for understanding the relationship between our systems and those constructed from dimer
models [Mar12]. Moreover, we will see that total positivity provides the natural link between
our complex-algebraic construction and the usual real form of the relativistic Toda system.
Finally, the theory of cluster algebras provides a natural setting for the study of discrete sym-
metries of integrable systems, for example as worked out in detail for the GLn Coxeter-Toda
systems in [GSV11].
The layout of the paper is as follows. In Section 2 we recall the needed background
on affine Kac-Moody algebras and groups. Section 3 is devoted to the Poisson-Lie theory
of ind-algebraic groups, in particular symmetrizable Kac-Moody groups and their standard
Poisson structure. In Section 4 we prove some geometric results about double Bruhat cells
in Kac-Moody groups, and in particular describe their factorization coordinates and Poisson
brackets. Finally, in Section 5 we show that the reduced Coxeter double Bruhat cells of
an affine Kac-Moody group possess canonical integrable systems, and derive the relativistic
Toda lattice from this point of view.
Acknowledgments. I would like to thank Nicolai Reshetikhin for his generous sup-
port and for suggesting the topic of this publication. I also thank Kevin Schaeffer, Theo
Johnson-Freyd, Ed Frenkel, David Kazhdan, and Lauren Williams for valuable discussions
and comments. This research was supported by NSF grant DMS-0901431 and the Centre for
Quantum Geometry of Moduli Spaces at Aarhus University.
2. Background on Kac-Moody Algebras and Groups
In this section we recall the needed background on Kac-Moody algebras and groups, paying
particular attention to the affine case [Kac94, Kum02, Mat88].
2.1. Kac-Moody Algebras. A generalized Cartan matrix C is an r×r integer matrix such
that
(1) Cii = 2 for all 1 ≤ i ≤ r
(2) Cij ≤ 0 for i 6= j
(3) Cij = 0 if and only if Cji = 0.
To the matrix C is associated a Lie algebra g := g(C). The Cartan subalgebra h ⊂
g contains simple coroots {h1, . . . , hr}, its dual contains simple roots {α1, . . . , αr}, and
these satisfy 〈αj |hi〉 = Cij . The algebra g is generated by h and the Chevalley generators
{e1, f1, . . . , er, fr}, subject to the relations
(1) [h, h′] = 0 for all h, h′ ∈ h
(2) [h, ei] = 〈αi|h〉ei, [h, fi] = −〈αi|h〉fi for all h ∈ h
(3) [ei, fi] = hi
(4) [ei, fj] = ad(ei)
1−Cijej = ad(fi)
1−Cijfj = 0 for all i 6= j.
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We assume throughout that C is symmetrizable; that is, there exist positive numbers
di such that diCij = djCji for all i, j. In this case there is a corresponding symmetric
nondegenerate invariant bilinear form on g. It restricts nondegenerately to h, and may be
normalized so that ‖αi‖2 = di.
The roots of g are the elements α ∈ h∗ such that
gα = {X ∈ g | [h,X] = 〈α|h〉X for all h ∈ h}
is nonzero. Any nonzero root is a sum of simple roots with either all positive or all negative
integer coefficients, and we say it is positive or negative accordingly. We then have subalgebras
n+ =
⊕
α>0
gα, n− =
⊕
α<0
gα.
If g′ denotes the derived subalgebra of g and h′ =
⊕r
i=1Chi, then we have vector space
decompositions
g = n− ⊕ h⊕ n+, g
′ = n− ⊕ h
′ ⊕ n+.
The Weyl group W of g is the subgroup of Aut(h∗) generated by the simple reflections
si : β 7→ β − 〈β|hi〉αi.
A nonzero root is said to be real if it is conjugate to a simple root under W , and imaginary
otherwise. A reduced word for an element of W is an expression w = si1 · · · sin such that n
is as small as possible; the length ℓ(w) is then defined as the length of such a reduced word.
The set of dominant integral weights is P+ := {λ ∈ h
∗ : 〈λ|hi〉 ≥ 0 for all 1 ≤ i ≤ r}.
For each λ ∈ P+ there is an irreducible g-representation L(λ) with highest weight λ, unique
up to isomorphism. The representation L(λ) is the direct sum of finite-dimensional h-weight
spaces, and its graded dual L(λ)∨ is an irreducible lowest-weight representation.
We say g(C) is of finite type if C is positive definite, and affine type if C is positive
semidefinite. In the former case it is a finite-dimensional semisimple Lie algebra, while in the
latter it admits an alternative description in terms of loop algebras.
More precisely, let g(C) be a semisimple Lie algebra with Cartan matrix C. Its loop algebra
Lg := g(C)⊗ C[z±1] has a universal central extension L˜g := Cc⊕ Lg with bracket
[Xzm +Ac, Y zn +Bc] = [X,Y ]zm+n + δm+n,0〈X,Y 〉c.
The action of ddz on Lg by derivations extends to an action on L˜g, so we have the semidirect
product L̂g := C ddz ⋉ L˜g. There is an extended Cartan matrix C˜ such that L̂g
∼= g(C˜) and
L˜g ∼= g′(C˜). To form C˜ we adjoin an extra row and column to C by setting
C0,0 = 2, Ck,0 = −θ(hk), and C0,i = −αi(hθ).
Here θ =
∑r
i=1 θiαi is the highest root of g(C), and we will always normalize the form on
g(C) so that 〈θ, θ〉 = 2 (to simplify later formulas we will also use the convention θ0 = 1).
Note that we index the simple roots of a general Kac-Moody algebra by {1, . . . , r}, while we
index affine simple roots by {0, . . . , r}. Every affine Kac-Moody algebra is either of the form
L̂g or a twisted version thereof; for simplicity we will only consider the former case.
2.2. Kac-Moody Groups. To a generalized Cartan matrix C we may also associate a group
G, which is a simply-connected complex algebraic group when C is of finite type [KP83a,
Kum02]. In general G is an ind-algebraic group, and shares many important properties with
the simple algebraic groups, in particular a Bruhat decomposition and generalized Gaussian
factorization.
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For each real root α, G contains a one-parameter subgroup xα(t), and is generated by these
together with the Cartan subgroup H (for simple roots, we will write x±i(t) := x±αi(t)). We
denote the subgroups generated by the positive and negative real root subgroups by U+ and
U−, respectively, and we also have the positive and negative Borel subgroups B± := H ⋉ U±.
If N(H) is the normalizer of H in G, then N(H)/H is isomorphic with the Weyl group. In
particular, the simple reflections sα have representatives in G of the form
(2.1) sα = xα(1)x−α(−1)xα(1).
Recall that an ind-variety X is the union of an increasing sequence of finite-dimensional
varieties Xn whose inclusions Xn →֒ Xn+1 are closed embeddings [Sha81]. We say a map
X
φ
−→ Y of ind-varieties is regular if for all i ∈ N there exists an n(i) such that φ(Xi) ⊂ Yn(i)
and the restrictions Xi
φ|Xi−−−→ Yn(i) are regular. If the Xn are affine, the coordinate ring of X
is
C[X] = lim
←−
C[Xn],
topologized as an inverse limit of discrete vector spaces; regular maps of affine ind-varieties
induce continuous homomorphisms between their coordinate rings. We can also form products
of ind-varieties in the obvious way.
Definition 2.2. An ind-algebraic group (or ind-group) X is an ind-variety with a regular
group operation X ×X → X.
To define the ind-group structure on G, consider the integrable g-representation
V =
dim(H)⊕
i=1
(L(ωi)⊕ L(ωi)
∨).
Here the ωi are a Z-basis of Hom(H,C
∗) ⊂ h∗ such that 〈ωi|hj〉 = δi,j for 1 ≤ i ≤ r. The
group G acts on integrable highest weight representations of g and their restricted duals,
hence on V . If vi and v
∨
i are the highest and lowest weight vectors of L(ωi) and L(ωi)
∨,
respectively, the map g 7→ g ·
∑r
i=1(vi + v
∨
i ) embeds G injectively into V . We may filter V
by finite direct sums of its weight spaces, and the intersections of G with these are closed
subvarieties that define an ind-group structure on G [Kum02, 7.4.14]. The subgroups H, U±,
and B± are then closed subgroups.
Proposition 2.3. ([Kum02, 6.5.8 and 7.4.11]) The multiplication map U−×H ×U+ → G is
a biregular isomorphism onto an open subvariety G0. Thus for any g ∈ G0 we may write
g = [g]−[g]0[g]+
for some unique [g]± ∈ U± and [g]0 ∈ H. Moreover, the maps
G0 → U± (resp. H) g 7→ [g]± (resp. [g]0)
are regular.
Proposition 2.4. ([Kum02, 7.4.2]) The double coset decomposition of G with respect to B±
can be written as
G =
⊔
w∈W
B+w˙B+ =
⊔
w∈W
B−w˙B−.
Here w˙ is any representative for w in G. In particular, G is a disjoint union of the double
Bruhat cells
Gu,v := B+u˙B+ ∩ B−v˙B−.
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For any w ∈W we have closed subgroups
U±(w) := U± ∩ w˙
−1U∓w˙, U
′
±(w) := U± ∩ w˙
−1U±w˙.
The U±(w) are ℓ(w)-dimensional unipotent groups. As above, w˙ is some representative of w
in G, but the resulting subgroup is independent of this choice.
Proposition 2.5. ([Kum02, 6.1.3]) For any w ∈W , the multiplication maps
U±(w)× U
′
±(w)→ U±
are biregular isomorphisms.
Proof. That these are bijections follows from [Kum02, 6.1.3]. The inverse map is regular
since the projection maps from U± to U±(w), U
′
±(w) are: we can write them as conjugation
by w˙ followed by the maps g 7→ [g]± of Proposition 2.3. 
The Bruhat decomposition then admits the following refinement:
Corollary 2.6. The natural maps
U± → U±(w)w˙B±/B±, g 7→ gw˙B±
are biregular isomorphisms. In particular, the Bruhat cells can be written as
B±w˙B± = U±(w)w˙B±.
For each simple root α, G′ has a corresponding SL2 subgroup Gα generated by x±α(t). In
Theorem 3.10 we will use the following observation:
Proposition 2.7. G′ is generated by the simple root SL2 subgroups Gα.
1
Proof. It suffices to show that the real root 1-parameter subgroups lie in the subgroup gen-
erated by the Gα, since these generate G
′. By definition a real root β is one of the form w(α)
for some simple root α and w ∈W . Then we can write the subgroup xβ(t) as w˙xα(t)w˙
−1 for
any representative w˙ of w in G′. But by eq. (2.1) this can be written in terms of simple root
1-parameter subgroups. 
Remark 2.8. We could also consider a completed version of the Kac-Moody group G, as in
[Kum02, 6.1.16]. In the affine case, this corresponds to using the formal loop group rather
than the polynomial loop group. However, only the smaller group G has a double Bruhat
decomposition, since the completed group does not have a Bruhat decomposition with respect
to B−. Furthermore, the formal loop group does not admit evaluation representations, so
it is not the right object to consider in the context of the integrable systems constructed in
Section 5.
2.3. Affine Kac-Moody Groups. In affine type the group G admits an alternative descrip-
tion as the central extension of a loop group. Let C be a finite type Cartan matrix, G the
corresponding simply connected complex algebraic group with Lie algebra g, and G the Kac-
Moody group of the extended matrix C˜. If LG := G(C[z±1]) is the group of regular maps
from C∗ to G, there is a universal central extension
1 −→ C∗ −→ L˜G −→ LG −→ 1
1Since G′ is infinite-dimensional it does not suffice to observe that the Lie algebras of the Gα together
generate g. For example, the Lie algebra of U+ ⊂ L˜SL2 is generated by the two simple positive root spaces,
yet U+ is not generated by any proper subcollection of the 1-parameter positive root subgroups [KP83a].
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and an isomorphism G′ ∼= L˜G. The rotation action of C∗ on LG extends to L˜G, and G is
isomorphic with the semidirect product C∗ ⋉ L˜G [Kum02, 13.2.9].
The central extension splits canonically over the subgroups G(C[z]) and G(C[z−1]) of LG,
so we have C∗ ×G(C[z]),C∗ ×G(C[z−1]) ⊂ L̂G. Evaluation at z = 0 gives a homomorphism
C∗ × G(C[z]) → G, and B+ is the preimage of the positive Borel subgroup of G. Similarly
B− ⊂ C
∗ ×G(C[z−1]) is the preimage of the negative Borel subgroup of G under evaluation
at z =∞ [Kum02, 13.2.2]. The Cartan subgroup H˜ of L˜G splits as the product of the center
of L˜G and the Cartan subgroup H of G, embedded as constant maps (we write the Cartan
subgroup of an affine Kac-Moody group as H˜ to distinguish it from the Cartan subgroup of
G).
A faithful n-dimensional G-representation yields a closed embedding G →֒ Matn×n, hence
an inclusion LG →֒ Matn×n ⊗ C[z
±1]. The subsets
LGm :=
{
A(z) =
m∑
k=−m
Akijz
k : A(z) ∈ LG
}
⊂ Matn×n ⊗ C[z
±1]
are affine varieties, and the natural maps LGm →֒ LGm+1 are closed embeddings. This
defines an ind-variety structure on LG, which is independent of the choice of representation.
It is clear that under this ind-variety structure the evaluation maps LG → G are regular;
the same cannot be said of the ind-variety structure LG inherits as a Kac-Moody group.
Our discussion of double Bruhat cells is based on the latter structure, but for integrable
systems we will consider functions pulled back along evaluation maps. Thus to ensure these
yield regular functions on double Bruhat cells we must verify the compatibility of the two
ind-variety structures. This is essentially well-known, but for convenience we include a proof.
We use LGpol to refer to LG with the ind-variety structure described in this section, and
LGKM to refer to the ind-variety structure described in Section 2.2.
Proposition 2.9. The ind-variety structures LGpol and LGKM are equivalent. That is, the
identity map is a biregular isomorphism between them.
Proof. We first show that the induced structures (U±)pol and (U±)KM are equivalent (note
that U± is manifestly a closed subgroup of LGpol). If w◦ is the longest element of the Weyl
group of G, U ′−(w◦) and U−(w◦) are closed subgroups of LGpol, and Proposition 2.5 is clearly
true for (U±)pol. Thus showing the claim for U± reduces to showing it for U
′
±(w◦).
We now invoke the corresponding theorem about the affine GrassmannianX := LG/G(C[z]) =
L˜G/P, where P ⊂ L˜G is the parabolic subgroup corresponding to the subset {α1, . . . , αr} ⊂
{α0, . . . , αr} of simple affine roots. Like LG, X has two equivalent but a priori distinct
ind-variety structures [Kum02, 13.2.18]. First, it is a disjoint union of Schubert cells Xw =
B+w˙P/P, and is filtered by finite-dimensional projective varieties
Xn =
⋃
ℓ(w)≤n
Xw.
Alternatively, X can be written as an increasing union of closed subvarieties of finite-dimensional
Grassmannians. We refer the reader to [Kum02, 13.2.15] for the precise construction, noting
only that it is clear that LGpol acts regularly on X. In particular, U
′
−(w◦)pol acts faithfully
on the dense open subset of L˜G0/P, and U
′
−(w◦)pol
∼= G0/P ∼= U
′
−(w◦)KM . The claim for U+
follows similarly.
In particular, the two ind-variety structures on U−×H ×U+ coincide. By Proposition 2.3
this is isomorphic with an open subset LG0 ⊂ LGKM . But it is clear that LG0 is open in
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LGpol, and that Proposition 2.3 holds for LGpol. Thus the two ind-variety structures on L˜G0
are equivalent, and since the translates of L˜G0 form an open cover of LG the proposition
follows.

Remark 2.10. All but finitely many of the varieties used in either definition of the ind-
variety structure are singular, and unavoidably so: in [FGT08] it was shown that X and LG
cannot be written locally as an increasing union of smooth subvarieties. Thus LG is not a
complex manifold, even though we have the following property: for any g ∈ LG the canonical
map
lim
←−
Sym∗(mi(g)/mi(g)
2)→ lim
←−
∞⊕
n=0
mi(g)
n/mi(g)
n+1
is an isomorphism, where mi(g) ⊂ C[LGi] is the vanishing ideal of g [Kum02, 4.3.7].
3. Infinite-Dimensional Poisson-Lie Theory
In this section we extend several essential results of Poisson-Lie theory to the setting of
ind-algebraic groups, and Kac-Moody groups in particular. Recall that a Poisson-Lie group
is a Lie group equipped with a Poisson structure such that the group operation G×G→ G
is a Poisson map; we refer to [KS96, CP94, RSTS94] for a detailed exposition in the finite-
dimensional case.
3.1. Standard Poisson-Lie Structure on SL2. We briefly review the standard Poisson
structure on SL2; this is both a model for the general case, and essential for the explicit
computations we will perform in Section 4.3. The Lie algebra sl2 has generators
X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
,
and an invariant form unique up to fixing the scalar d := 2(H,H) . If Ωd ∈ g ⊗ g is the
corresponding Casimir, we write Ωd = Ω+− +Ω0 +Ω−+, where Ω0 ∈ h⊗ h,Ω+− ∈ n+ ⊗ n−,
and Ω−+ ∈ n− ⊗ n+. We have the standard quasitriangular r-matrix is
(3.1) r = Ω0 + 2Ω+− = d(
1
2
H ⊗H + 2X ⊗ Y ).
That is, r is a solution of the classical Yang-Baxter equation
[r12, r13] + [r12, r23] + [r13, r23] = 0,
and its symmetric part is adjoint invariant [CP94, 2.1.11].
Trivializing the tangent bundle by right translations, we define a Poisson bivector whose
value at g ∈ SL2 is Adg(r)− r. The resulting tensor is skew-symmetric since the symmetric
part of r is invariant, and its compatibility with the group structure is immediate by construc-
tion. Moreover, the Yang-Baxter equation implies the Jacobi identity for the corresponding
Poisson bracket [KS96, 4.2].
Given the parametrization
SL2 =
{(
A B
C D
)
: AD −BC = 1
}
,
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the Poisson brackets of the coordinate functions are
{B,A} = dAB, {B,D} = −dBD, {B,C} = 0,
{C,A} = dAC, {C,D} = −dCD, {D,A} = 2dBC.
To notate the dependence of the bracket on d, we denote the corresponding Poisson algebraic
group by SL
(d)
2 .
3.2. Poisson Ind-Varieties. In this section we introduce a basic formalism for infinite-
dimensional Poisson algebraic geometry. All ind-varieties are tacitly taken to be affine unless
stated otherwise.
Definition 3.2. A Poisson ind-variety is an ind-variety X with a Poisson bracket on C[X],
continuous as a map C[X]⊗ C[X]→ C[X]. A Poisson map is a regular map of ind-varieties
which intertwines the Poisson brackets on their coordinate rings.
Whenever V = lim
←−
Vi and W = lim←−
Wi are inverse limits of (discrete) vector spaces, we
have the completed tensor product V ⊗̂W := lim
←−
Vi ⊗Wi. For example, if X and Y are ind-
varieties, C[X]⊗̂C[Y ] is just the coordinate ring of X × Y . V ⊗W sits in V ⊗̂W as a dense
subspace with respect to its inverse limit topology, and whenever we refer to a topology on
V ⊗W (as in the preceding definition) we mean its subspace topology.
Remark 3.3. The role of the inverse limit topology on V is to restrict our attention to
operations that can be defined through the Vi. A linear map φ : V →W is continuous if and
only if for each i and all k ≫ 0 there are linear maps φki : Vk → Wi which commute with
each other, the maps defining the inverse systems, and φ in the obvious ways (note that for
each i, φki is defined for k sufficiently large, but how large k must be depends on i). In other
words, taking the inverse limit is a full and faithful functor from the category of pro-vector
spaces indexed by N to the category of topological vector spaces. This allows us to go back
and forth between topological statements about V and purely algebraic statements about the
Vi. In particular, we have the following useful observation:
Lemma 3.4. Let φ : V → A and ψ : W → B be continuous linear maps between inverse
limits of discrete vector spaces (indexed by N). Then φ ⊗ ψ extends continuously to a map
φ⊗̂ψ : V ⊗̂W → A⊗̂B of completed tensor products.
Proof. Since φ and ψ are continuous, they are determined by collections of maps {φki : Vk →
Ai | k ≫ 0} and {ψki : Wk → Bi | k ≫ 0} as above. But then for each i we have linear maps
φki ⊗ ψki : Vk ⊗Wk → Ai ⊗ Bi for k sufficiently large. These readily satisfy the necessary
compatibility requirements, hence yield a continuous linear map φ⊗̂ψ : V ⊗̂W → A⊗̂B. 
Proposition 3.5. For any Poisson ind-varieties X and Y , X × Y has a canonical Poisson
structure.
Proof. The bracket on C[X] ⊗ C[Y ] ⊂ C[X × Y ] may be given by the usual formula {f ⊗
φ, g ⊗ψ}X×Y := {f, g}X ⊗ φψ+ fg⊗{φ,ψ}Y . The fact that this extends to all of C[X × Y ]
follows from Lemma 3.4 and the continuity of the brackets on X and Y . 
Definition 3.6. A Poisson Ind-Group is an ind-algebraic group G which is a Poisson ind-
variety and whose group operation G×G→ G is Poisson.
As in the case of SL2, it will be convenient to define Poisson brackets implicitly by providing
a bivector field. However, the groups we are interested in need not be inductive limits of
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smooth varieties (see Remark 2.10), so we must be careful in discussing their tangent bundles.
The following proposition guarantees that nonetheless the trivialized tangent bundle behaves
as expected.
Proposition 3.7. Let G be an ind-group and g its Lie algebra. There is a bijection between
continuous n-derivations of C[G] and regular maps G →
∧n
g (by n-derivation we mean a
skew-symmetric map C[G]⊗̂ . . . ⊗̂C[G]→ C[G] which is a derivation in each position). Given
a map K : G →
∧n
g, the corresponding n-derivation K˜ takes the functions f1, . . . , fn ∈ C[G]
to the function
K˜(f1, . . . , fn) : g 7→ 〈K(g)|deℓ
∗
gf1 ∧ · · · ∧ deℓ
∗
gfn〉.
Proof. We prove the case n = 1, the higher rank case not being substantively different. We
first show that the regularity of K ensures that the stated formula takes regular functions to
regular functions, and that this assignment is continuous. Note that g is an ind-variety via
its filtration by the TeGi, and that there is a correspondence between regular maps K : G → g
and continuous linear maps K∗ : g∗ → C[G]. Thus given K we have a continuous linear
endomorphism of C[G] given by
K˜ := m ◦ (1⊗̂K∗) ◦ (1⊗̂de) ◦∆.
Here ∆ : C[G] → C[G]⊗̂C[G] is the coproduct on C[G] and m is the extension of the mul-
tiplication map to C[G]⊗̂C[G]. We have implicitly used Lemma 3.4 and the fact that de is
continuous. This composition recovers the formula stated in the proposition when evaluated
on a function f ∈ C[G], and in particular expresses it as a manifestly continuous map from
C[G] to itself.
Conversely, given a continuous derivation K˜ of C[G], we consider the mapK∗ : C[G]→ C[G]
given by
K∗ := m ◦ (S⊗̂K˜) ◦∆,
where S is the antipode of C[G]. If me ⊂ C[G] is the maximal ideal of the identity, we
let the reader check that K∗ annihilates m2e, hence descends to a continuous linear map
K∗ : g∗ = me/m
2
e → C[G]. As observed earlier, this data is equivalent to a regular map
K : G → g. Furthermore, from the defining property of the antipode it follows that this
construction and the one above are inverse to each other. 
In particular, a Poisson structure on an ind-group G is determined by a Poisson bivecter
π : G →
∧2
g. Restating the compatibility of the bracket on G with the group operation in
terms of π we obtain the following definition.
Definition 3.8. A polyvector field K : G →
∧n
g is multiplicative if K(gh) = Adh−1K(g) +
K(h).
Remark 3.9. The derivative deK : g →
∧n
g of a multiplicative polyvector field is a 1-
cocycle of g with values in
∧n
g. If π is a Poisson bivector, then deπ is a Lie cobracket which
makes g a Lie bialgebra. The dual of deπ is a continuous Lie bracket on g
∗, which is the
essentially the Poisson bracket on C[G]. That is, the maximal ideal of the identity me ⊂ C[G]
is a Lie subalgebra and m2e ⊂ me an ideal, hence there is an induced Lie bracket on g
∗. We
will not need this observation, except in Section 3.4 where we describe an explicit alternative
description of the bracket on g∗ in the Kac-Moody case.
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3.3. Standard Poisson-Lie Structure on a Kac-Moody Group. We now define the
standard Poisson-Lie structure on a symmetrizable Kac-Moody group G. The construction
follows the same lines as for SL2 (or any semisimple Lie group), but the general case presents
certain technical problems absent when considering finite-dimensional groups.2
The invariant form on g lets us identify it G-equivariantly with a dense subspace of g∗,
hence g∗⊗̂g∗ may be viewed as a completion of g ⊗ g. We denote this by g⊗̂g, and in
particular there is an element Ω of g⊗̂g associated with the invariant form on g. We write
Ω as Ω+− + Ω0 + Ω−+, where Ω0 ∈ h ⊗ h, Ω+− ∈ n+⊗̂n−, and Ω−+ ∈ n−⊗̂n+. Then
r = Ω0 + 2Ω+− is a pseudoquasitriangular r-matrix [Dri88, Section 4]; that is, r satisfies
the classical Yang-Baxter equation and has adjoint-invariant symmetric part, but cannot be
written as a sum of finitely many simple tensors.
As in the finite-dimensional case, we want to define a Poisson bivector π : G →
∧2
g by
π(g) = Adg(r) − r. Now, however, r is not an element of g ⊗ g but rather a completion
thereof, so we must specifically prove that π(g) is actually an element of
∧2
g.
Theorem 3.10. The map g 7→ Adg(r)− r defines a bivector field π : G →
∧2
g.
Proof. First we check that Adg(r)− r ∈ g⊗ g for all g ∈ G. We begin with the case where g
lies in the SL2 subgroup Gα for some simple root α. First decompose g as a direct sum of
Gα-subrepresentations corresponding to α-root strings. That is, let
g[β] =
⊕
n∈Z
gβ+nα, g =
⊕
[β]∈Q/Zα
g[β],
where Q is the root lattice of G. Since α is simple, for any [β] we have either g[β] ⊂ n+,
g[β] ⊂ n−, or β ∈ Zα. Furthermore, the invariant form on g restricts to a nondegenerate
Gα-invariant pairing between g[β] and g[−β].
Now we can rewrite the r-matrix as
r = rα +
∑
[β]∈Q/Zα
β>0
r[β].
Here r[β] is the element of g[β]⊗g[−β] representing theirGα-invariant pairing and rα ∈ g[α]⊗g[α].
In particular, since r[β] is Gα-invariant, Adg(r[β]) = r[β] and
Adg(r)− r = Adg(r[α])− r[α].
The right hand side is manifestly finite-rank, hence Adg(r)− r ∈ g⊗ g for g ∈ Gα.
It is then straightforward to see that Adg(r)−r ∈ g⊗g whenever g is a product of elements
from simple root subgroups, and by Proposition 2.7 any g ∈ G′ is of this form. Moreover,
since r lies in the zero weight space of g⊗̂g it is fixed by the Cartan subgroup H. Since
G is generated by H and G′, it follows that Adg(r) − r ∈ g ⊗ g for any g ∈ G. We have
Adg(r)− r ∈
∧2
g ⊂ g⊗ g because the symmetric part of r is adjoint invariant. Finally, the
fact that π is regular follows from the fact that the adjoint action of G on
∧2
g is regular. 
By Proposition 3.7, π defines a continuous skew-symmetric bracket on C[G] satisfying the
Leibniz rule. That this bracket satisfies the Jacobi identity is a consequence of the fact that
r is a solution of the classical Yang-Baxter equation. To make this precise for a general
Kac-Moody group we must first introduce a certain dense subalgebra of C[G].
2In the affine case, a different analytic approach is considered in [DHR13].
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Recall the embedding
G →֒ V =
dim(H)⊕
i=1
(L(ωi)⊕ L(ωi)
∨)
used to define the ind-variety structure on G. The weight grading of V expresses it as a direct
sum V =
⊕
α∈Q Vα of finite-dimensional subspaces.
Definition 3.11. The algebra of strongly regular functions on V is the symmetric algebra
of its graded dual,
C[V ]s.r. = Sym
∗(
⊕
α∈Q
V ∗α ).
The algebra C[G]s.r. of strongly regular functions on G is the image of C[V ]s.r. in C[G] under
the restriction map.3
Proposition 3.12. C[G]s.r. is a dense subalgebra of C[G]. For any f ∈ C[G]s.r. and g ∈
G, ℓ∗g(f) is again strongly regular, and the differential def lies in the graded dual g
∨ :=⊕
α∈Q g
∗
α ⊂ g
∗.
Proof. The first and last statements are immediate. That ℓ∗g(f) is strongly regular follows
from the fact that the coadjoint action of G on the algebraic dual g∗ preserves the graded
dual of g. 
Proposition 3.13. The bracket on C[G] defined by the bivector π(g) = Adg(r) − r satisfies
the Jacobi identity.
Proof. We recall the proof when G is a semisimple algebraic group [KS96], and then explain
the necessary adjustments in the general case. First, we write the bracket as a difference of
the two brackets {, }1 and {, }2 defined by the bivectors π1(g) = Adg(r) and π2(g) = r. Now
consider separately the expressions
{φ, {ψ, ξ}i}i + {ψ, {ξ, φ}i}i + {ξ, {φ,ψ}i}i
for i ∈ {1, 2} and φ,ψ ∈ C[G]. On writing these out explicitly in terms of r one sees that half
of the terms vanish by the Yang-Baxter equation, while the remaining terms are the same for
both {, }1 and {, }2. Thus they cancel when we take the difference of {, }1 and {, }2, yielding
the Jacobi identity for the original bracket.
When G is infinite-dimensional, this argument fails since π1 and π2 are not finite-rank
bivectors in the sense of Proposition 3.7. However, in light of Proposition 3.12, they do define
biderivations {, }1 and {, }2 on the algebra of strongly regular functions on G. Moreover, the
Yang-Baxter equation implies the Jacobi identity for the bracket on C[G]s.r. by an identical
computation as in the finite-dimensional case. But since C[G]s.r. is dense in C[G] and the
bracket is continuous, the proposition follows. 
We call the resulting Poisson structure on G the standard Poisson structure. It is essentially
characterized by the following proposition.
Proposition 3.14. G′ and H are Poisson subgroups of G, the latter with the trivial Poisson
structure. For any simple root α, Gα is a Poisson subgroup isomorphic with SL
(dα)
2 .
3Our use of the term “strongly regular” differs from that in section 2 of [KP83b], but is consistent with
Section 4 of loc. cited.
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Proof. We know that only the skew-symmetric part of r, which lies in n+⊗̂n− ⊕ n−⊗̂n+ ⊂
g′⊗̂g′, contributes to the Poisson bivector, proving the claim for G′. The statement about H
follows from the observation that r lies in the zero weight space of g⊗̂g, hence Adh(r)− r = 0
for any h ∈ H.
In the proof of Theorem 3.10 we found that for g ∈ Gα, π(g) = Adg(r[α])− r[α], where r[α]
is the component of r in the Lie algebra of Gα. But from the definition of r and eq. (3.1), it
is clear that r[α] is precisely the r-matrix of SL
(dα)
2 , and the proposition follows. 
Proposition 3.15. ([RSTS94, 12.24]) If φ,ψ ∈ C[G] are invariant under conjugation, then
{φ,ψ} = 0.
Proof. At any g ∈ G we check that
{φ,ψ}(g) = 〈Adg(r)− r|dφ ∧ dψ〉
= 〈r|Ad∗g(dφ ∧ dψ) − dφ ∧ dψ〉
= 0,
since Ad∗g(dφ ∧ dψ) = dφ ∧ dψ by assumption. 
3.4. Double Bruhat Cells and Symplectic Leaves. In this section we show that the
double Bruhat cells of a symmetrizable Kac-Moody group G are Poisson subvarieties, and
in particular obtain a decomposition of G into symplectic leaves. Recall that the symplectic
leaves of a finite-dimensional Poisson manifold are the orbits of its piecewise Hamiltonian
flows, have canonical symplectic structures, and define a generalized foliation of G. The
existence of symplectic leaves in G is nontrivial, since a vector field on a general ind-variety
need not have integral curves even if the ind-variety is smooth.
We will obtain an explicit characterization of the symplectic leaves of G in Theorem 3.18,
but first we offer an elementary proof of their existence. We will use Propositions 4.1 and 4.6
from Section 4, but their proofs do not rely on the results of this section.
Proposition 3.16. The double Bruhat cells Gu,v are Poisson subvarieties of G.
Proof. In Proposition 4.6 we construct dominant Poisson map φi from a Poisson variety to
Gu,v. It follows that the closure of Gu,v in G is a Poisson subvariety: the kernel of φ∗
i
in C[G]
is an open Poisson ideal, hence the closure of Gu,v is the (maximal) spectrum of the Poisson
algebra C[G]/kerφ∗
i
. The closure of Gu,v is can be explicitly written as⋃
u′≤u,v′≤v
Gu
′,v′ ,
and in particular Gu,v is the complement of a divisor in its closure. But such an open subset
of an affine Poisson variety inherits a canonical Poisson structure [Van01, 2.35]. 
Corollary 3.17. The group G is the disjoint union of finite-dimensional symplectic leaves.
Proof. Follows from Proposition 3.16 and the fact that double Bruhat cells are smooth and
finite-dimensional (Proposition 4.1). 
We can get a more precise description of the symplectic leaves of G by introducing the dual
group G∨ and the double group D. These are ind-groups defined by
G∨ := {(b−, b+) ∈ B− × B+ | [b−]0 = [b+]
−1
0 }, D := G × G.
The dual group G∨ sits inside D in the obvious way, and we view G as a subgroup of D via
its diagonal embedding.
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Theorem 3.18. The symplectic leaves of a symmetrizable Kac-Moody group G are the con-
nected components of its intersections with the double cosets of G∨ in D.
The proof of this theorem proceeds in several steps, closely following [LW90] in the finite-
dimensional case. The idea of the proof remains the same, but we indicate how some argu-
ments must be rephrased or altered to remain valid in the current setting. In particular, one
does not expect a priori to have such a theorem for arbitrary Poisson ind-groups, as at sev-
eral points we must appeal to particular properties of Kac-Moody groups and their standard
Poisson structure.
First note that the Lie algebra of G∨ is
g∨ = {(X−,X+) ∈ b− ⊕ b+ | [X−]0 = −[X+]0},
where [X±]0 denotes the component of X± in h. The Lie algebra d = g⊕ g of D is then the
direct sum of g∨ and g, the latter embedded diagonally. Moreover, g∨ and g are maximal
isotropic subalgebras under the nondegenerate invariant form
〈(X1, Y1), (X2, Y2)〉 = 〈X1,X2〉 − 〈Y1, Y2〉.
In particular, this form identifies g∨ with the graded dual of g, justifying its notation.4
Given this identification, the bracket on d can be rewritten in terms of the coadjoint actions
of g and g∨ on each other. That is, if X1,X2 ∈ g and Y1, Y2 ∈ g
∨, then
[(X1, Y1), (X2, Y2)] = ([X1,X2] + ad
∗
Y1X2 − ad
∗
Y2X1, [Y1, Y2] + ad
∗
X1Y2 − ad
∗
X2Y1).(3.19)
Definition 3.20. Let π be the standard Poisson bivector on G. For any µ ∈ g∗ we define
the (left) dressing vector field as
Xµ := ιµ(π).
Taken together these yield a continuous map X : g∗⊗̂C[G]→ C[G] which is a derivation in
the right component. Furthermore, one can recover the Poisson bivector π fromX. Explicitly,
the map
m ◦ (X13⊗̂S2) ◦ (1⊗̂∆) : g
∗⊗̂C[G]→ C[G]
factors through g∗⊗̂g∗ as in the proof of Proposition 3.7, and is dual to the map π : G →
∧2
g.
Here ∆ is the coproduct on C[G], S is the antipode, m is multiplication in C[G], and the
notation X13 means we apply X to the first and third terms of g
∗⊗̂C[G]⊗̂C[G].
Lemma 3.21. Let K be a multiplicative polyvector field. (1) If X is a left-invariant vector
field, LXK is also left-invariant. Here LXK is the Lie derivative of K with respect to X. (2)
If de(K) = 0, then K is identically zero.
Proof. We take K to be a vector field, the higher rank case being similar.
(1) Left-invariance of X is equivalent to ∆ ◦X = (1⊗̂X) ◦∆, and multiplicativity of K is
equivalent to ∆ ◦K = (1⊗̂K) ◦∆+ (K⊗̂1) ◦∆. Then LXK is left-invariant by the following
equality of maps from C[G] to C[G]⊗̂C[G]:
∆ ◦ LXK = ∆ ◦ (X ◦K −K ◦X)
= (1⊗̂X) ◦ (K⊗̂1 + 1⊗̂K) ◦∆− (K⊗̂1 + 1⊗̂K) ◦ (1⊗̂X) ◦∆
= (1⊗˜LXK) ◦∆
4Though one can intrinsically define the Lie algebra structure on g∗ for an arbitrary Poisson ind-group
(Remark 3.9), one cannot expect the existence of a corresponding dual group in general, since Lie’s third
theorem fails in this generality.
14 HAROLD WILLIAMS
(2) Since de(K) = 0, LXK|e = 0 for any left-invariant X. But LXK is itself left-invariant
by (1), hence is identically zero. In particular, since we can integrate the left-invariant
vector fields corresponding to the real root spaces, K is invariant under left translation
by the corresponding 1-parameter subgroups. Since G is generated by these subgroups and
H = exp(h), K is invariant under all left-translations. But K is multiplicative, hence K|e = 0
and K must then be identically zero. 
Proposition 3.22. The dressing fields Xµ satisfy the twisted multiplicativity condition
Xµ(gh) = Xµ(h) +Adh−1 [XAdh−1(µ)(g)],
and the derivative deXµ : g→ g is the coadjoint action ad
∗
µ. Moreover, X : g
∗⊗̂C[G]→ C[G]
is the only continuous derivation satisfying these properties.
Proof. Twisted multiplicativity of the dressing fields follows readily from the definition of
multiplicativity. Likewise, the fact that Xµ = ad
∗
µ follows from unwinding the definition
of the bracket on g∗. We omit the calculations, which resemble those of Proposition 3.7
and Lemma 3.21.
Suppose Y : g∗⊗̂C[G] → C[G] is a continuous derivation and satisfies the given properties.
In the same way that we can recover π from X, we recover a bivector field Y˜ from Y . The
twisted multiplicativity of Y is again equivalent to the multiplicativity of Y˜ , and deY˜ = deπ
since the derivatives of X and Y coincide at the identity. The difference π − Y˜ is then
multiplicative bivector field whose derivative at the identity is zero. Then by Lemma 3.21
π − Y˜ is identically zero, hence X = Y . 
Consider the left action of G∨ on D/G∨, and the induced action of g∨ by vector fields. Note
that the quotient of D/G∨ exists as an ind-variety; D/(B− × B+) is a product of opposite
affine Grassmannians, and D/G∨ is a torus bundle over it (compare with [Kum02, 7.2]). The
fibers of the projection from G to D/G∨ are the orbits of right multiplication by Γ := G ∩G∨.
This intersection is a finite group, specifically the group of square roots of the identity in H.
The image of G in D/G∨ is open by the following proposition and the fact that the quotient
map G → G/B± is open [Kum02, 7.4.10].
Proposition 3.23. The image of the multiplication map G ×G∨ → D, which is the same as
the image of G × (B− ×B+)→ D, is the open set {(g, g
′) | g−1g′ ∈ G0}. Here G0 is the image
of U− ×H ×U+ in G as in Proposition 2.3. Similarly, the image of G
∨ ×G → D is the open
set {(g, g′) | g(g′)−1 ∈ G0}.
Proof. If (g, g′) = (kb−, kb+) for some k ∈ G, (b−, b+) ∈ G
∨, then g−1g′ = b−1− b+ ∈ G0.
Conversely, if g−1g′ ∈ G0 choose u± ∈ U± and h ∈ H such that g
−1g′ = u−h
2u+. Then in D
we have the factorization
(g, g′) = (gu−h, gu−h) · (h
−1u−1− , hu+),
proving the first claim. The second then follows by taking the inverses of the two subsets
considered in the first statement. 
In particular the map G → D/G∨ induces isomorphisms on the tangent spaces at every
point. Thus we can pull back vector fields on D/G∨ to vector fields on G.
Proposition 3.24. Pulling back the vector fields on D/G∨ corresponding to the infinitesimal
left action of g∨, we obtain exactly the dressing vector fields on G.
DOUBLE BRUHAT CELLS AND INTEGRABLE SYSTEMS 15
Proof. We apply the uniqueness statement of Proposition 3.22. That these vector fields lin-
earize to the coadjoint action at the identity follows from eq. (3.19). Twisted multiplicativity
follows from differentiating the following version at the group level.
Consider the open set D0 = {(g, g
′)|g−1g′, g(g′)−1 ∈ G0}. By Proposition 3.23, any element
of D0 can be written as d ·g for some (d, g) ∈ G
∨×G. We can also factor it as gd ·dg for some
(gd, dg) ∈ G × G∨, where gd and dg are uniquely defined up to right and left multiplication
by Γ, respectively. In particular, the (local) left action of G∨ on the image of G in D/G∨ can
be written ℓd : gG
∨ 7→ gdG∨. But now by considering an element of the form ghd, where
g, h ∈ G, we obtain the identity (g · h)d = gd · h(d
g). This equality must be taken modulo
the action of Γ. However, since Γ is finite it is strictly true in a neighborhood of e ∈ G∨ in
the analytic topology, and this is sufficient to obtain the corresponding statement about the
infinitesimal action of g∨ as in [LW90]. 
Proof of Theorem 3.18. The orbits of the action of B± on G/B± are Schubert cells, which in
particular are smooth finite-dimensional subvarieties. It follows straightforwardly that the
orbits of the action of G∨ on D/G∨ are also smooth finite-dimensional subvarieties, and since
G → D/G∨ is e´tale the same is true of the preimages of these orbits in G.
By Proposition 3.24, the tangent space to such a preimage at any g ∈ G is exactly the span
of the dressing vector fields at that point. Note that the span of the Xµ|g in TgG for µ ∈ g
∨
is the same as the span of the Xµ|g with µ arbitrary, since this subspace is finite-dimensional
and g∨ is dense in g∗. Thus the connected components of the preimages of the G∨-orbits in
D/G∨ are symplectic leaves of G. But these are exactly the intersections of G with the double
cosets of G∨ in D. 
The intersections of G with the double cosets of G∨ are characterized by the following
theorem. This was proved in the finite-dimensional case in [KZ02] and [HKKR00], and with
Theorem 3.18; the proofs given there apply verbatim in the general case.
Theorem 3.25. Given u, v ∈ W , let Hu,v ⊂ H be the subgroup of elements of the form
(u˙−1h−1u˙)(v˙−1hv˙), and let Su,v = {g ∈ Gu,v | [u˙−1]0v˙
−1[gv˙−1]0v˙ ∈ H
u,v}. Then the intersec-
tions of Gu,v with the double cosets of G∨ in D are the subsets Su,v ·h for h ∈ H. In particular,
the symplectic leaves of a fixed double Bruhat cell are isomorphic with one another.
4. Double Bruhat Cells in Kac-Moody Groups
In this section we establish the main properties of double Bruhat cells in Kac-Moody groups
that will be needed in the construction of integrable systems in Section 5. In particular, we
generalize the factorization coordinates of [FZ99] to the Kac-Moody setting, and describe
the standard Poisson bracket in these coordinates. We perform these computations explicitly
for Coxeter double Bruhat cells in affine type, which is the relevant case for the integrable
systems we consider.
4.1. Factorization in Double Bruhat Cells. Let G be a symmetrizable Kac-Moody group
and Gu,v a fixed double Bruhat cell. Following [FZ99] in the case where G is a semisimple Lie
group, we now prove that Gu,v is a rational variety, calculate its dimension, and show that
on certain dense open sets it may be factored as a product of 1-parameter subgroups.
Proposition 4.1. The image of the diagonal map
Gu,v → B+u˙B+/B+ × B−v˙B−/B− ∼= U+(u)× U−(v)
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is the open subset U = {(y+, y−) ∈ U+(u)×U−(v)|v˙
−1y−1− y+u˙ ∈ G0}. There is an isomorphism
Θ : U ×H → Gu,v given by
Θ(y+, y−, h) = y+u˙[v˙
−1y−1− y+u˙]
−1
+ h, Θ
−1(g) = ([u˙−1g]−, [g
−1v˙]−1+ , [u˙
−1g]0).
In particular, Gu,v is a finite-dimensional variety isomorphic with a Zariski open subset of
Cm+dim(H), where m = ℓ(u) + ℓ(v).
Proof. By Proposition 3.23 the image of G in G/B−×G/B+ is {(gB−, g
′B+) |g
−1g′ ∈ G0}. The
first claim follows from restricting this statement to Gu,v and using Corollary 2.6 to write an
element of Gu,v as y+u˙b+ = y−v˙b− for some y+ ∈ U+(u), y− ∈ U−(v), and b± ∈ B±.
Verifying that the stated maps are inverse to each other is an elementary calculation, which
we omit. 
Definition 4.2. ([FZ99]) A double reduced word i = (i1, . . . , im) for (u, v) is a shuffle of a
reduced word for u written in the alphabet {−1, . . . ,−r} and a reduced word for v written
in the alphabet {1, . . . , r}. For each i we have a map
xi : H × (C
∗)ℓ(u)+ℓ(v) → G, (a, ti, . . . , tm) 7→ axi1(t1) · · · xim(tm).
Here xi(t) and x−i(t) denote the 1-parameter subgroups corresponding to αi and −αi, respec-
tively. The following proposition demonstrates that xi yields explicit coordinates on a dense
subset of Gu,v; we refer to these as factorization coordinates.
Proposition 4.3. The map xi is injective and its image Gi is a dense subset of G
u,v.
Proof. First we show that the image of xi is contained in G
u,v. For each 1 ≤ i ≤ r, we have
xi(t) ∈ B+ and x−i(t) ∈ B+siB+. Thus if k1 < · · · < kℓ(u) ⊂ {1, . . . ,m} are the indices of the
negative entries in i,
xi(a, ti, . . . , tm) ∈ B+ · · · B+s|ik1 |
B+ · · · B+s|ikℓ(u) |
B+ · · · B+.
Recall that for w,w′ ∈W ,
B+wB+ · B+w
′B+ = B+ww
′B+,
whenever ℓ(ww′) = ℓ(w)+ℓ(w′) [Kum02, 5.1.3]. Thus in particular xi(a, ti, . . . , tm) ∈ B+uB+,
and by the same argument xi(a, ti, . . . , tm) ∈ B−vB−.
Suppose that
xi(a, t1, . . . , tm) = xi(a
′, t′1, . . . , t
′
m)
but (a, t1, . . . , tm) 6= (a
′, t′1, . . . , t
′
m), and let k be the largest index such that tk 6= t
′
k. Note
that i′ = (i1, . . . , ik) is a double reduced word for some (u
′, v′), and that xi′(a, ti, . . . , tk) =
xi′(a
′, t′i, . . . , t
′
k).
Multiplying both sides on the right by xik(−t
′
k), we obtain
xi′(a, ti, . . . , tk − t
′
k) = xi′′(a
′, t′i, . . . , t
′
k−1),
where i′′ = (i1, . . . , ik−1). But by the first part of the proposition the left and right sides are
in different double Bruhat cells, hence by contradiction xi must be injective.
Furthermore, since we know Gu,v is an open subvariety of Cm+r and xi is a regular map
from (C∗)m+r, the fact that the image of xi is dense follows from its injectivity. 
Remark 4.4. The analogous statements for the derived subgroup G′ follow along the same
lines, with H replaced by H ′ = H ∩ G′.
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4.2. Poisson Brackets on Double Bruhat Cells. Recall from Section 3.4 that the double
Bruhat cell Gu,v is a Poisson subvariety of G. By modifying the map xi of the previous section,
we now realize the symplectic leaves of Gu,v (more precisely, their intersections with Gi) as
reductions of a Hamiltonian torus action. In particular, we obtain modified factorization
coordinates along with explicit formulas for their Poisson brackets.
First observe that SL
(d)
2 has two distinguished symplectic leaves
Sd+ =
{(
A B
0 A−1
)
: A,B 6= 0
}
, Sd− =
{(
D−1 0
C D
)
: C,D 6= 0
}
.
The Poisson brackets on Sd+ and S
d
− are given by {B,A} = dAB and {D,C} = dCD,
respectively. Now define a symplectic variety
Si := S
|di1 |
ǫ(i1)
× · · · × S
|dim |
ǫ(im)
,
where ǫ(ij) is the sign of ij .
If Hk is the Cartan subgroup of Gαk , we also define two tori
Hi := (H/H
′)×
∏
ni(k)=0
Hk, Ĥi :=
∏
ni(k)6=0
H
ni(k)−1
k .
Here ni(k) is the total number of times the simple reflection sk appears in our reduced
expressions for u and v, that is,
ni(k) = #{j : |ij | = k, 1 ≤ j ≤ m}.
As before, H ′ = H ∩ G′ is the subgroup of H generated by the coroots.
Definition 4.5. Let φi be the map given by
φi : Hi × Si → G
u,v, (a, gi1 , . . . , gim) 7→ a · φi1(gi1) · · · φim(gim).
We can define a similar map for the derived subgroup G′ by omitting the H/H ′ factor in the
definition of Hi.
Proposition 4.6. The map φi is Poisson, with Hi being given the trivial Poisson structure.
Its image is Gi and its fibers are the orbits of a simply transitive action of Ĥi.
Proof. The first assertion follows from Proposition 3.14. That the image of φi is Gi follows
from a straightforward comparison of the definitions of φi and xi. We describe the action of
Ĥi by considering each of the H
ni(k)−1
k factors individually. For each k let j1 < · · · < jni(k)
be the indices such that |ijn | = k. Then for any element t
hk
n of the nth Hk factor, where
1 ≤ n ≤ n(k)− 1, let
thkn · (a, gi1 , . . . , gim) = (a, gi1 , . . . , gijn · t
hk
n , . . . , t
−hk
n · giℓ · t
hk
n , . . .
. . . , t−hkn · gijn+1 , . . . , gim).
Here thkn · giℓ · t
−hk
n refers to the conjugation action of φk(Hk) on φiℓ(S±). 
In particular, φi induces an isomorphism between the invariant ring C[Hi × Si]
Ĥi and the
coordinate ring C[Gi]. Since we know the Poisson brackets of the coordinate functions on
Hi × Si, we obtain an explicit description of the Poisson structure of Gi.
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4.3. Affine Coxeter Double Bruhat Cells. We now specialize the preceding discussion
to the affine case G′ ∼= L˜G, and explicitly calculate the factorization coordinates and their
Poisson brackets for a distinguished class of double Bruhat cells. We will also consider the
quotient of L˜G
u,v
by the conjugation action of H.
Definition 4.7. If u and v are Coxeter elements of the affine Weyl group we say that L˜G
u,v
is a Coxeter double Bruhat cell. Recall that w ∈ W is a Coxeter element if in some (hence
any) reduced expression for w each simple reflection appears exactly once.
We may write any reduced word for v as sσ(0) . . . sσ(r) for some permutation σ ∈ Sr+1, and
likewise any reduced word for u as sτ(0) . . . sτ(r) for some permutation τ . Given reduced words
for u and v, we will only explicitly write out the factorization coordinates for the unshuffled
double reduced word i = (sσ(0) . . . sσ(r)sτ(0) . . . sτ(r)). This will simplify our notation but still
let us perform the calculations needed in Section 5.
The map φi of Definition 4.5 now takes the form
φi : (gσ(0), . . . , gσ(r), g
′
τ(0), . . . , g
′
τ(r)) 7→
φσ(0)(gσ(0)) . . . φσ(r)(gσ(r))φτ(0)(g
′
τ(0)) . . . φτ(r)(g
′
τ(r)),
where
(gσ(0), . . . , gσ(r), g
′
τ(0), . . . , g
′
τ(r)) ∈ Si = S
dσ(0)
+ × · · · × S
dσ(r)
+ × S
dτ(0)
− × · · · × S
dτ(r)
− .
We will let Ai, Bi and Ci,Di denote the standard coordinates on S
di
+ and S
di
− , respectively.
Since u and v are Coxeter elements, the torus Ĥi is equal to
∏r
k=0Hk, and its action on
Si is given by
thk · (gσ(0), . . . , g
′
τ(r)) = (gσ(0), . . . , gk · t
hk , . . . , t−hk · gσ(r) · t
hk , t−hk · g′τ(0) · t
hk , . . .
. . . , t−hk · g′k, . . . , g
′
τ(r)).
To write this in coordinates we introduce the notation i <σ k to mean σ
−1(i) < σ−1(k), or
simply that i appears to the left of k in the reduced word for v; likewise we define i <τ k.
Then we have
thk : (Ai, Bi)→

(Ai, Bi) i <σ k
(tAi, t
−1Bi) i = k
(Ai, t
−CkiBi) i >σ k
, (Ci,Di)→

(Ci, t
CkiDi) i <τ k
(tCi, tDi) i = k
(Ci,Di) i >τ k
,
where Cki is the corresponding entry in the Cartan matrix of L˜G. If we let
Ti = AiD
−1
i , Vi = BiDi(
∏
k<σi
DCkik ), Wi = (
∏
k>τ i
A−Ckik )A
−1
i Ci,
then
C[L˜Gi] ∼= C[Si]
Ĥi ∼= C[T±10 , V
±1
0 ,W
±1
0 , . . . , T
±1
r , V
±1
r ,W
±1
r ].
In Section 5 we will consider the quotient of L˜G
u,v
by the adjoint action of H. This is again
a Poisson variety, since H acts by Poisson automorphisms. This is similar to the reduced
double Bruhat cells considered in [Zel00, YZ08], though they consider the quotient by left
multiplication rather than conjugation. We now derive coordinates on L˜G
u,v
/H along with
their Poisson brackets.
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If hk ∈ h satisfies αi(h
k) = δi,k, then for k 6= 0 we have
th
k
: (Ti, Vi,Wi)→

(Ti, t
−θkVi, t
θkWi) i = 0
(Ti, tVi, t
−1Wi) i = k
(Ti, Vi,Wi) i 6= 0, k.
Now setting Si = ViWi and Q = V0(
∏
i 6=0 V
θi
i ), a straightforward calculation yields
C[L˜Gi/H] ∼= C[T
±1
0 , S
±1
0 , . . . , T
±1
r , S
±1
r , Q
±1].(4.8)
The Poisson structure is determined by the pairwise brackets of these generators; the nonzero
ones are exactly
{Si, Tk} = 2diSiTiδi,k, {Q,Tk} = dkθkQTk,
{Si, Sk} = 2dkCki([i >σ k >τ i]− [i >τ k >σ i])SiSk,(4.9)
{Q,Sk} =
(∑
i 6=k
θidkCki([i >σ k >τ i]− [i >τ k >σ i])
)
QSk.
Here [i >σ k >τ i] is equal to 1 if both i >σ k and k >τ i, and is equal to 0 otherwise (also
recall that θ0 = 1 by convention).
In particular, though the dimensions of the symplectic leaves of L˜G
u,v
depend on the
specific choice of u and v, our computations of the bracket on L˜Gi/H imply the following:
Proposition 4.10. The symplectic leaves of L˜Gi/H are of dimension 2r+2, and Q
2(
∏
k S
−θk
k )
is a Casimir.
5. Affine Coxeter-Toda Systems
We now apply the results of the preceding sections to construct integrable systems on
the reduced Coxeter double Bruhat cells of L˜G. We will use the factorization coordinates
described in Section 4.3 to work explicitly with their Hamiltonians, and to identify the rela-
tivistic periodic Toda system as an example of the construction.
5.1. Complete Integrability. We first recall the following definition:
Definition 5.1. A completely integrable Hamiltonian system on an affine Poisson variety is a
collection of Poisson-commuting functions H1, . . . ,Hn whose associated Hamiltonian vector
fields are generically independent, and whose number is half the dimension of a generic
symplectic leaf (this is the maximum possible number given the independence requirement).
Invariant functions on L˜G Poisson commute with each other by Proposition 3.15, and we
will construct such functions as follows. Any regular function on G can be pulled back along
the evaluation map L˜G×C∗ → G to a regular function on L˜G×C∗. Choosing a coordinate
z on C∗ identifies the coordinate ring of L˜G×C∗ with the set of regular maps L˜G→ C[z±1].
If our original function on G is the character of a representation V , we refer to the resulting
map L˜G→ C[z±1] as the evaluation character of V . The coefficient of any power of z in an
evaluation character is then an invariant scalar function on L˜G.
Together, all such coefficients of evaluation characters provide an infinite collection of
pairwise Poisson-commuting functions on L˜G. Thus a natural strategy for constructing
integrable systems is to restrict these functions to the double Bruhat cells of L˜G. On a
general cell, however, it may be that too few of these functions remain independent to form
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a maximal set of Poisson-commuting functions. Our main theorem provides a sufficient
condition for obtaining an integrable system this way, or more precisely after reducing by the
conjugation action of H.
Theorem 5.2. The reduced Coxeter double Bruhat cell L˜G
u,v
/H is the phase space of an inte-
grable system whose Hamiltonians H1, . . . ,Hr+1 are coefficients of evaluation characters. We
take H1, . . . ,Hr to be the constant coefficients of the evaluation characters of the r fundamen-
tal representations of G, and Hr+1 to be the z-linear coefficient of the evaluation character
of a certain representation V . This is the irreducible representation whose highest weight
is in the W -orbit of µ := −
∑
k 6=0(θk +
∑
j>σk
θjCkj)ωk, where the ωk are the fundamental
dominant weights of G and θ0 = 1.
Note that in the statement of the theorem we could have taken V to be any sufficiently
large representation. The given choice is essentially the minimal possible choice to ensure
that Hr+1 restricts nontrivially to L˜G
u,v
/H.
Proof. By Proposition 4.10 the symplectic leaves of L˜G
u,v
/H are (2r + 2)-dimensional, so
the stated functions will form an integrable system once we show that their Hamiltonian
vector fields remain independent when restricted to L˜G
u,v
/H. Since L˜Gi is dense in L˜G
u,v
it suffices to consider their restrictions to L˜Gi/H, where we can use the explicit coordinates
given by eq. (4.8).
First we show that Hr+1 is nonzero when restricted to L˜G
u,v
/H. We can compute the
evaluation character of V by decomposing the action of g with respect to a weight basis.
Specifically, let Vλ be the λ-weight space of V , πλ the projection of V onto Vλ given by the
weight space decomposition, and Hλ the regular function defined by Hλ(g) := trVλ(πλ ◦ g).
Then Hr+1 =
∑
Hλ, where the sum runs over the nonzero weight spaces of V .
Recall that for any g ∈ L˜Gi we have the factorization
g = φσ(0)(gσ(0)) . . . φσ(r)(gσ(r))φτ(0)(g
′
τ(0)) . . . φτ(r)(g
′
τ(r)),(5.3)
where
gi =
(
Ai Bi
0 A−1i
)
, g′i =
(
D−1i 0
Ci Di
)
.
From Lemma 5.4 we conclude that the weight spaces in V of weight µ +
∑
k≥j θσ(k)ασ(k)
are nonzero for all j. From this and eq. (5.3) we see that for any v ∈ Vµ, the component
of φσ(j)(gj) . . . . . . φσ(r)(gr) · v of weight µ +
∑
k≥j θσ(k)ασ(k) is nonzero for all j. Since
sσ(0) . . . sσ(r)(µ) = µ, it follows that the z-linear term of Hµ contains a monomial whose Bi
components are exactly B0(
∏
i 6=0B
θi
i ). One can compute from the weight spaces involved
that this monomial does not depend on the Ai. By inspecting the generators of C[L˜Gi/H]
from eq. (4.8) we conclude that this monomial must be a scalar multiple of Q. In particular
Hµ can be written as a sum of scalar multiple of Qz and other terms not of this form. The
reader may check using eq. (5.3) that Hλ cannot contain any scalar multiple of Qz unless
λ = µ. In particular, the z-linear term of the evaluation character is nonzero, since we have
ruled out any cancellation of the Qz.
The independence of Hr+1 and the remaining Hamiltonians follows from the fact that the
restriction of Hr+1 to L˜Gi/H is linear in Q, while the other Hamiltonians do not depend
on Q. Indeed, suppose M is any monomial in the restriction of an evaluation character to
L˜Gi/H. It is straightforward to see that the power of z accompanying M is the difference of
the exponents of B0 and C0 in M . Since Q is the only generator of C[L˜Gi/H] whose powers
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of B0 and C0 are distinct, it follows that the z
k-term of an evaluation character has degree k
with respect to Q.
Finally, we claim that the Hamiltonians H1, . . . ,Hr are algebraically independent. Decom-
pose each Hi as Ji + Ki, where Ji has degree zero with respect to the Si, and Ki is a sum
of monomials of nonzero degree in the Si. Since Hi is the restriction of a function on L˜G,
limBj ,Cj→0Hi exists for all j, so these monomials are in fact of positive degree in the Si.
We claim that the Ji are independent. The projection H˜ → H induces an inclusion
C[H] ⊂ C[H˜], and we identify C[H˜] with C[T±10 , . . . , T
±1
r ] in the obvious way. Then re-
stricting the characters of the i fundamental representations to H and including them in
C[T±10 , . . . , T
±1
r ], we obtain exactly the functions Ji; it is a standard result that the restric-
tions of the fundamental characters to H are independent.
Now suppose there is some polynomial relation among theHi. That is, for some polynomial
p in r variables we have p(H1, . . . ,Hr) = 0. For any polynomial p we can consider the
decomposition of p(H1, . . . ,Hr) into a component of degree zero in the Si and a component
which depends nontrivially on the Si. But the Ki are all of strictly positive degree in the Si,
hence the degree zero part of p(H1, . . . ,Hr) is exactly p(J1, . . . , Jr). Thus p(H1, . . . ,Hr) = 0
implies p(J1, . . . , Jr) = 0, so p must be identically zero. Finally, one can check using eq. (4.9)
and Proposition 4.10 that for the Hamiltonians H1, . . . ,Hr+1, their algebraic independence
implies the generic independence of their Hamiltonian vector fields. 
Lemma 5.4. We have sσ(j) . . . sσ(r)(µ) = µ +
∑
k≥j θσ(k)ασ(k) for all j. Here s0, α0 are
understood as sθ, −θ rather than affine simple roots. In particular, sσ(0) . . . sσ(r)(µ) = µ,
since θ0α0 = −
∑
i 6=0 θiαi.
Proof of Lemma 5.4. We induct on j: assuming the statement for j + 1 we compute that
sσ(j) . . . sσ(r)(µ) = sσ(j)(µ+
∑
k>j
θσ(k)ασ(k))
= (µ+
∑
k>j
θσ(k)ασ(k))− 〈µ+
∑
k>j
θσ(k)ασ(k)|hσ(j)〉ασ(j)
= µ+
∑
k≥j
θσ(k)ασ(k)
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For σ(j) 6= 0 the last equality follows from the definition of µ, while for σ(j) = 0 it follows
from calculating that:
〈µ+
∑
k>σ0
θkαk|h0〉 = 〈µ+
∑
k>σ0
θkαk| −
∑
k 6=0
dkθkhk〉
=
∑
k 6=0
dkθk(θk +
∑
j>σk
θjCkj)−
∑
k 6=0
j>σ0
dkθkθjCkj
=
∑
k 6=0
dkθk(θk +
∑
j 6=0
j>σk
θjCkj) +
∑
k<σ0
dkθkCk0 −
∑
k 6=0
j>σ0
dkθkθjCkj
=
1
2
∑
j,k 6=0
dkθjθkCkj −
∑
j 6=0
k<σ0
dkθjθkCkj −
∑
k 6=0
j>σ0
dkθkθjCkj
= −1.
Here we use the fact that
∑
j,k 6=0 dkθjθkCkj = 〈θ|hθ〉 = 2, Ck0 = −
∑
j 6=0 θjCkj, and Ckk =
2. 
Remark 5.5. Even for double Bruhat cells on which there are too few independent coefficient
functions to obtain an integrable system, it was shown in [Res03] that in the finite-dimensional
case one obtains superintegrable systems. This is a stronger statement than simply having
a collection of Poisson-commuting functions. In particular, the dynamics are restricted to
isotropic analogues of Liouville tori. One expects this to hold in the affine case as well, but
we do not pursue this here.
5.2. The Relativistic Periodic Toda System. We now show that the relativistic periodic
Toda system of [Rui90] can be realized (up to symplectic reduction) as an affine Coxeter-Toda
system of type A
(1)
n for a natural choice of Coxeter elements. In canonical coordinates pk, qk
this system corresponds to the Hamiltonian
(5.6)
m∑
k=0
ehpk(1 + h2exp(qk+1 − qk)),
where h is a nonzero parameter and we impose the periodic boundary conditions pk+m+1 = pk,
qk+m+1 = qk [Sur91]. For now we consider the complex form where pk and qk take values in
C.
Consider the double Bruhat cell of L˜SLn with u and v both equal to the element s0s1 · · · sn,
where the simple roots of SLn are numbered in the usual way. We note that from the
computations in Section 4.3 it follows that the symplectic leaves of this cell are already
(2r+2)-dimensional, so the corresponding Coxeter-Toda system is integrable before reduction
by H.
If H1 ∈ C[(L˜SLn)i] is the Hamiltonian obtained from the constant term of the character
of the defining representation of SLn, a simple calculation yields that
(5.7) H1 =
n∑
i=0
TiT
−1
i−1(1 + Si),
where T−1 and S−1 are read as Tn and Sn.
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To connect this with the relativistic Toda system, we introduce auxiliary variables c0, . . . , cn, d0, . . . , dn,
on which we define a Poisson structure by setting
{ck, dk} = 2ckdk, {ck, dk+1} = −2ckdk+1, {ck, ck+1} = −2ckck+1,
with all other brackets among the generators equal to zero (here dn+1 and cn+1 are understood
as d0 and c0). The algebra C[c
±1
0 , d
±1
0 , . . . , c
±1
n , d
±1
n ] is then the coordinate ring of a (2n+2)-
dimensional Poisson torus with 2n-dimensional symplectic leaves.
Now observe that this Poisson variety can be obtained as a reduction of both (L˜SLn)i and
the phase space of the relativistic Toda system (for m = n and h = 2). That is, we have
surjective Poisson maps given by
ci 7→ SiTiT
−1
i−1, di 7→ TiT
−1
i−1 and ci 7→ 4e
2pi−qi+qi+1 , di 7→ e
2pi .
Moreover, the following proposition is clear from eqs. (5.6) and (5.7):
Proposition 5.8. The Hamiltonian
H1 =
n∑
i=0
ci + di
pulls back to the Hamiltonians of the relativistic Toda and Coxeter-Toda systems under the
maps given above, hence defines a Hamiltonian system which is a common reduction of these
two integrable systems.
Finally, we recall that the relativistic Toda system is usually defined on the real phase
space with canonical coordinates pk, qk. Because of the exponentials in the Hamiltonian, the
corresponding real slice of the Coxeter-Toda phase space is the subset of (L˜SLn)i on which
the factorization coordinates take positive real values. This totally positive part of the double
Bruhat cell has many interesting combinatorial properties and was the principal motivation
for [FZ99]. Thus in the present context we find that total positivity arises naturally when we
compare our construction with the usual real form of the relativistic Toda system.
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