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Abstract
This thesis deals with two relatively independent topics pertinent to the physics of
mesoscopic multiply connected superconducting samples (rings). In the first Chapter
we consider a phenomenon of the entanglement of the center-of-mass and internal
degrees of freedom of the Cooper pair which takes place when the size of the sys-
tem becomes comparable to the characteristic decay length of the pair wave function.
We show that this phenomenon provides a universal mechanism for distinguishing be-
tween odd and even parity center-of-mass states of the Cooper pair and, in particular,
breaks hc/2e periodicity in observable quantities such as magnetic response. The vi-
olation of the hc/2e periodicity is usually attributed to the loss of superconductivity.
Here we conclude that it is also possible in the superconducting state.
In the subsequent Chapters we focus our attention on the topic of the half-
quantum vortex. Such an object can exist in systems with spin triplet pairing in
which the equal-spin-pairing state is realized. This state is found in the A-phase
of 3He and is currently believed to describe superconductivity of a strongly layered
compound Sr2RuO4. We show that a half-quantum vortex (HQV) should be accom-
panied by the kinematic spin polarization which is caused by the velocity mismatch
between different superfluid components. We also suggest that under appropriate
conditions the kinematic spin polarization can provide a handle on the stability of
the HQV through the coupling to the external field. We then discuss how the sam-
ple’s geometry affects the energetics of the HQV and derive its stability criterion for
a cylindrical geometry with arbitrary cross-section. We propose that the presence of
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a constriction i.e. thinning in the walls of the cylinder can substantially improve the
stability of HQV.
Results of Chapter 1 and partially Chapter 2 have been presented in the following
publications: V. Vakaryuk Phys. Rev. Lett. 101, 16 (Oct 2008), 167002; V. Vakaryuk,
A.J. Leggett Phys. Rev. Lett. 103, 5 (Jul 2009), 057003.
iii
To my family.
iv
Acknowledgments
As each long-term project this thesis would not have been possible without the sup-
port of many people whose help I greatly appreciate. Not even trying to enumerate all
of them I will mention just a few. I would like to thank my advisor Tony Leggett for
enlightening conversations, both private and classroom, which helped me to shape
the ideas put in the foundation of this work; Paul Goldbart for constant support,
encouragement and interest in my projects; Raffi Budakian for many stimulating dis-
cussions about experiments done in his lab which motivated the analysis presented
in Chapter 3 of this thesis; Alex Bezryadin for discussion of some experiments not
necessary related to the subject of this thesis.
I would like to thank my fellow colleagues and friends Abhi Mukherjee, Shizhong
Zhang and especially David Ferguson with whom not only did I discuss almost every
argument presented in this thesis, but also talked about everything else not mentioned
herein.
Last but not least I would also like to thank everyone in the Department of Physics
at Urbana for maintaining such a stimulating and friendly atmosphere which I will
undoubtedly miss.
Financial support from National Science Foundation Grant No. DMR03-50842
and U.S. Department of Energy Division of Materials Sciences Award No. DE-FG02-
07ER46453 is gratefully acknowledged.
v
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
Outlook and the principal conclusions . . . . . . . . . . . . . . . . . . . 1
Chapter 1 Flux quantization in small superconducting rings . . . . 6
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Breaking of hc/2e periodicity in small superconducting rings . . . . . 7
Chapter 2 Half-quantum vortices in equal-spin-pairing condensates 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Equal-spin-pairing (ESP) superconducting state . . . . . . . . . . . . 18
2.3 Phenomenological description of half-quantum vortex (HQV) in the
ESP state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Energetics of currents . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Fermi liquid corrections . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Effects of screening . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Effect of the spin-orbit interaction on the stability of HQV . . . . . . 31
2.5 Kinematic spin polarization in the HQV state . . . . . . . . . . . . . 34
2.6 Signatures of HQVs in magnetization curves . . . . . . . . . . . . . . 42
Chapter 3 Thermodynamic stability of HQVs in cylindrical geome-
tries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 London theory of a hollow superconducting cylinder . . . . . . . . . . 47
3.2.1 Gibbs potential . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.2 Field-matching boundary conditions on the surface of the cylinder 49
3.2.3 Kinetic energy of charge supercurrents . . . . . . . . . . . . . 52
3.2.4 Magnetic field screening for a hollow superconducting cylinder
with a circular cross-section . . . . . . . . . . . . . . . . . . . 57
3.2.5 Cylinder with a constriction . . . . . . . . . . . . . . . . . . . 60
3.3 Equilibrium transitions between states with integer winding numbers 63
3.4 Equilibrium transition to a half-integer winding number state . . . . 68
3.5 Kinematics and energetics of spin currents in the HQV state . . . . . 70
vi
3.6 Stability criterion for HQV in cylindrical geometry with and without
constriction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.7 Kinematic spin polarization on the stability of HQV . . . . . . . . . . 74
Appendix A Calculation of the Cooper pair’s internal energy dif-
ference for an s-wave superconducting ring . . . . . . . . . . . . . . 82
Appendix B Microscopic calculation of the kinetic energy of the
supercurrents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Appendix C Fermi liquid induced contribution to the energetics of
spin and charge currents in the ESP state . . . . . . . . . . . . . . 98
Appendix D Convention for the sign of the electron’s charge. . . . 107
Appendix E Fixed N BCS formalism . . . . . . . . . . . . . . . . . . 110
Appendix F Some properties of Bessel functions of imaginary argu-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Appendix G Stability of the HQV as a function of the in-plane field117
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
vii
List of Figures
1.1 Schematic behavior of the internal part of pair WF as a function of the
relative angular coordinate for even (red) and odd (blue) values of the pair’s
angular momentum. High frequency oscillations are not shown. (a) The
circumference of the cylinder is much larger than the decay length of the
pair WF. (b) The circumference of the ring is comparable with the decay
length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Dependence of the induced flux on the external flux for rings of small and
large sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Degrees of freedom of a spin triplet pair in the ESP state . . . . . . . . . 20
2.2 The spatial distribution of neutral (spin) and charged (mass) currents in
the ESP superfluid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Rotation of d vector in the HQV state for different orientations of the ESP
axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4 Signatures of HQVs in the magnetic response of a thin annulus. Parabolas
indicate Gibbs potentials of different winding number states and the seg-
ments of straight lines indicate magnetic moment of these states obtained
by the differentiation of the corresponding Gibbs potential. . . . . . . . 44
3.1 Hollow superconducting cylinder with arbitrary cross-section placed in the
axial magnetic field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Cylinder with a circular cross-section. . . . . . . . . . . . . . . . . . . . 57
3.3 Cross-section of a cylinder with a constriction. . . . . . . . . . . . . . . 61
3.4 Determination of the period of the equilibrium transitions between integral
winding number states. (a) Arbitrary chosen transition period ∆Ha will
result in the average slope being nonzero. (b) Only value of ∆Ha which is
fully determined by the slope and the displacement of the lines guarantees
physically plausible behavior of Ha −Hh. . . . . . . . . . . . . . . . . . 65
3.5 Difference between purely electromagnetic response of full and half-quantum
vortex states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
viii
3.6 The stability diagram of the HQV in a cylindrical geometry. For a fixed
ratio of superfluid densities ρsp/ρs and a fixed size of the constriction the
stability region of the HQV is bounded by the axes and the corresponding
solid curve as shown on the top panel for ρsp/ρs = 0.95. Top panel: Stability
region in the absence of the constriction. Bottom panel: Stability region of
the HQV in the presence of the constriction with the angular size α = 2pi/10
and thickness d′/λ = 0.1. The shaded regions on the bottom panel show
the improvement of the stability relative to that without the constriction
for the same ρsp/ρs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
A.1 Integration contour for the complex plane evaluation of integral (A.12). . 84
ix
List of Abbreviations
ESP Equal Spin Pairing.
HQV Half-Quantum Vortex.
KSP Kinematic Spin Polarization.
x
Outlook and the principal
conclusions
In this introductory Chapter we broadly outline topics presented in this thesis and
summarize the principal conclusions.
Many fundamental equations describing the physics of superconducting state
e.g. the Ginzburg-Landau equation for the superconducting current density can be
formally obtained from their quantum-mechanical single-particle analogues by simply
doubling the particle’s charge and mass i.e. by treating the Cooper pair as a single
particle whose mass and charge are twice as large. In Chapter 1 we consider the
following question: What are the limits of the validity of such a prescription? It is
intuitively clear that this prescription fails when, roughly speaking, the pair cannot
be treated as a single entity. We demonstrate this on the example of a small super-
conducting ring when its size approaches the size of the Cooper pair and show that
hc/2e periodicity, which is usually expected in the magnetic response of supercon-
ducting rings, is lost – the period is restored to its “single-electron” value hc/e. The
ring however remains in the superconducting state.
How small should the ring be to see this effect? It should be comparable to the
size of the Cooper pair which is determined by a characteristic decay length of the
pair wave function. In the case of a fully gapped pairing such as s-wave the pair
wave function decays exponentially in space with the decay length given by the BCS
coherence length which, by nowadays standards, can be quite large.1 However if the
gap has a nontrivial structure such as points or lines of nodes then the pair wave
1For Al the zero-temperature BCS coherence length is 1600 nm.
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function decays algebraically and for some directions of the real space the effective
size of the pair can be infinite. One can speculate that such a behavior of the pair
wave function would increase the minimal size of the ring which is necessary for
the observation of the effect. However, a more accurate answer requires a detailed
calculation.
Along the way we formulated a general criterion for the failure of the monolith
Cooper pair picture – it fails when the internal and center-of-mass states of the
Cooper pair become “entangled” i.e. when the motion of the former depends on the
state of the latter or vice versa. Such an entanglement which leads to the energy of
the center-of-mass motion being affected by the internal state need not be confined
to samples of small size. It is tempting to believe that other possible factors such
as spin-orbit interaction can lead to such entanglement even in macroscopically sized
samples.
The main body of this thesis is devoted to the topic of half-quantum vortices
(HQVs) which has become increasingly fashionable recently due its potential appli-
cations in topological quantum computing. Another unusual feature of HQVs which
may be promising to the applications is that, along with a superfluid charge current,
they carry an uncompensated flow of spins or the spin superfluid current.
One of the physical systems which, at least in principle, is able to support HQVs
is the A-state of 3He. This state has been known for quite a while but, at the time of
writing, there is no commonly accepted confirmation for the existence of such objects
in 3He-A. Another system which has emerged few years ago as a candidate for HQVs
is a layered strontium ruthenate compound Sr2RuO4. Below 1.5K Sr2RuO4 enters
a superconducting state which is believed to be a two-dimensional relative (but not
necessary analogue) of 3He-A and hence can support HQVs.
For various reasons it is advantageous to search for HQVs in samples of annular
geometries such as that of a ring or a hollow cylinder. It can be argued that in these
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geometries vortices which enter the system, be they full- or half-quantum, will prefer
to move their cores to the hole and, technically speaking, a vortex states will become
a fluxoid state. Very recent cantilever magnetometry measurements of such states
have been done in Raffi Budakian’s group at UIUC [13]. The measurements revealed
the presence of the so-called half-step features in the magnetization curves which can
be interpreted as half-quantum vortices. An important property of the half-steps is
that in thermal equilibrium they appear only in the presence of an in-plane magnetic
field which magnitude should be larger than some minimal value.
The thermodynamic stability of HQVs which determines whether or not their
signatures will appear in equilibrium measurements depends crucially on their en-
ergetics. If, in some region of the applied fields, the energy of the HQV is lower
than that of the full or regular vortex, a thermodynamic equilibrium measurement
should indicate its presence. Purely kinematic considerations show that the HQV
energy should be at its lowest when the energies of two neighboring full vortex states
are degenerate i.e. at the point where one expects to see an equilibrium full vortex
transition.
Detailed analysis of the energy balance shows that in large samples HQVs are
energetically unfavorable. This is because the spin currents which accompany HQVs,
being neutral, do not get screened and extend over the whole sample producing
additional energy cost over a full vortex in which no spin current is present. Based
on this argumentation one can derive a stability condition for a half-quantum vortex
in a specific sample’s geometry which has been done in the literature for the case of
a thin-walled cylinder. In Chapter 3 we derive such a condition for a cylinder of an
arbitrary cross-section. We show that even for a relatively thick-walled cylinder the
stability of an HQV can be improved by thinning the cylinder’s walls in a localized
region i.e. by introducing a constriction. From a practical point of view such an
approach can be beneficial since, at the current level of technology, it is easier to
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produce a sample with relatively thick walls and a constriction than a sample which
walls are thin everywhere.
As has already been mentioned, an intriguing feature of the half-steps observed
in experiment [13] is that, in equilibrium, they exist only in the presence of an in-
plane magnetic field. In Chapters 2 and 3 of this thesis we describe a mechanism
which could potentially account for such an effect – a mechanism of the kinematic
spin polarization (KSP). In a half-quantum vortex state of an ESP superfluid which
is believed to be realized in Sr2RuO4 there exist a velocity mismatch between up
and down spin sub-components. This velocity mismatch creates an effective Zeeman
field which, in thermal equilibrium, polarized the system even in the absence of an
applied magnetic field. In other words, the fast-moving spins prefer to jump to a slow-
moving component saving in this way the kinetic energy and creating, in addition to
any external, kinematic spin polarization. The kinematic spin polarization which is
absent in the full vortex state can be coupled to a properly oriented external field
thus providing additional energy savings for the HQV state. If the structure of the
superconducting state in Sr2RuO4 is such that its spin quantization axis lies in the
ab-plane, the orientation of the field which couples to the KSP and hence can affect
the stability of the HQV is in-plane in the agreement with what found in [13].
The magnitude and the field dependence of the kinematic spin polarization depend
crucially on the distribution of charge and spin currents in the sample. On general
dimensional arguments one can conclude that the growth of the stability region of the
HQV with the in-plane field will be governed by the ratio of spin and orbital magnetic
susceptibilities – the ratio which one would usually treat as being quite small. An
estimate of this ratio for the sample used in [13] shows it to be of order 10−3. This
number implies that a 100G in-plane field will expand the HQV stability region
by about 0.1G while an experimentally measured increase is of order 1G. A more
accurate estimate presented in Chapter 3 allows one to account for this discrepancy.
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It should be noted however that while the general features of the growth of the
stability region of the half-integer steps are consistent with the effects of KSP, a more
precise replication of the observed dependence is still problematic. In particular, as
it is shown in Chapter 3 on the example of an infinite cylindrical geometry, the KSP
coupling to the external field vanishes at the point where the energy of the HQV is
expected to be minimal. This implies that if the HQV is not stable in the absence of
the in-plane field, than the coupling of the KSP to the in-plane field cannot by itself
reverse this situation. At the moment it is unclear whether this behavior will persist
in an arbitrary shaped sample or it is just a peculiarity of the infinite cylindrical
geometry.
An alternative remedy to the inconsistency outlined above would be to assume
that the sample breaks time-reversal symmetry and forms a network of surface or,
more generally, domain currents, as described at the end of the Chapter 3. The
presence of the domain currents will, in general, offset the value of the KSP and
introduce a nonzero coupling to the in-plane field at the transition point. However,
one needs to assume that the domain structure formed in the sample is such that it
produces a vanishingly small overall magnetic moment, as was observed in [13].
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Chapter 1
Flux quantization in small
superconducting rings
1.1 Introduction
It has long been recognized that the use of multiply connected geometries can give
additional benefits in studying physical properties of various systems. Working with
a system of annular geometry such as hollow cylinder or ring with magnetic flux
threaded through the annulus one can evince consequences of such basic concepts as
gauge invariance and single-valuedness of observable quantities. The application of
these concepts results in a fundamental theorem: provided that the penetration of
the magnetic field into the region occupied by the walls of the annulus is insignifi-
cant thermodynamic equilibrium behavior of the system must be periodic in the flux
through the annulus with the period equal to hc/e irrespective of a particular form of
interparticle interactions [3,24]. This result is consistent with a given physical quan-
tity being independent of the flux or with a minimum period of such dependencies
being a unit fraction of what will be called the fundamental period hc/e. The latter
is in general believed to be a strong evidence for the presence of substantial inter-
particle correlations in the system. Indeed the occurrence of hc/2e periodicity in the
magnetic flux response of both conventional [9, 10] and d-wave [12] superconducting
loops has been considered as the main proof for the presence of Cooper pairs.
In this Chapter we show that for small systems with pair correlations – ranging
from atomic nuclei to recently fabricated nanoscale superconducting loops – there is
a universal mechanism which restores the minimal periodicity up to its fundamental
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value which would be expected for unpaired particles. This mechanism is based on
a fundamental observation that, because of the single-valuedness and continuity re-
quirements on the Cooper pair wave function, the internal energy of the pair depends
on its center of mass state i.e. on the motion of the pair as a whole. Such an entan-
glement of the internal and center of mass degrees of freedom does not rely on the
presence of low-energy excitations and is applicable even in the case of a fully gapped
pairing such as s-wave where the internal degrees of freedom of the pair are usually
irrelevant.
1.2 Breaking of hc/2e periodicity in small
superconducting rings
The model geometry considered in this section is that of a small superconducting
annulus where the dependence of the internal energy on the center of mass state
leads to an offset of transitions between different current-carrying states thus breaking
hc/2e periodicity in the magnetic flux up the fundamental value hc/e. Although the
discussion will be focused on the response of the annulus to the magnetic flux it can
be trivially modified to describe the response of both neutral and charged superfluids
to rotation.
The question of the magnetic flux periodicity in small superconducting rings has
been a subject of much theoretical attention recently [27,26,14,33,32]. However the
hc/e periodicity restoration considered in [27, 26, 14, 33, 32] is caused by the excited
component of the system and thus relies on the presence of quasiparticles which
is the case for nodal superconductors, such as d-wave [27, 26, 14, 33], or for s-wave
superconductors very close to Tc [32]. In contrast, the mechanism proposed here is
due to the behavior of the condensed part of the system and does not rely on the
presence of the excited component.
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The simple argument presented below shows that the restoration of the fundamen-
tal periodicity is quite generic and happens irrespective of a particular form of pairing,
interactions, temperature effects etc. when the circumference of the superconducting
annulus becomes small. Explicit calculation is done for an s-wave superconductor
where pair wave function (WF) decays exponentially and the effect becomes notice-
able when the circumference approaches BCS coherence length ξ0. However for a
nodal superconductor, such as d-wave, there are directions in the real space where
decay of the pair WF is algebraic which suggests that the effect may be noticeable at
even larger than ξ0 values of the circumference.
Basic geometry considered in this work is that of a hollow cylinder with the wall
thickness d being smaller than the London penetration depth λ and the radius of the
cylinder R  d; the effects of order of d/R and higher are ignored. Single particle
states are specified by a set of three quantum numbers (m,n) with ~m being a
projection of angular momentum along the symmetry axis and n ≡ (n1, n2) describing
two other degrees of freedom responsible for the motion along and perpendicular to
the symmetry axis.
In thermodynamic equilibrium periodicity in the response of N paired fermions
is attributed to the transitions between ground states of the following type [5, 4]
Ψ(m0)=
[
2
N
∑
nm
χ(m0)m (n,n) a
†
n,m↑ a
†
n,−m+m0↓
]N/2
|0〉 (1.1)
which describe condensation of N/2 spin-singlet pairs with the pair’s angular mo-
mentum along the symmetry axis equal to ~m0. Pairing with respect to the other
two quantum numbers n is chosen in a standard way and connects state n with its
time reversal n. Spin singlet symmetry of two-particle state requires that variational
parameter χ(m0) satisfies χ
(m0)
−m+m0(n,n) = χ
(m0)
m (n,n). The same condition is obeyed
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Figure 1.1: Schematic behavior of the internal part of pair WF as a function of the relative
angular coordinate for even (red) and odd (blue) values of the pair’s angular momentum.
High frequency oscillations are not shown. (a) The circumference of the cylinder is much
larger than the decay length of the pair WF. (b) The circumference of the ring is comparable
with the decay length.
by the pair wave function in the momentum representation F (m0) defined as
F (m0)m (n,n) = 〈an,−m+m0↓an,m↑〉 (1.2)
where the average is taken between the states (1.1) with N/2 − 1 and N/2 pairs.
Structure of the pair WF is more apparent in the coordinate representation where it
factorizes into two parts which describe internal motion and the motion of the center
of mass of the pair:
F (x1θ1;x2θ2) = e
i
m0
2
(θ1+θ2) f (m0)(x1,x2, θ1 − θ2) (1.3)
Here θi is a polar coordinate of i-th particle and xi represents two other coordinates
conjugate to the quantum number n. Pair WF must be single valued in both θ1 and
θ2 and symmetric under particles permutation x1θ1  x2θ2. The former condition
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implies that internal part of the pair WF, f (m0)(x1,x2, θ), must be 2pi periodic (an-
tiperiodic) for even (odd) parity values of m0 as a function of the relative coordinate
θ ≡ θ1 − θ2 as shown of Fig. 1.1.1
Similar to (1.3), center of mass decomposition can also be written for the coor-
dinate representation of the variational parameter χ(m0) which suggests that energy
expectation value taken on state (1.1) can be written as a sum of the internal and
orbital contributions. As will be shown below this is indeed the case. Assuming a
uniform magnetic flux φ through the annulus, the general form of a spin-independend
single particle spectrum in axially symmetric geometry with thin walls is
εφ(m,n) =
~2
2meR2
[
ζ(n) + (m+ φ/φ0)
2
]
(1.4)
where φ0 is the single particle flux quantum φ0 ≡ hc/|e| and ζ(n) is some dimension-
less function. For such single-particle dispersion, independent of a particular form of
interparticle interactions, the expectation value of the ground state energy evaluated
on the state (1.1) can be represented as
E(m0)(φ) =
N~2
2meR2
[
ε(m0) + (m0/2 + φ/φ0)
2
]
(1.5)
In the expression above dimensionless parameter ε(m0) represents flux-independent
contribution coming from the internal motion of the particles in the pair. Gauge
invariance demands same parity values of ε(m0) to be the same which allows one
to introduce two in general independent constants, ε(0) ≡ ε(2m) and ε(1) ≡ ε(2m+1),
describing even and odd parity states.
Another contribution to the system’s energy comes from the motion of the center
of mass of the pair and is represented by the second term on the r.h.s. of eqn. (1.5).
1It is interesting to note that a similar symmetry dictated behavior also holds for a spin-triplet
pairing with a difference that f (m0) now changes sign for even m0.
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It is usually assumed that the two contributions are independent, namely, that the
energy associated with the internal structure of the Cooper pair is independent of the
motion of the center of mass of the pair. It is the violation of this assumption which
leads to the breaking of hc/2e periodicity in small samples.
To see why for small rings the internal energy of the Cooper pair depends on its
center of mass state it is instructive to turn to the real space representation of the
pair WF (1.3) whose internal part is schematically shown on fig. 1.1 for x1 = x2. For
the circumferences much larger than the characteristic decay length of the pair WF
fig. 1.1a applies and the internal energy being independent on the overall phase of
WF is practically the same for odd and even parity states. Then the circumference
becomes comparable with the characteristic decay length, the continuity condition for
the pair WF requires it to adjust as schematically shown on fig. 1.1b 2. The internal
energies evaluated on such states are different.
In the simplest case of s-wave superconductor the decay of the pair WF in real
space is isotropic and exponential with the decay length equal to the BCS coherence
length ξ0. The internal energy difference for this case will be evaluated below under
assumption R  ξ0 and will turn out to be exponentially small. However for a
superconductor with a nodal structure in the gap there are directions in the real
space where pair WF decays algebraically which may lead to an enhancement of the
effect.
Coming back to eqn. (1.5) and introducing superfluid velocity vs and superfluid
density ρs for the pairs of particles which occupy volume Ω by usual relations vs ≡
2 There are two implicit assumptions required for the validity of this statement. Firstly, the decay
length should not shrink as fast as the circumference itself. Secondly, the ring should be uniform
enough to avoid a possibility of placing kinks in the pair WF in the regions where its magnitude is
suppressed.
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Figure 1.2: Dependence of the induced flux on the external flux for rings of small and
large sizes.
~
2meR
(m0 +
φ
φ0/2
), ρs ≡ meN/Ω it becomes
Ω−1E(m0)(φ) =
~2
2m2eR
2
ρsε
(0,1) +
1
2
ρsv
2
s (1.6)
Being written in this form the expression for energy can, in fact, be generalized
to include effects of non-zero temperature or other pair breaking perturbations by
introducing corresponding changes in the superfluid density ρs as well as other terms
describing e.g. behavior of the excited component of the system. Such generalizations
will not change qualitatively conclusions reached below and the following discussion
will be limited to the simplest case specified by eqn. (1.6).
The discussion so far has led to the expressions (1.5) and (1.6) for the ground
state energy as a function of pair’s angular momentum ~m0 and total flux φ. To find
thermodynamically stable value of m0 which is realized at a fixed external flux φe one
needs to construct corresponding thermodynamic potential which is in this case Gibbs
potential G. Although general expression for G can be easily written down, for the
purpose of this discussion it is enough to notice that, in thermodynamic equilibrium,
the transition between m0 = 0 and m0 = 1 states occurs at the following value of the
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external flux:
φ(0→1)e =
1
2
hc
2e
[
1 + α
(
ε(1) − ε(0))] (1.7)
where ε(0,1) is the dimensionless internal energy of the Cooper pair for the states
m0 = 0, 1 defined by eqn. (1.5). Appearance of parameter α ≡ 1 + 4Rd/λ2 in (1.7)
has purely geometrical reasons related to fact that, for the geometry considered here,
field and condensate energies scale differently with R. As one can see from the result
above, transition between different center of mass states is offset relative to the bulk
case by an amount proportional to the internal energy difference.
Complete dependence of the induced flux obtained by minimization of the Gibbs
potential corresponding to the energy (1.5) is illustrated on fig. 1.2. The effect of
the non-vanishing internal energy difference is to shift the transitions between differ-
ent current states by an amount proportional to ±(ε(1) − ε(0)) thus breaking hc/2e
periodicity up to hc/e. In an alternative interpretation one may refer to this effect
as a change in Cooper pair’s charge. A very similar reasoning shows that the same
change occurs for the Cooper pair mass in the rotating superconductors thus leaving
gyromagnetic ratios like 2mec/e unchanged.
The preceding qualitative conclusions were reached without particular reference
to a microscopic form of interparticle interactions. However for a quantitative anal-
ysis, which is most easily done in the momentum representation, a choice of specific
microscopic model is needed. Using single-particle dispersion relation (1.4) and a con-
tact interparticle interaction potential V energy expectation value on a many-body
ground state (1.1) is
E(m0)(φ) =
∑
2εφ(m,n)|v(m0)m−m0/2(n,n)|2
−
∑
V F (m0)m−m0/2(n,n)F
(m0)∗
m′−m0/2(n
′,n′) (1.8)
where quantities v and F are defined through earlier introduced χ, eqn. (1.1), and
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F , eqn. (1.2), as |v(m0)m−m0/2(n,n)|2 ≡ χ
(m0)
m (n,n)F
(m0)∗
m (n,n) and F (m0)m−m0/2(n,n) ≡
F
(m0)
m (n,n). Defined in such way v and F are symmetric with respect to m, e.g.
vm(n,n) = v−m(n,n) etc. In what follows, to avoid complicated notation, n depen-
dence of all quantities will not be indicated explicitly unless mentioned otherwise.
Noticing that normalization condition for state (1.1) requires 2
∑ |v(m0)m−m0/2|2=N ,
the flux dependence in (1.8) can be separated out thus establishing a connection
with the expression for energy (1.5) used in the previous analysis. Identifying flux
dependent part with the the center of mass contribution and everything else with the
internal energy contribution one thus obtains for the latter
N ε(m0) = 2
∑
(ζ + (m−m0/2)2)|v(m0)m−m0/2|2
− V
∑
F (m0)m−m0/2F
(m0)∗
m′−m0/2 (1.9)
and the interaction constant is now written in units of ~2/2meR2. It is also apparent
that ε(m0) defined by the equation above is the same for the same parity states, as
was indicated above.
The actual forms of v(m0) and F (m0) can be found by energy minimization in the
same way as it is done in the standard BCS treatment which leads to |v(m0)m |2 =
|vm(∆(m0), µ(m0))|2, F (m0)m = Fm(∆(m0), µ(m0)) where, for a given pair state m0, the
gap parameter, ∆(m0), and the chemical potential, µ(m0), should be determined self-
consistently from gap and normalization equations and are, in general, different for
odd and even parity states. For fixed ∆(m0) and µ(m0) functions v(m0) and F (m0) are
given by standard BCS expressions.
In the momentum representation the reason for a non-vanishing internal energy
difference between odd and even parity states is less transparent than in the coor-
dinate representation but from a mathematical point of view can be traced down to
two main factors. Firstly, the actual values of m arguments which v and F are being
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summed over in (1.9) are shifted by 1/2 for odd and even parity cases; secondly, there
is a difference between odd and even values of gaps and chemical potentials. It can
be shown that the latter difference being itself caused by the former in the gap and
normalization equations can be ignored in the leading approximation. Actual calcula-
tion of the energy difference can be found in the Appendix A. Performing summation
over m with the help of Poisson summation formula and integrating afterwards with
respect to two other quantum numbers n it is possible to get an analytic expression
for ε(1)− ε(0) in the limit Rξ0. With the relative accuracy ξ0/R one has
ε(1) − ε(0) = 3
pi3/2
[
R
ξ0
]1/2
e−2R/ξ0 cos(2pikFR) (1.10)
where kF is the Fermi wave vector and ξ0 is defined through the gap parameter ∆ as
ξ0 ≡ ~vF/pi∆. It should be emphasized that the accuracy of eqn. (1.10) does not allow
one to distinguish between ∆(1) and ∆(0) (or µ(1) and µ(0)) since the difference ∆(1)−
∆(0) is itself exponentially small. There might be however a substantial difference
between either of ∆(0,1) and the value of the gap for the corresponding bulk material.
One should observe that the sign of eqn. (1.10) is a rapidly oscillating function
of the radius which is due to the oscillations of the pair WF in real space. Similar
oscillatory effects have been found theoretically in Ref. [2] for the dependence of the
gap on the thickness of a thin superconducting film. Strong dependence of the sign
of the transition offset on the annulus’ size would make it more difficult to observe it
on an ensemble of rings, such as the one used in [19] for Little-Parks measurement,
because of possible variations in the rings’ sizes.
Another limitation for experimental observation is the magnitude of the effect.
According to eqn. (1.10) one may expect transition offset to be of the order of 0.1%
for R ≈ 3ξ0; larger corrections for the same value of R/ξ0 will most likely be achieved
for nodal superconductors. Although reducing the radius will make the effect more
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pronounced, a little more care should be taken in extrapolating eqn. (1.10) to the ring
sizes equal or lesser of the coherence length. This is due to the fact that when the
diameter of the ring becomes equal to the coherence length the superfluid velocity
needed to screen a quantum of flux reaches its critical value thus leading to the
destruction of superconductivity around φe = φ0/2 [25].
It is interesting to notice that, apart from the small sample size, there might be
other ways to introduce correlations between the center of mass and internal energies
of the Cooper pair. One of them could be a strong spin-orbit interaction where the
small size limitation would not apply.
To conclude this Chapter, it was suggested that in small superconductors, due to
the dependence of internal energy of Cooper pairs on the center of mass state, the
minimal flux periodicity is hc/e, twice the usually attributed value. The doubling of
minimal periodicity is due to the offset of the transition between different current-
carrying states. The magnitude of such offset was calculated for s-wave pairing. It
was also suggested that other things being equal, the effect will be more pronounced
for nodal superconductors.
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Chapter 2
Half-quantum vortices in
equal-spin-pairing condensates
2.1 Introduction
Magnetic field response of fermionic condensates with nontrivial internal structure
may have distinctive features not found in s-wave superconductors considered in
Chapter 1. In this Chapter we introduce a notion of a half-quantum vortex – an
object which may exists in equal-spin-pairing state of spin triplet condensate. Apart
from a possibility of being a “litmus test” to identify a nontrivial pairing, an interest
in half-quantum vortices also stems from their possible applications in topological
quantum computing.
We start the Chapter by first defining an equal-spin-pairing state of a spin triplet
condensate in a way most suitable to our discussion – as a collection of two inde-
pendent spin condensates which can be coupled through a common magnetic flux.
We then define a half-quantum vortex as a state of the condensates in which the
two spin subcondensates have different vorticity and consider several factors affecting
thermodynamic stability of such a configuration. In this Chapter the quantitative
discussion of the stability of half-quantum vortices is limited to a thin-walled annular
geometry with a circular cross-section. In the next Chapter we generalize the results
to arbitrary cylindrical geometries.
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2.2 Equal-spin-pairing (ESP) superconducting
state
It is believed that the primary microscopic mechanism responsible for the phenomena
associated with superconductivity in metals is the condensation of a macroscopic
number of pairs of electrons – Cooper pairs – into a single state. The structure of this
two-particle state, which bears heavily on macroscopic properties of a superconductor,
can be described in terms of orbital and spin degrees of freedom of the Cooper pair.
In the absence of spin non-conserving forces the Cooper pair, being a pair of two
spin-1/2 particles, can be either in spin singlet or spin triplet state.1 While the initial
BCS proposal focused only on the spin singlet possibility which fit well the available
experimental data, it was soon realized that spin triplet pairing can also exist in
nature. It is by now well established that at milikelvin temperatures liquid 3He enters
a new phase in which Cooper pairs, composed of spin-1/2 atoms of 3He, condense
into a spin triplet state. There also exists by now a growing body of experimental
evidence that Sr2RuO4 below 1.5 K is a spin triplet superconductor [28].
The spin triplet pairing brings about the possibility of many interesting phenom-
ena not expected in spin singlet systems where the spin degree of freedom of the
Cooper pairs is essentially inert (for a review see [23]). One of them is the existence
of half-quantum vortices (HQVs) in the equal-spin-pairing (ESP) state of the spin
triplet condensate, the possibility which will be discussed in the next chapter. We
start with a brief introduction into the physics of the ESP state.
The ESP state of a spin triplet condensate is defined as the one in which each
Cooper pair is in a linear superposition of states |↑↑〉 and |↓↓〉, for which the spins in
the pair are either aligned (“up”) or antialigned (“down”) with a common direction
in space called ESP axis. Denoting orbital components as ϕ↑ and ϕ↓ the pair wave
1This scheme can also be generalized to the case when spin is not a good quantum number.
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function can be written as
ψpair ∝ ϕ↑(r1, r2) |↑↑〉+ ϕ↓(r1, r2) |↓↓〉 (2.1)
While the most general spin triplet state will also contain a component proportional
to |↑↓〉+ |↓↑〉, it is essential for the definition of the ESP state that such a component
can be eliminated by an appropriate choice of the spin (ESP) axis in a macroscopically
large region of the superconductor. Direction of the ESP axis is determined by various
factors including intrinsic anisotropy of the superconductor, direction of the magnetic
field and the strength of the spin-orbit interactions. In what follows it will be assumed
that the ESP state with unique ESP axis is an adequate description for the system
in question.
The many-body wave function which describes a system of N/2 pairs in the ESP
state can be constructed following the usual BCS prescription in which Cooper pairs
are condensed into the same state:
ΨESP = A
{[
ϕ↑(r1, r2) |↑↑〉+ ϕ↓(r1, r2) |↓↓〉
]
. . .[
ϕ↑(rN−1, rN) |↑↑〉+ ϕ↓(rN−1, rN) |↓↓〉
]}
,
(2.2)
where A is the antisymmetrization operator with respect to particles’ coordinates
and spins. Properties of the ESP state and, more generally, of any other spin triplet
state can be described in terms of the so-called d vector which is constructed out of
the components of the pair wave function. Here we note just a few of its properties
relevant to further discussion:
• d vector lies in the plane perpendicular to the ESP axis and the position of d
in this plane is determined by the relative phase of |↑↑〉 and |↓↓〉 components
of the condensate;
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spin (ESP)
axis
Figure 2.1: Degrees of freedom of a spin triplet pair in the ESP state
• if the spin axis of the system is chosen not along the ESP axis as in (2.1) but
along the direction of d, then the spin state of the pair is | S = 1, S‖d = 0〉
i.e. the projection of the pair’s spin along d is zero.
• d can be Fourier decomposed and then becomes a function of a momentum k:
d→ d(k). Global behavior of d(k) on the Fermi surface determines the angular
momentum of the pair.
In the weak coupling limit, provided the pairing interaction conserves spin, the
up and the down spin particles can be considered as independent subsystems and
described phenomenologically in a sprit of the London or, more generally, Ginzburg-
Landau theory. We will use the former approach as it turns out that the presence
of many interesting effects can be demonstrated even at the level of the London
description.
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2.3 Phenomenological description of
half-quantum vortex (HQV) in the ESP state
An important variable in the phenomenological description of the ESP state is the
center-of-mass velocity the Cooper pairs of the ↑ and ↓ spin subsystems. From a
microscopic point of view a state with spatially uniform but spin-dependent Cooper
pair velocities can be generated from the ground state given by eqn. (2.2) by a spin-
dependent boost which can be formally written as
ΨESP(P↑,P↓) = exp
{
i
~
P↑
2
∑
i=↑
ri +
i
~
P↓
2
∑
i=↓
ri
}
ΨESP (2.3)
where Pσ denotes the momentum of the pair
2 in the σ-th component of the conden-
sate. Allowing for local variations of Pσ over length scales larger than the coherence
length we can now phenomenologically introduce superfluid velocities (proportional
to the pair momentum described above) of ↑ and ↓ components by the following
relation
vσ =
~
2m
(
∇θσ − 2e~cA
)
(2.4)
where σ =↑, ↓ is the projection of the spin on the ESP axis which is assumed to have
fixed direction everywhere in space (cf. above). θσ is the phase of the complex order
parameter of the corresponding spin component; being determined by a motion of the
center-of-mass of the Cooper pair each θσ should behave in a way which guarantees
the single-valuedness of the order parameter e.g. change by 2pi × integer when going
around a closed contour etc. The half-quantum vortex state of the ESP condensate
has a simple physical interpretation: It is a state in which the two spin subsystems
have different winding numbers, i.e., accommodate a different number of vortices.3
2not a half-pair, hence the factor 1/2.
3Strictly speaking, a half-quantum vortex is a state where the difference in the number of vortices
in spin subsystems is odd.
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The two superfluid velocities introduced by eqn. (2.4) may seem at first sight
as being completely independent – quite a boring observation. This observation,
however, is incorrect since the vector potential A contains, in general, a contribution
generated by the motion of each of the components. In other words, the two superfluid
components ‘feel’ each other through a self-induced vector potential. To elucidate this
point we introduce two new variables, vs and vsp, by the following relations:
vs ≡ (v↑ + v↓)/2, vsp ≡ (v↑ − v↓)/2 (2.5)
As can be seen from eqn. (2.4) these velocities obey the following equations:
vs =
~
2m
(
∇θ − 2e
~c
A
)
, θ ≡ (θ↑ + θ↓)/2
vsp =
~
2m
∇α, α ≡ (θ↑ − θ↓)/2
(2.6)
We now conclude that, after the transformation (2.5), the ESP system looks like a
collection of two condensates:
• the charged condensate of the Cooper pairs described by the superfluid velocity
vs, which generates charge (or, more generally, mass) current and
• the neutral condensate of the Cooper pairs which generates neutral spin current
vsp
with an important proviso that while both θ↑ and θ↓ when taken around a closed
contour must change by a (possibly different) multiple of 2pi, their half sum θ and
half difference α need not an must change only by a multiple of pi. In a half-quantum
vortex state both θ and α wind through an odd number of pi’s.
Keeping the above proviso in mind the kinematics of the charged and neutral
components described by vs and vsp respectively can be considered, to some extent,
independently. The question of current kinematics will be discussed later for the
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specific choices of sample’s geometries. Now we turn to the question of energetics of
currents in the ESP state.
2.3.1 Energetics of currents
The knowledge of the kinematics of the spin and charge currents in the ESP state,
while crucial for many purposes, does not allow one to determine the thermal equilib-
rium behavior of the system which should be found through the minimization of the
appropriate thermodynamic potential. As an example one might think of a supercon-
ductor in some multiply connected geometry where, from the kinematic standpoint
of view, many current configurations are possible but only few (or one) are realized
in thermal equilibrium.
In discussing the energetics of the ESP state we will not touch upon the question of
the evaluation of the ground state energy which would require a detailed knowledge
of the pairing mechanism. Instead, we will assume that the ground state energy
contribution, being a constant, can be dropped4 and focus on the contributions to
the energetics which come from the presence of spin and charge currents, non-zero
spin polarization, spin-orbit interaction etc. Moreover we will consider how the above
contributions are modified by the Fermi liquid effects. Unless mentioned otherwise
we will confine the discussion to the zero temperature case.
Let’s start by considering a particularly simple case of zero spin polarization when
the number of pairs in the ↑ and ↓ components of the ESP condensate is the same and
is equal to N/4, where N is the total number of particles with mass m in the system.
Treating the spin subsystems as fully independent, weakly interacting and isotropic
one would expect the following expression for the kinetic energy of the currents to
4This assumption allows us to ignore effects due the ‘entanglement’ of the center-of-mass and
internal motions of the Cooper pairs (cf. Chapter 1) and is well justified for large enough systems.
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hold:
T0 =
N
4
× 1
2
2mv2↑ +
N
4
× 1
2
2mv2↓ (2.7)
where the numerical factors which show that vσ is the velocity of the pair are explicitly
indicated. As one can see from the eqns. (2.5) and (2.7), if the two condensates behave
in the same way i.e. v↑ = v↓ then, in the framework of the current discussion, the
response of the ESP system is essentially equivalent to the one expected for a spin
singlet pairing. Thus, we conclude that to demonstrate the non-trivial character of
the ESP state the two superfluid components should act differently – which, as will
be seen later, is the essence of the phenomenon of half-quantum vortices.
While the above is certainly a possibility from the kinematic point of view, would
such a behavior be expected in the thermodynamic equilibrium? To answer this
question let’s rewrite T0 in terms of vs and vsp; according to the definition (2.5) the
non-zero value of vsp can serve as an indicator of the non-trivial behavior:
T0 =
N
2
m
∫
d3r
Ω
(
v2s(r) + v
2
sp(r)
)
(2.8)
where Ω is the volume of the sample. As can be seen from eqn. (2.6), vs and vsp
describe charge and neutral (spin) currents respectively. The spatial extent of the
charged currents is determined by the screening and is of the finite range while the
extent of the neutral currents is in general algebraic. Thus we can argue that the
energy cost of the neutral (spin) currents relative to that of the charge currents grows
rapidly with the size of the sample making non-zero value of vsp in large samples
energetically unfavorable.
To circumvent this difficulty let’s consider a small or, rather, thin sample in a
form of a thin-walled annulus with the wall thickness d and radius R. Let’s also
assume for simplicity that we are dealing with a neutral ESP system such as 3He-
A thus eliminating the need to account for screening and making the existence of
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charge currents
spin currents
1/R
λHQV
Figure 2.2: The spatial distribution of neutral (spin) and charged (mass) currents in the
ESP superfluid
nonzero spin currents more favorable. Provided that the condition d R is satisfied
the radial variations of both charge and spin currents can be ignored; integrating
eqns. (2.6) around the annulus we arrive at
vs =
~
2mR
`s, vsp =
~
2mR
`sp (2.9)
where the winding numbers `s and `sp have been introduced through the integer -
valued winding numbers of up (`↑) and down (`↓) spin subsystems in the following
way
`s ≡ `↑ + `↓
2
, `sp ≡ `↑ − `↓
2
(2.10)
Notice that the new winding numbers defined above can assume both integral and
half-integral values; this is just another expression of the previously mentioned fact
that phases θ and α responsible for the mass and spin currents must change only by
a multiple of pi when taken around a closed contour. In a half-quantum vortex state
both `s and `sp assume half-integer values.
Starring at the eqns. (2.9) and the expression (2.7) for T0 one might think that
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since in the neutral ESP superfluid vs and vsp have equal ‘weights’, the half-quantum
vortex i.e. the state with vsp 6= 0 is now bound to be thermodynamically stable.5 This
is not true, however, for the following reason. In the neutral superfluid the equilibrium
motion is induced by rotation ω of the container which plays a role analogous to
the applied magnetic field in the charged case. In the presence of the rotation the
thermodynamic potential which reaches minimum in equilibrium is T0−ω ·L, where
L is the angular momentum of the liquid proportional to v↑ + v↓ i.e. to vs. This
breaks the apparent symmetry between vs and vsp and leads to the fact that a state
with vsp 6= 0 is, at best, energetically degenerate with a state with vsp = 0 which
occurs when the rotation frequency ω is tuned to a transition between states with
the neighboring integer winding numbers. The situation is even worse for a charged
ESP superfluid since, as it was pointed out earlier, any non-negligible screening will
disfavor the spin currents over the charge currents.
We, finally, arrive at the conclusion that in the simplest model outlined in this
section nonzero spin currents and hence half-quantum vortices are not thermodynam-
ically stable. To remedy this situation a revision of the model is needed and a natural
step toward that would be to account for interparticle interactions.
2.3.2 Fermi liquid corrections
A general method to account for effects of interparticle interactions is provided by
Landau’s Fermi liquid theory. This theory was initially developed for ‘trivial’ ground
states such as those realized in normal metals but can be generalized to treat equally
well both superconductors and superfluids [22, 23]. The basic notion of the theory
is the distribution function of the quasiparticles which are the descendants of the
free particles of the initially noninteracting gas. However, in contrast with the free
5Strictly speaking not every state with vsp 6= 0 is a half-quantum vortex state. For example a
state in which `↑ and `↓ are different by 2 will have integral `s and `sp but non-zero vsp. We will
not be discussing the stability of such states and loosely use that vsp 6= 0 implies `↑ − `↓ is odd.
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gas, changes in the distribution function produced by perturbations such as external
fields, currents etc. create a self-consisten – ‘molecular’ – field which acts back on
the quasiparticle distribution. The strength of this feedback is characterized by so-
called Landau parameters – numbers which could, in principle, be extracted from the
analysis of appropriate experimental data.
Boosting quasiparticles, in particular in a spin-dependent way described by eqn.
(2.3), will affect their distribution and hence create corresponding molecular fields
which will ‘trigger’ some of the Landau’s interaction parameters. Relegating the
detailed calculation to the Appendix C we note that accounting for Fermi liquid
effects in the energetics of the the spin-dependent boost of the ESP state described
by eqn. (2.3) results in following expression for the kinetic energy of spin and charge
currents:
TFL =
N
4
m∗
(
v2↑ + v
2
↓
)
+
N
8 · 3 m
∗
[
(v↑ + v↓)2F1 + (v↑ − v↓)2Z1/4
]
(2.11)
where the first term describes the kinetic energy of noninteracting (quasi) particles
with the effective mass m∗; this term is obtained from T0 given by (2.7) through
a substitution m → m∗. The second term describes the effect of molecular fields
generated by the boost and contains two Landau parameters6: F1 and Z1. For a
given experimental system these parameters have to be obtained from experimental
data. While the determination of the parameter F1 which, in particular, is responsible
for the effective mass renormalization given by the following equation
m∗ = m (1 + F1/3) (2.12)
is relatively straightforward, the parameter Z1 which, as we can see from eqn. (2.11),
is triggered by the existence of spin currents which are hard to induce and measure
6The commonly used set of parameters F an , F
s
n is related to these by F
s
n = Fn and F
a
n = Zn/4.
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is currently unknown for Sr2RuO4.
Using eqn. (2.5) we can write TFL in variables vs and vsp which naturally describe
charge and spin currents:
TFL =
N
2
m∗
(
v2s(1 + F1/3) + v
2
sp(1 + Z1/12)
)
(2.13)
Comparing the above expression with that for T0, eqn. (2.8), we can see that the
major change brought about by Fermi liquid corrections is that the relative energy
cost of mass (charge) and spin currents is, in general, different. Another way to say
this is that phases θ and α responsible for the mass and spin currents (cf. eqn. (2.6))
have, in general, different phase stiffness. In fact, introducing superfluid and spin
superfluid densities ρs and ρsp as a measure of the corresponding phase stiffness one
can show [23] that at zero temperature
ρsp
ρs
=
1 + Z1/12
1 + F1/3
≤ 1 (2.14)
and, from the general stability arguments, this ratio should not be larger than 1.
We can now write TFL in a more general form which will be used for the evaluation
of the kinetic energies of charge (mass) and spin currents in subsequent discussion
TFL =
1
2
∫
d3r
[
ρsv
2
s(r) + ρspv
2
sp(r)
]
(2.15)
Repeating the argument of the previous section for a neutral ESP superfluid in a thin
annular geometry one can see that, provided that the following stability condition is
satisfied
ρsp/ρs < 1 (2.16)
a state with nonzero vsp (half-quantum vortex) is now stabilized with the stability
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region being proportional to 1−ρsp/ρs. Hence we can conclude that the interparticle
interactions accounted for through the use of the Fermi liquid theory can make an ESP
state with nonzero spin currents thermodynamically stable – a dramatic departure
from the behavior expected in a noninteracting theory.
2.3.3 Effects of screening
As has been mentioned earlier the effect of current screening in a charged ESP su-
perfluid is to worsens the stability of a state with nonzero spin currents. We now
consider this effect in detail limiting our consideration to a thin annular geometry
and postponing consideration of more realistic geometries to the subsequent chapter.
Both in the neutral and charged cases the kinetic energy of the currents is given
by the same eqn. (2.15) however in the charged case vs can be controlled with an
applied magnetic field. Integrating eqns. (2.6) around the annulus we find that7
TFL =
~2N
8mR2
(
`2sΦ + ρsp/ρs `
2
sp
)
(2.17)
where `sΦ is defined through the charge current winding number `s and the total flux
threading the annulus in the following way
`sΦ ≡ `s + Φ/|Φ0| (2.18)
It is important to realize that due to the screening the total flux Φ is not equal to the
flux Φa generated just by the applied field but also has a self-induced component. If at
this point if we were to ignore this difference the stability condition for half-quantum
vortex in the charged and neutral systems would be the same.
An appropriate thermodynamic description of a charged system in a magnetic
7To avoid notation clutter the effective mass from now on will be denoted as m unless explicitly
otherwise stated.
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field should involve the Gibbs potential – a quantity which reaches minimum as a
function of the applied magnetic field. Denoting a uniform applied field as Ha the
Gibbs potential for our purposes can be defined as
G = 〈H〉+
∫
d3r
{ 1
8pi
H2 − 1
4pi
Ha ·H
}
, (2.19)
where 〈H〉 is the expectation value of the Hamiltonian of the system. In this section
we assume that 〈H〉 is adequately represented by the kinetic energy of the currents
given by expression (2.17) and ignore all other contributions.
The magnetic contribution to G can be expressed in terms of the superfluid ve-
locity vs and superfluid density ρs which, in turn, is determined by the London
penetration depth λ. The strength of the magnetic response i.e. screening can be
characterized by a dimensionless parameter β:
β ≡ Rd/2λ2 (2.20)
where R is the radius of the annulus and d its thickness. In particular, one can see
that the flux induced by the annulus i.e. the difference between the applied and total
flux is proportional to β
(Φa − Φ)/|Φ0| = β`sΦ (2.21)
One can show that up to an additive constant the magnetic contribution to the Gibbs
potential is proportional to the square of the induced flux. Introducing the length L
of the annulus in the direction of the field the Gibbs energy can be written as
G = 2L
[
Φ0
4piR
]2
β
1 + β
{
`2sΦa + (1 + β)ρsp/ρs `
2
sp
}
(2.22)
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where `sΦa is now defined in terms of the applied flux:
`sΦa ≡ `s + Φa/|Φ0|, `sΦa = (1 + β)`sΦ (2.23)
Starring at the expression (2.22) for the Gibbs energy we can concluded that the rela-
tive ‘weight’ of the spin and mass response which in neutral case was characterized by
the ratio of the corresponding superfluid densities ρsp/ρs is increased by the screening
leading to the following stability condition for the HQV first derived in ref. [6]:
(1 + β)ρsp/ρs < 1 (2.24)
The physical interpretation of the stability condition (2.24) is quite transparent:
While the electromagnetic currents which accompany both the full and the half-
quantum vortex are well screened in the bulk, the spin currents which are present
only in the HQV are not, producing an additional energy cost over the full vortex.
To mitigate such a cost and make HQV stable one needs to reduce the spin current
energy by reducing either spin superfluid density ρsp or the “effective volume” Rd/2λ
2
over which the spin currents flow such that the condition (2.24) is satisfied.
2.4 Effect of the spin-orbit interaction on the
stability of HQV
In the discussion so far the only role of spin was to label the sub-condensates of the
ESP state. The proper description however should treat the spin as a physical degree
of freedom which can bring about many interesting phenomena. In this section we
briefly consider a question of the effects of spin-orbit interaction on the stability of
HQV and in the next section we come back to the question of spin degree of freedom
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and consider the phenomenon of the kinematic spin polarization.
As has been previously mentioned, an important concept characterizing an ESP
state is the ‘proper’ spin or ESP axis relative to which the spin structure of the
Cooper pair is a superposition of Sz = 1 and Sz = −1 states. The direction of this
axis in real space can be affected both by the applied magnetic field through the
Zeeman coupling and by intrinsic factors such as spin-orbit interaction. The energy
of spin-orbit interaction depends on the relative orientation of the spins, i.e. ESP axis
or, equivalently, d vector and the angular momentum of the Cooper pair l. While a
specific form of the spin-orbit interaction may be quite complicated, the constraints
imposed by invariance under time reversal and parity require it to be a function of
even powers of both l and d (or their components). In fact, the simplest form allowed
by symmetry is
ESO = gld
(
l · d)2 (2.25)
where gld is a phenomenological spin-orbit coupling: a priori, there is no limitation
on the sign of gld.
While considering effects of the ESO on the energetics of HQVs we have to keep
in mind that the direction of the Cooper pair’s angular momentum l can be fixed by,
e.g., intrinsic material anisotropy. In fact, for Sr2RuO4 – a candidate ESP system,
the direction of l is believed to be fixed along the crystal c-axis. In this case the
magnitude of the spin-orbit interaction will be uniquely determined by the direction
of the d vector. The direction of d, however, may itself depend on other factors such
as the direction of the external magnetic field etc. Assuming for the moment that the
role of all other factors is negligible we see that the sign of the spin-orbit constant gld
determines the direction of d, and hence ESP axis, relative to l, Fig. 2.3:
• for gld > 0 ESP ‖ l, and
• for gld < 0 ESP ⊥ l.
While in the full vortex state the d vector is spatially uniform in the HQV state, due
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ESP
direction of the angular 
momentum of the pair
Figure 2.3: Rotation of d vector in the HQV state for different orientations of the ESP
axis.
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to the presence of the spin currents, the d vector rotates in the plane perpendicular
to the ESP axis. In particular, unless l ⊥ d, the d vector has to rotate away from the
direction which minimizes ESO. Thus we conclude that from the point of view of the
minimization of ESO in the HQV state the most favorable direction of the ESP axis
is along the direction of angular momentum of the Cooper pair or, equivalently, along
the c-axis of the crystal. However, unlike Fermi liquid corrections and independent on
the sign of the spin-orbit coupling gld the spin-orbit interaction given by eqn. (2.25)
cannot stabilize the half-quantum vortex over the full vortex. In other words, the
contribution of ESO to the energy of the HQV relative to that of a full vortex is, at
best, zero.
2.5 Kinematic spin polarization in the HQV state
In this section we consider the effect of kinematic spin polarization whose existence
relies on the two-component nature of the ESP condensate [31]. Due to a velocity
mismatch of the spin subcomponents in the HQV state of the ESP condensate there
exist an effective Zeeman field which, in thermal equilibrium, produces a non-zero
spin polarization which we will call kinematic spin polarization in addition to that
created by external fields. In the HQV state such kinematic spin polarization (KSP)
exists even in the absence of the external Zeeman coupling. At the same time the
KSP does not exist in a normal vortex state thus allowing one to distinguish between
the two. The kinematic spin polarization can also be coupled to by appropriately
oriented external field and hence may affect the stability of HQV. The effect of KSP
on the stability of HQV will be considered in Chapter 3; in this section we outline
the argument which lead to the notion of kinematic spin polarization.
To demonstrate the essence of the effect let’s start with a simple model in which
the energetics of the ESP state include only the kinetic energies of the two spin con-
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densates confined for the sake of simplicity to a thin annular geometry (cf. eqn. (2.7)):
T0 =
1
2
Nmv2↑ +
1
2
Nmv2↓ (2.26)
The velocities of the two spin components in the above expression are fixed by the
applied flux and by the corresponding values of the winding numbers. In the HQV
state however these winding numbers are different and, relaxing the number of spins
in each component, it is trivial to observe that the energy can be saved if a fast moving
spin transfers to the the slow-moving component. In fact, denoting the number of
spins (not pairs) in the two condensates as N↑ and N↓ and rewriting v↑ and v↓ in
terms of vs and vsp introduced by eqn. (2.5) we obtain for the energy
T0 =
m
2
[
N
(
v2s + v
2
sp
)
+ 4S vs · vsp
]
(2.27)
where we introduced the spin polarization S ≡ (N↑ −N↓)/2 and the total number of
particles N = N↑+N↓. The last term in the above equation describes the coupling of
the spins to an effective Zeeman field proportional to vs ·vsp. In thermal equilibrium
such an effective field tends to polarize the system and increase the value of kinematic
spin polarization S. The transfer of spins from the fast moving component of the ESP
superfluid to a slow-moving one is balanced however by the a build up of the spin
polarization energy which is proportional to S2 and needs to be accounted properly.
We now proceed to a rigorous derivation of the KSP which includes the treatment of
the spin polarization energy and Fermi liquid effects into discussion. However, as we
will see after somewhat lengthy derivation, that the qualitative nature of the effect
is can be understood just in terms of the simple equation (2.27).
Our main goal is to evaluate the energy of the HQV state and identify terms which
lead to the kinematic spin polarization. We proceed by noting that at a microscopic
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level the wave function of the HQV in a thin annular geometry can be obtained
by acting with a spin-dependent boost on the ground state of the ESP condensate
as described by the ansatz (2.3). To evaluate the energy of such state a choice of a
HamiltonianH is needed. As we have already discussed the actual form ofH is crucial
for the stability of the HQV. In the simplest case H can be taken to contain only the
reduced BCS Hamiltonian HBCS with the spin triplet pairing term. However such a
choice of H combined with the ansatz (2.3) never makes HQV thermodynamically
stable; at best the HQV, in which `↑ 6= `↓, is degenerate with a full vortex `↑ = `↓ at
the transition point between states with different vorticities. To lower the energy of
HQV below that of a full vortex one needs to account for strong interparticle forces.
As has been mentioned earlier, this can be done in the framework of Fermi liquid
theory which is also applicable in the superconducting state [22]. With that purpose
we write the Hamiltonian of the system as
H = HBCS +HFL. (2.28)
Here HFL describes energy corrections due to Fermi liquid effects and HBCS is a re-
duced BCS Hamiltonian with spin triplet pairing term representing the weak coupling
part of the theory. We will first evaluate the expectation value of the weak coupling
Hamiltonian on the state (2.3). It can be written as a sum of three terms which have
different physical origins:
EBCS = E0 + ES + T. (2.29)
The first term in the equation above is the energy contribution coming from the
internal degrees of freedom of Cooper pairs. For the radius of the annulus R much
larger than the BCS coherence length ξ0 this contribution will depend on neither the
center of mass motion of the Cooper pairs, i.e. on quantum numbers `↑ and `↓, nor
the magnitude of the magnetic field [30]. Assuming that we are dealing with a big
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enough annulus this term will not be included in the subsequent considerations.
The second term is the spin polarization energy of the system. Let Nσ be the
number of particles with spin projection σ. Defining S as a projection of the total
number spin polarization on the symmetry axis
S ≡ (N↑ −N↓)/2, (2.30)
and gS as the gyromagnetic ratio for the particles in question, the spin polarization
energy takes the following form
ES =
(gSµBS)
2
2χESP
− gSµBH · S, (2.31)
where χESP is the spin susceptibility of the ESP state calculated in the weak-coupling
limit. It should be noted that at this point the total spin polarization S is a variational
parameter with the actual value of S to be found by the minimization of energy.
The third term on the right hand side of eqn. (2.29) is the kinetic energy of the
currents circulating in the system. Let Φ be the total flux through the annulus and
Φ0 ≡ hc/2e be the flux quantum. Introducing the notation
`sΦ ≡ `↑ + `↓
2
− Φ/Φ0, `sp ≡ `↑ − `↓
2
, (2.32)
one obtains for T the following expression (see Appendix B) which has been previously
introduced on phenomenological grounds:
T =
~2
8m∗R2
{
(`2sΦ + `
2
sp)N + 4`sp`sΦS
}
, (2.33)
where m∗ is the effective mass of the particles due to Fermi liquid corrections. 8
8It is implicitly assumed that the system under consideration is Galilean invariant, e.g. can be
adequately described by the jellium model. We ignore complications related to the presence of the
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In the expression above the first term in the brackets is proportional to the total
number of particles N ≡ N↑ + N↓ and is thus fixed for given values of `s, `sp. The
second term is proportional to the spin polarization S and creates an effective Zeeman
field in the HQV state due to a mismatch between velocities of the up and down
spin components. The value of this field and hence the magnitude of the thermal
equilibrium spin polarization should be found by energy minimization. However,
as have already been emphasized, minimization of EBCS (or corresponding Gibbs
potential G when self inductance is important) does not produce a stable HQV; at
best the HQV is degenerate with a full vortex at the transition point at which the
effective Zeeman field vanishes due to vanishing of `sΦ.
To make an HQV stable one needs to go beyond the weak coupling Hamiltonian
and introduce strong coupling effects. This can be done in the framework of Fermi
liquid theory, in the way indicated in the Appendix C. For that we need to calculate
the change of the Fermi liquid energy EFL caused by the presence of spin and momen-
tum currents in the HQV state. These currents are generated by the spin-dependent
boost (2.3) and can be expressed in terms of spin-up and spin-down quasiparticle
distributions. Using the standard formalism of Fermi liquid theory one obtains:
EFL =
1
2
(
dn
d
)−1
Z0S
2 +
N−1~2
8m∗R2
1
3
[
(`2sΦF1 + `
2
sp
Z1
4
)N2
+ 4(`2spF1 + `
2
sΦ
Z1
4
)S2 + 4`sΦ`sp(F1 +
Z1
4
)SN
]
.
(2.34)
Here (dn/d) is the density of states at the Fermi level and Z0, Z1 and F1 are Landau
parameters. The first term, proportional to Z0, is the energy cost produced by a spin
polarization and the rest describes Fermi liquid corrections due to the presence of the
currents.
It is worth pointing out that expressions (2.33) and (2.34), which describe en-
periodic lattice potential which are discussed in A. J. Leggett, Ann. Phys. 46, 76 (1968).
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ergy transformation under the spin dependent boost (2.3), can also be written down
in terms of momentum and spin currents and are limiting forms of more general
transformation rules given in, e.g. [7].
Now we are in a position to find the equilibrium spin polarization in the HQV
state. Minimizing the energy EBCS + EFL with respect to S we obtain that in equi-
librium
S = (gSµB)
−1χH ′, (2.35)
where χ is the spin susceptibility of the system which to a good approximation is the
spin susceptibility of the ESP state with Fermi liquid corrections; for 3He-A at low
temperatures the value of χ is about 0.37 of the normal state susceptibility [22]. The
other quantity of interest in eqn. (2.35), the Zeeman field H ′, has two contributions:
H ′ = H +Heff , (2.36)
which are the external Zeeman field H, which is assumed to be along the ESP axis,
and the effective Zeeman field Heff caused by the presence of spin currents:
Heff = −~
2(gSµB)
−1
2m∗R2
`sp`sΦ
{
1 + F1/3 + Z1/12
}
. (2.37)
In thermal equilibrium the effective field is a periodic function of the total flux Φ
with period Φ0; the sign of the field is determined by the direction of charge and
spin currents. Since at least some of the constants entering eqn. (2.37) are currently
not known for Sr2RuO4 it is not possible to give an accurate prediction of the field’s
magnitude. It is, however, of order µ−1B ~2/2mR2 = Φ0/piR2; since the first HQV,
if stable, exists at about the same value of the external field, this means that the
spin polarization produced by the effective field is comparable to that induced by
the external field. It is this phenomenon which may provide additional ways for
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the experimental detection of HQV. Its signature would be a sawtooth contribution
given by eqn. (2.37), to the otherwise linear field dependence of the Zeeman spin
polarization.
It is instructive to notice that, in a thin annular geometry, `sΦ and `sp correspond
to charge (mass) and spin velocities vs and vsp and, apart from an overall numerical
factor, we see that Heff is given by the product vs · vsp, as was initially guessed
on the basis of a simple phenomenological model described by eqn. (2.27). In fact,
introducing local effective field Heff we can generalize eqn. (2.37) for a sample of
arbitrary geometry and write
Heff(r) = − m
∗
gSµB
AFL vs(r) · vsp(r) (2.38)
with the Fermi liquid parameters F1 and Z1 hidden in the definition of constant AFL:
AFL ≡ 1 + F1/3 + Z1/12 . (2.39)
The field Heff and the kinematic spin polarization it produces are directed along the
ESP axis and the sign of the field is determined by the sign of the product vs · vsp.
The paired state in Sr2RuO4 is believed to be a spin triplet ESP state. Generally
speaking, for small applied fields, the details of the pairing symmetry determine the
allowed direction of the ESP axis, e.g. anywhere in the ab-plane for d vector along the
c-axis. However, there is currently no consensus on the pairing symmetry of Sr2RuO4
and hence the orientation of the ESP axis is unknown.9
Coming back to our model problem of a thin annular geometry we can write
down the energy of the system in the presence of the kinematic spin polarization.
9Recent experimental results obtained in the Budakian group seem to indicate that, in the range
of fields studied, the ESP axis has a substantial in-plane component. This implies that kinematic
spin polarization in the HQV state can be coupled to by an external in-plane field.
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Taking into account both types of spin polarization and omitting the internal energy
contribution (cf. the discussion after eqn. (2.29)), the energy of the system E ≡ 〈H〉
can be written as
E = −1
2
χH ′2 +
~2N
8mR2
{
`2sΦ + `
2
sp
1 + Z1/12
1 + F1/3
}
, (2.40)
where m is the bare particle mass related to m∗ by the usual relation of Fermi liquid
theory. As one can see from the above expression, the kinematic spin polarization
which energy is represented by the first term in eqn. (2.40) lowers the energy of the
HQV state. The detailed analysis of the energy balance produced by the KSP will be
postponed to Chapter 3 where more realistic sample geometries will be considered.
Ignoring the energy contribution originating from the kinematic spin polarization,
the region of stability of the HQV depends on (1+Z1/12)/(1+F1/3) which is a zero
temperature value for the ratio of spin superfluid and superfluid densities ρsp/ρs [23].
The stability criterion found by direct minimization of (2.40) yields the condition
ρsp/ρs < 1, which is usually fulfilled. However, as has been pointed out in Section
2.3.3, the self inductance effect, whose treatment necessitates the use of the Gibbs
potential (2.19) constructed out of the energy (2.40), replaces this condition with a
much more stringent one. In particular, for a cylindrical annulus the stability of HQV
requires that, as shown in ref. [6]
ρsp/ρs <
(
1 +Rd/2λ2
)−1
, (2.41)
with λ denoting the London penetration depth. The value of ρsp/ρs in Sr2RuO4 is
currently unknown, however condition (3.49) makes the existence of HQV in large
rings practically impossible.
It is further to be remarked that in an annular geometry where one does not
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have to deal with the vortex core, the stability condition ρsp/ρs < 1 is still valid
for a neutral ESP superfluid such as 3He-A. In 3He-A the ratio ρsp/ρs is known to
be well below 1 for all temperatures below critical, hence making the existence of
HQV possible in a large part of the phase diagram. By contrast, recent numerical
results [16] in a solid cylindrical geometry claim that HQV exists only in a high field
region and at temperatures sufficiently close to the transition. We believe, however,
that the narrowness of the region of HQV stability obtained in [16] is due to the
omission of the Fermi liquid effects from the consideration.
To summarize this section, we have shown that in thermal equilibrium a half-
quantum vortex state of the ESP condensate which is characterized by a velocity
mismatch between ↑ and ↓ spin components, should be spin polarized. This kinematic
spin polarization is caused by the presence of the effective Zeeman field given by
eqn. (2.38). This equation will a starting point of Section 3.7 where the contribution
of the kinematic spin polarization to the energy balance of HQV will be discussed.
2.6 Signatures of HQVs in magnetization curves
So far we have discussed some properties of the ESP state relevant to the definition
of a half-quantum vortex and several factors affecting its thermodynamic stability. In
this section we consider possible experimental signatures of the half-quantum vortex
state in a magnetic response of an ESP superconductor.
One of the most direct ways for detection of HQV is the observation of spin
currents which circulate around it. The usual techniques for spin current detection
are based on the accumulation of spin and their straightforward application to annular
samples seems to be difficult. One can however use a fact that spin currents generate
electric field. A very rough conservative estimate shows that for a ring of size 1µ the
quadrupole electric field generated by the spin currents of HQV will create a potential
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difference of 1nV across the ring – quite small, but not beyond the capabilities of
current experimental techniques.
A more conventional although possibly less unambiguous route for the experi-
mental detection of HQVs is to look for specific features in the magnetization curves.
Let’s again concentrate on a very simple case of a thin annular geometry and ask
what happens when the external magnetic field is applied to the sample.10 In the
thermodynamic equilibrium at small enough applied fields the winding numbers of
both up and down spin subcomponents are zero and, in the linear response regime,
the energy of such (0,0) vortex depends quadratically on the applied field, see Fig. 2.4.
The magnetic moment of this state represents the Meissner response of the annulus
and is shown as a segment of a straight line on the same figure. In the closest HQV
state shown in red in Fig. 2.4 and denoted as (0,1) or (1,0), only one spin subcom-
ponent i.e. half of the electrons is moving, but it moves in exactly the same way as
in the full vortex denoted as (1,1). This means that although at small values of the
applied field the HQV can be accessed only in non-equilibrium settings, its energy
vs. field dependence is given by the same parabola shifted relative to (0,0) or (1,1)
vortex by a half-flux quantum. The vertical offset of this parabola e.g. the energy
scale of the HQV relative to the full vortex cannot be determined from this argument
and depends on the details of the energetics discussed earlier. However the magnetic
moment of the HQV state is insensitive to this offset and can be obtained from the
magnetic moment of either (0,0) or (1,1) vortex by a half-flux quantum shift.
Now, starting with (0,0) regular vortex and cranking up the flux we may or may
not see the HQV, depending on the energy scale of the HQV relative to the full
vortex. If the energy of the HQV is too high then the it cannot be seen in thermal
equilibrium (top panel of Fig. 2.4). Let’s imagine now that HQV has low enough
energy as shown at the lower panel in Fig. 2.4. Than the HQV state will squeeze
10The subsequent discussion with minor modifications also holds for a chiral ESP superfluid.
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Figure 2.4: Signatures of HQVs in the magnetic response of a thin annulus. Parabolas
indicate Gibbs potentials of different winding number states and the segments of straight
lines indicate magnetic moment of these states obtained by the differentiation of the corre-
sponding Gibbs potential.
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in between (0,0) and (1,1) vortex states and the stability region of the HQV can be
changed by shifting its energy parabola up and down.
The realization of the HQV state in the system will be marked by an additional
‘tooth’ on the magnetization curve shown in red on the lower panel of Fig. 2.4. In
the linear response theory the change in the magnetization when entering or leaving
the HQV state will be a half of that generated by the transitions between full vortex
states.11 It is this feature of the half-quantum vortex state which can facilitate its
identification in the magnetic moment measurements.
It should be noted that although the above discussion was limited to a thin annular
geometry the main features of HQVs such as half-change of the moment will pertain
to any geometry as long as the linear description of the magnetic response is valid
(see Chapter 3).
11In the presence of a non-zero spin polarization the number of electrons in two spin subsystems
is different and the half-change will acquire corrections of order (N↑ −N↓)/N , a quantity which is
usually quite small and can be ignored relative to 1.
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Chapter 3
Thermodynamic stability of HQVs
in cylindrical geometries
3.1 Introduction
In the previous chapter we have considered defining characteristics of a half-quantum
vortex state in the ESP condensate through the prism of a thin annular geometry.
This multiply connected but essentially one-dimensional geometry allowed us to ex-
plore the consequences of such fundamental concepts as single-valuedness and gauge
invariance while keeping the discussion as simple as possible. In this Chapter we
turn our attention to a more realistic physical geometry such as that of an infinite
cylinder with arbitrary and not necessary small wall thickness. This geometry, while
still far from being practical because of the infinite height of the cylinder, brings us
one step closer to the experiment and is yet simple enough to allow for analytical
treatment. We will first discuss the electromagnetic response of a superconducting
cylinder within the framework of the London theory and then formulate a criterion
for the thermodynamic stability of a half-quantum vortex. We also consider how the
stability of the HQV is affected by inhomogeneities in the walls of the cylinder mod-
eled by a thin constriction and by a coupling of external field to the kinematic spin
polarization. To keep the discussion self-contained we have allowed for a duplication
of some of the definitions made in the preceding Chapter.
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3.2 London theory of a hollow superconducting
cylinder
An attractive feature of the cylindrical geometry is that, due to its simplicity, various
physical quantities can be calculated analytically. In this section we consider response
of a hollow superconducting cylinder to an axially applied magnetic field. Quantities
such as field and current distributions, magnetic moment and Gibbs potential of the
cylinder are calculated within the London approximation for which the superfluid
density is assumed to be spatially uniform and field independent. The assumption
of the spatial uniformity of the order parameter is not crucial and localized inhomo-
geneities of the order parameter, such as current constrictions, can still be treated
analytically and do not introduce new qualitative features. However, the assumption
of the field independence of the order parameter is essential to guarantee the linearity
of the response of the cylinder.
3.2.1 Gibbs potential
Let’s start by considering a hollow superconducting cylinder of an arbitrary cross
section placed into a uniform external magnetic field Ha directed along the axis of
the cylinder (Fig. 3.1). The distribution of currents and fields in the walls and in the
hole of the cylinder will change as a function of the applied field and their thermal
equilibrium configuration can be found through minimization of the corresponding
Gibbs potential. The Gibbs potential can be obtained from the free energy (Helmholtz
potential) through an appropriate Legendre transformation and for a superconducting
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Figure 3.1: Hollow superconducting cylinder with arbitrary cross-section placed in the
axial magnetic field.
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cylinder of an arbitrary cross section is defined as 1
G = Fs − 1
4pi
∫
d3r H ·Ha + 1
8pi
∫
d3r H2 +
1
8pi
∫
d3r H2a (3.1)
with the volume integration extended over the whole space. The free energy of the
cylinder Fs, which by our definition excludes the field energy (given explicitly by the
third term in (3.1)) may contain terms describing kinetic energies of charge and spin
currents, energy of spin-orbit interaction, effects of kinematic spin polarization etc.
The presence of last term on the r.h.s. of (3.1), while irrelevant for the minimization
of G at fixed Ha, assures that the magnetic energy of an empty space is zero.
A more compact, but equivalent definition of the Gibbs potential can be given
using the definition of the magnetic moment M of the cylinder:
M =
1
4pi
∫
d3r
(
H−Ha) (3.2)
which leads to the following form of G:
G = Fs +
1
8pi
∫
d3r (H2 −H2a)−M ·Ha (3.3)
Both definitions of G given above will be used interchangeably.
3.2.2 Field-matching boundary conditions on the surface of
the cylinder
As will be shown below, for a cylindrical geometry some physical quantities of in-
terest (e.g. Gibbs potential, magnetic moment etc.) can be written in a form which
1Notice that several alternative definitions of the Gibbs potential can be found in the literature
(and this thesis). They differ from the one given above by either subtracting the field energy of the
empty space 18pi
∫
H2a (which is irrelevant since the minimization of G is done at fixed Ha) or by
including the field energy of the space with the cylinder 18pi
∫
H2 into the definition of Fs.
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involves magnetic field values on the ‘superconducting’ sides of the inner - 1, and
outer - 2, surfaces of the cylinder, denoted hereafter as H1 and H2 respectively (see
Fig. 3.1). It is more meaningful, however, to related H1 and H2 to field values on
the ‘non-superconducting’ sides of the surface which can be done through the use of
appropriate field-matching boundary conditions. We first note that if the magnetic
field everywhere in space is directed along the cylinder’s axis, then, independent of
the form of the cylinder’s cross section, both the field in the hole and the field outside
of the cylinder are uniform with the latter being equal to the applied field Ha; the
uniform field in the hole will be denoted as Hh. This conclusion follows from the
integration of the Maxwell’s equation for the current, curlH = 4pi
c
j, over the surface
drawn through a contour C which lies both inside and outside of the superconductor
(to establish uniformity of Hh such contour is shown in Fig. ). Deforming C in a way
which does not change the total current which passes through it (dotted part of the
contour C in Fig. 3.1), one can arrive at the conclusion quoted above.
It is a general property of the Maxwell’s equations that, in the absence of surface
currents, the tangential component of the field H, denoted hereafter as H, must
be equal on both sides of the surface which leads to the following field-matching
boundary conditions:
H2 = Ha, H1 = Hh
 no surface
currents
 (3.4)
These conditions have to be modified if intrinsic superconducting currents are ex-
pected to exist on a surface of a superconductor. Such a situation might be expected
if electrons in the superconductor are paired into a state with a non-zero value of the
relative angular momentum. In a two-dimensional spin triplet superconductor, for
which a likely experimental candidate is Sr2RuO4, an example of such a state would
be a chiral p-wave state, in which the Cooper pair wave function is proportional to
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(px ± ipy)(| ↑↑〉+ | ↓↓〉), where the ± sign refers to two possible chirality values. On
the general thermodynamic grounds one would expect that a sufficiently large sample
of the chiral superconductor breaks into domains of alternating chirality while a small
enough sample would be spanned by a single domain of definite chirality. Either of
these structures should result in the presence of magnetic field close to the surface of
the superconductor, even in the absence of the applied field. Similarly, the domain
structure may give rise to a non-vanishing magnetic moment2 of the sample in the
zero applied field.
At the time of writing, both detection of the surface currents with a scanning
Hall bar [18], and cantilever magnetometry measurements of the zero-field magnetic
moment of Sr2RuO4 [13], have failed to find an appreciable signal above the noise level.
While the obvious explanation of these results would be to say that superconductivity
in Sr2RuO4 is not of a chiral type, it may be problematic to reconcile such a hypothesis
with other experiments, such as measurements of the Josephson current performed
in the Van Harlingen group at UIUC [17] and Kerr rotation experiments (for an
accessible review of the technique see [15]). In fact, the former measurements suggest
the presence of chirality domains on a sub-micron scale.
To keep the discussion more general we will allow for the presence of surface
currents by choosing appropriate field-matching boundary conditions. Bare surface
current which is generated, loosely speaking, by unmatched rotation of the Cooper
pairs on the surface of a superconductor, is expected to flow in a surface layer of
thickness ∼ ξ, where ξ is the coherence length; such current will further induce bulk
screening currents which extend on the scale of the London penetration depth λ. We
will treat the bare screening current as a sheet current with the surface density i –
the assumption well satisfied for λ/ξ  1, – and account for the screening induced in
2If the domain structure consists of two symmetric domains of opposite chirality the magnetic
moment will vanish (higher magnetic moments will still be non-zero).
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the response to the bare current by appropriately chosen boundary conditions. For
a single-domain sample in the cylindrical geometry the bare surface currents on the
inner and outer boundaries of the cylinder are uniform, equal in magnitude but have
opposite directions which leads to the following boundary conditions:
H2 = Ha +
4pi
c
i, H1 = Hh +
4pi
c
i
 with surface
currents
 (3.5)
where the direction of the current i on the outer surface 2 has been chosen to be
counterclockwise if viewed from the positive direction of the z-axis. It will be further
assumed that the magnitude of the surface current i, while possibly temperature
dependent, does not depend on the applied field.
3.2.3 Kinetic energy of charge supercurrents
Kinetic energy of charge supercurrents characterized by the superfluid velocity vs(r)
is defined as
Ts ≡
∫
sc
d3r
1
2
ρsv
2
s(r) (3.6)
where the integration is extended over the volume of the superconductor. The super-
fluid density ρs = mnsc is related to the number of superconducting electrons (not
pairs!) nsc with mass m and is assumed to be coordinate independent. In the London
approximation the superfluid velocity vs is determined by a gauge invariant combi-
nation of a gradient of the order parameter’s phase θ and by total electromagnetic
potential A:
vs(r) =
~
2m
(∇θ(r) + 2pi|Φ0| A(r)) (3.7)
where |Φ0| ≡ hc/2|e|.
It is convenient to transform the volume integral in (3.6) to a form which takes
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advantage of the simplicity of the cylindrical geometry. The first step is to use the
explicit definition of vs as given by (3.7) and write
Ts =
1
4
~nsc
∫
sc
d3r vs ·
(∇θ + 2pi|Φ0|A) (3.8)
Noticing that vs is related to the supercurrent density js through js = enscvs, and
the latter is related to the total magnetic field H through the Maxwell’s equation
curlH = 4pi
c
js, we can represent the first term in equation (3.8) as
1
4
~nsc
∫
sc
d3r vs ·∇θ = − |Φ0|
16pi2
∫
sc
d3r curlH ·∇θ
= − |Φ0|
16pi2
∫
sc
d3r
[
div (H×∇θ) +H · curl∇θ] (3.9)
where the following vector identity has been used:
div (a× b) = b · curla− a · curl b (3.10)
If no phase defects such as vortices are present in the bulk of the superconductor then
curl∇θ can be set to zero.
The second term in equation (3.8) can be written as
hnsc
4|Φ0|
∫
sc
d3r vs ·A = − 1
8pi
∫
sc
d3r A · curlH = − 1
8pi
∫
sc
d3r
[
div (H×A) +H · curlA]
= − 1
8pi
∫
sc
d3r
(
H2 + div (H×A))
(3.11)
Putting the above results together and using Gauss’s theorem we conclude that the
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kinetic energy of the supercurrents can be written in the following surface form:
∫
sc
d3r
1
2
ρsv
2
s(r) = −
|Φ0|
16pi2
∮
d2s · (H×∇θ)− 1
8pi
∮
d2s · (H×A)− 1
8pi
∫
sc
d3r H2
(3.12)
where
∮
d2s denotes the surface integration and the volume integration extends over
the volume of superconductor. The above result is valid for a superconductor of
arbitrary geometry within the London approximation and under the assumption that
no vortices are present in the bulk.3
The uniformity of the fields in the hole and outside of the cylinder opens a way
to a straightforward evaluation of the surface integral in the expression (3.12) for
the kinetic energy of the supercurrents. Introducing a unit vector zˆ for the axial
direction we denote the field on the ‘superconducting’ side of the inner surface as
H1 = H1zˆ, and that on the ‘superconducting’ side of the outer surface as H2 =
H2zˆ. Fields H1 and H2 are related to Hh and Ha through appropriate boundary
conditions; in general, however, H2 6= Ha and H1 6= Hh due to, e.g., the presence of
spontaneous surface currents (cf. Section 3.2.2). At the moment we only assume that
the boundary conditions for H on the surface of the superconductor are uniform (i.e.
coordinate independent)4 and choose the surface normal n to point away from the
superconductor. Given the above notation we obtain for the first surface integral in
(3.12)
∮
d2s (H×∇θ) = H1
∫
1
d2s n · (zˆ ×∇θ) +H2
∫
2
d2s n · (zˆ ×∇θ)
= H1
∫
1
dz dl ·∇θ −H2
∫
2
dz dl ·∇θ = 2pi`sL(H1 −H2)
(3.13)
3The assumption of a vortex-free superconductor can be relaxed by noticing that in the presence
of vortices curl∇θ term in equation (3.9) is not equal to zero and is proportional to a delta-function
describing positions of vortex cores. This will lead to an addition term in the expression (3.12)
which is proportional to the line integral of the magnetic field along the vortex core.
4It is straightforward to generalize the following method to the case of ‘patchy’ (i.e. piece-wise
uniform) boundary conditions.
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where L stands for the axial length of the cylinder. According to our previous as-
sumption of a vortex-free superconducting bulk, the winding number `s, which can
assume both integer and half-integer values for the two-component order parameter,
is the same for any contour around the hole and indicates the number of vortices
trapped in the hole.
Evaluation of the second surface integral in (3.12) can be done in the same way
as above: ∮
d2s (H×A) = L(H1Φ1 −H2Φ2) (3.14)
where Φ1 and Φ2 are full magnetic fluxes through the inner and outer surface of the
superconductor respectively. It is useful to notice that the first term on the r.h.s. of
the expression above can be written as
∫
h
d3r H2 where the integration is performed
over the volume of the hole only. Given this observation and plugging integrals (3.13)
and (3.14) into (3.12) we arrive at the following representation of the kinetic energy
of the supercurrents:
∫
sc
d3r
1
2
ρsv
2
s(r) = −
L
8pi
|Φ0|`s(H1 −H2) + L
8pi
H2Φ2 − 1
8pi
∫
sc+h
d3r H2 (3.15)
This representation has two advantages. Firstly, the last term in this expression
cancels out with the magnetic energy term in the Gibbs potential (3.1) and, secondly,
the flux through the outer surface of the cylinder can be expressed in terms of its
magnetic moment which is defined as
M =
1
4pi
∫
d3r
(
H−Ha) = zˆ L
4pi
(Φ2 − Φ2a) (3.16)
where Φ2a is the flux created by the applied field Ha through the outer surface 2.
Using the definition (3.1) of the Gibbs potential we can now conclude that the kinetic
energy of the charge supercurrents combined with the magnetic part of the Gibbs
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potential results in the following expression for G:
G =− L
8pi
|Φ0|`s(H1 −H2)− 1
2
M(2Ha −H2)
+
L
8pi
Φ1(Hh −H1) + L
8pi
Φ2a(H2 −Ha)
(3.17)
This expression is valid for arbitrary uniform field-matching boundary conditions
and, in fact, can be generalized to obtain a Gibbs potential even for a multi-domain
sample. We will however mostly be concerned with a simplest situation in which
surface currents are absent and the magnetic field is continuous across the surface of
the superconductor, i.e. H2 = Ha and H1 = Hh. For such choice of the boundary
conditions the above expression simplifies significantly and reduces the following form
which is valid for a hollow cylinder with an arbitrary cross-section:5
G = − L
8pi
|Φ0|`s(Hh −Ha)− 1
2
M ·Ha (3.18)
In the Meissner regime when no vortices are trapped in the hole i.e. `s = 0 we recover
a familiar expression G = −1
2
M·Ha which, however, does not hold if the hole contains
trapped vortices.
While the form of G given above will prove to be quite useful in what follows, it
still needs to be supplemented with dependencies of both the field inside the hole Hh
and the magnetic moment of the cylinder M on the applied field and the winding
number. In our linear response theory these dependencies will be linear in both `s and
Ha and will need to be computed individually i.e., in general, one cannot specify a
simple relationship between Hh and M without the detailed knowledge of the sample
geometry.6 It will turn out however that in most cases of interest it is suffice to know
5This result was derived in ref. [1] for a cylinder with a circular cross-section.
6One might think that since the magnetic moment can be obtained as a derivative of G i.e. M =
−∂G/∂Ha differentiating each term in (3.18) with respect to Ha will provide such a relationship.
This, however, turns out not to be the case as such a procedure allows one to determine only the
field-independent part of M in terms of the field-independent part of Hh.
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Figure 3.2: Cylinder with a circular cross-section.
only the field inside the hole to the calculation of which we now proceed.
3.2.4 Magnetic field screening for a hollow superconducting
cylinder with a circular cross-section
London equation which describes screening of the external magnetic field by a su-
perconductor can be solved analytically only for very simple sample’s geometries. In
this section we consider solution of the London equation for a hollow superconducting
cylinder with a circular cross-section shown in Fig. 3.2 in the axial field.
Due its relative simplicity, the problem of screening for a cylindrical superconduc-
tor with circular cross section has been extensively covered in the existing literature.
Some useful (but not necessary chronological) references are: work by Arutunian and
Zharkov [1] whose treatment gave a starting point to the preceding section,7 work by
Douglass [11] whose treatment of superconducting inhomogeneities is quite similar to
our treatment of the constriction.
In the London theory the screening currents are described by the following pair
7I would like to acknowledge Raffi Budakian for brining my attention to this reference.
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of equations:
curlH =
4pi
c
js
js = nsc
e~
2m
(∇θ + 2pi|Φ0|A)
(3.19)
where the first equation is the Maxwell’s equation which relates currents and magnetic
fields. The second, London, equation governs the response of a superconductor to a
magnetic field and can be obtained from a more general Ginzburg-Landau theory by
setting the magnitude of the order parameter to a coordinate independent constant:
|ψ|2 ≡ nsc = const. Making use of the cylindrical symmetry and integrating the
London equation along a circle of radius r the above set simplifies to
− ∂H(r)
∂r
=
4pi
c
js(r) (3.20a)
2pir js(r) = nsc
e~
2m
(
2pi`s +
2pi
|Φ0|Φ(r)
)
(3.20b)
where the azimuthal component of the current and the axial component of the field are
denoted as js and H respectively. Flux Φ(r) through the circle of radius r is related
to the field by Φ(r) ≡ ∫ d2s ·H = 2pi ∫ r
0
r′dr′H(r′) and the phase winding number
`s around the circular contour for a two-component superfluid can be both integer
and half-integer. Combining equations (3.20a) and (3.20b) we obtain a second-order
differential equation for the field distribution H(r):
∂2H
∂r2
+
1
r
∂H
∂r
− λ−2H = 0 (3.21)
where the reference to the winding number `s has disappeared and will be put back
through the use of boundary conditions. The quantity λ is the London penetration
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depth which is related to the number superfluid density nsc by
λ2 ≡ mc
2
4pie2nsc
⇒ e~
2m
nsc = − c|Φ0|
8pi2λ2
(3.22)
and determines the ‘strength’ of the superconducting response. Solution of the equa-
tion (3.21) involves Bessel functions I0 and K0 (see Appendix F) and can be written
as
H(r) = C1I0(r/λ) + C2K0(r/λ) (3.23)
The values of the magnetic field on the outer and inner surfaces of the cylinder, which
in the absence of surface currents are equal to the applied field Ha and the filed in
the hole Hh respectively, determine the integration constants C1 and C2:
C1 = D
−1(HaK0(1)−HhK0(2)), (3.24a)
C2 = D
−1(HhI0(2)−HaI0(1)), (3.24b)
D ≡ I0(2)K0(1)− I0(1)K0(2) (3.24c)
and K0(1) etc. is a shorthand notation for K0(R1/λ) etc. The value of the field in the
hole depends on the applied field and should be determined self-consistently using
equations (3.20a) and (3.20b). Given the definition (3.22) we see that the field on
the inner superconducting surface is related to the winding number `s through the
following relation:
R1
∂H(r)
∂r
∣∣∣∣
R1
=
|Φ0|
4pi2λ2
(
`s + piR
2
1Hh/|Φ0|
)
(3.25)
Now plugging solution (3.23) of the Bessel equation into the expression above after
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some algebra8 we obtain
Hh = − D
D1
|Φ0|
piR21
`s +
2λ2
D1R21
Ha (3.26)
where quantity D1 is defined similar to D introduced by eqn. (3.24c):
D1 ≡ I0(2)K2(1)− I2(1)K0(2) (3.27)
Expression (3.26) solves the problem of finding the screening field in the hole of the
superconducting cylinder.
3.2.5 Cylinder with a constriction
It has already been mentioned that analytical solution for the distribution of screen-
ing currents and fields in a superconductor is feasible only for highly symmetric
geometries such as that of a cylinder with a circular cross section - the case which
was considered in the preceding section. However from a practical point of view one
rarely enjoys the possibility of dealing with highly symmetric samples and deviations
from the perfect symmetry are very likely to occur in real-life settings.
In this section we consider a model which allows one to account, at least qualita-
tively, for deviations from the perfect circular symmetry by allowing the wall thickness
of the cylinder to vary. We will imagine that the wall thickness of the cylinder de-
viates from its otherwise constant value in a localized region which will be called a
constriction. Physically speaking, the role of the constriction is to reduce the mag-
nitude of charge as well as spin currents and hence to affect the screening response
of the cylinder.9 More importantly, we will see that such a reduction improves the
8See Appendix F for some useful relations involving Bessel functions of imaginary argument.
9It is worthwhile to notice that such an effect can be achieved even in a uniform thickness cylinder
through variations of local superconducting properties such as superfluid density. In anisotropic
superconductors such as Sr2RuO4 one can also imagine the current being forced to flow along the
60
C2
1
Figure 3.3: Cross-section of a cylinder with a constriction.
thermodynamic stability criterion for the existence of HQV e.g. by making it possible
in larger samples.
Let us consider a cylinder with wall thickness d and a constriction of angular size
α and a uniform thickness d′ < d; the cross-section of such a cylinder is shown on
Fig. 3.3. The Gibbs potential of this system is given by eqn. (3.18) which, as has been
emphasized earlier, is valid for an arbitrary cross-section. To find the distribution
of currents we will assume that the thickness of the constriction is smaller than the
London penetration depth i.e. d′ < λ which allows us to ignore radial variations
of the current in the constriction. Treating currents both inside and the outside of
the constriction as angular independent and integrating eqn. (3.7) around the closed
contour C shown on Fig. 3.3 we obtain
r(2pi − α)vs(r) +R1αv′s =
~
2m
(
2pi`s + Φ(r)/|Φ0|
)
(3.28)
where v′s is the constant superfluid velocity in the constriction; its value can be
c-axis in some parts of the sample which will have a dramatic effect on the current’s magnitude. The
effects of constrictions considered below can also simulate effects due to the presence of a Josephson
junction if the phase drop across the latter is always smaller than pi.
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related to the superfluid velocity vs(r) outside of the constriction through the current
conservation:
d′v′s =
∫ R2
R1
dr vs(r) =
c
4piensc
(Hh −Ha) (3.29)
where the Maxwell’s equation for the current has been used to relate the integral
over the superfluid velocity to the difference of the applied field and that inside the
hole. Combining two equations above we obtain the following expression for the
distribution of currents outside of the constriction:
2pirjs(r) = − c|Φ0|
4piλ′2
{
`s + Φ(r)/|Φ0|+ 2piα
2pi − α
R1
d′
λ′2
|Φ0|(Hh −Ha)
}
(3.30)
where λ′ is the ‘effective’ penetration depth defined as
λ′2 ≡ 2pi − α
2pi
λ2 (3.31)
Relation (3.30) differs from that obtained in the absence of the constriction, eqn.
(3.20b), by a substitution λ → λ′ and by ‘biasing’ the cylinder with an additional
flux proportional to Hh − Ha.We also notice that the appropriate way to connect
(3.30) and (3.20b) is to set the angular size of the constriction α→ 0 and not d′ → d
since d′ is assumed to be smaller than λ while d is in general not.
The equation for the distribution of the screening fields outside of the constriction
is obtained in the way analogous to that of the preceding Section; the result is that
the fields are described by the same Bessel equation with ‘effective’ penetration depth
λ′ playing role of the original λ. Proceeding further we find that in the presence of a
constriction the field in hole is given by
Hh
{
1 +
α
2pi − α
D
D1
2λ′2
R1d′
}
= − D
D1
|Φ0|
piR21
`s +Ha
2λ′2
D1R21
{
1 +D
α
2pi − α
R1
d′
}
(3.32)
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As one might intuitively expect, in the limit of vanishingly thin constriction when
d′ → 0 the difference between the applied field and that in the hole disappears and
the cylinder responds to the field as a singly-connected superconductor.
3.3 Equilibrium transitions between states with
integer winding numbers
So far we have considered the screening response of the cylinder implicitly assuming
that the winding number `s does not change with the applied field. However, in
thermal equilibrium `s will change at some values of the applied field to keep the Gibbs
potential at its minimum. We now come to the question of finding the position of
the equilibrium transitions between states with integer winding numbers; transitions
between integer and half-integer states will be considered later.
In our linear response theory the quantities of interest such as the magnetic mo-
ment M of the cylinder or the magnitude of the field inside the hole Hh calculated
earlier, depend linearly on the applied field Ha as well as on the winding number `s:
M(Ha, `s) = γ1`s + γ2Ha, Hh(Ha, `s) = γ3`s + γ4Ha (3.33)
where γi’s are some parameters fully determined by the geometry of the sample.
10
Considered as functions of the applied field both M and Hh are given by a set of
parallel lines labeled by `s. In thermal equilibrium as the applied field changes the
system will switch between different lines in the set and the equilibrium dependence
of either M or Hh will look like a zigzag (for illustration see Fig. 3.4).
The Gibbs potential G is fully determined by the knowledge of the above depen-
dencies (see eqn. (3.18) and is thus a quadratic function of both Ha and `s; consid-
10If time-reversal symmetry is broken e.g. due to the presence of chiral domains then these equa-
tions may (but need not to!) have constant terms.
63
ered as a function of the applied field, G is given by a family of parabolas labeled
by `s. Transitions between states with different winding numbers correspond to the
parabola’s intersection points. Notice that in our sign convention the equilibrium
value of the winding number `s in a positive field is negative and the transitions
proceed in the sequence `s, `s − 1, `s − 2, . . . (see Appendix D for the discussion).
Although it is possible to find the transition points using the argument outlined
above i.e. by finding intersections of the Gibbs potential parabolas, we will give
another, more general, argument which will prove to be useful in the considerations
related to the kinematic spin polarization (Section 3.7).
Consider the difference between the field in the hole and the applied field Hh−Ha.
This quantity is proportional to the total current carried by the cylinder and is a
linear function of both the applied field and the winding number. For a cylinder with
a circular cross-section with or without constriction the exact dependence can be
readily found from eqns. (3.32) and (3.26) respectively. Now, in thermal equilibrium,
what would one expect for the behavior of Hh−Ha as a function of Ha? Since, in our
theory, the response of the superconductor to the applied field is linear the winding
number of the cylinder would change periodically at field intervals denoted as ∆Ha.
Then, in the absence of the time-reversal symmetry breaking,11 any linear quantity
of the applied field and the winding number will look like that shown in Fig. 3.4. In
particular, one can distinguish two possibilities:
(i) the average slope of the resulting piecewise-linear curve is non-zero, as shown
in Fig. 3.4, a, or
(ii) the average slope of the resulting piecewise-linear curve is zero, Fig. 3.4, b.
Notice that for a given set of lines the average slope is completely determined by the
length of the switching interval (period) ∆Ha. In particular, there exist only one
11The ensuing argument can be straightforwardly generalized if the time-reversal symmetry is
broken.
64
(a)
(b)
Figure 3.4: Determination of the period of the equilibrium transitions between integral
winding number states. (a) Arbitrary chosen transition period ∆Ha will result in the
average slope being nonzero. (b) Only value of ∆Ha which is fully determined by the slope
and the displacement of the lines guarantees physically plausible behavior of Ha −Hh.
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period for which the average slope assumes zero value.
It is very plausible to assume that in thermal equilibrium the field in the hole
will try to ‘match’ the applied field as close as it is allowed by the quantization of
the fluxoid (i.e. winding number). Such ‘field matching’ will result in Hh −Ha being
a periodic quantity with a zero average value, the case shown in Fig. 3.4 b. This
behavior of Hh −Ha does not, of course, preclude other quantities such as magnetic
moment from having a non-zero average slope like that shown in Fig. 3.4 a.
To make the above point more clear consider container with neutral superfluid
subject to rotation since it is well known that the effect of rotation in neutral systems
is analogous to that of magnetic field in charged systems. Is is intuitively clear that
in thermal equilibrium the superfluid in the rotating container will try to rotate with
the walls of the container, just as a normal liquid would do, but at the same time
its motion has to respect the quantization conditions. In the charged case where the
role of the walls is played by the applied field the combination of these two factors
will result in Hh −Ha being periodic in the applied field.
Having established that Hh − Ha is, in equilibrium, a periodic function of the
applied field it is straightforward to find the period ∆Ha for a particular geometry
using knowledge of Hh e.g. eqn. (3.32) for a cylinder with constriction. We will not
write it down here and will just emphasize that at the transition between neighboring
states characterized by the integral winding numbers the difference Hh−Ha changes
its sign, the fact which will be important in the analysis of the effects of the kinematic
spin polarization on the stability of half-quantum vortices. Introducing notation
∆Hh/2 for the quantity Hh − Ha evaluated at the transition between neighboring
integer states, i.e. at the value of the applied field at which, in equilibrium, `s → `s−1
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we have
∆Hh
2
≡ Hh(`s − 1)− Ha|`s→`s−1 > 0,
Hh(`s)− Ha|`s→`s−1 = −
∆Hh
2
(3.34)
where in the first line Hh − Ha is evaluated in the state `s − 1 i.e. after transition
while in the second line the same quantity is evaluated in the state `s i.e. before
the transition. In other words, ∆Hh is the change of the field in the hole upon the
equilibrium transition between integral winding number states (see Fig. 3.4).
It is also convenient to introduce the change of the magnetic moment of the
cylinder between neighboring integer winding number states as
∆M ≡M(`s − 1)−M(`s) > 0 (3.35)
The linearity of the response (cf. eqn. (3.33)) guarantees that ∆M is determined only
by the cylinder’s geometry and is independent of both Ha and `s.
It is intuitively clear that the three parameters ∆M , ∆Ha and ∆Hh introduced
above to characterize the equilibrium transitions are not independent. Indeed, the
equality of the Gibbs energies (3.18) of neighboring integral winding number states
at the equilibrium transition allows one to establish the following relation:
∆M ∆Ha =
L
4pi
|Φ0|∆Hh (3.36)
which simply tells us that, for a fixed transition period ∆Ha, the quantities ∆M and
∆Hh are proportional to each other.
To summarize, in this section we have considered equilibrium transitions between
integer winding number states. We have argued that in equilibrium the difference
Hh − Ha, - the quantity which characterizes the effectiveness of the screening, - is
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periodic in the applied field. This allowed us to derive a relation (3.36) between the
transition period ∆Ha and the change of magnetization ∆M and the field in the hole
∆Hh at the transition.
In the next section we consider transitions between integer and half -integer wind-
ing number states.
3.4 Equilibrium transition to a half-integer
winding number state
The results obtained in the previous sections can be straightforwardly generalized
to account for transitions between integer and half-integer winding number states
which in the terminology adopted earlier correspond to the transitions between full
and half-quntum vortices. We recall that in the half-quantum vortex state of the
ESP superfluid two spin components have different integer winding numbers and
such a mismatch, along with a charge current, generates a spin current. Postponing
the discussion of the spin current until the next section, we note that in the linear
approximation adopted in this analysis the response of the charge current to the
applied magnetic field is equivalent to a response of a single component superfluid
with the difference that the winding number `s should now assume a half-integer
value. Hence, the description of screening obtained earlier in this chapter is also
applicable for a half-quantum (half-integer) vortex state and can be accounted for
by allowing `s to run over integer as well as half-integer values. Informally, this just
means that, in the half-integer state, a set of lines describing a purely electromagnetic
quantity which is linear in the field such as moment or the field difference Hh −Ha
is shifted by half a period ∆Ha, see Fig. 3.5.
The above observation has an important consequence: At the value of the applied
field which corresponds to the equilibrium transition between integer winding num-
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full quantum vortex half-quantum vortex
Figure 3.5: Difference between purely electromagnetic response of full and half-quantum
vortex states.
ber states, the difference Hh − Ha evaluated in the neighboring half-quantum state
vanishes. The relevance of this statement can be seen if we write down the Gibbs
energy of a half-integer state. Denoting the energy of spin currents as Esp the energy
of a half-quantum state in the cylinder is given by
G = − L
8pi
|Φ0|`s(Hh −Ha)− 1
2
M ·Ha + Esp (3.37)
where for half-quantum states `s runs over the set of half-integers. According to
the previous argument, the first term in the expression for G above vanishes at the
transition point. Then, using eqn. (3.36) and noticing that, in equilibrium, the change
of the magnetic moment upon the transition to a half-quantum state is half of that
for the transition to a full quantum state we obtain the following stability criterion
for the half-quantum state:
Esp <
|Φ0|L
32pi
∆Hh
(
≡ 1
8
∆M∆Ha
)
(3.38)
This inequality is a generalization of the stability condition (3.49) obtained in Chapter
2 for a thin annular geometry. To analyze it in detail we need to know the spin current
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energy Esp to the calculation of which we now proceed.
3.5 Kinematics and energetics of spin currents in
the HQV state
We now need to evaluate the energy associated with the winding of the relative phase
α of the two spin sub-systems of the ESP condensate denoted earlier as Esp. In
doing so we will assume that the most dominant contribution to Esp comes from the
kinetic energy of the spin currents and neglect the contribution caused by spin-orbit
interaction. As discussed in Chapter 2, independent on the sign of the spin-orbit
interaction, it will not, in general favor the half-integer state over the integer one
which means that the expression obtained below for Esp can be considered as a lower
bound on it.
The kinetic energy of the spin currents is defined in a way similar to that used in
Chapter 2:
Tsp =
∫
d3r
1
2
ρspv
2
sp(r) (3.39)
where ρsp is the spin superfluid density and vsp(r) is the local spin velocity. The flow
of vsp is analogous to the potential flow of a neutral superfluid and can be defined in
terms of the gradient of the relative spin phase α:
vsp =
~
2m
∇α (3.40)
(cf. Section 2.3). In fact, proceeding along the lines of Section 3.2.3 we conclude
that for a cylindrical geometry with arbitrary cross-section the kinetic energy of the
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supercurrents is given by12
Tsp =
~ρsp
2m
2pi`sp Isp L (3.41)
where Isp is the unit length spin current flowing in the walls of the cylinder. We
can now evaluate Tsp in a specific geometry and we will focus on that of a circular
cylinder with a thin constriction.
As been already discuss, the motivation for considering a thin constriction in oth-
erwise uniform cylinder is two-fold: We would like to see whether the deviation from
the perfect cylindrical symmetry introduces substantial modifications and, more im-
portantly, whether the constriction improves the stability of the half-quantum vortex.
The latter possibility might be relevant to experimental efforts on observing HQVs
which, as we already know, might be stable only in thin-walled samples. From a
practical point of view a fabrication of a thick-walled sample with a thin constric-
tion is less challenging than a fabrication of a uniformly thin sample and hence the
constriction recipe can have an experimental application.
The treatment of the spin currents in the presence of the constriction is analogous
to that of charge currents, Section 3.2.5 and Fig. 3.3, and results in the following
expression for Tsp:
Tsp = ρspL
(
h`sp
2m
)2
d′ lnR2/R1
(2pi − α) d′ + αR1 lnR2/R1 (3.42)
where d′ is the thickness of the constriction. The expression above also describes the
limiting case of a uniform-walled cylinder without constriction if the angular size α
of the latter is set to zero.
12This expression holds only if vsp satisfies a continuity equation – the assumption which is violated
in the presence of the spin-orbit interaction.
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3.6 Stability criterion for HQV in cylindrical
geometry with and without constriction
We are now in the position to apply the stability criterion for an HQV in an arbitrary
cylindrical geometry, eqn. (3.38), to a circular cylinder with a constriction. For the
purposes of convenience we gather all necessary equations in one place starting with
the thermodynamic stability criterion:
Esp <
|Φ0|L
32pi
∆Hh (3.43)
where for a cylinder with constriction ∆Hh – the change of the field in the hole given
by eqn. (3.32) – is defined by
∆Hh
{
1 +
α
2pi − α
D
D1
2λ′2
R1d′
}
=
D
D1
|Φ0|
piR21
(3.44)
with D and D1 defined by (3.24c) and (3.27). Provided that the contribution from
the spin-orbit interaction is negligible, Esp can be well approximated by the kinetic
energy of the spin currents Tsp:
Tsp = ρspL
(
h`sp
2m
)2
d′ lnR2/R1
(2pi − α) d′ + αR1 lnR2/R1 (3.45)
For arbitrary values of R ≡ R1, d ≡ R2 − R1 and λ the stability condition can
be analyzed numerically and the result of that is shown on Fig. 3.6 for d′/λ = 0.1
and α = 2pi/10. On Fig. 3.6 each solid curve represents a set of pairs (R/λ, d/λ)
for which the stability condition becomes satisfied; for each curve the area bounded
by the curve and the axes gives the stability region for fixed ρsp/ρs, α and d
′. As
expected, the reduction of the ratio of the superfluid densities substantially increases
the stability region (top panel of Fig. 3.6). An expansion of the stability region can
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Figure 3.6: The stability diagram of the HQV in a cylindrical geometry. For a fixed ratio
of superfluid densities ρsp/ρs and a fixed size of the constriction the stability region of the
HQV is bounded by the axes and the corresponding solid curve as shown on the top panel
for ρsp/ρs = 0.95. Top panel: Stability region in the absence of the constriction. Bottom
panel: Stability region of the HQV in the presence of the constriction with the angular size
α = 2pi/10 and thickness d′/λ = 0.1. The shaded regions on the bottom panel show the
improvement of the stability relative to that without the constriction for the same ρsp/ρs.
73
also be obtained through the inclusion of a constriction and the results of that are
shown on the bottom panel for the angular size α = 2pi/10 and thickness d′/λ = 0.1 of
the constriction. In fact, one can show that in a limit of a thin-walled cylinder when
d  R and a small constriction α  2pi the stability condition takes the following
form:
ρsp/ρs <
(
1 +Rd′/2λ2
)−1
(3.46)
which differs from the stability criterion for the uniform thin annulus eqn. (3.49)
by a replacement of the uniform wall thickness d by a smaller constriction thickness
d′. This implies that in this limit the energetics of the charge and spin currents is
determined by the narrowest place of the sample i.e. by the constriction.
To conclude, in this section we have demonstrated that the presence of constriction
can significantly improve the stability of a half-quantum vortex state. This means
that even if a given sample’s geometry does not favor the thermodynamic stability of
HQV e.g. due to a large wall thickness, thinning the walls in one part of the sample
i.e. introducing a constriction, may reverse this situation. From a practical point of
view such a recipe seems to be useful since the fabrication of a thick-walled ring with
a thin localized constriction seems to be less challenging than the fabrication of a
uniformly thin ring.
3.7 Kinematic spin polarization on the stability
of HQV
In this section we consider how the phenomenon of the kinematic spin polarization
(KSP) introduced in Section 2.5 can affect the stability of a half-quantum vortex
state. It is intuitively clear that the KSP which develops because of the transfer
of the fast moving spins to the slow moving component will, in general, improve the
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stability of the HQV even in the absence of the external Zeeman coupling to the KSP.
However, the Zeeman coupling to the external field can provide additional benefits
for the stability of the HQV since, in thermal equilibrium, it will lower the energy
of the HQV even further. Such a possibility looks quite intriguing since it allows for
external control over the stability of the HQV state.
In experimental settings the Zeeman coupling to the spins is provided with the
help of the applied magnetic field which also couples to the orbital degrees of freedom
and therefore gets screened. This complication can be avoided by recalling that in the
ESP state the spins can be coupled to only by the fields directed along the ESP axis.
If the direction of the ESP axis is such that, due to the large material or geometrical
anisotropies of the sample, the orbital response along this direction is negligible than
the Zeeman coupling effects of the applied field can be clearly distinguished.
The situation described above is quite close to the one realized in Sr2RuO4 where
it is believed that at small applied fields the ESP axis is confined to the ab-plane
(cf. Section 2.4) and the material anisotropy of Sr2RuO4 is such that the ratio of
the penetration depths for the ab-plane and c-axis fields is of the order of 20.13
For the cylindrical geometry considered earlier this means that if the cylinder is
made of Sr2RuO4 crystal with the c-axis along the axis of the cylinder than the
orbital magnetic response of the cylinder (screening) will be dominated by the axial
component of the field denoted hereafter as Hz. The spin response of the cylinder
caused by the Zeeman coupling will be generated only by the component of the
applied field perpendicular to the cylinder’s axis which will be denoted as Hx.
As has been already mentioned earlier, in the formal treatment of the KSP one
introduces an effective local Zeeman field Heff(r) which acts in addition to the applied
Zeeman field Hx and is directed along the ESP axis (which in our case is chosen to
13A more meaningful quantity which characterizes the anisotropy of the superconducting state is
a square of this number which gives the ratio of the superfluid densities for the two directions of the
field.
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be along Hx). The magnitude of Heff(r) is determined by the local values of the spin
and charge currents:
Heff(r) = − m
∗
gSµB
AFL vs(r) · vsp(r) (3.47)
where AFL is a constant which involves Fermi liquid parameters, see eqn. (2.39). It
is interesting to note that, according to our previous assumptions, the magnitude of
the charge superfluid velocity is determined by the axial field Hz; this means that
while the KSP couples to the in-plane field Hx its magnitude is fully determined by
the out-of-plane field Hz!
To find the effect of the KSP on the stability region of the HQV we need to com-
pare the Gibbs energies with the spin polarization contribution taken into account.
Denoting the spin susceptibility of the sample as χS and its volume as Ω, the Gibbs
potential of the full and half-quantum vortices can be written as14
GFull(H) = GFull0 (Hz)−
1
2
χS
∫
d3r
Ω
H2x
GHQV(H) = GHQV0 (Hz)−
1
2
χS
∫
d3r
Ω
{Hx −Heff(r, Hz)}2
(3.48)
where only the spin-polarization parts of the energies have been explicitly written.
The “orbital” part of the Gibbs energy, G0, can be computed for a specific sample
geometry, e.g. for that of a cylinder with an arbitrary cross-section as in eqn. (3.18).
We are now in the position to address the question of the effect of the in-plane
field Hx on the stability of the HQV. We first note that for a fixed value of Hx
and as a function of the applied axial field Hz the HQV stability region is centered
around the value of Hz which corresponds to the equilibrium transition between the
full vortex states. The boundaries i.e. the width of the stability region is determined
by a point at which the HQV becomes degenerate with the “neighboring” full vortex
14In general, the Fermi liquid effects will make the spin susceptibility of the system state-dependent
i.e. χS in the full- and half-quantum vortex states will be different, see eqn. (C.39). However under
normal conditions this difference is negligible and will be ignored.
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state. Using the Gibbs potentials (3.48) we arrive at the following equation which
implicitly determines the stability region as a function of both Hz and Hx:
χSHx
∫
d3r
Ω
Heff(r, Hz) = δG(Hz) (3.49)
The dependence on the in-plane field Hx in the above equation enters only linearly
through the l.h.s., as explicitly indicated, while all other energy contributions are
gathered on the r.h.s. and are denoted as δG(Hz). Relegating calculations to the
Appendix G we conclude that as a function of the in-plane field the stability region
of the HQV grows with the slope defined by the following relation
dHz
dHx
∣∣∣∣
Full→HQV
=
χSH
(0)
eff
∆M
ζ0 (3.50)
where ∆M is the magnetization jump between the full and half-quantum vortex
states as derived from δG(Hz). Dimensionless parameter ζ0 is the value of the overlap
integral defined as
ζ ≡
[
~
2m∗R
]−2∫
d3r
Ω
vs(r, H)vsp(r) (3.51)
at the full vortex equilibrium transition field Hz = H
(0)
z and R is the characteristic
size of the sample.15 The overlap integral characterizes the overlap of the charge and
spin currents and is a measure of the average effective field which produces KSP.
Although the exact distributions of the currents depends on the specific geometry of
the sample, the important observation is that for a mesoscopic sample with dimen-
sions comparable to the London penetration depth the overlap integral ζ need not be
small.
15The introduction of this length is purely conventional since it cancels out with the same length
used in the definition of H(0)eff .
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The other parameter in eqn. (3.50) is a constant field H
(0)
eff defined as
H
(0)
eff ≡
1
2gS
[
1 +
Z1/12
1 + F1/3
]
Φ0
piR2
(3.52)
Given the free-electron value of the gyromagnetic ratio gS and the assumption that
Fermi liquid parameter Z1 is small (as it is for
3He) for a 1µ sample H
(0)
eff is estimated
to be of order 5G. The crucial observation is that the magnitude of H
(0)
eff depends
substantially on the size of the sample.
It is possible to transform the overlap integral ζ defined by eqn. (3.51) into a
surface form which can significantly simplify its calculation in some geometries. We
first note that the superfluid velocity vs is related to the charge supercurrent density
js through a familiar relation
js = nevs (3.53)
Strictly speaking this relation holds only when the number of ↑ and ↓ spin is equal
and in the case of nonzero spin polarization should be supplemented by a term pro-
portional to (N↑ − N↓)/N vsp. This term is usually negligible in comparison with
the contribution proportional to vs and will be ignored. Then, using the Maxwell’s
equation to relate the current density js to the total field H and assuming that the
spin superfluid velocity vsp represents a potential flow we arrive at the following
representation of the overlap integral:
ζ =
m∗R
~
λ2
Φ0
∮
Rd2s
piΩ
· (H × vsp) (3.54)
whereH is the total magnetic field on the inner sider of the surface of superconductor.
It should be noted that although the surface representation (3.54) of the overlap
integral is, as we will see, more convenient for calculations, it is less general than the
volume definition (3.51) due to the approximations mentioned above.
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As a zeroth order approximation to a realistic experimental situation we estimate ζ
for a doughnut-shaped superconducting sample with the mean and cross-section radii
denoted as R and r respecitvely. Very crudely, the magnetic field on the surface is
given by 2M/piR2r, whereM is the magnetic moment of the doughnut, and, provided
the rotation of the d-vector is uniform, the average value of the spin current in the
HQV state is given by ~/4m∗R. This leads to the following expression for ζ:
ζ ≈ 8pi2 λ
2M
Φ0Ω
(3.55)
The magnetic moment M , which is determined by the applied field Hz, depends
also on the geometry of the sample and on the value of the penetration depth. For
a sample of a small size the latter dependence can be factored out and M can be
approximated by M ≈ HzΩR2/2piλ2 which gives ζ ∼ 1 for the values of the applied
fields typical for experiments reported in [13].
The real convenience of the surface representation (3.54) of the overlap integral
can be demonstrated in the case of our favorite geometry – infinitely long cylinder
with an arbitrary cross-section. In this case the magnetic field on the inner and
outer surface of the cylinder is constant (see Fig. 3.1). Given the assumption of
the vortex-free flow of the spin superfluid component vsp which led to the equation
(3.54) we conclude that, independently on the precise shape of the cross-section, the
overlap integral for the cylinder is proportional to the difference of the fields inside
and outside of the cylinder and in the absence of the surface currents is given by
ζ =
λ2
|Φ0|
R2
2A
(Hh −Ha) (3.56)
where A is the cross-sectional area, Ha is the axial component of the applied field
and Hh is the field in the hole (see Fig. 3.1). The advantage of this representa-
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tion is that the behavior of the quantity Hh − Ha as a function of the applied field
can be established from quite general considerations and has been extensively dis-
cussed in Sections 3.3 and 3.4. We saw that in the absence of surface currents in
the half-quantum vortex state the difference Hh − Ha turns to zero at the point of
the equilibrium transition between full vortex states. This implies that, in the model
considered above, the coupling of the KSP to the in-plane field vanishes at the point
where, according to the kinematic considerations, the HQV is expected to have the
lowest energy.
The conclusion reached above has very important consequences. In particular, for
the infinite cylinder model it implies that if in the absence of the in-plane field the
half-quantum vortex is not thermodynamically stable than the coupling between the
in-plane field and the KSP alone cannot induce its stability. We should notice right
away that arguably the simplest way to remedy this situation in the framework of
the current model is to assume that the sample breaks the time-reversal symmetry
and generates nonvanishing surface or, more generally, domain currents. In this case
the difference Hh − Ha as a function of Ha will be shifted in the vertical direction
and the point where it turns to zero will be moved away from the transition point.
What kind of the magnetic field dependence would one expect for the overlap
integral for a sample of arbitrary geometry? To answer this question we turn to a
volume representation in which the overlap integral is essentially proportional to the
following quantity: ∫
d3r vs(r,H) · vsp(r) (3.57)
In the linear response approximation the superfluid velocity vs(r,H) is, for every point
r, a linear function of H independently on whether H is taken to be the applied or
total field. This implies that as a function ofH the overlap integral for a half-quantum
vortex state can be represented by two sets of parallel lines which are different by
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the sign of the spin velocity vsp and hence have the opposite slopes; inside each set
the lines are labeled by the winding number of one of the superfluid components. In
thermal equilibrium transitions between states with different winding numbers will
cause the overlap integral to have a zigzag-like behavior which may or may not have
an overall average slope (cf. Fig. 3.4). Even if the time-reversal symmetry holds,
the overlap integral will not turn to zero at the transition points unless the average
slope of the zigzag-like dependence is zero - as was the case for the infinite cylinder
geometry. For an arbitrary sample’s geometry the question of the average slope and
hence the value of the overlap integral at the transition point is a complicated one
and deserves a separate investigation.
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Appendix A
Calculation of the Cooper pair’s
internal energy difference for an
s-wave superconducting ring
In this appendix expression (1.10) for the internal energy difference between odd and
even parity states of a large, R ξ0, s-wave superconducting cylinder or ring will be
obtained. Unless explicitly otherwise stated all quantities with dimensions of energy
are written in units of ~2/2meR2.
As it has been already remarked the minimization of the expectation value of
energy given by eqn. (1.8) leads to the the following form of v
(m0)
m and F (m0)m :
|v(m0)m |2 = |vm(∆(m0), µ(m0))|2 (A.1)
F (m0)m = Fm(∆(m0), µ(m0)) (A.2)
where, for given values of ∆ and µ, vm and Fm are specified by the standard BCS
expressions:
|vm|2 = 1
2
[
1− m√
2m +∆
2
]
(A.3)
Fm = ∆
2
√
2m +∆
2
(A.4)
with m ≡ ζ + m2 − µ being a single-particle energy counted from the chemical
potential which corresponds to a given value of m0.
Now, using eqn. (1.9), the internal energies for even and odd parity states are
given by
Nε
(0)
0 = 2
∑
(ζ +m2)|vm,0|2 − V
∑
Fm,0F∗m′,0 (A.5)
82
for even parity states, and
Nε
(1)
1 = 2
∑
(ζ + (m− 1/2)2)|vm−1/2,1|2
− V
∑
Fm−1/2,1F∗m′−1/2,1 (A.6)
for odd parity states. The subscript 0 or 1 in all quantities indicates dependence on
∆(0), µ(0) or ∆(1), µ(1) respectively. The internal energy difference can then be written
as
ε
(1)
1 − ε(0)0 = ε(1)1 − ε(0)1 + δε(0) (A.7)
where δε(0) ≡ ε(0)1 − ε(0)0 is the change of the ground state energy (m0 = 0 state) as
∆ and µ are varied from their m0 = 0 to m0 = 1 values. Since ε
(0)
0 is the equilibrium
i.e. minimal value of ε(0), the last term on the r.h.s. of eqn. (A.7) is of the second
order in ∆(1) −∆(0) and, as it will be seen below, can be ignored relative to the first
two terms in the limit R  ξ0. Thus to evaluate the internal energy difference in
the leading order the energies themselves can be taken at the same values of ∆ and
µ. At this accuracy any difference between ∆(0) and ∆(1) etc. is neglected; however,
there might be a substantial difference between these values and the corresponding
bulk parameters.
Using the gap equation ∆ = V
∑Fm−1/2, in the leading approximation eqn. (A.7)
becomes
N(ε(1) − ε(0)) = 2
∑
(ζ + (m− 1/2)2)v2m−1/2 (A.8)
−
∑
(ζ +m2)v2m − 2∆
∑
(Fm−1/2 −Fm)
where vm and Fm given by eqn.’s (A.3) and (E.12). The sums above run over all
integers m as well as over two other quantum numbers n which represent other-
than-azimuthal part of the dispersion ζ(n). With the help of the Poisson summation
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z0−z∗0
Figure A.1: Integration contour for the complex plane evaluation of integral (A.12).
formula the sum over m is converted to an integral; summation over n is replaced by
integration using the standard rule
∑
n →
∫
dζ g2(ζ) where g2(ζ) is the (dimension-
less) density of states for ζ(n) and can be considered to be a constant. Keeping only
leading exponential term in the Poisson summation series one obtains:
N(ε(1)− ε(0)) = I + I1 (A.9)
where the following definitions are made
I ≡ 4µ
∫
dζ g2
∫
dx
(x, ζ) e2piix√
2(x, ζ) + ∆2
(A.10)
and
I1 ≡4
∫
dζ g2
∫
dx
[√
2(x, ζ) + ∆2 − (x, ζ)
]
e2piix (A.11)
with (x, ζ) ≡ ζ + x2 − µ. It is intuitively plausible and can, in fact, be shown that
I1/I ∼ ξ0/R  1 so that the problem reduces to the calculation of the following
integral:
I ≡ 4µ
∫ ∞
−µ
g2 dζ
∫ ∞
−∞
dx
(ζ + x2) e2piix√
(ζ + x2)2 +∆2
(A.12)
where and from now on ζ will be counted relative to the chemical potential. The rest
of the discussion is devoted to the calculation of the above integral under assumption
R ξ0.
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The integration over x in eqn. (A.12) is transformed by closing the integration con-
tour in the upper half of the complex plane where the denominator
√
(ζ + x2)2 +∆2
has two branch points. Choosing the branch cuts to point outwards away from the
origin as shown on Fig. A.1 the integral over the real axis reduces to four integrals
along both sides of the two branch cuts. The two integrals along one branch cut are
complex conjugate of those along the other branch cut. Introducing new integration
variable t along the first quarter branch cut by z = z0(t + 1), where z0 is the first
quarter branch point, the oscillating exponent in (A.12) acquires a decaying part:
I = 16µ<
∫ ∞
−µ
g2 dζ
∫ ∞
0
z0dt
(ζ + z20(t+ 1)
2) e2piiz0(t+1)√
(ζ + z20(t+ 1)
2)2 +∆2
(A.13)
where < denotes the real part of the corresponding expression and the decaying
exponent is given by the imaginary part of z0:
< z0 ≡ x0 = 1√
2
(
−ζ +
√
ζ2 +∆2
)1/2
(A.14)
= z0 ≡ y0 = 1√
2
(
ζ +
√
ζ2 +∆2
)1/2
(A.15)
The essential for the integration over t region in (A.13) is determined by the de-
caying exponent e−2piy0t and extends from tmin = 0 to tmax ∼ (2piy0)−1. As a function
of ζ, y0 is monotonically increasing in the region (−µ,∞) reaching its minimum at
ζ = −µ with the value y0(−µ) ≈ ∆/2√µ; at the same time x0 is monotonically
decreasing with the maximum value x0(−µ) ≈ √µ 1. Restoring dimensions i.e. sup-
plying ~2/2meR2 denominators to ∆ and µ gives
y0(−µ) ≈ R/piξ0, x0(−µ) ≈ kFR (A.16)
1Usual energy scale separation µ ∆ is assumed.
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where ξ0 is the BCS coherence length ξ0 ≡ ~vF/pi∆ and v2F ≡ 2µ/me 2.
The above analysis suggests that, under condition R  ξ0, the integrand in
(A.13) can be significantly simplified because in the important for the integration
region t 1 holds. After some algebraic manipulations followed by a Wick rotation
of t variable to make the algebraic part of the integrand real for ζ < 0, the expression
for the integral takes the following form
I = 8µ<
∫ ∞
−µ
g2dζ
∫ ∞
0
i dt
(−2tζ +∆) e2piiz0(it+1)√
t (∆− ζt) (A.17)
with further corrections being suppressed by a factor of order of ξ0/R.
The integration over ζ is considered separately for intervals of positive and neg-
ative values of ζ. After rescaling variable t by ∆/|ζ| in each interval the non-trivial
dependence of the integrand on ∆ and ζ is gathered in the exponent. For the in-
tegral over ζ > 0 region the exponent has a sharp maximum and the integral can
be evaluated by the saddle point method leading to its magnitude being of order of
exp (−2pi√∆). As it will be seen below the integral over negative values of ζ is of
order of exp (−2pi∆/√µ). Since the ratio of the the two exponents is√∆/µ 1 the
integration over ζ in (A.17) can be limited to the interval ζ < 0 leading to
I = 8µ∆
∫ 0
−µ
g2dζ√|ζ|
∫ ∞
0
dt
(2t+ 1) sinY√
t (1 + t)
e−X (A.18)
where
X(ζ, t) ≡ 2piy0(ζ) + x0(ζ)2pi∆|ζ| t (A.19)
Y (ζ, t) ≡ −2pix0(ζ) + y0(ζ)2pi∆|ζ| t (A.20)
2 Numerical value of the parameters can be estimated using
√
2meR2
~2
∆
2
√
µ ≈ R(µm) ∆(K)√εF(eV) .
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with x0 and y0 given by eqn.’s (A.14) and (A.15).
Expressions for X(ζ, t) and Y (ζ, t) can be significantly simplified in the limit
|ζ|  ∆. In particular for ζ = −µ
X(−µ, t) ≈ 4R˜ (1/2 + t) (A.21)
Y (−µ, t) ≈ −2pi√µ+ ∆
µ
2R˜ t (A.22)
where R˜ is defined as
R˜ ≡ pi∆/√µ (A.23)
and in dimensional units is equal to R/ξ0, the ratio of the radius of the annulus to
the coherence length. As it has been already mentioned it is assumed that R˜ 1.
The function in the exponent in eqn. (A.18), X(ζ, t), is a positive monotonically
growing function of ζ for ζ < 0 which reaches its minimum at the lower integration
limit ζ = −µ and diverges at the upper limit ζ = 0. To take the advantage of the
simplified forms of X and Y at ζ = −µ one can perform repeated integration by parts
in the integral over ζ obtaining in that way following asymptotic expansion:
I = 8g2µ∆
∫ ∞
0
dt
2t+ 1√
t(t+ 1)
×
{
Z(ζ, t) +
[
Z(ζ, t)
X ′(ζ, t)
]′
+
[
1
X ′(ζ, t)
[
Z(ζ, t)
X ′(ζ, t)
]′]′
+ . . .
}∣∣∣∣∣
−µ
e−X(−µ,t)
X ′(−µ, t)
(A.24)
where the prime sign denotes differentiation with respect to ζ and function Z(ζ, t) is
defined as the ζ dependent non-exponential part of the integrand in (A.18):
Z(ζ, t) ≡ 1√|ζ| sinY (ζ, t) (A.25)
Despite complicated at first sight t dependence of the integrand in (A.24) the inte-
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gration over t can be carried out noticing that, because of the decaying exponent, the
interval relevant to the integration is limited by R˜−1  1. Dropping t dependence
relative to constants of order 1 and integrating the expansion term by term gives with
R˜−1 relative accuracy
I = 4g2µ
2∆ pi1/2 S(µ) R˜−3/2e−2R˜ (A.26)
where S(µ) is defined as
S(µ) ≡
{
Z(ζ, 0) +
[
Z(ζ, 0)
X ′(ζ, 0)
]′
+ . . .
}∣∣∣∣
−µ
(A.27)
The sum above cannot be limited to a finite number of terms because the n-th term
in the sum is of order of µ−1/2(µ/∆)n−1. However by rearranging summation one can
notice that S(µ) satisfies following differential equation
S(µ) = Z(−µ, 0)− d
dµ
S(µ)
X ′(−µ, 0) (A.28)
or, given explicit form of X(−µ, 0) and Z(−µ, 0), eqn.’s (A.21) and (A.25), the dif-
ferential equation for S(µ) becomes
S(µ) = − 1√
µ
sin 2pi
√
µ− 1
pi∆
d
dµ
[
µ3/2S(µ)
]
(A.29)
It can be checked by a direct substitution that up to the terms of order of ∆/µ this
equation has the following solution:
S(µ) =
∆
µ3/2
cos 2pi
√
µ (A.30)
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so that the expression for the integral I reduces to
I =
4g2
pi3/2
µ3/2R˜1/2 e−2R˜ cos 2pi
√
µ (A.31)
where g2 is the density of states at the chemical potential for other-than-azimuthal
part of the dispersion ζ(n). Using single-particle dispersion law for a thin walled
cylinder and reverting to dimensional units one can see that g2µ
3/2 = 3
4
N so that
I =
3N
pi3/2
(R/ξ0)
1/2 e−2R/ξ0 cos 2pikFR (A.32)
Comparing this equation with eqn. (A.9) gives the result (1.10) for the internal energy
difference quoted in the main text.
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Appendix B
Microscopic calculation of the
kinetic energy of the supercurrents
To construct a wave function of the ESP state we first note that on a two particle
level the general form of S = 1, Sz = 1 state in terms of second quantized operators
is
|S = 1, Sz = 1〉 =
∑
m1,m2
χm1,m2 a
†
m1↑a
†
m2↑|0〉 (B.1)
and Sz = −1 state is obtained by reversing the spin arrows. The subscripts in
the above equation stand for a set of quantum numbers needed to describe a single
particle quantum state. It is assumed that both m1 and m2 summations run over
the same same region of phase space so that the sum over m1 can be mapped to the
sum over m2 and vice versa. Writing χ as a sum of symmetric χ
s = 1
2
(χ12+χ21) and
antisymmetric parts χa = 1
2
(χ12 − χ21) and interchanging summation over m1 and
m2 one obtains
∑
m1,m2
χm1,m2 a
†
m1↑a
†
m2↑ =
∑
m1,m2
χam1,m2 a
†
m1↑a
†
m2↑ (B.2)
i.e. the the sum involving symmetric part of χ is zero due to the antisymmetric spin
part. So it can be concluded that for spin triplet pairing it is enough then to consider
only those χ’s which are antisymmetric:
χm1m2 = −χm2m1 (B.3)
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If the pair is in a state with definite ‘center of mass momentum’ n with respect to
quantum number m (i.e. it can be total momentum for bulk geometry or projection
of angular momentum for annular geometry) then χ should be taken as
χ→ χm1m2δm1+m2,n = χm1,n−m1 δm1+m2,n ≡ χm1 δm1+m2,n (B.4)
where such introduced χm possesses the following symmetry
χm = −χ−m+n (B.5)
Notice however that even if [Hˆ, Lˆz] = 0 where Hˆ is the Hamiltonian of the system,
the two-particle energy eigenstate need not be an eigenstate of Lˆz, the projection of
angular momentum on the symmetry axis. This would be the case if degeneracy is
present. Example: a free particle on a line would have an energy eigenstate sin kx,
which is not a momentum eigenstate.
Now, having established the necessary symmetry of χ, a general form of an ESP
state with different spin components boosted in generally different way is given by
Ω† ≡
∑
m
{
χm↑a
†
m↑a
†
−m+n↑,↑ + χm↓a
†
m↓a
†
−m+n↓,↓
}
≡
∑
mσ
χmσ a
†
mσa
†
−m+nσ ,σ (B.6)
where both spin up and spin down components are in the definite center of mass state
with momenta n↑ and n↓ and χmσ satisfies
χmσ = −χ−m+nσ ,σ (B.7)
so that the ‘period’ of χ is in general different for different spin components. It should
also be emphasized that according to eqn. (B.7) wave function components χmσ are
different for different values of the total angular momentum of the pair (more precisely
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χmσ should have an additional index n which labels CoM momentum: χmσ ≡ χ(n)mσ).
Having established the pair state the corresponding many body wave function is
defined following the standard prescription i.e. taking N/2 pairs and condensing them
in the same pair state:
|N〉 ≡ (Ω†)N/2|0〉 (B.8)
with Ω† given above. Functions χmσ are assumed to be such that the many-body state
|N〉 is normalized (the normalization condition will be explicitly imposed latter).
The goal is to find the energy expectation value of such state on a reduced BCS
Hamiltonian. To do that the following property will be of use: Emptying a single
particle level in |N〉 gives
amσ|N〉 = χ˜mσ a†−m+nσ ,σ|N − 2〉 (B.9)
where χ˜ ≡ Nχ. Introducing pair wave function F for both spin components as
Fmσ ≡ 〈a†mσa†−m+nσ ,σ〉 (B.10)
with the average being taken on the states with N − 2 and N particles. Using only
eqn. (B.9) the following relation between F and χ˜ is obtained:
Fmσ = χ˜mσ(1− χ˜mσF ∗mσ) (B.11)
and since for a given χ˜ there is only one solution for F , χ and F have the same
symmetry (this also follows from the definition of F ):
Fmσ = −F−m+nσ ,σ (B.12)
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Using F and χ˜ normalization condition for state |N〉 can be written as
∑
mσ
χ˜mσF
∗
mσ = N (B.13)
Notice that one cannot necessarily conclude that the above equation can be written
separately for every spin component i.e. that
∑
m χ˜m↑F
∗
m↑ and
∑
m χ˜m↓F
∗
m↓ are each
equal to N/2. Before writing down expression for the energy of the system let’s define
a quantity describing occupation of single-particle levels:
|vmσ|2 ≡ χ˜mσF ∗mσ (B.14)
which is symmetric under exchange m → −m + nσ. In terms of v and F relation
(B.11) takes the following form
|Fmσ|2 = |vmσ|2(1− |vmσ|2) (B.15)
(cf. with BCS’s u2 + v2 = 1). Normalization condition
∑
mσ
|vmσ|2 = N (B.16)
Let εmσ denote a single particle energy which will in general depend on external
perturbations such as magnetic flux Φ applied to the system. The energy of the
system is then given by the following expression
E =
∑
mσ
εmσ(Φ)|vmσ|2 −
∑
mm′σ
Vmm′FmσF
∗
m′σ (B.17)
where the interaction term comes from −∑mm′σ Vmm′a†mσa†−m+nσ ,σa−m′+nσ ,σam′σ term
in the Hamiltonian. Notice that for Vmm′ = const this term vanishes due to spin triplet
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(anti)symmetry of the operator part (no s-wave scattering for contact potential). The
σ dependence of the single-particle energy εmσ accounts for the possible presence of
Zeeman splitting. Notice that different spin components in the expression for energy
above do not ‘talk’ to each other and can be considered separately.
Now, to make the problem completely BCS-like it is convenient to redefine |v |2
and F as
|vmσ|2 = |vm−nσ/2,σ|2, Fmσ = Fm−nσ/2,σ (B.18)
and the symmetries of |v |2 and F dictate |v |2 and F to be just symmetric and
antisymmetric respectively:
|vmσ|2 = |v−mσ|2, Fmσ = −F−mσ (B.19)
Using the definitions made above the expression for energy takes
E =
∑
mσ
εmσ(Φ)|vm−nσ/2,σ|2 −
∑
mm′σ
Vmm′Fm−nσ/2,σF∗m′−nσ/2,σ (B.20)
Now the goal is to have the summation variable m in a combination with nσ as
m−nσ/2. Using the symmetry property |vm−nσ/2,σ|2 = |v−m+nσ/2,σ|2 one can establish
the following relationships:
∑
mσ
m2 |vm−nσ/2,σ|2 =
∑
mσ
(m− nσ/2 + nσ/2)2|vm−nσ/2,σ|2 =
=
∑
mσ
(m− nσ/2)2|vm−nσ/2,σ|2 +
1
4
(n2↑N↑ + n
2
↓N↓) (B.21)
∑
mσ
m|vm−nσ/2,σ|2 =
∑
mσ
(
m− nσ
2
+
nσ
2
)|vm−nσ/2,σ|2 = 12∑
mσ
nσ|vm−nσ/2,σ|2 =
=
1
2
(n↑N↑ + n↓N↓) =
1
4
(n↑ + n↓)N +
1
2
(n↑ − n↓)S (B.22)
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Notice that the expression above being multiplied by ~ gives a z projection, Lz, of
total angular momentum of the system. As one can see if no currents are present in
the system (both nσ’s are zero) then Lz = 0 i.e. contribution from internal angular
momentum of pairs cancels out. [It is actually a big question whether in the ground
state both nσ’s are zero!]. S is the spin polarization defined as S ≡ 12
∑
m |vm−n↑/2,↑|2−
|vm−n↓/2,↓|2 = (N↑ − N↓)/2. The advantage of such form is that, as will be seen
below, the mass current is proportional to the sum n↑ + n↓ while the spin current is
proportional to the difference n↑ − n↓. Another advantage is that it is very easy to
recover uniform boost limit n↑ = n↓.
What seems to be even more important is that the spin boost (another term for
what was earlier called non-uniform boost) produces effective Zeeman splitting with
the fictitious Zeeman field proportional to n↑ − n↓.
The situation is quite similar to the one described above if we are dealing with
a superconducting system which is subject to Aharonov-Bohm flux. Then, under
appropriate conditions, the single-particle energy can be written as
εmσ → εφ(m,n) = ~
2
2meR2
[
ζ(n) +
(
m+
φ
hc/|e|
)2]
(B.23)
This expression contains a linear in m term which can be transformed according to
eqn. (B.22).
Another comment to eqn. (B.22): It is written in the form suitable for subsequent
acount of Fermi liquid effects, where n˜(p) ≡ n↑(p)+n↓(p) ∼ N and sz(p) ≡ 12
(
n↑(p)−
n↓(p)
) ∼ S are operational variables.
One more comment to eqn. (B.22): It can also be obtained from a coordinate
space phenomenological description. Namely, introduce two dimensional superfluid
velocities vσ =
1
2
Nσnσ where nσ is an integer defined above and Nσ is the spin number
in the σ-th component, also as defined above. Then the mass current is proportional
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to v↑ + v↓ which is equal to
v↑ + v↓ =
1
2
(n↑N↑ + n↓N↓)
=
1
4
(n↑ + n↓)(N↑ +N↓) +
1
4
(n↑ − n↓)(N↑ −N↓)
(B.24)
Going back to the expression for the system’s energy:
E =
∑
mσ
~2
2meR2
[
ζ +
(
m+
φ
hc/|e|
)2]
|vm−nσ/2,σ|2 −
∑
mm′σ
Vmm′Fm−nσ/2,σF∗m′−nσ/2,σ
(B.25)
where general dispersion relation εmσ has been substituted with the one appropriate
for thin cylinders, eqn. (B.23). The expression above describes energy of ESP state
with a spin-dependent boost: spin up (down) pairs have total angular momentum
per pair equal to ~n↑ (~n↓). Next step is to consider energetics of such states. Using
the symmetry property |vm−nσ/2,σ|2 = |v−m+nσ/2,σ|2 which resulted in eqn. (B.21) the
energy of ESP state with spin dependent boost can be written as a sum of two terms
E = E0 + T (B.26)
with T being the kinetic energy of the currents in the presence of total flux φ through
the ring
T ≡ ~
2
8meR2
(
n2↑N↑ + n
2
↓N↓ +
φ
hc/2|e| 2(n↑N↑ + n↓N↓) +
[
φ
hc/2|e|
]2
N
)
(B.27)
and E0 defined as
E0 =
∑
νσσ
~2
2meR2
(
ζ + ν2σ
) |vνσσ|2 − ∑
νσν′σσ
Vνσν′σFνσ ,σF∗νσσ (B.28)
where the summation index νσ runs over integers if nσ is even and over half integers
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if nσ is odd
1. This difference in the summation over integers or half integers is
important only in the limit of R ∼ ξ0 (ξ0 - BCS coherence length) and will be ignored
in what follows i.e. νσ will be replaced with m. Supplementing E0 with normalization
condition on v and then minimizing it with respect to v will give a BCS result for
both spin up and spin down components.
To proceed with the minimization of E = E0 + T first rewrite the current kinetic
energy T in terms of total number of particles and spin polarization N↑ = 12N + S,
N↓ = 12N − S:
T =
~2
8meR2
{1
4
(n2sφ + 4n
2
sp)N + 2nspnsφS
}
(B.29)
where a new set of quantum numbers was introduced:
nsφ ≡ ns + 2 φ
hc/2|e| , ns ≡ n↑ + n↓, nsp ≡
1
2
(n↑ − n↓) (B.30)
For a given choice of n↑,↓ the first term in T is proportional to a constant N and will
not affect the minimization of E0 + T . The second term is proportional to the total
spin polarization S and is thus equivalent to an effective Zeeman field which is non-
zero for n↑ 6= n↓. Such an effective Zeeman field will favor non-zero spin polarization
of the system when n↑ 6= n↓ i.e. in a half quantum vortex state. Notice also that T
does not change under simultaneous transformation φ→ φ+hc/2|e|, n↑,↓ → n↑,↓+1.
1In the interaction term it was assumed that Vmm′ = Vm−m′
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Appendix C
Fermi liquid induced contribution
to the energetics of spin and
charge currents in the ESP state
In this Appendix we present some concepts of the Fermi liquid formalism relevant
to our discussion as given in [23]. We also calculate Fermi liquid corrections to the
energy of the ESP state in the presence of mass (charge) and spin currents.
The system is modeled as a set of quasiparticles with spin ~/2 and effective mass
m∗. System’s reaction to external perturbation is described by the change of quasi-
particle distribution function δnˆ(p) ≡ δnαβ(p) where α and β are spin indices and p
is a set of quantum numbers appropriate for a given situation e.g. three components
of momentum for a free space. Drawing analogy between δnαβ and spin ~/2 density
matrix it is convenient to introduce
δn˜(p) ≡ Tr δnˆ(p), si(p) ≡ 1
2
Tr σˆiδnˆ(p) (C.1)
and σˆi are Pauli matrices. Then the energy of the system is a sum of its ground state
energy E0 and the perturbation energy:
E = E0 +
∑
p
(p)δn˜(p) + gSµB
∑
p
B · s(p)
+
1
2
∑
pp′
{f(p,p′) δn˜(p)δn˜(p′) + ζ(p,p′) s(p) · s(p′)}
(C.2)
where the third term is the Zeeman energy in the uniform Zeeman field B with µB =
|e|~/2mec being Bohr magneton. gS is the gyromagnetic ratio for the quasiparticles
(for free electrons gS = 2).
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Further simplification is reached assuming that f(p,p′) and ζ(p,p′) vary slowly
as the Fermi surface is crossed and hence can be taken at p, p′ = pF leaving out f
and ζ to depend only on unit vectors pˆ and pˆ′. In the isotropic case only the relative
angle (denote it θ) between pˆ and pˆ′ should matter thus validating the following
expansion:
f(p,p′) ≡
(
dn
d
)−1
F (cos θ) =
∑
l=0
Fl Pl(cos θ) (C.3)
ζ(p,p′) ≡
(
dn
d
)−1
Z(cos θ) =
∑
l=0
Zl Pl(cos θ) (C.4)
Expanding also δn˜(p) and si(p) as
δn˜lm =
∑
p
Y ∗lm(pˆ) δn˜(p) (C.5)
s
(i)
lm =
∑
p
Y ∗lm(pˆ) si(p) (C.6)
where the sum can be replaced by integration in a standard way:
∑
p
−→ Ω
(2pi~)3
∫
dΩp
∫
p2dp (C.7)
with Ω in front of the integral being volume and Ωp denoting solid angle in p space.
Taking into account the definitions made above and introducing overall spin po-
larization S ≡ ∑p s(p) and weak coupling part Ew of the total energy as Ew ≡
E0 +
∑
p (p)δn˜(p) we get
E = Ew + gSµBB · S+ 1
2
4pi
(
dn
d
)−1∑
l=0
m=l∑
m=−l
1
2l + 1
{
Fl |δn˜lm|2 + Zl |slm|2
}
(C.8)
Apart from response of the system to the Zeeman field we are also interested in
response to rotation and, for charged system, external flux. Such perturbations gen-
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erate, in general, both mass and spin currents which can be described as shifts in
quasiparticle distribution of both spins n
(0)
αβ(p)→ nαβ(p):
n
(0)
αβ(p) =
n(0)↑↑ (p) 0
0 n
(0)
↓↓ (p)
⇒ nαβ(p) =
n(0)↑↑ (p−P↑) 0
0 n
(0)
↓↓ (p−P↓)
 (C.9)
It is important to assume that off diagonal elements of qp. distribution are zero
(for ESP state this can be done by appropriate choice of spin axis); otherwise the
transformation rule for nαβ(p) is more complex. Notice also that even though spin-up
and spin-down subsystems are boosted in a different way (in general P↑ 6= P↓) the
total spin polarization S is not affected by the boost (C.9).
It is convenient to write nαβ(p) as nαβ(p) = n
(0)
αβ(p) + δnαβ(p). Then earlier
introduced n˜ and s are transformed as
n˜ = n↑↑ + n↓↓ = n˜0 + δn↑ + δn↓, sz =
1
2
(
n↑↑ − n↓↓
)
= s0 +
1
2
(
δn↑ − δn↓
)
(C.10)
Instead of (C.2) we start with the following expression for Fermi liquid part of the
total energy:
EFL =
1
2
∑
pp′
{
f(p,p′) (n˜0 + δn↑ + δn↓)(n˜′0 + δn
′
↑ + δn
′
↓)+
+ζ(p,p′) (s0 + δn↑/2− δn↓/2)(s′0 + δn′↑/2− δn′↓/2)
} (C.11)
where prime denotes dependence on p′. The above expression can be written in a
form analogous to (C.8) with with δn˜lm and slm being replaced by
n˜lm ≡
∑
p
Y ∗lm (n˜0 + δn↑ + δn↓) and s
(z)
lm ≡
∑
p
Y ∗lm (s0 + δn↑/2− δn↓/2) (C.12)
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EFL =
1
2
4pi
(
dn
d
)−1∑
l=0
m=l∑
m=−l
1
2l + 1
{
Fl |n˜lm|2 + Zl |s(z)lm |2
}
(C.13)
The initial distributions n˜0, s
(z)
0 are defined as carrying no current i.e. n˜0(p) = n˜0(−p)
etc. Consider term l = 0 in (C.13). It contains
∑
Y ∗00 (n˜0 + δn↑ + δn↓) =
∑
Y ∗00n˜0
because δnα generated by the shift of Fermi surface is proportional to Yl=1 (for small
Pα).
Consider term l = 1. We will need following expressions for Y1m:
Y11 =
√
3
8pi
(pˆy − ipˆx), Y1,−1 =
√
3
8pi
(pˆy + ipˆx), Y10 = i
√
3
4pi
pˆz (C.14)
Then
n˜11 =
∑
p
√
3
8pi
(pˆy − ipˆx) (n˜0 + δn↑ + δn↓) =
√
3
8pi
∑
p
(py/p− ipx/p) (n˜0 + δn↑ + δn↓)
≈
√
3
8pi
1
pF
∑
p
(py − ipx) (n˜0 + δn↑ + δn↓) (C.15)
In the last line the fact that only |p| ≈ pF in the integration region was used. Now
introducing total momenta of spin subsystems as
NαPα =
∑
p
p(n0α + δnα) (C.16)
where Nα is the number of particles with spin orientation α and Pα is the spin boost
momentum introduced earlier. In terms of these quantities n˜11 becomes
n˜11 =
√
3
8pi
1
pF
[
(P↑y − iP↑x)N↑ + (P↓y − iP↓x)N↓
]
(C.17)
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In the same way one can find that
|n˜11|2 + |n˜1,−1|2 + |n˜10|2 =
3
8pip2F
2
{
(P↑xN↑ + P↓xN↓)2 + (P↑yN↑ + P↓yN↓)2 + (P↑zN↑ + P↓zN↓)2
}
=
=
3
4pip2F
(N↑P↑ +N↓P↓)2 (C.18)
and
|s(z)11 |2 + |s(z)1,−1|2 + |s(z)10 |2 =
3
4pip2F
1
4
(N↑P↑ −N↓P↓)2 (C.19)
Terms with l > 1 will be ignored (true for |Pα|  pF). Then using that
(
dn
d
)−1
=
p2F
3Nm∗
(C.20)
the Fermi liquid corrections to the energy caused by a spin dependent boost will be
given by
EFL = E
(0)
FL +
N−1
2m∗
1
3
[
(N↑P↑ +N↓P↓)2F1 + (N↑P↑ −N↓P↓)2Z1
4
]
(C.21)
where the terms with l = 0 in (C.13) formed E
(0)
FL , the energy before the boost, and
terms with l = 1 generated the additional term due to the boost. E
(0)
FL contains F0 and
Z0 and describes, in particular, the Fermi liquid renormalization of spin susceptibility
of the system:
E
(0)
FL = const +
1
2
(
dn
d
)−1
Z0S
2 (C.22)
Instead of variables N↑ and N↓ it convenient to go over to N = N↑ + N↓ and S =
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(N↑ −N↓)/2. Then
EFL = E
(0)
FL +
N−1
2m∗
1
3
[
(QN + 4qS)2
F1
4
+ (qN +QS)2
Z1
4
]
(C.23)
= E
(0)
FL +
N−1
2m∗
1
3
[
N2 (Q2
F1
4
+ q2
Z1
4
) + S2 (4q2F1 +Q
2Z1
4
) + 2SN Q · q(F1 + Z1
4
)
]
where Q ≡ P↑ +P↓, q ≡ (P↑ −P↓)/2.
In annular geometry of radius R total momentum of e.g. spin-up component P↑N↑
should be replaced by the azimuthal component of total angular momentum:
P↑N↑ → (P)θN↑ = R−1Ltotal for spin ↑z = R−1 ~n↑
N↑
2
(C.24)
where n↑ is an integer and ~n↑ is the angular momentum of pair of particles. In
other words upon the transition to annular geometry we need to make the following
replacement:
Pσ → ~nσ
2R
, Q→ ~
2R
(n↑ + n↓) ≡ ~ns
2R
, q→ ~
4R
(n↑ − n↓) ≡ ~nsp
2R
(C.25)
[If there is flux through the system replace all momenta by canonical counterparts!]
The equations above define to new quantum numbers: ns ≡ n↑ + n↓ which assumes
integer values and generates superfluid density current, and nsp ≡ (n↑ − n↓)/2 which
takes both integer and half integer values and implies presence of spin current in the
system if nsp 6= 0.
What has been done so far: The first part of this report is devoted to the consid-
eration of the energetics of ESP state with spin dependent boost in the framework of
weak coupling BCS theory. The second part treats Fermi liquid corrections to weak
coupling BCS results. To put this two sections together one little adjustment is need:
The bare electrons mass me in EBCS should be replaced with Fermi liquid effective
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mass m∗: m∗/me = 1 + F1/3. Then one can write Eweak ≡ EBCS and in turn
EBCS = E
(0)
BCS +
~2
8m∗R2
[
(
n2sφ
4
+ n2sp)N + 2nsφnspS
]
(C.26)
where the last term is the kinetic energy of the currents and the first term is given
by
E
(0)
BCS =
∑
mσ
~2
2m∗R2
(
ζ +m2
) |vmσ|2 − ∑
mm′σ
Vmm′FmσF∗mσ (C.27)
and, as commented before, the difference between summation over integers or half
integers has been ignored.
Now putting together all bits and pieces we get for the full energy of the system
in the rotating frame the following expression:
E = E
(0)
BCS + E
(0)
FL + gSµBB · S+
+
~2
8m∗R2
[
(
n2sφ
4
+ n2sp)N + 2nsφnspS
]
︸ ︷︷ ︸
kin. energy of the currents
+ (C.28)
+
N−1~2
2m∗4R2
1
3
[
(n2sφ
F1
4
+ n2sp
Z1
4
)N2 + (4n2spF1 + n
2
sφ
Z1
4
)S2 + 2nsφnsp(F1 +
Z1
4
)SN
]
︸ ︷︷ ︸
FL boost corrections
It is convenient to rewrite the last expression separating out terms which are propor-
tional to the spin polarization S and its square S2. For that purpose assume that the
external field B is along the ESP axis. Then separating first linear in S dependence
and defining effective Zeeman field Beff as follows
Beff = B +
~2(gSµB)−1
8m∗R2
2nsφnsp
[
1 + F1/3 + Z1/12
]
(C.29)
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one gets
E = E
(0)
BCS + E
(0)
FL + gSµBBeffS+ (C.30)
+
~2N
8m∗R2
{
n2sφ
4
+ n2sp +
1
3
[
n2sφ
F1
4
+ n2sp
Z1
4
]
+
1
3
[
4n2spF1 + n
2
sφ
Z1
4
]
(S/N)2
}
Apart from explicit S2 dependence, the above expression also depends on S2 through
terms E
(0)
BCS and E
(0)
FL . The latter is given by eqn. (C.22): E
(0)
FL = const +
1
2
(
dn
d
)−1
Z0S
2,
and the former is just spin redistribution energy in the presence of overall spin po-
larization S, i.e.
E
(0)
BCS =
(gSµBS)
2
2χESP
+ const (C.31)
with χESP denoting spin susceptibility of the ESP state. This susceptibility is renor-
malized by the Fermi liquid effects to the full susceptibility χ defined as a prefactor
of S2 term:
E ′ = const +
(gSµBS)
2
2χ
+ gSµBBeffS+
+
~2N
8m∗R2
{
n2sφ
4
+ n2sp +
1
3
[
n2sφ
F1
4
+ n2sp
Z1
4
]}
(C.32)
From the above equation we conclude that the renormalized spin susceptibility of the
system χ is given by:
χ−1 =
2
(gSµB)2
{
(gSµB)
2
2χESP
+
1
2
(
dn
d
)−1
Z0 +
~2N−1
8m∗R2
1
3
[
4n2spF1 + n
2
sφ
Z1
4
]}
(C.33)
For a fixed applied flux, E ′ obtained above is a function of three parameters: spin
polarization S, integer ns describing the superfluid current and a spin current variable
nsp which runs over both integer and half integer values. For a fixed set of ns, nsp the
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value of S is found by a minimization and leads to a well known
− gSµBS = χBeff (C.34)
and the S dependent part of energy then takes form of
(gSµBS)
2
2χ
+ gSµBBeffS = −1
2
χB2eff (C.35)
Another simplifications comes from writing down the explicit expression for m∗:
m∗
m
= 1 +
F1
3
(C.36)
Plugging this back into E ′ and dropping the additive constant one arrives at
E ′ = −1
2
χB2eff +
~2N
8mR2
{
n2sφ
4
+ n2sp
1 + Z1/12
1 + F1/3
}
(C.37)
Introducing also spin susceptibility χESP+FL which is the weak coupling susceptibility
χESP renormalized by Z0 term only:
χESP+FL =
χESP
1 +
(
dn
d
)−1 Z0
(gSµB)2
χESP
(C.38)
the full susceptibility is then given by
χ−1 = χ−1ESP+FL +
2
(gSµB)2
~2N−1
8m∗R2
1
3
{
4n2spF1 + n
2
sφ
Z1
4
}
(C.39)
The effective field is finally written as
Beff = B +
~2(gSµB)−1
8mR2
2nspnsφ
{
1 +
Z1/12
1 + F1/3
}
(C.40)
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Appendix D
Convention for the sign of the
electron’s charge.
In the ‘superconducting’ literature it is almost universally accepted that notation e
describes both the magnitude and the sign of the charge of the electron i.e.
e < 0 (D.1)
This quite a trivial observation needs to be reconciled with the fact that the flux
quantum, often defined as Φ0 ≡ hc/2e is usually treated as a positive quantity (see
e.g. [29], p. 436). To clarify the situation in this appendix we give a brief description
of the conventions for signs of flux, currents, winding numbers etc. used in this thesis.
We start with a Ginzburg-Landau equation for the density of charge current1
js = − ie~
2m
(
ψ∗∇ψ − ψ∇ψ∗)− 2e
2
mc
A|ψ|2 (D.2)
which can be obtained from the standard quantum mechanical expression by sub-
stituting e with 2e and m with 2m. The order parameter ψ is a complex quantity
described by the phase θ and the absolute value |ψ| introduced by the following
convention (notice the absence of the minus sign in the exponent):
ψ = |ψ| eiθ (D.3)
1See e.g. [20], p. 178. It is interesting to note that the definition used by de Gennes is different
by a minus sign in front of the gradient term, see p. 176 of [8], although he also seems to be using
the convention e < 0.
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In the London theory we set
|ψ|2 = nsc = const. (D.4)
where nsc is the number of superconducting electrons (not pairs!) in a unit volume.
Plugging eqns. (D.3) and (D.4) into (D.2) we obtain for the superfluid current density
js = nsc
e~
2m
(∇θ + 2pi|Φ0| A) (D.5)
where |Φ0| ≡ hc/2|e|. Equivalently, using the following definition js = nscevs, we
obtain for the superfluid velocity
vs =
~
2m
(∇θ + 2pi|Φ0| A) (D.6)
We now apply the equations written above for a very thin superconducting annulus
of radius R. Integrating around the annulus in the counterclockwise direction we
obtain for the e.g. current density
js =
nsce~
2mR
(
`s + Φ/|Φ0|
)
(D.7)
where, due to the vanishingly small thickness of the annulus, Φ can be taken as a flux
created by the applied field only. Now, for small applied fields, the phase winding is
zero `s = 0 and the screening current generated by the positive applied field (flux)
flows – since e < 0 – in the negative (clockwise) direction creating the field and hence
the magnetic moment which is negative – the phenomenon called Meissner effect.
What happens if the applied field is increased? We expect that a transition to a
non-zero value of `s will occur such that the quantity `s+Φ/|Φ0| is minimized i.e. for
Φ > 0 `s should become negative. Thus we conclude that, in our convention specified
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by eqns. (D.1), (D.2) and (D.3), if the magnitude of the positively oriented field is
increased the transitions sequence will be `s = 0,−1,−2, . . .. This sequence seems
to be at odds with the one given in Tinkham’s book [29], pp. 127–1292 but will be
assumed throughout this thesis.
2Who, however, cheats in eqn. (4.43): while in the first line e∗ < 0, it becomes positive in the
second line, where according to his convention Φ0 > 0!
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Appendix E
Fixed N BCS formalism
For the purposes of completeness below we present and outline of the N -conserving
BCS formalism (cf. [24], p. 242). This formalism is used in the Appendix B where a
macroscopic derivation of the kinetic energy of the supercurrents is given.
Define an operator
Ω† =
∑
k
χka
†
−k↓a
†
k↑ ; χ−k = χk . (E.1)
which being applied to the vacuum |0〉 provided the condition χ−k = χk is satisfied
gives a general form of (unnormalized) two-electron spin singlet wave function with
zero center-of-mass and angular momentum. In terms of this operator N-particle
BCS (unnormalized) ground state which we denote as |N〉 is given by
|N〉 ≡ Ω† N2 |0〉 . (E.2)
The pairing in the system is modeled by the BCS reduced Hamiltonian:
H =
∑
kσ
εka
†
kσakσ − V0
∑
kk′
a†k↑a
†
−k↓a−k′↓ak′↑ . (E.3)
We need to evaluate and then minimize the system’s energy:
E = 〈N |H|N〉/〈N |N〉 . (E.4)
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with |N〉 and H given by eq. (E.2) and (E.3) correspondingly. Start with a simple
commutator: [
aqσ,Ω
†] = σ χqa†−q,−σ . (E.5)
The following statement can be proved by induction: If A and B are arbitrary
operators satisfying condition [[A,B] , B] = 0 then
[
A,BN
]
= N BN−1 [A,B] . (E.6)
Note that commutator in eq. (E.5) commutes with Ω† itself so that we can apply
identity (E.6) to find a more complicated commutator
[
aqσ,Ω
†N/2]:
[
aqσ,Ω
† N
2
]
=
N
2
Ω†
N
2
−1 [aqσ,Ω†] = σ N
2
χq a
†
−q,−σΩ
† N
2
−1 . (E.7)
Applying this commutator to the vacuum |0〉 we get the following property of the
ground state wave function:
aqσ|N〉 = σ N
2
χq a
†
−q,−σ|N − 2〉 . (E.8)
which tells us that removing an electron qσ from a BCS state with N/2 pairs will
generate another BCS state with N/2− 1 pairs and an unpaired electron in the state
−q,−σ with the amplitude proportional to χq.
Having established eq. (E.8) we can wright down the kinetic energy contribution
to eq. (E.4) as
Ekin =
1
CN
〈N |
∑
qσ
εqa
†
qσaqσ|N〉 =
N
CN
∑
q
εqχq 〈N |a†q↑a†−q↓|N −2〉 =
N
CN
∑
q
εqχqf
∗
N,q .
(E.9)
where we have introduced the normalization factor CN ≡ 〈N |N〉 and the unnor-
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malized pair wave function fN,q ≡ 〈N − 2|aq↑a−q↓|N〉. We have also assumed that
εq = ε−q.
Quantities f and χ are not independent and can be related to each other. To do
so we use commutator (E.7) which gives:
fN,q =
N
2
χq
(
CN−2 − N − 2
2
χqf
∗
N−2,q
)
. (E.10)
The meaningful quantity however is a normalized pair wave function
FN,q = fN,q/
√
CNCN−2 (E.11)
which satisfies the equation
FN,q =
N
2
χq
(√
CN−2/CN − N − 2
2
χq
√
CN−4/CN F ∗N−2,q
)
. (E.12)
We will assume that the number of particles in the system is large enough to ignore
the difference between CN and CN−2, FN and FN−2. In what follows we will also drop
index N in FN . Then we can rewrite eqs.(E.9) and (E.12) as
Ekin = 2
∑
q
εqχ˜qF
∗
q . (E.13)
Fq = χ˜q
(
1− χ˜q F ∗q
)
. (E.14)
where χ˜q stands for N/2 χq.
Eq. (E.14) allows us to express Ekin solely in terms of the pair wave function Fq.
Considered as a quadratic equation with respect to χ˜q it admits two solutions:
χ˜q =
1
2F ∗q
(
1±
√
1− 4|Fq|2
)
. (E.15)
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The sign in front of the square root is determined by Fq → 0 limit. In this case
the wave function (E.2) should reproduce non-interacting ground state of N electrons
i.e. the Fermi sphere. This is achieved imposing the following condition on χq:
Fq → 0 :
χ˜q = 0 for q > qF ;
χ˜q 6= 0 for q < qF .
(E.16)
and eq.(E.15) is replaced by
χ˜q =
1
2F ∗q
(
1− sign (q − qF )
√
1− 4|Fq|2
)
. (E.17)
Plugging this into the expression for Ekin gives
Ekin =
∑
q
|q|
(
1−
√
1− 4|Fq|2
)
. (E.18)
where q stands for εq − εqF . Eq. (E.18) is the final expression for the kinetic energy
(possible constant terms are dropped).
The interaction energy contribution to eq. (E.4) is given by
Eint = −V0 1
CN
〈N |
∑
k
a†k↑a
†
−k↓
∑
k′
a−k′↓ak′↑|N〉 . (E.19)
It is plausible to assume that the above expression reduces to the one below
Eint = −V0
∑
qq′
F ∗q Fq′ . (E.20)
and this is indeed can be shown to be the case. Introduce
Γkk′ ≡ 〈N |a†k↑a†−k↓a−k′↓ak′↑|N〉/〈N |N〉 . (E.21)
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Then using eq. (7) it can be shown that Γkk′ is related to Fk and χ˜k through
Γkk′ = χ˜k′
(
F ∗k −
χ˜k′
χ˜k
F ∗k′
)
+ (χ˜k′/χ˜k)
2 Γ∗kk′ . (E.22)
and using eq. (13) one can get that Γkk′ = FkF
∗
k′ .
Gathering all the terms together final expression for the energy is
E =
∑
q
|q|
(
1−
√
1− 4|Fq|2
)
− V0
∑
qq′
F ∗q Fq′ . (E.23)
Minimizing this expression with respect to F ∗q we get
2|q|Fq = V0
√
1− 4|Fq|2
∑
q′
Fq′ . (E.24)
that suggests that the quantity defined below and provisionally call ∆ is momentum
independent:
∆ ≡ 2|q|Fq√
1− 4|Fq|2
. (E.25)
After some manipulations with eq.’s (E.24) and (E.25) the usual BCS gap equation
can be found:
1
V0
=
∑
q
1
2
√
2q + |∆|2
. (E.26)
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Appendix F
Some properties of Bessel
functions of imaginary arguments
In this appendix we give some useful information about Bessel functions of imaginary
arguments. The primary reference for this appendix is a book by Lebedev [21].
Bessel functions of imaginary argument can be defined as linearly independent
solutions of the following differential equation
u′′ +
1
x
u′ − (1 + ν
2
x2
)u = 0 (F.1)
and are denoted as Iν(x) and Kν(x). For integral ν ≡ n
I−n(x) = In(x), K−n(x) = Kn(x) (F.2)
The functions Iν and Kν satisfy simple recurrence relations, e.g.
d
dx
(
xνIν(x)
)
= xνIν−1(x),
d
dx
(
xνKν(x)
)
= −xνIν−1(x) (F.3a)
in particular, for ν = 1 : I ′0(x) = I1(x), K
′
0(x) = −K1(x) (F.3b)
Iν−1(x) + Iν+1(x) = 2I ′ν(x), Kν−1(x) +Kν+1(x) = −2K ′ν(x) (F.3c)
Below we give several useful identities which involve Bessel functions of imaginary
argument. These identities have been used in calculations in Section 3.2.4 on the
response of symmetrical superconducting cylinder to a magnetic field.
Wronskian of two linearly independent solutions of the Bessel equation (F.1) is equal
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to −1/x which in particular gives
I1(x)K0(x) + I0(x)K1(x) =
1
x
(F.4)
Another useful identity can be obtained using recursive relations (F.3a) for ν = 1:
I0(2)
(
K1(1) +
x1
2
K0(1)
)
+K0(2)
(
I1(1)− x1
2
I0(1)
)
=
x1
2
(
I0(2)K2(1)−K0(2)I2(1)
)
(F.5)
where the number i in the argument of the Bessel functions is a shorthand for xi. We
note that the r.h.s. of the equation above is proportional to D1 defined by eqn. (3.27);
the above identity has been used in deriving eqn. (3.26) for Hh.
We also note expansions for D and D1 defined by eqns. (3.24c, 3.27) respectively
in the limit of a thin ring when (R2 −R1)/R1  1:
D ≈ d/R1
D1 ≈ 2 λ
2
R21
(
1 +
R1d
2λ2
) (F.6)
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Appendix G
Stability of the HQV as a function
of the in-plane field
In this Appendix we consider in some detail the argument which lead to the equation
(3.50).
Consider an axially symmetric, but otherwise arbitrary shaped annulus which is
made from a spin-triplet superconductor in the ESP state. The superconductivity is
assumed to be mostly 2D with the the poorly superconducting direction (“c-axis”)
being aligned with the symmetry axis of the annulus and the good superconducting
plane (“ab-plane”) perpendicular to it. A uniform magnetic field is applied to the
system and is broken into two components, which in this Appendix will be denoted
as Bc and Bab, and can be varied independently.
We start with the following set of assumptions1:
(1) For a given thermodynamic equilibrium state the magnetic response of the
system along the c-axis is explicitly determined only by the c-axis field Bc. In
other words, Bab does not contribute to the axial moment. It may however
induce a transition between different equilibrium states of the system which
would have different responses to the axial field, hence the word “explicitly” is
emphasized.
(2) The direction of spin polarization of the system is entirely in the ab-plane
and hence spins couple only to the in-plane field Bab. This requires the ESP
axis to lie in the ab-plane and thus the d-vector to be in the plane which is
1It should be mentioned that it is possible to relax these assumptions however the subsequent
treatment becomes more complicated.
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perpendicular to ab. Any rotation of d-vector should also be confined to that
plane.
(3) The magnetic response of the system to the external field in each spatial direc-
tion (ab or c) can be adequately described as being (piece-wise) linear in the
same direction (e.g. terms likeM(Bc)Bab whereM is the magnetic moment are
still allowed).
The assumption (1) can be justified by a properly chosen geometry of the sample
(e.g. infinite cylinder) or by the strong anisotropy of the material which causes the
orbital effects of the in-plane field to be negligible compared to those of the c-axis
field. The assumption (2) requires spin-orbital coupling constant gld to be negative
and the c-axis field (in the absence of Bab) to be smaller than some critical value
(∼ 250G). The third assumption allows one to ignore effects a-la` Little-Parks i.e. the
field-induced changes in the magnitude of the order parameter, and treat the problem
in the London approximation.
Statement of the problem: Find the stability region (“phase diagram”) of
HQV as function of Bc and Bab as seen by the measurements of the axial magnetic
moment of the system.
Proposed model: In the system under consideration the phases are described by
two integer numbers which are phase windings of the up- and down-spin components.
Transition line between (0,0) vortex and half-quantum vortex (which at the moment
can be either (0,1) or (1,0)) is found from
G(0,0) = GHQV (G.1)
where G is the Gibbs potential of the corresponding phase which includes both orbital
and Zeeman coupling to the external field. As we know, in the HQV phase there is
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an additional effective spin polarization along the ESP axis, which is not present in
the full vortex. Such spin polarization is generated by the following effective field:
Beff(r) = − m
∗
gSµB
AFL vs(r)vsp(r) (G.2)
where vs(r) and vsp(r) are local charge and spin velocities respectively [vs ≡ (v↑ +
v↓)/2, vsp ≡ (v↑ − v↓)/2]. The Fermi liquid parameters F1 and Z1 are hidden in the
definition of
AFL ≡ 1 + F1/3 + Z1/12 . (G.3)
Beff can also be written in terms of dimensionless velocities introduced as
v¯s ≡ vs
(
~
2m∗R
)−1
, v¯sp ≡ vsp
(
~
2m∗R
)−1
(G.4)
Then, using µB = e~/2mc and Φ0 = hc/2e, we can write
Beff(r) = −B(0)eff v¯s(r)v¯sp(r), B(0)eff ≡
m∗AFL
gSµB
[
~
2m∗R2
]2
=
mAFL
2m∗gS
Φ0
piR2
(G.5)
Here B
(0)
eff is the number of order 10G or less.
Can a better estimate of B(0)eff be given? This would include estimation of gS and Fermi
liquid parameters for Sru2RuO4. Some information can be extracted from measurements of
Pauli spin susceptibility χP and electronic specific heat Cp (ignore the difference between
Cp and Cv). In Fermi liquid theory these quantities are given by
χP = g(F)
(gSµB)2
1 + Z0/4
, Cv =
pi2
3
g(F)k2BT ≡ γT
In the above equations the density of states on the Fermi level g(F) involves the Fermi
liquid mass m∗ (i.e. the “full” measured mass, not just the band mass). The Wilson ratio
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defined as w ≡ χP/γ is given by
w ≡ χP/γ = 3
pi2
(µB/kB)2
g2S
1 + Z0/4
Given experimentally measured values of χP and Cp, namely
χP = 10−3 emu/mol, γ = 38mJ/molK2 = 38× 104erg/molK2
one gets
g2S
1 + Z0/4
= w
pi2
3
(kB/µB)2 =
Using the assumptions (1)–(3) listed above the phase boundary equation GHQV =
GFULL can be written as
GHQV(B‖)− 1
2
χS
∫
d3r
{
B⊥ − mAFL
gSµB
vs(r, B‖)vsp(r)
}2
= GFull(B‖)− 1
2
χS
∫
d3rB2⊥
(G.6)
alternative form:
− 1
2
χv
∫
d3r
{
Bab −B(0)eff v¯s(r, Bc)v¯sp(r)
}2
+ δG(Bc) = −1
2
χv
∫
d3rB2ab (G.7)
where χv is the spin susceptibility per unit volume (dimensionless quantity). In the
equation above only the Zeeman part of the Gibbs energy is explicitly specified, both
for full and half-quantum vortices. Everything else – kinetic energies of the currents,
field energy, energy terms generated by the spin-orbit coupling – is included in the
δG(Bc) term on the l.h.s. According to our assumptions this term may depend only
on the c-axis field.2
In the experiments reported in [13], as a function of the c-axis field, the first HQV
transition does not occur until after the in-plane field reaches some value B
(0)
ab which
2This statement is valid for the kinetic and EM parts of the energy but may need to be re-checked
for the spin-orbit part.
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most of the time is of order of 10 to 100G. Denoting the value of c-axis field at the
first transition as B
(0)
c ∼ 10G (first “quantizing” value) and using eqn. (G.7) we get
−χvB(0)ab B(0)eff
∫
d3r v¯s(r, B
(0)
c )v¯sp(r) = δG(B
(0)
c )−
1
2
χv
(
B
(0)
eff
)2 ∫
d3r
(
v¯s(r, B
(0)
c )·v¯sp(r)
)2
(G.8)
The equation above determines the value of the “liftoff” in-plane field B
(0)
ab at which
the HQV becomes stable. Same condition can be written for other “quantized” values
of the c-axis field (i.e. 3Φ0/2, 5Φ0/2 etc.) and the value of the liftoff field B
(0)
ab as
given by eqn. (G.8) will in general depend on the magnitude of the quantizing c-axis
field.
We will now concentrate only on the fields around the first quantized value. Drop-
ping the term which is quartic in superfluid velocities and independent of the in-plane
field, the stability condition for HQV as obtained from eqn. (G.7) reads:
− χvBabB(0)eff
∫
d3r v¯s(r, Bc)v¯sp(r) = δG(Bc) (G.9)
The experimental data on the c-axis magnetization allow one to extract ∂δG/∂Bc.
Expanding δG(Bc) around the first quantizing value B
(0)
c we get:
δG(Bc) = δG0 +∆M(Bc −B(0)c ) (G.10)
where δG0 ≡ δG(B(0)c ), the same which enters eqn. (G.8), and ∆M is the jump in
the magnetic moment upon the transition from the full to half state. According to
the assumption (3) we can also write
v¯s(r, Bc) = v¯s(r, B
(0)
c ) + v¯(r)(1−Bc/B(0)c ) (G.11)
where v¯(r) is some dimensionless field-independent function. Rewriting eqn. (G.9)
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with the above definitions we get
−χv
[
Bab −B(0)ab +B(0)ab
]
B
(0)
eff
∫
d3r
[
v¯s(r, B
(0)
c ) + v¯s(r)(1−Bc/B(0)c )
]
v¯sp(r) =
= δG0 +∆MB
(0)
c (Bc/B
(0)
c − 1)
(G.12)
Introduce dimensionless fields as
bc ≡ 1−Bc/B(0)c , bab ≡ 1−Bab/B(0)ab (G.13)
Using eqn. (G.8) for δG0 (with the quartic term dropped) we get
χvbab
∫
(v¯s + bcv¯s)v¯sp − χvbc
∫
v¯sv¯sp = −bc∆MB
(0)
c
B
(0)
ab B
(0)
eff
(G.14)
and collecting terms with bc gives
bc = bab
χv
∫
v¯sv¯sp
∆MB
(0)
c
B
(0)
ab B
(0)
eff
+ χv(bab − 1)
∫
v¯sv¯sp
(G.15)
The first term in the denominator is of the order of the Meissner susceptibility while
the second one, for not too large in-plane fields, is just the Pauli susceptibility and
hence can be neglected. We then conclude that the transition line has a constant
slope of the following magnitude
dBc
dBab
=
χvB
(0)
eff
∆M
∫
d3r v¯s(r, B
(0)
c )v¯sp(r) (G.16)
Taking χv ≈ 10−5, ∆M ≈ 10−14 emu, B(0)eff ≈ 10G,
∫
d3r v¯sv¯sp ≡ ζ (1µ)3 with ζ being
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the fudge factor yields
dBc
dBab
=
10−5 · 10
10−14
ζ · 10−12 = 10−2 · ζ (G.17)
and the number ζ should be less than 1.
Transition from the HQV to (1,1) vortex is obtained from the above equations
by just reversing the sign of ∆M and hence gives the same slope. However, if one
considers the slopes at the next quantizing values of the c-axis fields, then, in the
framework of the model described above, it becomes difficult to explain why they
are practically unchanged. What we may want to do then is to split v¯s(r, Bc) on the
Meissner and vortex part and argue that the
∫
d3r v¯s(r, Bc)v¯sp(r) is dominated by the
vortex part which is practically independent on the value of the quantizing field.
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