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The Q-curvature on a 4-dimensional Riemannian manifold
(M, g) with
∫
M
QdVg = 8pi
2
Jiayu Li, Yuxiang Li, Pan Liu
1 Introduction
One of the most important problem in conformal geometry is the construction of conformal
metrics for which a certain curvature quantity equals a prescribed function, e.g. a constant.
In two dimensions, the problem of prescribed Gaussian curvature asks the following: given a
smooth function K on (M,g0), can we find a metric g conformal to g0 such that K is the
Gaussian curvature of the new metric g? If let g = e2ug0 for some u ∈ C∞(M), then the
problem is equivalent to solving the nonlinear elliptic equation:
∆u+Ke2u −K0 = 0, (1.1)
where ∆ denotes the Beltrami-Laplacian of (M,g0) and K0 is the Gaussian curvature of g0.
In dimension four, there is an analogous formulation of equation (1.1). Let (M,g) be a
compact Riemannian four manifold, and let Ric and R denote respectively the Ricci tensor and
the scalar curvature of g. A natural conformal invariant in dimension four is
Q = Qg = − 1
12
(∆R−R2 + 3|Ric|2).
Note that, under a conformal change of the metric
g˜ = e2ug,
the quantity Q transforms according to
2Qg˜ = e
−4u(Pu+ 2Qg), (1.2)
where P = Pg denotes the Paneitz operator with respect to g, introduced in [P]. For any g the
operator Pg acts on a smooth function u on M via
Pg(u) = ∆
2
gu+ div(
2
3
Rg − 2Ricg)du,
which plays a similar role as the Laplace operator in dimension two. Note that the Paneitz
operator is conformal invariant in the sense that
Pg˜ = e
−4uPg
for any conformal metric g˜ = e2ug.
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It follows that the expression k = kg :=
∫
M QdVg is conformally invariant. Moreover, in
view of relation (1.2), a natural problem to propose is to prescribe the Q-curvature: that is, to
ask whether on a given four-manifold (M,g) there exists a conformal metric g˜ := e2ug for which
the Q-curvature of g˜ equlas the prescribed function Q˜? This is related to solving the following
equation
Pgu+ 2Qg = 2Q˜e
4u. (1.3)
This equation is the Euler-Language equation of the functional
IIg(u) =
∫
M
uPgudVg + 4
∫
M
QgudVg − (
∫
M
QgdVg) log
∫
M
Q˜e4udVg. (1.4)
A partial affirmative answer to the problem (1.3) in the case that Q˜ equals some constant
is given by Chang-Yang [C-Y] provided that the Paneitz operator is weakly positive and the
integral k is less than 8π2. In view of a result of Gursky [G] the former hypothesis is satisfied
whenever k > 0 and provided (M,g) is of positive Yamabe type. The result of Chang-Yang has
been extended recently by Djadli-Malchiodi [D-M] to the case in which Pg has no kernel and k
is not positive integer multiple of 8π2.
In the critical case, when k = 8π2, the study of equation (1.3) becomes rather delicate.
In this case the functional IIg fails to satisfy standard compactness conditions like the Palais-
Smale condition, and generally blow-up may occur. Note that when (M,g) = (S4, gc), the above
equation (1.3) is reduced to the following one
Pgu+ 6 = 2Q˜e
4u. (1.5)
This is the analogue of the well-known Nirenberg’s problem. This problem has been recently
studied by many authors (please see [W-X], [M-St] and the reference there in). We remark
that, similar to Nirenberg’s problem, there are some obstructions to the existence of solution to
equation (1.5) in the standard four-sphere case. The Gauss-Bonnet-Chern formula implies that
there could not be a solution if Q˜ ≤ 0. On the other hand, one has the identities of Kazdan-
Warner type to this equation.
The main goal of this paper is to study the equation (1.3) with critical value k = 8π2. We
shall pursue a variational approach which was used in [D-J-L-W]. Let (M,g) be any closed
four dimensional Riemannian manifold with positive Pg, i.e.,
∫
M uPgudVg ≥ 0 and kerPg =
{constants}. Then we have ∫
M
uPgudVg ≥ λ
∫
M
|∇gu|2dVg
for some positive λ and the following improved Adams-Fontana inequality [C-Y]:
log
∫
M
e4udVg ≤ 1
8π2
∫
M
uPgudVg + 4
∫
M
udVg + C, ∀u ∈W 2,2(M). (1.6)
We consider (for any small ǫ > 0)
IIǫ(u) =
∫
M
〈u, u〉dVg + 4(1− ǫ
8π2
)
∫
M
QgudVg − (8π2 − ǫ) log
∫
M
Q˜e4udVg,
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where we denote
〈u, v〉 = ∆gu∆gv + (2
3
Rg(∇u,∇v)− 2Ricg(∇u,∇v)).
By using the inequality (1.6), it is not so difficult to prove that
inf IIǫ(u) > −∞,∀ǫ > 0, and moreover, IIǫ has a minimal point uǫ.
For this minimizing sequence uǫ, two possibilities may occur: letmǫ = uǫ(xǫ) = maxx∈M uǫ(x),
(1) sup
ǫ
mǫ < +∞, then, by passing to a subsequence, {uǫ} converges to some u0 as ǫ → 0,
and u0 minimizes II.
(2) mǫ → +∞, as ǫ→ 0. We call, in this case, the uǫ blows up.
One of the main concern is to prove that, if the second case happens, then we find an explicit
bound for the IIǫ. More precisely, we have
inf
u∈W 2,2(M)
II(u) ≥ Λg(Q˜, p), (1.7)
where
Λg(Q˜, p) = −16π2 log
√
3Q˜(p)
12
− 8π2 log 8π2 − 16π2S0(p) + 2
∫
M
QGpdVg + (8/3 − 16)π2,
p is the bubble point, and S0(p) is the constant term of the Green function at point p (please
see section 6).
On the other hand , if we can construct some test function sequence φǫ, s.t.
II(φǫ) < Λg(Q˜, p),
we see that the blow-up does not happen. Therefore, we can get some sufficient condition under
which (1.3) has a solution.
One of our main theorem in this paper is as follows.
Theorem 1.1. Let (M,g) be a closed Riemannian manifold of dimension four, with k = 8π2.
Suppose Pg is positive. If the inf
u∈W 2,2(M)
II(u) can not be attained, i.e. equation (1.3) has no
minimal solution, then
inf
u∈W 2,2(M)
II(u) = inf
p∈M
Λg(Q˜, p). (1.8)
Now let p′ be a point s.t.
Λg(Q˜, p
′) = inf
x∈M
Λg(Q˜, x),
we will prove that p′ is in fact determined by the conformal class [g] of (M,g).
Another main result in this paper is the existence theorem of the equation (1.3).
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Theorem 1.2. Let (M,g) be a closed Riemannian manifold of dimension four, with k = 8π2.
Suppose Pg is positive. Let Q˜ be a positive smooth function on M . Assume that Λg(Q˜, x)
achieves its minimum at the point p′. If
Q˜(p′)(∆gS(p
′) + 4|∇gS(p′)|2 − R(p
′)
18
) + [(2∇gS∇gQ˜)(p′) + 1
4
∆gQ˜(p
′)] > 0,
then equation (1.3) has a minimal solution.
Corollary 1.3. With the assumption as in Theorem 1.2. If
∆gS(p
′) + 4|∇gS(p′)|2 − R(p
′)
18
> 0,
then M has a constant Q-curvature up to conformal transformations.
It is interesting to note that, in four-dimensional case, the method in [D-J-L-W] can not
be directly used. In our case there are some interesting points happens, one is that we use the
method [M-2] to collect the nice information around the bubble points. The second one is a
new technique used in the derivation of (1.8), where the key point is to calculate∫
Bδ\BLrǫ(xǫ)
|∆guǫ|2dVg. (1.9)
Since the equation (1.3) does not satisfy the Maximal Principle, the method used in [D-J-L-W]
does not work here. We will apply the capacity to get the lower bound of (1.9). The usefulness
of capacity in similar problems was first discovered by the second author, and has been used in
[Li] and [Li-Li].
We remark that the methods in this paper also work for the equation
Pgu+ 16π
2 = 2he4u, (1.10)
on any 4-dimensional manifold under the assumptions that Pg is positive and V ol = 1. Therefore
Theorem 1.1 and Theorem 1.2 hold for equation (1.10) (just change Q˜ to h).
2 Preliminary estimate
In this section we collect some useful preliminary facts and then drive some estimates for the
solutions. We start with the following lemma.
Lemma 2.1. For any ǫ > 0, IIǫ has a minimal point.
Proof. By using the inequality (1.6), it is easy to see that, when
∫
M udVg = 0, we have
IIǫ(u) =
∫
M
uPgudVg + 4(1− ǫ
8π2
)
∫
M
QudVg − (8π2 − ǫ) log
∫
M
Q˜e4udVg
≥ C + ǫ8π2
∫
M
uPgudVg + 4(1 − ǫ
8π2
)
∫
M
QudVg
≥ C + λ ǫ8π2
∫
M
|∇gu|2dVg + 4(1− ǫ
8π2
)
∫
M
QudVg.
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For any ǫ1 > 0, we have∫
M
QudVg ≤ ǫ1
∫
M
|u|2 + Cǫ ≤ λ0ǫ1
∫
M
|∇u|2dVg + Cǫ,
where λ0 is the first eigenvalue of ∆. Then,∫
M
|∇gu|2dVg ≤ C(ǫ)IIǫ(u) + C (2.1)
and then ∫
M
|∆gu|2dVg ≤ 8π
ǫ
IIǫ(u) + C. (2.2)
Let uk = uǫ,k be a minimizing sequence of IIǫ, i.e.
IIǫ(uk)→ inf IIǫ(u) = A,
which, together with the above inequality, implies that∫
M
|∆guk|2dVg ≤ C,
for some constant C which may depend on ǫ. Therefore, by passing to a subsequence, we have
uk ⇁ uǫ and ∫
M
|∆guk|2dVg → B.
Since the functional IIǫ is invariant under a translation by a constant, we may assume that∫
M ukdVg = 0, then by (1.6), we can see that e
4uk ∈ Lp for any p > 0.
Set
IIǫ(uk) :=
∫
M
|∆guk|2dVg +
∫
M
F (uk)dVg,
then we have,
lim
k→+∞
∫
M
F (uk)dVg = A−B, and lim
k→+∞,m→+∞
∫
M
F (
uk + um
2
)dVg = A−B.
Since IIǫ(
uk+um
2 ) ≥ A, we have
1
4
∫
M
(|∆guk|2 + |∆gum|2)dVg + 1
2
∫
M
∆guk∆gumdVg ≥ B.
Hence
lim
k→+∞,m→+∞
∫
M
∆guk∆gumdVg ≥ B.
Then
lim
k→+∞,m→+∞
∫
M
|∆g(uk − um)|2dVg =
lim
k→+∞,m→+∞
(
∫
M
|∆guk|2dVg +
∫
M
|∆gum|2dVg − 2
∫
M
∆guk∆gumdVg) ≤ 0.
Therefore, {uk} is a Cauchy sequence in W 2,2(M).
✷
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Lemma 2.2. We have inf IIǫ is decreasing in ǫ. Moreover,
lim
ǫ→0
IIǫ = inf II.
Proof. Since IIǫ(u+ c) = IIǫ(u), we can assume that
∫
M QgudVg = 0. Therefore
IIǫ′(u) = IIǫ(u) + (ǫ− ǫ′)
∫
M
Q˜e4u.
Hence, inf IIǫ is decreasing in ǫ, and inf II ≤ inf IIǫ.
Let ǫ′ = 0, and II(uǫ) = inf IIǫ(u). We have
II(u) ≥ IIǫ(uǫ)− ǫ
∫
M
Q˜e4udVg.
Letting ǫ→ 0, we get that inf II ≥ lim
ǫ→0
inf IIǫ.
✷
Now let uǫ be the minimal point of IIǫ, it is clear that uǫ satisfies the following equation:{
Pguǫ + 2(1 − ǫ8π2 )Qg = 2(1− ǫ8π2 )Q˜e4uǫ∫
M Q˜e
4uǫdVg = 8π
2.
The same proof of Lemma 2.3 in [M-2] yields the following
Lemma 2.3. There are constants C1(q), C2(q), C3(q) depending only on p and M such that,
for r sufficiently small and for any x ∈M there holds∫
Br(x)
|∇3uǫ|qdVg ≤ C1(q)r4−3q,
∫
Br(x)
|∇2uǫ|qdVg ≤ C2(q)r4−2q,
and ∫
Br(x)
|∇uǫ|qdVg ≤ C3(q)r4−q
where, respectively, q < 43 , q < 2, and q < 4.
3 The proof of Theorem 1.1
Let xǫ be the maximum point of uǫ. Assume mǫ = uǫ(xǫ), rǫ = e
−mǫ , and xǫ → p. Let {ei(x)}
be an orthogonal basis of TM near p and expx : TxM → M be the exponential mapping. The
smooth mapping E : Bδ(p)×Br →M is defined as follows,
E(x, y) = expx(y
iei(x)),
where Br is a small ball in R
n. Note that E(x, ·) : TxM →M are all differential homeomorphism
if r is sufficiently small.
We set
gij(x, y) = 〈(expx)∗ ∂
∂yi
, (expx)∗
∂
∂yj
〉E(x,y).
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It is well-known that g = (gij) is smooth, and g(x, y) = I +O(|y|2) for any fixed x. That is, we
are able to find a constant K, s.t.
‖g(x, y) − I‖C0(Bδ(p)×Br) ≤ K|y|2
when δ and r are sufficiently small. Moreover, for any ϕ ∈ C∞(Bρ(xk)) we have
∆guǫ =
1√
|g|
∂
∂xk
(
√
|g|gkm ∂uǫ(E(xǫ, x))
∂xm
), |∇uǫ|2 = gpq ∂uǫ(E(xǫ, x))
∂xp
∂uǫ(E(xǫ, x))
∂xq
,
and ∫
Bδ(xk)
ϕdVg =
∫
E−1(xk,y)Bδ(xk)
ϕ(E−1(xk, y))
√
|g|dy.
We define
u˜ǫ(x) = uǫ(E(xǫ, x)),
and
vǫ(x) = u˜ǫ(rǫx), v
′
ǫ = vǫ −mǫ.
Now vǫ, v
′
ǫ are functions defined on B r2rǫ
⊂ Rn.
We have
∆2gǫv
′
ǫ = r
2
ǫO(|∇2v′ǫ|) + r3ǫO(∇v′ǫ) + Q˜g(E(xǫ, rǫx))e4v
′
ǫ . (3.1)
It follows from Lemma 2.3 that,
‖∇2v′ǫ‖Lq(BL) ≤ C(L, q) and ‖∇v′ǫ‖Lq(BL) ≤ C ′(L, q) for any q ∈ (1, 2).
Then (3.1) implies that
‖∆gǫ(∆gǫv′ǫ)‖Lq(BL) ≤ C ′(L).
Using the standard elliptic estimate, we get
‖∆gkv′ǫ‖W 2,q(BL) ≤ C2(L).
The Sobolev inequality then yields that,
‖∆gǫv′ǫ‖Lq(BL) ≤ C3(q, L) for any q ∈ (0, 4).
We therefore have
‖v′ǫ‖W 2,q(BL) ≤ C4(L).
Hence, by using the standard elliptic estimates, we see that v′ǫ converge smoothly to w, which
satisfies
∆20w = 2Q˜(p)e
4w.
Moreover, it is easy to check that ∫
BL
Q˜(p)e4wdx ≤ 8π2
for any L > 0. By the result of [Lin], we have
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a) w = − log(1 +
√
3Q˜(p)
12 |x|2), with
Q˜(p)
∫
R4
e4wdVg = 8π
2,
or
b) w has the following asymptotic behavior:
−∆w→ a > 0 as |x| → +∞.
We claim that b) does not happen. If it does, then we have
lim
ǫ→+0
∫
BR
−∆gvǫ ∼ ω3
4
aR4.
However, it follows from Lemma 2.3 that∫
BR
|∆gǫv′ǫ|dVg ≤ CR2.
This shows the case b) does not happen.
For simplicity, let λ =
√
3Q(p)
12 , so that we have
w = − log(1 + λ|x|2).
Now, we consider the convergence of uǫ outside the bubble. By Lemma 2.3, uǫ is bounded
in W 3,q for any q < 43 . Then, it is easy to check that uǫ − u¯ǫ ⇁ Gp, where
PgGp + 2Qg = 16π
2δp,
∫
M
GpdVg = 0.
To prove the strong convergence of uǫ − u¯ǫ, we first show the following lemma.
Lemma 3.1. Given Ω ⊂⊂M \ {p}, there holds∫
Ω
eq(uǫ−u¯ǫ)dVg < C(Ω, q)
for any q > 0.
Proof. Let fǫ = Q˜ge
4uǫ . For any x ∈ Ω, we have the following representation formula,
uǫ(x)− u¯ǫ = −
∫
M
G(x, y)QgdVg,y +
∫
M
G(x, y)fǫ.
Hence, if let Ωǫ =M \BLǫ(xǫ), and µǫ = 1/
∫
Ωǫ
|f |dVg, we have, for any q′ > 0,
eq
′µǫ(uǫ−u¯ǫ+
R
M
G(x,y)QgdVg) = e
R
Ωǫ
q′G(x,y)µǫfǫ(y)dVg,y+
R
BLrǫ
q′G(x,y)µǫfǫ(y)dVg,y
.
Notice that for any x ∈ Ω, we have∫
BLrǫ (xǫ)
q′|G(x, y)|µǫfǫ(y)dVg,y ≤ C1(L)
∫
BLrǫ (xǫ)
fǫ(y)dVg ≤ C2(L),
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and
e
R
Ωǫ
q′G(x,y)µǫfǫ(y)dVg,y ≤
∫
Ωǫ
fǫ(y)
‖fǫ‖L1(Ωǫ)
eq
′G(x,y)dVg,y.
Therefore, by using the Jensen’s inequality and the Fubini’s theorem, we obtain∫
Ω
e
R
Ωǫ
q′G(x,y)µǫfǫ(y)dVg,ydVg ≤
∫
Ω
fǫ(y)
‖fǫ‖L1(Ωǫ)
(
∫
Ωǫ
eq
′G(x,y)dVg,x)dVg,y
≤ C
∫
Ω
fǫ(y)
‖fǫ‖L1(Ωǫ)
(
∫
Ωǫ
1
|x− y| q
′
8π2
dVg,x)dVg,y.
The last integral is finite provided q′ < 32π2. Hence, for any q > 0, if ǫ is sufficiently small so
that q ≤ q′µǫ we have∫
Ω
eq(uǫ(x)−u¯ǫ)dx ≤
∫
Ω
eq
′µǫ(uǫ(x)−u¯ǫ)dx ≤ C
∫
Ω
e
R
Ωǫ
q′G(x,y)µǫfǫ(y)dVg,ydVg ≤ C.
✷
As a consequence of the above lemma, we have
Lemma 3.2. Let Ω ⊂⊂M \ {x0}. Then uǫ − u¯ǫ converges to Gx0 in Ck(Ω) as ǫ→ 0.
Proof. It is easy to see that u¯ǫ < C. Then the lemma follows.
✷
Remark: In Bδ0 , we set p = yǫ for any ǫ. Clearly, yǫ → 0. Then we also have uǫ(E(p, x)) −
u¯ǫ → Gp(E(p, x)). Moreover, we may write
G(E(p, x)) = −2 log |x|+ S0(p) + S1(x),
where S0(p) is a constant and S1 = O(r
2+α). It is easy to check u˜ǫ− u¯ǫ → G(E(p, x)) smoothly
in Bδ0 \Bδ for any fixed δ.
Now, we estimate the lower bound of lim
ǫ→0
∫
M 〈uǫ, uǫ〉dVg. We write∫
M
〈uǫ, uǫ〉dVg = I1 + I2 + I3,
where I1, I2, I3 denote the integrals on M \ Bδ(xǫ), BLrǫ(xǫ) and Bδ \ BLrǫ(xǫ) (any fixed L
and δ) respectively. We remark that the integral I1, I2 can be easily treated due to the above
lemmas. On the other hand, by Lemma 2.3, we have∫
Bδ\BLrǫ (xǫ)
|∇guǫ|2dVg →
∫
Bδ(p)
|∇gG|2 = O(δ2).
So, the key point is to calculate ∫
Bδ(xǫ)\BLrǫ (xǫ)
|∆guǫ|2dVg.
We are going to prove the following lemma.
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Lemma 3.3. We have∫
Bδ(xǫ)\BLrǫ (xǫ)
|∆guǫ|2dVg ≥
∫
Bδ\BLrǫ
|(1 −B|x|2)∆0u˜ǫ|2dx+ J(L, ǫ, δ),
for some B > 0, where
lim
δ→0
lim
ǫ→0
J(L, ǫ, δ) = 0.
Proof. Since we have
|∆guǫ|2 = |gkm ∂2u˜ǫ∂xk∂xm +O(|∇u˜ǫ|2)|2
= |gkm ∂2u˜ǫ
∂xk∂xm
|2 +O(|∇2u˜ǫ|(|∇u˜ǫ|)) +O((|∇u˜ǫ|2)),
and since u˜ǫ − u¯ǫ converges to Gp(E(p, x)) in W 3,q for any q < 43 , we get∫
Bδ\BLrǫ
O(|∇2u˜ǫ|(|∇u˜ǫ|) +O(|∇u˜ǫ|2)
≤ C(‖∇2Gp‖Lq(Bδ\BLrǫ )‖∇gGp‖Lq′ (Bδ \BLrǫ) + ‖Gp‖W 1,2(Bδ\BLrǫ))
= J(L, ǫ, δ),
where 32 < q < 2, and
1
q′ +
1
q = 1 .
Let gkm = δkm +Akm, with |Akm| ≤ K|x|2 for any ǫ, k,m. Consequently we have
|gkm ∂
2u˜ǫ
∂xk∂xm
|2 = |∆0u˜ǫ|2 + 2
∑
s,t
Ast∆0u˜ǫ
∂2u˜ǫ
∂xs∂xt
+
∑
k,m,s,t
AkmAst
∂2u˜ǫ
∂xk∂xm
∂2u˜ǫ
∂xs∂xt
.
It is clear that
2
∫
Bδ\BLrǫ
|Ast∆0u˜ǫ ∂
2u˜ǫ
∂xs∂xt
| ≤ K
∫
Bδ\BLrǫ
(|x|2|∆0u˜ǫ|2 + |x|2| ∂
2u˜ǫ
∂xs∂xt
|2)dx,
and∫
Bδ\BLrǫ
|x|2| ∂
2u˜ǫ
∂xs∂xt
|2dx =
∫
Bδ\BLrǫ
|x|2 ∂
2u˜ǫ
∂xt∂xt
∂2u˜ǫ
∂xs∂xs
dx+
∫
Bδ\BLrǫ
O(|x| |∇u˜ǫ| |∇2u˜ǫ|)dx
+
∫
∂(Bδ\BLrǫ )
|x|2∂u˜ǫ
∂xt
∂2u˜ǫ
∂xs∂xt
〈 ∂
∂xt
,
∂
∂r
〉ds
+
∫
∂(Bδ\BLrǫ )
|x|2∂u˜ǫ
∂xt
∂2u˜ǫ
∂xs∂xs
〈 ∂
∂xs
,
∂
∂r
〉)ds
=
∫
Bδ\BLrǫ
|x|2 ∂
2u˜ǫ
∂xt∂xt
∂2u˜ǫ
∂xs∂xs
dx+ J(L, ǫ, δ).
Hence,
2
∑
k,s,t
∫
Bδ\BLrǫ
|Ast∆0u˜ǫ ∂
2u˜ǫ
∂xs∂xt
| ≤ 4K
∫
Bδ\BLrǫ
|x|2|∆0u˜ǫ|2dx+ J(L, ǫ, δ).
A similar argument as above then gives,∫
Bδ\BLrǫ
∑
k,m,s,t
AkmAst
∂2u˜ǫ
∂xk∂xm
∂2u˜ǫ
∂xs∂xt
≤ K2
∫
Bδ\BLrǫ
|x|4|∆0u˜ǫ|2dx+ J(L, ǫ, δ).
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This proves the Lemma.
✷
Lemma 3.4. There is a function sequence Uǫ ∈W 2,2(Bδ \BLrǫ) s.t.
Uǫ|∂Bδ = −2 log δ + S0(p) + u¯ǫ, Uǫ|∂BLrǫ = w(L) +mǫ
∂Uǫ
∂r
|∂Bδ = −
2
δ
,
∂Uǫ
∂r
|∂BLrǫ = w′(L)
and ∫
Bδ\BLrǫ
|∆0(1−B|x|2)(Uǫ − u¯ǫ)|2dx =
∫
Bδ\BLrǫ
|(1 −B|x|2)∆0u˜ǫ|2dx+ J(L, ǫ, δ).
Proof. Let u′k be the solution of

∆20u
′
ǫ = ∆
2
0vǫ
∂u′ǫ
∂n |∂B2L = ∂vǫ∂n |∂B2L , u′ǫ|∂B2L = vǫ|∂B2L
∂u′ǫ
∂n |∂BL = ∂w∂n |∂BL , u′ǫ|∂BL = mǫ + w|∂BL .
We set
U ′ǫ =
{
u′ǫ(
x
rǫ
) Lrǫ ≤ |x| ≤ 2Lrǫ
u˜ǫ(x) 2Lrǫ ≤ |x|.
It is easy to see that u′ǫ −mǫ converges to w smoothly on B2L \BL, we have
lim
ǫ→0
∫
B2Lrǫ\BLrǫ
(1−B|x|2)2(|∆0U ′ǫ|2 − |∆0u˜ǫ|2)dx = 0.
Let η be a smooth function which satisfies:
η(t) =
{
1 t ≤ 1/2
0 t > 2/3
Set Gǫ = η(
|x|
δ )(u˜ǫ−S0(p)+ 2 log |x|2− u¯ǫ)− 2 log |x|2+S0(p). Recall that uǫ− u¯ǫ converges to
Gp smoothly on M \B δ
2
(p), we have
Gǫ → −2 log |x|2 + S0(p) + η( |x|
δ
)S1(x), u˜ǫ −Gǫ − u¯ǫ → (η( |x|
δ
)− 1)S1(x).
Therefore
lim
ǫ→0
∣∣∣∣∣
∫
Bδ\Bδ/2
|∆0u˜ǫ|2dx−
∫
Bδ\Bδ/2
|∆0Gǫ|2dx
∣∣∣∣∣
≤
√∫
Bδ\Bδ/2
|∆0(η( |x|δ )− 1)S1(x)|2dx
∫
Bδ\Bδ/2
|∆0(Gp − 2 log |x|2 + η( |x|δ )S1(x))|2dx
≤ C
√
| log δ|
√∫
Bδ\Bδ/2
|∆0η( |x|δ )S1(x)|2dx
≤ C√δ| log δ|.
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Now set
Uǫ =
{
U ′ǫ(x) |x| ≤ δ2
Gǫ(x) + u¯ǫ δ/2 ≤ |x| ≤ δ.
We then have,∫
Bδ\BLǫ
|(1 −B|x|2)∆0(Uǫ − u¯ǫ)|2dx =
∫
Bδ\BLrǫ
|∆0(1−B|x|2)(Uǫ − u¯ǫ)|2dx
+
∫
Bδ\BLrǫ
O(|∇Uǫ|2 + |Uǫ − u¯ǫ|2)dVg.
It is easy to check that ‖Uǫ − u¯ǫ − Gp(E(p, x))‖W 1,2(Bδ\BLrǫ ) → 0 as ǫ → 0. Therefore, we
proved the lemma.
✷
Now, we are going to apply the capacity to derive the lower bound of∫
Bδ\BLrǫ
|∆0(1−B|x|2)(Uǫ − u¯ǫ)|2dx.
First we need to calculate
inf
Φ|∂Br=P1,Φ|∂BR=P2,
∂Φ
∂r
|∂Br=Q1,
∂Φ
∂r
|∂BR=Q2
∫
BR\Br
|∆0Φ|2dx,
where P1, P2, Q1, Q2 are constants. Obviously, the minimum can be attained by the function
Φ which satisfies {
∆20Φ = 0
Φ|∂Br = P1 ,Φ|∂BR = P2 , ∂Φ∂r |∂Br = Q1 , ∂Φ∂r |∂BR = Q2
Clearly, we can set
Φ = A log r +Br2 +
C
r2
+D,
where A, B, C, D are all constants. Then we have

A log r +Br2 + Cr2 +D = P1
A logR+BR2 + C
R2
+D = P2
A
r + 2Br − 2 Cr3 = Q1
A
R + 2BR− 2 CR3 = Q2.
We have 

A =
P1−P2+
̺
2
rQ1+
̺
2
RQ2
log r/R+̺
B =
−2P1+2P2−rQ1(1+
2r2
R2−r2
log r/R)+RQ2(1+
2R2
R2−r2
log r/R)
4(R2+r2)(log r/R+̺)
,
where ̺ = R
2−r2
R2+r2 . Furthermore,∫
BR\Br
|∆0Φ|2dx = −8π2A2 log r/R+ 32π2AB(R2 − r2) + 32π2B2(R4 − r4)
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In our case, R = δ, r = Lrǫ, P1 = mǫ−u¯ǫ+w(L)+O(rǫu¯ǫ), P2 = −2 log δ+S0(p)+O(δ log δ),
Q1 =
2λL
rǫ(1+λL2)
, Q2 = −2δ +O(δ log δ). If we define
N(L, ǫ, δ) = w(L) + 2 log δ − S0 − ̺2 2λL
2
1+λL2
= w(L) + 2 log δ − S0 − 2 +O(δ log δ) +O( 1L2 ) +O(Lrǫ),
and
P = log δ − logL,
then we have
A2(− logLrǫ/δ) = (mǫ−u¯ǫ+N(L,ǫ,δ)mǫ+P−̺ )2(mǫ + P )
= (1 + P−̺mǫ )
−2(1 + Pmǫ )mǫ(1− u¯ǫmǫ +
N(L,ǫ,δ)
mǫ
)2
= (1− 2P−̺mǫ +O( 1m2ǫ ))(1 +
P
mǫ
)mǫ[
(1− u¯ǫmǫ )2 + 2(1 − u¯ǫmǫ )
N(L,ǫ,δ)
mǫ
+O( 1
m2ǫ
) +O(e−mǫmǫ)
u¯ǫ
mǫ
]
= mǫ(1− u¯ǫuǫ )2 + 2(1 − u¯ǫmǫ )N(L, ǫ, δ) − (P − 2̺)(1 − u¯ǫmǫ )2
+O( 1mǫ )(1− u¯ǫmǫ )2 +O( 1mǫ ),
and
A = − mǫ − u¯ǫ +N(L, ǫ, δ)
mǫ − logL+ log δ + ̺ = −(1−O(
1
mǫ
))−1(1− u¯ǫ
mǫ
+O(
1
mǫ
)) = −1 + u¯ǫ
mǫ
+O(
1
mǫ
).
Notice that rǫmǫ → 0 as ǫ→ 0, we have
B =
−2mǫ+2u¯ǫ+O(1)+(2
2δ2
δ2−(Lrǫ)2
+O(δ log δ))mǫ
4(δ2+(Lrǫ)2)(logL−mǫ−log δ+̺)
= − 1
2δ2
(1 + u¯ǫmǫ +O(
1
mǫ
))(1 −O( 1mǫ ))−1
= − 12δ2 (1 + u¯ǫmǫ +O( 1mǫ )).
It concludes that∫
Bδ\BLrǫ
|∆0(1−B|x|2)(Uǫ − u¯ǫ)|2dx ≥ 8π2mǫ(1− u¯ǫmǫ )2 + 16π2(1− u¯ǫmǫ )N(L, ǫ, δ)
−8π2(P − 2̺)(1 − u¯ǫmǫ )2
+16π2(1− u¯ǫmǫ )(1 + u¯ǫmǫ ) + 8π2(1 + u¯ǫmǫ )2
+O( 1mǫ )(1− u¯ǫmǫ )2 +O( 1mǫ ) + J6(L, ǫ, δ).
Using the fact that u¯ǫ ≤ C, we have
(8π2 − ǫ)u¯ǫ > 8π2u¯ǫ + ǫC.
Therefore
IIǫ(uǫ) ≥
∫
BLrǫ (xǫ)
|∆guǫ|2dVg +
∫
Bδ\BLrǫ
|∆0(1− |B|2)(Uǫ − u¯ǫ)|2dx+ 8π2u¯ǫ
+
∫
M\Bδ(x0)
〈Gp, Gp〉+ 4
∫
M Q˜GpdVg + J(L, ǫ, δ)
≥ 8π2(mǫ + C1)(1 + u¯ǫmǫ )2 + C2(1 + u¯ǫmǫ ) + C3.
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where C1, C2, C3 are some constants. Note that since IIǫ(uǫ) <∞, we must have (1+ u¯ǫmǫ )→ 0
as ǫ→ 0, i.e. u¯ǫmǫ → −1.
Consequently we have∫
Bδ\BLrǫ
|∆0(1−B|x|2)(Uǫ − u¯ǫ)|2dx+ 8π2u¯ǫ
≥ 8π2mǫ(1 + u¯ǫmǫ )2 + 16π2N(L, ǫ, δ)(1 − u¯ǫmǫ )− 8π2(log δ − logL− 2̺)(1 − u¯ǫmǫ )2
+J(L, ǫ, δ)
≥ 16π2(1− u¯ǫmǫ )N(L, ǫ, δ) − 8π2(log δ − logL− 2̺)(1 − u¯ǫmǫ )2 + J(L, ǫ, δ).
(3.2)
Since we have
∆0w =
4λ2|x|2
(1 + λ|x|2)2 −
8λ
1 + λ|x|2 ,
a direct calculation yields that∫
BL
|∆0w|2dx = 16π2 log(1 + λL2) + 8π
2
3
+O(
logL
L2
).
On the other hand, it is obvious to see that,∫
Bδ(xǫ)
|∇uǫ|2 →
∫
Bδ(xǫ)
|∇Gp|2 = O(δ log δ), (3.3)
and∫
M\Bδ(x0)
〈Gp, Gp〉dVg =
∫
M\Bδ(x0)
GpPgGpdVg −
∫
∂Bδ
∂Gp
∂r
∆gGpdVg +
∫
∂Bδ
Gp
∂∆Gp
∂r
dVg
+
∫
∂Bδ
(
2
3
RG
∂G
∂r
− 2GRic(dG, dr))dSg
= −2
∫
M
QgGpdVg − 16π2 + 16π2(−2 log δ + S0(p)) +O(δ log δ).
(3.4)
Together with Lemma 3.3, Lemma 3.4, (3.2), (3) and (3.4), we have
lim
ǫ→0
IIǫ ≥ 32π2 lim
ǫ→0
N(L, ǫ, δ) − 32π2(log δ − logL− 2) + 16π2 log(1 + λL2)
+8π
2
3 + (−2 log δ + S0(p))16π2 + 2
∫
M
QgGpdVg − 8π2 log 8π2 +O(δ log δ) +O( logL
L2
)
= −16π2 log 1+λL2
L2
+ 8π
2
3 − 16π2S0(p)− 16π2 + 2
∫
M
QgGpdVg − 8π2 log 8π2
+O(δ log δ) +O( logL
L2
).
Letting first δ → 0, then L→ +∞, we get
lim
ǫ→0
IIǫ ≥ −16π2 log λ− 8π2 log 8π2 − 16π2S0 + (8/3 − 16)π2 + 2
∫
M
QgGpdVg.
This shows the first part of Theorem 1.1, that is
inf
u∈W 2,2(M)
II(u) ≥ inf
p∈M
Λg(Q˜, p).
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The second part
inf
u∈W 2,2(M)
II(u) ≤ inf
p∈M
Λg(Q˜, p)
follows from the proof of Theorem 1.2 in next section.
To end this section, we will prove a conformal property of Λg(Q˜, p).
Lemma 3.5. Let g˜ ∈ [g]: g˜ = e2vg for some v ∈ C∞(M), we have
IIg˜(u) = IIg(u+ v)−
∫
M
〈v, v〉dVg .
If we set
Pg˜G˜y + 2Qg˜ = 16π
2δy,
then G˜y = Gy − v. Moreover, for any y, we have
2
∫
M
Qg˜G˜ydVg˜ − 16π2S˜0(y) = 2
∫
M
QgGydVg − 16π2S0(y)−
∫
M
〈v, v〉dVg .
Proof. Since Pg˜ = e
−4vPg, 2Qg˜ = e
−4v(Pgv + 2Qg), we get
IIg˜(u) =
∫
M
〈u, u〉dVg + 2
∫
M
(Pgv + 2Qg)udVg − 8π2 log
∫
M
Q˜e4(u+v)dVg
=
∫
M
〈u+ v, u+ v〉dVg + 4
∫
M
QgudVg − 8π2 log
∫
M
Q˜e4(u+v)dVg −
∫
M
〈v, v〉dVg
= IIg(u+ v)−
∫
M
〈v, v〉dVg .
On the other hand, we have
Pg˜(G− v) + 2Qg˜ = e−4v(PgG+ 2Qg) = 16π2e−4vδy,g = 16π2δy,g˜.
Since distg˜(y, x) = e
v(y)distg(y, x) +O(distg(y, x))
2, we have
G˜y = Gy − v
= −2 log distg(y, x) + S0(y)− v(y) +O(dist(y, x))
= −2 log distg˜(y, x) + v(y) + S0(y) +O(dist(y, x)).
Thus S˜0(y) = S0(y) + v(y). Moreover, we have∫
M
Qg˜G˜ydVg˜ =
∫
M
(Pgv + 2Qg)(Gy − v)dVg
= (
∫
M
GyPgvdVg + 2
∫
M
QgvdVg) + 2
∫
M
QgGydVg −
∫
M
vPgvdVg
= 16π2v(y) + 2
∫
M
QgGydVg −
∫
M
vPgvdVg,
this proves the lemma.
✷
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4 Testing function
In this section we will construct a blow up sequence φǫ s.t.
II(φǫ) < inf
x∈M
Λ(x).
We use standard notation from [L-P]. In a local coordinate system {xi}, we denote
Rijkl =< R(∂k, ∂l)∂j , ∂i >, Rij = −gjkRijkl,
where R is the curvature operator, defined as follows,
R(X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]
Suppose that p′ is a point such that Λ(p′) = infx∈M Λ(x).
We know that, locally we have
gpq = δpq+
1
3
Rpijq(p
′)xixj+
1
6
Rpijq,k(p
′)xixjxk+(
1
20
Rpijq,kl+
2
45
Rpijm(p
′)Rqklm(p
′))xixjxkxl+O(r5).
|g| = 1− 1
3
Rijx
ij − 1
6
Rij,k(p
′)xijk − ( 1
20
Rij,kl(p
′) +
1
90
Rhijm(p
′)Rhklm(p
′))xixjxkxm +O(r5)
In the sequel, let us denote
xi1···imj1···jn = x
i1···imj1···jn , and αi1···imj1···jn =
1
2π2
∫
S3
xi1···imj1···jnds,
then around the point p′ we write
gkm = δkm +Mkm = δkm +M ijkmx
km +M ijkmsx
kms +M ijkmstx
kmst +O(r5)
M =M ijδij =Mkmx
km +Mkmsx
kms +Mkmstx
kmst +O(r5),√
|g| = 1− 1
6
Rijx
ij +Kijkx
ijk +Kijkmx
ijkm +O(r5).
Nk = −gijΓkij = Nki xi +Nkijxij +Nkijmxijm +O(r5).
It is easy to check that M ijkm = −13Rikmj(p′), Mkm = 13Rij(p′) and Nki = −23Rik(p′).
We prove the following lemma.
Lemma 4.1. We have
1
18
Rij(p
′)Rkm(p
′)αijkm +Nmijkα
ijk
m +Mijkmα
ijkm = 4Kijkmα
ijkm. (4.1)
Proof. We have, for any small t > 0,∫
Bt
∆gr
2dVg =
∫
Bt
(8− 2
3
Rijx
ij + 2Mijkx
ijk + 2Mijkmx
ijkm + 2Nkijx
ij
k + 2N
p
ijkx
ijk
p )
×(1− 16Rijxij +Kijkxijk +Kijkmxijkm)dx+ o(t8)
= 4π2t4 − 2Rijαij × 2π2 t66
+(19RijRkmα
ijkm + 2Mijkmα
ijkm + 2Npijkα
ijk
p + 8Kijkmα
ijkm)2π2 t
8
8 + o(t
8),
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on the other hand, we have∫
∂Bt
2rdsg =
∫
∂Bt
2r(1− 1
6
Rijx
ij +Kijkmx
ijkm +O(r5))ds0
= 4π2t4 − 4π2Rij6 αijt6 + 2Kijkmαijkm2π2t8 + o(t8).
Now the conclusion follows from the Stokes’ theorem.
✷
Note that locally, we may write (see Lemma 6.1 in the appendix),
Gp′ = −2 log r + S,
with
S = S0(p
′) + aix
i +
aij
2
xij +O(r2+α).
We define
ϕǫ = − log(1 + λ|x
ǫ
|2) + Cǫ + µ|x|2, x ∈ BLǫ
where
µ = − 1
L2ǫ2(1 + λL2)
, λ =
√
3Q˜(p′)
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and
Cǫ = log(1 + λL
2)− 2 logLǫ− µL2ǫ2.
We set
φǫ =
{
G+ ϕǫ + 2 log r x ∈ BLǫ
G x /∈ BLǫ,
then, in BLǫ, we have
φǫ = − log(1 + λ|x
ǫ
|2) + Cǫ + S + µ|x|2.
Hence, it is easy to check that φǫ ∈W 2,p(M) for any p > 0.
We write
II(φǫ) : =
∫
M
〈φǫ, φǫ〉dVg + 4
∫
M
QgφǫdVg − 8π2 log
∫
M
Q˜e4φǫdVg
= II1 + II2 + II3
First we will calculate the term II3. In the small neighborhood around the point p
′, we set
Q˜ = Q˜(p′) + bix
i +
bij
2
xij +O(r3),
then we have
Q˜e4φǫ
√
|g| = e4Cǫ+4S0
ǫ4(1+λ|x
ǫ
|2)4
[(1 + 4aix
i + 2aijx
ij + 8aiajx
ij + 4µr2)Q˜(p′) + bix
i +
bij
2 x
ij + 4aibix
ij
+O(r2+α) +O( r
2ǫ2
L8 )](1 −
Rijx
ij
6 +O(r
3))
= e
4Cǫ+4S0
ǫ4(1+λ|x
ǫ
|2)4
[(1 + 4aix
i + 2aijx
ij + 8aiajx
ij + 4µr2 − Rijxij6 )Q˜(p′) + bixi +
bij
2 x
ij + 4aibix
ij
+O(r2+α) +O( r
2
L8
)].
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Therefore, by using the symmetry of the ball and the fact that αij =
1
4δij , we have∫
BLǫ
Q˜e4φǫ
√
|g|dVg = 2π2e4Cǫ+4S0(p′)ǫ4
∫ L
0
1
(1 + λr2)4
[Q˜(p′)(1 + ǫ2r2(
∑
i
(
aii
2
+ 2a2i ) + 4µ−
R(p′)
24
)
+
∑
i
(aibi +
bii
8 )ǫ
2r2 +O(ǫr)2+α +O( r
2
L4
)]r3dr.
A direct calculation then yields that
2π2
∫ L
0
r3dr
(1 + λr2)4
=
π2
6λ2
+O(
1
L4
),
2π2
∫ L
0
r5dr
(1 + λr2)4
=
π2
3λ3
+O(
1
L2
),
and
4µǫ2 × 2π2
∫ L
0
r5dr
(1 + λr2)4
= O(
1
L4
).
Hence we get∫
BLǫ
Q˜e4φǫ
√
|g|dx = e4Cǫ+4S0ǫ4[8π2 − 24π2
λ2L4
+ π
2
3λ3
ǫ2(
∑
i
(aii2 + 2a
2
i )Q˜(p
′)− R(p′)24 Q˜(p′)
+
∑
i
(aibi +
bii
8 )) +O(
1
L4
) +O(ǫ2+α) +O( ǫ
2
L2
)].
On the other hand, it is not difficult to check that∫
M\BLǫ
Q˜e4φǫ
√
|g|dx =
∫ δ
Lǫ
Q˜(p′)
e4S0
r5
2π2dr +O(
1
L2ǫ2
)
= e4Cǫ+4S0ǫ4( 24π
2
λ2L4
+O( ǫ
2
L2
)).
In sum, we have
8π2 log
∫
M
Q˜e4φǫ
√
|g|dx = 8π2[log 8π2 + 4(Cǫ + log ǫ+ S0)]
+ π
2
3λ3
[Q˜(p′)
∑
i
(aii2 + 2a
2
i ) +
∑
i
(aibi +
bii
8 )− R(p
′)
24 Q˜(p
′)]ǫ2
+O(ǫ2+α) +O( ǫ
2
L2
) +O( 1
L4
).
(4.2)
The next, we calculate II1: First of all, we have∫
M
〈φǫ, φǫ〉dVg =
∫
M
〈G,φǫ〉dVg +
∫
BLǫ
〈ϕǫ + 2 log r, φǫ〉dVg
= 16π2(Cǫ + S0(p
′))− 2
∫
M
QφǫdVg +
∫
BLǫ
〈ϕǫ + 2 log r, ϕǫ + S〉dVg.
(4.3)
We set η to be a cut-off function which is 0 at 1 and 1 in [0, 1/4] with η′(1) = 1, and
hτ =


η( |x|τ ) + log τ |x| ≤ τ
log r |x| ≥ τ.
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Then for fixed ǫ and L, we have
lim
τ→0
∫
BLǫ
〈ϕǫ + 2hτ , ϕǫ + S〉dVg =
∫
BLǫ
〈ϕǫ + 2 log r, ϕǫ + S〉dVg.
On the other hand, we have∫
BLǫ
〈ϕǫ + 2hτ , ϕǫ + S〉dVg =
∫
BLǫ
〈ϕǫ + 2hτ , G〉dVg +
∫
BLǫ
〈ϕǫ + 2hτ , ϕǫ + 2 log r〉dVg
= 16π2Cǫ + 32π
2η(0) + 32π2 log τ − 2
∫
BLǫ
Qg(ϕǫ + 2hτ )
+
∫
BLǫ
〈ϕǫ, ϕǫ〉dVg +
∫
BLǫ
〈ϕǫ, 2 log r + 2hτ 〉dVg
+
∫
BLǫ
〈2 log r, 2hτ 〉dVg.
Therefore we get∫
BLǫ
〈ϕǫ + 2 log r, ϕǫ + S〉dVg
= 32π2η(0) − 2
∫
BLǫ
Qg(ϕǫ + 2 log r) +
∫
BLǫ
〈ϕǫ, ϕǫ〉dVg
+
∫
BLǫ
〈ϕǫ, 4 log r〉dVg + lim
τ→0
(
∫
BLǫ
〈2 log r, 2hτ 〉dVg + 32π2 log τ)
= 32π2η(0) − 2
∫
BLǫ
Qg(ϕǫ + 2 log r) +
∫
BLǫ
∆gϕǫ∆gϕǫdVg
+4
∫
BLǫ
∆gϕǫ∆g log rdVg + lim
τ→0
(
∫
BLǫ
∆g2 log r∆g2hτdVg + 32π
2 log δ)
+
∫
BLǫ
2
3
R〈d(ϕǫ + 2 log r), d(ϕǫ + 2 log r)〉dVg
−
∫
BLǫ
2Ric(d(ϕǫ + 2 log r), d(ϕǫ + 2 log r))dVg.
(4.4)
By a simple calculation, one gets∫
Bτ
(∆g2 log r)∆g(2hτ )dVg =
∫
Bτ
∆0(2 log r)∆0(2η(
|x|
τ
))dx+O(τ)
= −32π2η(0) + 16π2 +O(τ).
(4.5)
To compute
∫
BLǫ\Bδ
∆g log r∆g log r, we first verify that, for any smooth function f , g which
are smooth in (t0, t1), we have
∆gf(r) = (δkm +M
km
ij x
ij +Mkmijs x
ijs +Mkmijstx
ijst +O(r5))(f ′′ xkm
r2
+ f ′ δkmr − f ′ xkmr3 ) +Nk xkr f ′
= f ′′ + f ′(3r −
Rijxij
3r +
Mijkx
ijk+Nkijx
ij
k
r +
Mijkmx
ijkm+Nmijkx
ijk
m
r ) +O(r
5|f ′′|) +O(r4|f ′|).
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Here, we use the fact that Mkmij x
ij
km =M
km
ijstx
ijst
km = 0. Then, applying Lemma 4.1, we get∫
Bt1\Bt0
∆gf(|x|)∆gg(|x|)dVg
=
∫ t1
t0
f ′′g′′(1− R
24
r2 +Kijkmα
ijkmr4)2π2r3dr
+
∫ t1
t0
(f ′g′′ + f ′′g′)
1
r
(3− 5R
24
r2 + 7Kijkmα
ijkmr4)2π2r3dr
+
∫ t1
t0
f ′g′
1
r2
(9 + 33Kijkmα
ijkmr4 − 7R
8
r2 +
1
9
RijRkmα
ijkmr2)2π2r3dr
+
∫ t1
t0
(
O(r8|f ′′g′′|) +O(r7(|f ′′g′|+ |f ′||g′′|)) +O(r6|f ′g′|))
=
∫ t1
t0
(f ′′g′′ + (f ′g′′ + f ′′g′)
3
r
+ f ′g′
9
r2
)2π2r3
+R
∫ t1
t0
(−f ′′g′′ r
2
24
− 5r
24
(f ′g′′ + f ′′g′)− 7
8
f ′g′)2π2r3
+Kijkmα
ijkm
∫ t1
t0
(f ′′g′′r4 + 7(f ′g′′ + f ′′g′)r3 + 33f ′g′r2)2π2r3dr
+RijRkmα
ijkm
∫ t1
t0
1
9
f ′g′r22π2r3dr
+
∫ t1
t0
(
O(r8|f ′′g′′|) +O(r7(|f ′′g′|+ |f ′||g′′|)) +O(r6|f ′g′|)) dr.
(4.6)
Then, choosing f = g = 2 log r, t1 = Lǫ, t0 = τ , we get∫
BLǫ\Bτ
∆g(2 log r)∆g(2hτ )dVg =
∫
BLǫ\Bτ
∆g(2 log r)∆g(2 log r)dVg
= 40Kijkmα
ijkmπ2(Lǫ)4 + 2π
2
9 RijRkmα
ijkm(Lǫ)4
−2Rπ2(Lǫ)2 + 32π2 logLǫ− 32π2 log τ
+O(τ) +O(Lǫ)5.
(4.7)
Now we will calculate the term
∫
BLǫ
∆gϕǫ∆g(ϕǫ + 4 log r)dVg: In (4.6), we choose f = ϕǫ,
g = ϕǫ + 4 log r, t0 = 0, t1 = Lǫ then we get∫
BLǫ
∆gϕǫ∆g(ϕǫ + 4 log r)dVg = −883 π2 + 16π
2
λL2 − 16π2 log(1 + λL2)
−Rǫ2 8π29λ + 2π2R(Lǫ)2
−40Kijkmαijkmπ2(Lǫ)4 − 2π29 RijRkmαijkm(Lǫ)4
+O(ǫ4L2) + ǫ
2
L2
+O(Lǫ)5.
(4.8)
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By a direct calculation, we have∫
BLǫ
2
3
R(∇g(ϕǫ + 2 log r),∇g(ϕǫ + 2 log r))dVg
= 23
∫ Lǫ
0
R(p′)(
2ǫ2
(ǫ2 + λr2)r
+ 2µr)22π2r3
+23
∫
BLǫ
(R,i(p
′)xi +O(r2))(
2ǫ2
(ǫ2 + λr2)r
+ 2µr)2(1 +O(r3))dx
= 83λR(p
′)π2ǫ2 +
∫
BLǫ
(
2ǫ2
(ǫ2 + λr2)r
+ 2µr)2O(r2)dx
= 83λR(p
′)π2ǫ2 +O(ǫ4L2) +O( ǫ
2
L2
),
(4.9)
and∫
BLǫ
2Ric(∇g(ϕǫ + 2 log r),∇g(ϕǫ + 2 log r))]dVg
= 12R(p
′)
∫ Lǫ
0
(
2ǫ2
(ǫ2 + λr2)r
+ 2µr)22π2r3dr
+2
∫
BLǫ
gisgjt(Rij,k(p
′)xk +O(r2))(
2ǫ2
(ǫ2 + λr2)r2
+ 2µ)2xst(1 +O(r
3))dx
= 2λR(p
′)π2ǫ2 + 2
∫
BLǫ
(Rij,k(p
′)xk +O(r2))(
2ǫ2
(ǫ2 + λr2)r2
+ 2µ)2xij(1 +O(r3))dx
= 2λR(p
′)π2ǫ2 +
∫
BLǫ
(
2ǫ2
(ǫ2 + λr2)r2
+ 2µ)2O(r4)dx
= 2λR(p
′)π2ǫ2 +O(ǫ4L2) +O( ǫ
2
L2
).
(4.10)
Together with (4.3)-(4.5) and (4.7)-(4.10), we obtain the following identity
IIǫ(uǫ) = II1 + II2 + II3
= −16π2 log λ− 8π2 log 8π2 + 8π23 − 16π2 + 2
∫
M
QG− 16π2S0
− ǫ2π2
3λ3
(Q˜(p′)
∑
i
(aii2 + 2a
2
i ) +
∑
i(aibi +
bii
8 )− R(p
′)
36 Q˜(p
′))
+O( ǫ
2
L2
) +O(ǫ2+α) +O( 1
L4
) +O(ǫ4L2) +O((Lǫ)5).
(4.11)
Proof of Theorem 1.2 : we set L =
log 1
ǫ
ǫ
1
2
, then
ǫ2 ≫ O( ǫ
2
L2
) +O(ǫ2+α) +O(
1
L4
) +O(ǫ4L2) +O((Lǫ)5)
when ǫ is very small. Therefore, we get Theorem 1.2. ✷
5 The conformal case
In this section, we will discuss the local conformal flat case of Theorem 1.2.
In this situation, locally we may write
g = e2f
∑
i
dxi ⊗ dxi with f = cixi + 1
2
cijx
ij +O(r3),
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and
Q˜ = Q˜(p′) + bix
i +
1
2
bijx
ij +O(r3).
Note that by the conformal property of Pg, the corresponding Green function have the following
local expression:
G = −2 log |x|+ S0(p′) + aixi + 1
2
aijx
ij +O(r3).
When f = 0, we can use Theorem 1.2 to obtain: if
∑
i
(
aii
2
+ 2a2i +
1
Q˜(p′)
(aibi +
bii
8
)) > 0,
then (1.3) has a solution.
For the general case, we set g′ = e−2fg, then applying Lemma 3.5, we get G′p′ = G+ f , and
then
a′i = ai + ci, and a
′
ii = aii + cii.
Thus we have the following results
Theorem 5.1. Let (M,g) be a close 4-dimensional manifold with k = 8π2 and Pg is positive.
Suppose further that it is locally conformal flat near p′. If
∑
i
aii + cii
2
+ 2(ai + ci)
2 +
1
Q˜(p′)
((ai + ci)bi +
bii
8
) > 0,
then equation (1.3) has a minimal solution.
As a corollary, we have
Corollary 5.2. With the same assumption as in Theorem 5.1. If
∑
i
aii + cii
2
+ 2(ai + ci)
2 > 0,
then in the conformal class of (M,g) there is a constant Q-curvature.
To end this section, we propose the following conjecture:
Conjecture: Let (M,g) be a locally conformal flat closed Riemannian manifold of dimension
four, with k = 8π2 and Pg is positive. Then we have∑
i
(
aii + cii
2
+ 2(ai + ci)
2) ≥ 0, at the point p′ where Λg(p′) = min
x∈M
Λg(8π
2, x),
and the equality holds if and only if (M,g) is in the conformal class of the standard 4-sphere.
Let g˜ = e2Gg, then we have
Qg˜(x) = 0
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for any x 6= p. Near p, we can write
g˜ =
eS0(p)+(ci+ai)x
i+(cij+aij)xij
r2
=
eS0(p)
r2
(θix
i + θijx
ij +O(|x|3)).
So the above conjecture is equivalent to that∑
i
θii > 0
when M 6= S4. So, this problem is very similar to the positive mass problem.
6 Appendix
Suppose KerPg = {constant}. Let G be the Green function which satisfies
PgG+ 2Qg = 16π
2δp.
As a corollary of a result in [N], we have the following
Lemma 6.1. In a normal coordinate system of p, we have
G = −2 log r + S0 + aixi + aijxij +O(r2+α).
However, for the reader’s sake, we give a brief proof of this Lemma here:
Proof. In a normal coordinate system, we set
|g| = 1− 1
3
Rijx
ij +O(r3), and gkm = δkm − 1
3
Rkijmx
ij +O(r3)
where ϕijk and θijk are smooth.
Given a smooth function F , we have
∆gF (|x|) = 1√
|g|
∂
∂xk
(
√
|g|gkm ∂
∂xm
F )
= ∂
∂xk
(gkmF ′ xm
r
) + 1
2
gkmFm
∂
∂xk
log |g|
= ∂
∂xk
(F ′ xk
r
− 1
3
RkijmF
′ xkij
r
+ F ′O(r3))− 1
3
RijF
′ xij
r
+O(F ′r2)
= ∂
∂xk
(F ′ xk
r
+ F ′O(r3))− 1
3
RijF
′ xij
r
+O(F ′r2)
= ∆0F − 13RijF ′ x
ij
r
+O(F ′r2) +O(F ′′r3).
Then
∆g(−2 log r) = − 4
r2
+
2
3
Rij
xij
r2
+O(r)
and
∆g(− 4
r2
) = ∆0(− 4
r2
)− 8Rijx
ij
3r4
+O(
1
r
) = 16π2δ0 − 8Rijx
ij
3r4
+O(
1
r
).
It is easy to check that
∆g
2
3
Rij
xij
r2
= ∆0
2
3
Rij
xij
r2
+O(
1
r
) =
4R
3r2
− 16Rijx
ij
3r4
.
Hence, we get
∆2g(−2 log r) = 16π2δp +
4R
3r2
− 8Rijx
ij
r4
+O(
1
r
).
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Moreover, we have
div(2
3
Rg(−d2 log r)− 2Ricg〈d(−2 log r), ·〉) = 23Rp(p′)(2 log r)kk − 2Rkm(p′)(2 log r)km +O(1r )
= 2
3
Rg(p
′) 4
r2
− 4Rg(p′) 1r2 + 8Rkm x
km
r4
+O(1
r
).
We therefore have
Pg(−2 log r) = 16π2δ0 +O(1
r
).
We set
G = −2 log r + S
where S ∈ C1,α. Then, we get
∆2gS = PgS +O(
1
r
) = PgG+ 2Pg log r +O(
1
r
) = O(
1
r
).
This proves the lemma. ✷
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