In the modern era of computer and technology, images and videos play a vital role. Therefore, there is always a need for robust skin detection system in order to cope with the intolerable and objectionable contents. In this paper, an efficient method has been implemented for skin detection, which detects the skin in different images under different environmental conditions. We have used the two machine learning approaches i.e. Random Forests and Multilayer perceptron for skin detection. We have also then combined the results of these two approaches used. We have used total of 554 images in our experiments.
INTRODUCTION
Images and videos are an important part of our everyday routine, whether you need a study tutorial or entertainment. When there is an immense interaction of human and computer for different types of videos, either intentionally or intentionally one can come up with the contents that are prohibited. Therefore, there is always a need for implementing techniques that could cope with such situations. Skin detection is one of the many techniques which are used to block prohibited contents and give the user only with the data which he needs. Skin detection may seem easy but it is a challenging task.
Skin detection is the process of finding skin-color pixels and regions in an image or video. In images and videos, skin color is an indication of the existence of humans in media. In one of the many applications, detecting skin-color regions was used to identify nude pictures on the internet for filtering the contents [1] . Skin detection was also used in the applications such as to detect anchors in TV news videos for the sake of video automatic annotation, archival and retrieval [2, 3] . A skin detector typically transforms a given pixel into an appropriate color space and then uses a skin-color classifier to label the pixel whether it is skin or non-skin. There has also work been done on the fusion of two different methods for skin detection [4] .
Skin detection is also used for other purposes like face tracking, gesture recognition, security reasons and content based image retrieval systems [2, 3, 5] . In all such application, the desired object is detected by deleting the background elements. This is done by detecting only the skin regions in the image, such as hand, face etc. Different techniques exist for detection of skin. One of the most commonly used techniques for detecting skin region is the color based skin detection [6] . In color-based skin detection, a fixed boundary is defined for each color component of a particular color space to separate the skin region from the non-skin region. The different color spaces that exit are RGB, HSV [7] and YCbCr [8] etc. Each of these color spaces has their own characteristics and calculations. In addition to the color spaces, color constancy is another factor in skin color detection. There is difference between, how humans and computers perceive colors.
Machine learning algorithms have been widely used in the field of image processing [9] . These approaches include multilayer perceptron, Bayesian network, random forests, fuzzy based skin detection [10, 11] and self-organizing map [12] . All of these algorithms have the mechanism to learn from the input data which we called as training. Different machine learning algorithms have their own learning procedures which make them different from each other on the basis of efficiency and performance.
In our approach we have considered the RGB color space along with machine learning algorithms for skin color detection. The two machine learning algorithms we have used are random forests [13] and multilayer perceptron or neural networks [14] . We have used random forests and multilayer perceptron due to its efficiency and performance as compared to other approaches. Our main objective, after achieving the results of random forest and multilayer perceptron, is to combine these two results and then analyze the final results. There are two possibilities of combining the results. This can increase the system's efficiency, and the result can be better. On the other hand there is also a possibility that after merging the results are not better than the separate results of the two approaches used.
The remaining paper is divided into five sections. Section 2 is about Random forests details. Section 3 explains Multilayer Perceptron. Section 4 is about the merging and fusion of the two different approaches. Section 5 contains the experiments and results; section 6 is about the conclusions of the evaluated results.
RANDOM FOREST
Now day's random forests are widely used due to its huge popularity in the field of computer applications because it has easily training algorithms. These were introduced by Tin Ho [15] . The type of learning used by random forest is called supervised learning [16] . Random forests have been widely used for the detection of human skin in an image [17] .
Random forest is a collection of large number of trees. These trees depend on the values of a random vector [18] . This vector is given to each tree in the random forest. Each tree evaluates the input vector and gives it result independently. The results of each tree are called as vote. The word "vote" has been used because more than one tree gives same results for the input vector. Then the number of votes is counted at the end. The result, for which more trees vote, is chosen at the end. Let there are N cases in the training set. Then Random forest is trained for all the N cases in the training set in a random fashion, one by one and by replacing the original data. If there are large number of variables, run all the data once on the random forests and then choose only the important data to be run on the random forest for the second time.
The construction of the tree is such that if there are total of M variables in the classifier, then m input variables are chosen to find the decision at the node, whereas m ≤ M . The variable m is chosen on random bases. The next split is calculated, which is based on the variable m.
MULTILAYER PERCEPTRON
Multilayer perceptron consists of two or more than two layers between an input and output layer, such that they form a network like human sensory neurons. They are also called as feed forward artificial neural networks. Neural networks have played its role in many fields of computer science that includes underwater sonar current, speech recognition and many more. It has also been used in the prediction of globular proteins. Another very important application of neural networks is its use in statistical models such as, its use in the financial problems, sales and marketing etc.
Artificial neural networks has also shown great efficiency in the field of image processing and pattern recognition, such as to recognize face [19] or any character [20] . One can create an artificial neural network in a computer by simply simulating the neural model of the human brain. Then we can make this network learn through training process also called supervised learning [16] , which can then solve different kinds of problems. The training process depends upon the kind of problem and the data sets provided to the learning process.
There are different kinds of artificial neural networks, i.e. multilayer perceptron, radial basis function networks and kohonen neural networks. The approach which we have implied is the multilayer perceptron. In perceptron neural networks are formed in a number of hierarchies of layer, Fig1.
The very first layer is the input layer, through which we give input to the network, whereas the last layer is the output layer. Between these two layers are many hidden layers. The number of these hidden layers depends on the type of application and desired performance to be achieved.
Fig 1: Multilayer Perceptron Neural Network with two hidden layers
A simple neural network can be given by equation 1,
In the above equation outk is the desired output, wki are the weights and xi is the input. m is the number of hidden layers. This equation represents one layer in a hierarchy of many layer of neural networks, in which each weight of the perceptron is multiplied with its input and then the sum of all these is provided as an input to the next adjacent layer in the hierarchy. Similarly the accumulated values are passed along the series of weighted connections and at the end to the network's output layer. The network is given the initial weights at first, and the data is then fed into the network.
FUSION OF THE TWO APPROACHES
Fusion is strategies that combines or integrate the results of two different methods into one single representation. In our case of skin detection, fusion is done in order to increase the effectiveness and robustness of the two skin detection algorithms used. Both the models will produce their own results.
The purpose of fusion can be achieved by using different methods. One of the fusion strategies is to take the product of the two algorithms [4] . Other approaches include bitwise operators i.e. AND, OR operators [21] .
Graph cut is another method, use to combine two different approaches [22] .Graph cuts have proven to be one of the very useful tools in vision and graphics [23] .
EXPERIMENTAL RESULTS
In order to train the machine learning algorithms, we have performed different experiments by providing the data sets to them. Different results for the machine learning algorithms are accumulated which are discussed in this section.
Data Sets
The data sets of our experiments are obtained from the skin detection experiments in [24] . This data set contains two types of images, one is the original set of images Figure 2 and the other one is mask images Figure 3 . The set of mask images have been used to train the machine learning algorithms first, such that it learns to differentiate skin pixels from non-skin pixels. As discussed earlier, this type of learning is called supervised learning. We can then provide the original set of images to machine learning algorithms, once they are trained. 
Algorithm
In our algorithm we have used the RGB color space to detect skin region in colored images. The RGB color space equations are given by:
n b
The results of RGB are then passed to the two machines learning algorithms i.e. Random Forest section 2 and Multilayer Perceptron section 3, to detect skin in different images. The machine learning algorithms are trained first with the training dataset. After training we provided them the original set of images.
After obtaining the results of random forests and multi-layer perceptron, the next step is to combine the results of the two algorithms. The operators being used in the experiments are bitwise operators i.e. bitwise multiplication, addition, AND, OR [21] and subtraction. In order to define different bitwise operations on the images, we have converted these images to binary first.
Results and Discussions
In Figure 4 , images from left to right, Figure 4 
Fig 4: (a) Original images (b) Random Forests results (c) Multilayer perceptron results
In order to perform bitwise operation, the images in figure 4 are converted in to binary images, as shown in Figure 5 (a) and Figure 5 (b). 
CONCLUSIONS
In this paper, we concluded that the results of merging of the machine learning approaches i.e. random forest and multilayer perceptron, using bitwise operators are not that much satisfactory as are the individual results of the two approaches used.
If we see the individual results given by MLP and Random Forest, we can find that they have clear results than the merged results of Random Forest and MLP.
In some cases i.e. bitwise multiplication and bitwise ORing, the results are somewhat closed to the results of the individual machine learning approaches. The result of bitwise multiplication is also similar to that of the bitwise Anding. However the overall results do not give much information about the skin region in the image as do the individual results.
The individual results, however also includes some of the background information, but are better than the merged results. Therefore the bitwise operators cannot be the best choice for merging the segmentation results in case of machine learning approaches.
The other possible solution for the purpose of merging can be the graph cut method, which can be the future work in this case.
ACKNOWLEDGMENTS
This work has been supported by Engr. Dr. Rehanullah Khan (Sarhad University of Science and Information Technology)
