Handwritten word recognition is the ability of a computer to receive and interpret intelligible handwritten input. An important document recognition application is bank cheque processing. The Arabic bank cheque processing system has not been studied as much as Latin and Chinese systems. The domain of handwriting in the Arabic script presents unique technical challenges; proposing a model for feature extraction which combines multiple types of features most likely will help to improve the recognition rate. This work proposed a pixel distribution-based features model (PDM) for offline Arabic handwritten word recognition. Two combination levels were used: the first combines different features and the second combination was done by ensemble classifiers. The AHDB dataset was used, and the experimental results showed superior performance when combining multiple features and using multi classifiers.
Introduction
Handwritten word recognition (HWR), also called isolated HWR, manages the problem of machines' ability to read words written by hand (Sriganesh and Venu, 2001; Alsallakh and Safadi, 2006; Cheriet et al., 2007) . The recognition systems are divided into two categories: holistic and analytical approaches. A holistic approach handles the whole input image by using the whole word features and attempts to recognise it. The analytical approaches involve two steps: segmentation and combination (Sriganesh and Venu, 2001) .
Several studies have investigated Arabic word handwritten recognition. For instance, Khorsheed and Clocksin (2000) have proposed a holistic technique for recognising Arabic hand-printed words. Each word is transformed into a normalised polar image, and then a two dimensional Fourier transformation is applied to the polar image. The method achieved up to 99.5% with one font. Mario and Volker (2003) presented an offline recognition system for Arabic handwritten words. The sliding window approach was applied from right to left to extract the features from normalised images. The feature vector is based on the representation of the script using pixel values as basic features. The system was tested using the IFN/ENIT database of handwritten Arabic words. 82% accuracy was achieved. El-Hajj et al. (2005) demonstrated the benefit of features based on upper and lower baselines. The features included pixels densities and concavities configuration. The recognition rates ranged from 85.45% to 87.20% depending on the training and testing sets in every experiment using the IFN/ENIT database. Benouareth et al. (2008) proposed a segmentation-free method for Arabic handwritten words recognition. Features extraction in El-Hajj et al. (2005) was used in addition to nine structural features that were computed from the thinned image. By using the IFN/ENIT database, the accuracy rate obtained was 89.79%. El-Hajj et al. (2005) improved their previous work by adding four concavity configurations features and combining three homogeneous HMM for classification. Every classifier was fed with different slanted frames of sliding windows. The system achieved 91% accuracy.
Recently, Irfan and Sabri (2012) and Ahmad and Mahmoud (2013) mentioned that one of the important document recognition application is bank cheque processing. Approximately, one hundred billion cheques are handled every year all over the world, and most of them are handled manually. A cheque image contains pre-printed components and handwritten components (Irfan and Sabri, 2012; Ahmad and Mahmoud, 2013) . Most of the researchers focus on the handwritten components, such as literal amounts (called also legal amounts), courtesy amounts (numeral amounts), signature, and date of the cheque. According to Palacios and Gupta (2008) and Cheriet et al. (2007) , the official value of the cheque is the legal amount, and the recognition of this amount is a very important step to obtain automated cheque processing systems.
Souici-Meslati and Sellami (2004) used structure features (loops, dots, connected components, ascenders, and descenders) extracted from the words of Arabic legal amount. These features sent to a hybrid neurosymbolic classifier. The recognition rate was 93% with testing data of 1,200 words written by 25 writers while training data of 480 words written by ten writers. Maddouri and Amiri addressed Arabic legal word recognition using the transparent neural network (TNN). Two types of features were used: global structural and Fourier descriptors features. A data collection of 5,000 words written by 100 writers was used for training and testing. The recognition rate was 97%.
They reported 100% when manual global features were used (Maddouri and Amiri, 2002) . Farah et al. (2005) used statistical and structural features both separately and combined. A neural network (NN) classifier (MLP) was used to classify the Arabic word from a lexicon of bank cheque legal amounts. The combination of statistical and structural features has achieved the best result (89.17%). Moreover, multi-classifiers were applied, and the best combiner obtained 94.93%. They used a dataset of 4,800 words, half in training and half in testing. Al-Ma'adeed et al. (2002) presented a system to recognise Arabic handwritten words on bank cheques. They used 4,700 handwritten words written by 100 writers from an AHDB dataset for training and testing. Local features extracted from the Arabic word bank and fed to the HMM classifier. The average recognition rate obtained was 45%. improved their work by first grouping the words to eight groups using a rule-based classifier with three global features. Eight separated HMM classifiers were then used for each group. The average recognition rate was increased to 60%.
The recognition general system has three main stages: preprocessing, feature extraction and classification stages. The main goal of feature extraction is to gain effective representation of the word's image by a set of numerical characteristics. These features are then fed into a classifier in order to classify input words. Thus, classification performance largely depends on the quality of the features extracted (Cheriet et al., 2007) . According to Amara and Bouslama (2003) , it is necessary to combine several sources of information either at the feature extraction stage, at the classification level, or both in order to improve recognition performance. Arabic HWR in general has its own challenges, and Arabic cheque process specifically has not been researched as thoroughly as other cheques, like Latin and Chinese (Ahmad and Mahmoud, 2013; Yousef Al, 2002; Al-Ohali et al., 2003; Farah et al., 2006) . Thus, the Arabic cheque process (legal amount recognition as a main step of process) is less advanced as compared to cheque processing systems of other languages (Irfan and Sabri, 2012) .
In this paper, the feature extraction model has been proposed to improve the recognition of legal amounts in the Arabic cheque process. Before that the previous research in Arabic HWR was investigated to compare with other processes. The AHDB dataset, which is available free for Arabic literal amounts, is used in this study. The proposed model has been compared with the research (Somaya et al., 2002; that was conducted on the same dataset.
Arabic script properties
There are some similarities between Arabic script and English in terms of using numbers, letters, and punctuation, but there are a number of characteristics that make the cursive Arabic script unique compared with Latin, Chinese and Japanese. These unique characteristics can answer the question of why there is not enough research on Arabic handwriting recognition. These attributes can be presented as follows (Aburas and Gumah, 2008 ):
• Arabic is written from right to left in both printed and handwritten forms.
• Neither upper nor lower cases exist in Arabic.
• In general, Arabic script is written cursively, and the space separates its words.
• All letters are connected from both sides except six letters that can be connected from the right side only; these are: ‫,ﻭ‬ ‫ﺭ‬ ‫,ﺯ,‬ ‫,ﺫ‬ ‫ﺍ‬ ‫.ﺩ,‬
• In Arabic script, there are 28 letters; each of these letters has different shapes depending on their positions in the word.
• The beginning, the middle, the end and isolated form are four forms for each letter.
In this case, the number of classes to be recognised will increase to more than 28 classes.
• Ten characters have one dot, three characters have two dots, and two characters have three dots. The dots can be above or below the primary part.
• There is considerable similarity between some letters; the only differences between them are in the number and/or the position of dots, such as ‫ﺙ‬ ‫ﺕ‬ ‫.ﺏ‬
• An Arabic word could be one connected word (all characters are connected); for example: ‫,ﷴ‬ ‫,ﻣﻌﻠﻢ‬ ‫.ﻗﻴﺲ‬ On the other hand, the word could contain two or more sub-words separated by spaces, such as: ‫,ﺟﻮﻫﻮﺭ‬ ‫,ﺯﻫﻴﺮ‬ ‫ﻟﺮﺣﻤﻦ‬ ‫.ﻋﺒﺪﺍ‬
The space between sub-words is shorter than the space between the words. This should be considered to differentiate between the word and sub-word in segmentation process.
Proposed method

Preprocessing
The main task of the preprocessing stage is to put the image information in an organised form which makes the feature extraction and recognition stages easier. Before extracting pixel distribution-based features, image universe of discourse has been applied.
Image universe of discourse
Universe of discourse is defined as the shortest matrix that fits the entire character (in this context, Arabic word) skeleton (Gaurav and Ramesh, 2012) . The universe of discourse is selected because the pixel distribution-based features extracted from the word image depend on the pixels' positions. Since the black pixels are our interest, doing universe of discourse is helping to concentrate on the number and position of pixels. Two types of universe of discourse are enhanced: simple universe of discourse and advanced universe of discourse. Figure 1 shows the image before [ Figure 1 
Simple universe of discourse
Simple universe of discourse was used by Gaurav and Ramesh (2012) for English character recognition. This preprocessing algorithm has been adopted for the Arabic word image. To implement this algorithm on an AHDB dataset, a binary image (I) has been fetched. Horizontal projection (Ph) for Image I has been computed. Columns with zero black pixels have been deleted from Image I. Vertical projection (Pv) of Image I has been computed. Rows with zero black pixels have been omitted. Figure 1 shows the image before [ Figure 1 (a)] and after [ Figure 1 (b)] simple universe of discourse respectively.
Advanced universe of discourse
Advanced universe of discourse was developed from the simple universe of discourse. This development comes from the characteristics of Arabic script, in which some characters have dots above or below these characters. In Arabic printed words, these dots have fixed positions which are normally close to the characters. But in handwriting, the writers do not follow any constraints regarding the distance between the main character and its dots, above or below. Figure Based on previous discussion, the advanced universe of the discourse algorithm is developed to normalise the height of the Arabic word image. In this algorithm, horizontal projection (P h ) has been computed. All rows up, down or between the dots and main body of the word which do not have any black pixels have been deleted. Algorithm 1 depicts the steps of advanced universe of discourse.
Algorithm 1 Advanced universe of discourse
Input: binary image Output: discoursed binary image Begin:
• Read image I from dataset
• n ← number of columns
• i← column number
• Compute the horizontal Projection P h (number of black pixel in each column)
It is worthy to mention that the word in the Arabic image is not affected after applying the universe of discourse because only the rows and columns with zero black pixels are eliminated. In the simple universe of discourse, the columns and rows, which are around the entire word, are deleted. While in the advanced universe of discourse, the rows between the dots and main body are deleted in addition to applying the simple universe of discourse on the image. Figure 3 shows the difference between simple and advanced universe of discourse algorithms. 
Feature extraction methods
In this stage, four different feature extraction methods are investigated on each image in the dataset to acquire a different set of features. These methods are presented in the subsequent sections and more details you can find in our previous work (Al-nuzaili et al., 2012) .
Angular span features
The angular span method has been used successfully in Mahmoud and Olatunji (2009) for handwritten Arabic numeral recognition. According to Mahmoud (2008) , using sliding windows limits the type of features that may be extracted from the image. In this method the features have been extracted from the whole word image without using the sliding windows technique. To estimate the angular span features, first the word image centre of gravity (COG) has been calculated using equation (1). The COG of the word image (x c , y c ) has used instead of the centre of the word image to enable translation invariance. Then, the word image is sliced using angular lines with angles of an α degree. The number of black pixels between two consecutive lines passing through the COG represents the feature of that segment. A total of 360 α slices (features) can be extracted. Several values of α were used in our experiments. These features are normalised by dividing the number of black pixels in each slice by the total number of black pixels of the whole word image. Figure 4 shows the angle slicing of an Arabic word image.
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Distance span features
The distance span method is also used in Mahmoud and Olatunji (2009) to extract the features from the image of Arabic numeral digits. As in the angular span method, COG of Arabic word image (x c , y c ) has been estimated using equation (1). Then, here the distance D between COG and digit image origin (0, 0), which is the index of the top most and left most pixel, has been calculated using the Euclidean distance formula in equation (2). The number of concentric circles (NOC) that have the same COG (x c , y c ) has been defined as a parameter value. Every circle C i has a radius R i which can be found from equation (3). The distance span feature values are calculated by summing up the black pixels between two consecutive concentric circles. The first feature value will be the number of black pixels within concentric circle C 1 having radius R 1 , while the second feature value will be the number of pixels outside circle C 1 having radius C 1 and the inside circle C 2 having radius R 2 and so on. For every pixel P(x, y) in the word image, the distance D p(x,y) from this pixel to COG(x c , y c ) has computed using the Euclidean distance formula in equation (2). All pixels with D p(x,y) less than or equal to R 1 which means these pixels belong to circle C 1 . This can be mathematically represented as:
The outer leftover portion of the image is treated as the last feature, hence resulting in the NOC + 1 feature. The extra feature comes from estimating the remaining black pixels that do not fall in any of the concentric circles. These features are then normalised by dividing them by the total number of pixels of the Arabic word image. Figure 6 shows the concentric circle used for calculation of the distance span features of an Arabic word image.
where i = 1,…, NOC.
Number of distance features ( )
Figure 6 The concentric circle used for calculation the distance span features (see online version for colours)
The vector of distance features is extracted. For example, if our parameter value (NOC = 10) then NODF = 10 + 1 = 11 features. Figure 7 shows the vector of distance features. 
Horizontal span method
The whole image is segmented into a number of equal horizontal bars. The number of black pixels in each segment is taken as the feature for that segment. These features are normalised as some words are small, (e.g., ‫)'ﻻ'‬ while other words are large (e.g., ' ‫ﺛﻼﺛﻮﻥ‬ -‫.)'ﺧﻤﺴﻮﻥ‬ To normalise these features, we divided them by the total number of black pixels in the image. Figure 8 shows the bars used for calculating the horizontal span features of an Arabic word image.
The number of horizontal bars (NHB) is a parameter value. Therefore, the number of horizontal features (NOHF) = NHB. The vector of horizontal features has been built. As an example, if the parameter value (NHB) = 10, then NOHF = 10. Figure 9 shows the vector of horizontal features. 
Vertical span method
Similar to the horizontal span method, the whole image is divided into a number of vertical bars (the width of the digit). Figure 10 shows the bars used for calculation of the vertical span features of an Arabic word image. The number of black pixels in each segment is taken as the feature for that segment. These features are divided by the total number of black pixels in the image to normalise those features. The parameter value here is the number of vertical bars (NVB). The number of vertical features (NOVF) = the number of vertical bars (NVB). The output from this method is a vector of vertical features. If the parameter value = 15, then NOVF = 15. Figure 11 shows the vector of vertical features. 
The AHDB dataset
The AHDB dataset is an available free dataset and has been used for Arabic HWR in several studies (Somaya et al., 2002) . This dataset contains Arabic words used in cheque filling. It contains 47 different Arabic words written by one hundred (100) different writers. Table 1 shows the Arabic words which are used in this dataset. In this research, the dataset has been divided into 66% training dataset, and 34% as a testing dataset. Figure 12 shows samples of the Arabic words written in different styles by different writers. 
Feature extraction and combination
In this section, four types of features have been presented: singular, double, triple and quadratic.
In singular features types, four methods, angular, distance, horizontal and vertical span methods, are used separately to extract the features. The parameter values, which were used in the four methods, have been tuned to select those that obtain the best recognition rate. From Table 5 in Section 5.2, the best parameters values of (α, NOC, NHB, NVB) are (12, 10, 10, 15) respectively.
With these values of parameters, the number of features in each method (NOAF, NODF, NOHF, NOVF) are (30, 11, 10, 15) respectively. The experimental design for a singular feature type (angular) is illustrated in Figure 13 .
The same steps in Figure 13 have been done for extracting distance, horizontal and vertical features.
• For the double features types, each two types of singular features have been combined. These different combinations include: (angular-distance), (angular-horizontal), (angular-vertical), (distance-horizontal), (distance-vertical), (horizontal-vertical).The (angular-distance) combination vector for the word image in Figure 4 can be illustrated in Figure 14 . The angular features vector in Figure 5 with 30 features and distance features vector with 11 features in Figure 7 are concatenated. Figure 14 shows the (angular-distance) combination vector with 41 features.
Similarly, the combinations between (angular-horizontal), (angular-vertical), (distance-horizontal), (distance-vertical), (horizontal-vertical) were done.
• To build the triple features types, each three types of singular features have been combined. These different combinations includes: angular-distance-horizontal (ADH), angular-distance-vertical (ADV), angular-horizontal-vertical (AHV), and distance-horizontal-vertical (DHV). For example, the ADH combination consists of: the angular features vector in Figure 5 with 30 features, the distance features vector with 11 features in Figure 7 , and the horizontal features vector with ten features in Figure 9 to build a vector with 51 features.
• The quadratic features type is combined from concatenation the angular features vector with 30 features, distance features vector with 11 features, horizontal features vector with ten features and vertical features vector with 15 features. 
Cross validation
In this section, a three-fold cross-validation has been done for the quadratic type features. The AHDB dataset has been divided into 66% training set and 34% testing set. For validation purposes, the testing set has been changed three times. The first time, the testing set has been chosen from the beginning of the dataset. In second and third times, the testing set has been chosen from the middle and the end of the dataset respectively. Table 2 shows the training and testing sets chosen during the three times. 
Combination of multiple classifiers
In this experiment, as shown in Figure 15 , different combinations of features were used to feed three ELM classifiers. These combinations are quadratic feature type: (ADHV), AHV, and ADV. They were selected because they obtained the best average rate of recognition in the previous experiments. Every classifier produces one decision and the majority voting technique is used to combine these different decisions and produce the final word recognition.
Experimental results and discussion
In this research, the AHDB free dataset is used. It consists of 47 different Arabic words (classes) which have been written by 100 writers. 4,671 samples with 100 samples for every class have been used, except the class of the word ‫ﻴﺮ"‬ ‫"ﻏ‬ which has only 71 samples. The training set with 66% and testing set with 34% have been fed to an extreme learning machine (Kessentini et al., 2010) classifier. The sequence of improvements in the experimental result has been explained in three stages: the preprocessing stage, feature extraction and combinations (singular, double, triple and quadratic combination), and the classification stage.
Preprocessing stage
In the preprocessing stage, an advanced discourse algorithm has been developed. To evaluate this algorithm, the dataset was used with simple and advanced discourse preprocessing algorithms. The angular span method was used to extract the features of each word image with the number of features: 72, 30, and 20. As shown in Table 3 , which displays the comparison of improvements obtained by an advanced discourse algorithm; when a simple discourse algorithm was used, the recognition rates achieved 41.62%, 43.26% and 44.08% for testing. The improvement was obtained when advanced universe of discourse has been used. For instance, around a 2% increase has been gained in the testing result when 72 features have been used. 
Feature extraction and combination stage
In feature extraction and combination, singular, double, triple and quadratic feature types are constructed. The improvement in every type has been traced. For singular feature types, four methods to extract features from an Arabic word image have been conducted. To validate the effectiveness of every method, parameter values have been tuned. The angular span method with parameter values (α) of 4, 5, 6, 12, and 15 degrees resulted in 90, 72, 60, 30, and 20 angular features respectively. The best recognition rate in testing set, 44.84% with 30 features, has been selected. In a similar way, the distance span method has been investigated with different feature numbers: 31, 21, 17, 11, and 8. 29.91% has been achieved as the best recognition rate with 11 distance features. In the horizontal span method, the number of horizontal bars (NHB) has been changed in the range of 5 to 40. With ten horizontal features, the best recognition rate was 23.93. Similarly, the number of vertical bars (NVB) has been tested in the range of 10 to 60. The recognition rate of 39.42% has been reached at the parameter value (NVB) = 15. Tables 4 and 5 show the recognition rates of each method separately as well as the selected parameter values. From Table 4 , it is shown that the angular span method obtained better results compared to other singular methods. The vertical span method follows the angular span features in the testing recognition rate. The horizontal and distance span methods obtained the lowest recognition rates. However, the distance and horizontal span methods still can perform better recognition than other methods in some classes (words). This led the researcher to extend the analysis at a class (word) level to explain this point. From Figure 16 , the highest recognition rate achieved with angular span features is at the class (word) ‫'ﻟﺒﻊ'‬ with 82.35% and the lowest rate at the class ‫‪'with‬ﻋﺸﺮﻳﻦ'‬ 11.76%. The class ‫'ﺍﺣﺪ'‬ was obtained as the best recognition with vertical span features of 79.41%, while the class ‫'ﻣﺌﺘﻴﻦ'‬ was the worst with 11.76%. The classes ' ‫ﺧﻤﺴﺔ‬ -‫ﻟﻒ‬ ‫ﺍ‬ ' have achieved the highest recognition with distance span features of 61.76% and 57.94% respectively. However, the horizontal span features have achieved the best recognition rates with the classes ' ‫ﻋﺸﺮﻳﻦ‬ -‫ﻏﻴﺮ‬ ' of 50% and 23.53% respectively. It is noticed that, as an example, the class ‫'ﻋﺸﺮﻳﻦ'‬ has been better recognised by the horizontal method compared to the angular method. Similarly, the distance method was the best method with the classes ' ‫ﺧﻤﺴﺔ‬ -‫ﻟﻒ‬ ‫ﺍ‬ '. Furthermore, it was noticed that even the methods achieved the same percentage of recognition rate in some classes, but the recognised instances are different for each method. For example, for the class ‫'ﻋﺸﺮﻳﻦ'‬ in which there are 34 instances of the same word repeated by 34 writers, the distance, horizontal and vertical span methods have achieved the same recognition rate of 23.53%. However, the distance method has recognised instances (3, 6 and 22), while the horizontal and vertical methods have recognised different instances. From this analysis, it is clear that every single method (angular, distance, horizontal, and vertical) has its own advantages. To benefit from these advantages, the double, triple and quadratic combinations of these four methods have been conducted. For double feature types, every two methods have been combined and evaluated. Six combinations have been presented. Table 6 shows the average recognition rates of these feature combinations. The highest recognition rate was obtained from the angular-vertical combination with 59.19%, which is a valuable improvement, whereas, the lowest recognition rate was achieved from the distance-horizontal combination with 40.55%. The recognition rate with the distance-horizontal combination was still better than the recognition rates obtained from distance or horizontal span methods separately. At the class level, Figure 17 shows that the angular-vertical combination's highest recognition rate is 100% for the class (word) ‫,'ﻟﺒﻊ'‬ while the lowest recognition rate is 29.41% for the class ‫.'ﻟﺘﻴﻦ'‬ The highest recognition rates for the classes ‫','ﻻ','ﺍﺛﻨﺎﻥ','ﻋﺸﺮ'‬ ‫ﺧﻤ‬ ‫ﺴﺔ‬ ‫'ﻏﻴﺮ','‬ are 67.65%, 82.35%, 82.35%, 70.59%, and 75% by the (angular-distance), (angularhorizontal), (distance-horizontal), (distance-vertical) and (horizontal-vertical) combinations respectively. The improvements in recognition rates for all double feature types are better compared to singular feature types.
Table 6
The average recognition rates of double feature types 
Figure 17
The highest and lowest recognition rates of double feature types on class level (see online version for colours)
In triple feature types, three methods at a time have been combined. Four combinations have been tested. Table 7 shows the average recognition rates of the four combinations. It is shown from the table that the combinations ADV and AHV have the highest recognition rate with 61.46% and 62.47% respectively. This means there is an improvement in triple feature types. The recognition rates of the combinations ADH and DHV were less than the double feature types on combination (angular-vertical) . This indicated that the combinations, including angular and vertical span features, were better than other combinations. Despite that the combination of ADH and DHV were low, they still achieved better results than other combinations with some classes. Figure 18 shows recognition rates of some classes in triple feature types. The combinations ADH, ADV, AHV and DHV achieved the best recognition rates for the classes ‫,'ﺍﺭﺑﻊ'‬ ‫,'ﺧﻤﺴﺔ'‬ ‫,'ﻭﺍﺣﺪ'‬ and ‫'ﻻ'‬ at 91.18%, 82.35%, 94.14 and 76.47 respectively. 
Figure 18
The highest and lowest recognition rates of triple feature types on the class level (see online version for colours)
In the quadratic feature type, the four extraction methods, angular, distance, horizontal and vertical, have been combined. This combination achieved 63.35% in their testing recognition rate. The highest recognition rate was with the class ‫'ﻟﺒﻊ'‬ at 91.18%, and the lowest recognition rate with the class ‫'ﺗﺴﻌﻮﻥ'‬ at 44.12%. Figure 19 shows the highest and the lowest recognition rates of some classes with the quadratic feature type. The incremental improvement between the highest recognition rate (average) in singular feature type (44.84%) and quadratic feature type (63.35%) is around 18.51%. Figure 20 summarises the improvements through feature extraction and combination stage using only the best recognition rates for every feature type (singular, double, triple and quadratic). It is worthy to mention that the recognition rates in the class level are different between these feature types. The comparison between Al-Ma'adeed et al. (2002) and work and the pixel distribution-based feature model (PDM) was presented in In addition, Al-Ma'adeed (2006) used the NN on the AHDB dataset, and the recognition rate was 63%, which is still inferior to the PDM model when using quadratic feature types that obtained 63.35%.
Cross validation
In the previous sections, all results were obtained from fold no. 1, in which the testing dataset is A. In this section, three cross validation has been applied in order to evaluate PDM model. The results showed that the obtained recognition rates for the three folds are 63.35%, 61.96% and 67.76%, and the mean of the recognition rate is 64.36% for the testing dataset. 
Combination of multiple classifiers
Al- and used multiple HMM classifiers which used global features with a rule-based classifier to divide the classes into eight groups. Then for each group, different HMM are used for classification. In this experiment, three combinations of the PDM model were obtained and then classified by three ELM classifiers. After that, the majority voting technique was used to combine multiple pixel distribution-based models (MPDMs). Figure 21 shows that the combination using majority voting to combine multiple PDM models using ELM classifiers obtained better performance compared to multiple HMM classifiers on the Al-Ma'adeed model. 
Conclusions
In this paper, simple and advanced preprocessing universe of discourse with pixel distribution-based models have been developed for Arabic HWR. The advanced discourse algorithm improved the average of recognition rates. The four feature extraction methods, angular, distance, horizontal, and vertical span, have been adapted. The combination of singular, double, triple, and quadratic feature types have been accomplished. The results were analysed and compared with the other researchers' work.
The experimental results indicated that the PDM with an ELM classifier outperformed the other models. In addition, the results showed the improvement of recognition rates that was obtained when multiple classifiers were applied on different combinations of PDM models. In future work, we will investigate more effective feature extraction models to improve Arabic HWR.
