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The successful retrieval of learned visual associations requires coordination of multiple brain regions
involved in the encoding and association of visual images. In this issue of Neuron, Takeda et al. (2015) use
a combination of modern recording and analytical methods to eavesdrop on this process.What happens in the brain when you take
a stroll down memory lane by looking at
old photographs? This seemingly simple
act will undoubtedly recruit a coordinated
ensemble of brain activity. Even for
photos you have never before seen, the
content of these pictures can be identi-
fied. This basic recognition capacity is
known to rely on visual processing along
the ventral visual pathway—an intercon-
nected hierarchy of neocortical visual
areas starting in primary visual cortex
(V1) and running through occipital and
temporal regions into the anterior regions
of temporal lobe, culminating in a brain
area termed TE by von Bonin and Bailey.
Individual cells in TE have complex visual
response properties (Tanaka, 1996) and
their joint activity is thought to support
the process by which visual objects can
be efficiently identified based on combi-
nations of intrinsic visual features.
If the pictures are your own, not only will
you see that the photo may contain im-
ages of people or animals, but you will
also know who they are, when the picture
was taken, and what else happened on
that day or in the same place. The photos
may activate both a series of episodic
recollections and a feeling of familiarity.
These experiences rely on the concerted
activities of a set of brain areas
(Figure 1A), generally referred to as the
medial temporal lobe (MTL) (Squire
et al., 2004). MTL regions include the peri-
rhinal (PRh, comprising Brodmann areas
35 and 36), the parahippocampal (called
the postrhinal in rodents), and the entorhi-
nal (areas 28 and 34) cortices, as well as
hippocampal formation (the CA regions,
the dentate gyrus, and the subiculum).
Neurologic case studies involving MTL
damage, including the famous case of pa-
tient HM, have repeatedly demonstrated
that these areas play a key role in the for-610 Neuron 86, May 6, 2015 ª2015 Elsevier Imation and retrieval of declarative mem-
ory—memories of facts and events.
Despite a broad consensus for an MTL
role in declarative memory, there is less
agreement on the mnemonic role that
specific brain areas play in this process.
Anatomical evidence suggests that a
large degree of reciprocal processing oc-
curs throughout the MTL and connected
association cortices (Lavenex and Ama-
ral, 2000). The distinct inter-areal connec-
tion pattern indicates specific roles for
regions in the MTL, and this view is sup-
ported by both lesion and physiological
studies (Murray et al., 2007). These sug-
gest that the MTL system is not a unified
memory pipeline leading to and from a
singular memory store in the hippocam-
pus, but rather a system with distributed
but interacting components.
As a primary target of TE output neu-
rons and a major source of input to subre-
gions of the entorhinal cortex (the primary
input of the hippocampus), the perirhinal
cortex can be seen as an important
bridge for understanding mechanisms of
mnemonic function (Suzuki and Naya,
2014). A particularly fruitful approach for
exploring the relative role of PRh in the
formation of visual memory is the visual
paired-associate task (Sakai and Miya-
shita, 1991). In this paradigm, a single
visual image (the cue) is first presented.
After a blank delay interval, two different
choice stimuli are shown, one of which
has been repeatedly paired (often for
many months) with the cue. The subject
is rewarded for touching the associated
pair image. An essential feature of this
task is the arbitrary pairing of the test
stimuli, as this must be learned through
experience and recalled during task
execution.
Previous single-neuron studies com-
paring the responses of single cells innc.TE and in PRh using the paired-associate
task have reported important distinctions
between cells in these two neighboring
areas (Naya et al., 2001; Sakai and Miya-
shita, 1991). First, sensory signals appear
in area TE before reaching PRh, consis-
tent with the view that TE provides a
primary source of visual input to PRh.
Second, a large proportion of neurons
in PRh (approximately one-third of stim-
ulus-selective cells) reveal correlated
firing to both stimuli forming an associa-
tive pair (‘‘pair-coding’’). This indicates
that task experience can significantly
alter the properties of single cells, as
this pairing could only be learned through
trial and error. In TE, a much smaller pro-
portion of neurons (approximately one-
twentieth of stimulus selective cells)
show significant pair-coding (Sakai and
Miyashita, 1991). Interestingly, neurons
in TE are not immune to experience-
based changes, but the associations in
that region appear more limited to inte-
grating parts and configurations of indi-
vidual objects as opposed to linking visu-
ally dissimilar objects (Harel et al., 2013).
Third, following cue onset, neurons in
both areas TE and PRh showed a predic-
tive response related to the upcoming
paired-associate (‘‘pair-recall’’). Across
the population of stimulus-selective
neurons in PRh, this pair-recall signal
emerges quickly (while the cue is still pre-
sent). For stimulus selective neurons in
TE, the pair-recall signal appears much
later, in the middle of the delay period
(Naya et al., 2001).
It thus appears that during the paired-
associate task, visual input propagates
forward, through the ventral visual
pathway, and that the learned association
spreads from PRh back to visual area
TE, biasing activity in the direction of
the predicted target. Experimentally, an
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Previewsobserved transition between
feedforward and feedback
processes has been identified
in PRh by analyzing the direc-
tion of local inter-laminar
signal flow. Using signals
obtained from multicontact
laminar probes, Takeuchi
et al. (2011) used current
source density analysis to
show that during the cue
period of the paired-asso-
ciate task, signals flow from
granular layers to supragra-
nular layers and then to
infragranular layers. During
retrieval, however, the pattern
appears reversed. This sug-
gests a dynamic coupling
between feedback signals
leaving PRh and activity in TE.
One way to examine the
inter-areal interactions under-
lying memory retrieval is to
conduct simultaneous multi-
site recordings as these can
be used to quantify the fine
temporal relationship be-
tween the output signal
(spikes) of an upstream area
and the input signal (local field
potential [LFP]) of a down-
stream target (Pesaran et al.,
2008). The functional connec-
tion strength is then quanti-fied by the coherence or phase synchroni-
zation of the oscillatory activities between
areas. Additionally, a consistent phase
lag can provide evidence about the direc-
tion of information flow and the delay of
signal transmission. Modulation of phase
synchronization has been observed in
various cognitive tasks, including the
control of attention, motor preparation,
as well as memory formation and retrieval
(Siegel et al., 2012).
The combination of inter-area multisite
recording and within-area intra-laminar
analysis is a natural extension to this
approach, as anatomical wiring between
areas follows general patterns of laminar
organization, and these appear different
for feedforward and feedback connec-
tions (Felleman and Van Essen, 1991).
However, the functional efficacy and
behavioral impact of feedback signals on
intra-laminar processing is less well
established.In this issue of Neuron, Takeda et al.
(2015) use this approach to provide the
first evidence for laminar-specific feed-
back projections from area 36 (A36, a
sub-region of PRh) to TE of the monkey
during the delay period of the visual
paired-associate task. This study com-
bined single-channel spike recordings in
A36 with multicontact laminar recordings
in TE (Figure 1B). With these tools, and
their associated computational analyses,
the authors uncovered an unexpected
pattern of backward information flow
during memory retrieval.
As the monkeys performed the visual
association task, Takeda et al. (2015)
observed an increase in coherence be-
tween spiking in A36 and the low-fre-
quency band LFP in TE during the delay
period of the task. This coherence was
much higher than that between TE spikes
and A36 LFP, indicating the direction
of signal propagation was mainly fromNeuron 86, May 6PRh to TE. Furthermore,
a close examination of the
timing relationship revealed
that A36 spikes led the trough
of TE LFP by 17 ms, consis-
tent with the signal trans-
mission delay between two
cortical areas in previous re-
ports (Gregoriou et al., 2009).
The directionality and timing
of the observed A36 to TE
coherence suggest a coordi-
nation of activity between
spikes in A36 and LFP signals
in TE.
To further characterize the
inter-areal top-down signal,
Takeda et al. (2015) used the
linear electrode array to re-
cord activity across the
cortical lamina in area TE.
The cortical layer of each
channel was estimated using
current source density (CSD)
analysis. Although less pre-
cise than histological staining
techniques, the CSD anal-
ysis can be applied in
behaving animals to discrimi-
nate between the granular
layer (Layer IV), supragranular
layers (Layers I–III), and infra-
granular layers (Layers V and
VI). The laminar information
of the recording channelsenabled the study of the cross-area feed-
back signal at a finer scale.
Once the coherencewas calculated be-
tween a PRh neuron’s spikes and every
TE channel’s LFP, a laminar profile
emerged: most neurons in A36 showed
coherent activity with TE low-frequency
LFP either in the superagranular or infra-
granular layer, but not in the granular
layer. Anatomically, the cortical inter-areal
feedback projection is known to target
mainly the supragranular or infragranular
layers, whereas feedforward projections
primarily target the granular layer (Felle-
man and Van Essen, 1991). The observed
laminar distribution of coherence ap-
peared to match the anatomical projec-
tions of feedback signals.
But the more detailed analysis sug-
gested the existence of two distinct
streams of information flow: one group
of A36 neurons spiked coherently with
the LFP in supragranular layers of TE,, 2015 ª2015 Elsevier Inc. 611
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coherent activity with the LFP in the infra-
granular layers. The two distinct streams
of feedback information flow may reflect
the multiple anatomical connections be-
tween the two areas. To characterize the
potential contribution of the two candi-
date streams to memory retrieval, Takeda
et al. (2015) went on to explore how each
stream affected the local ensemble activ-
ity in TE, as approximated by the power of
gamma oscillations, most pronounced in
the supragranular layers. Spikes of neu-
rons that were coherent with the low-fre-
quency component of LFP in TE infragra-
nular layers were coupledwith the gamma
power in TE. Moreover, the coupling was
significantly larger in correct trials than in
incorrect trials. On the other hand, the
neurons that were coherent with the LFP
in the supragranular layers in TE showed
little coupling with TE gamma power and
were not correlated with successful mem-
ory retrieval. Taken together, these results
suggest that only the infragranular stream
of feedback information may modulate
the neural activity in TE and facilitate
memory retrieval during the paired-asso-
ciate task.
The current study represents a signifi-
cant advance in what has proven to be a
remarkably insightful series of studies of
memory retrieval by this group over the
past 25 years. Some might view the
repeated use of the same paired-asso-
ciate task over this period as a limitation,
as this paradigm probes only one form
of modality-specific memory retrieval.
While this is true—many forms of memory
are not captured by this task—the power
of the approach has been the steady612 Neuron 86, May 6, 2015 ª2015 Elsevier Iaccumulation of mechanistic accounts
for explaining how one clear form ofmem-
ory retrieval is implemented in the brain.
The judicious decision to retain the
behavioral task throughout these studies
allows the whole of the evidence to be
effectively combined; but the detailed
analysis of the visual paired-associate
task cannot be expected to resolve all
the outstanding questions in memory
research.
The methodological approach intro-
duced here also emphasizes the value in
obtaining high-resolution signals in both
the temporal and spatial domains. Coher-
ence measures and laminar analysis are
most directly served by intracranial micro-
electrode recordings, limiting their appli-
cation to mostly experimental animals
and currently limiting their scope to a
few sites. Some of these shortcomings
will no doubt be addressed by develop-
ments inwidespread recordingmethodol-
ogies across even greater expanses of
the cerebral cortex, without sacrificing
the spatial and temporal resolution of the
individual measurements.
Finally, one should keep in mind that
the methods employed are correlational
and that although causal explanations
may be highly plausible given the data,
this causality should not be taken for
granted. Continued refinement of even
correlational approaches can rule out
certain causal explanations. Furthermore,
techniques for targeted control of neural
circuits are rapidly advancing (Grosenick
et al., 2015). The detailed circuit-level
analysis demonstrated in this study pro-
vides a strong starting point for applying
these methods to directly manipulatenc.candidate retrieval signals with high
temporal precision. These could provide
even further insight into the causal contri-
bution of feedback circuitry and a deeper
understanding of the architecture of
memory systems in the brain.
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