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Resumo
O posicionamento de recursos em redes é um problema que encontra diversas variantes,
desde o posicionamento de servidores na arquitetura tradicional cliente-servidor, passando pelo
posicionamento de controladores em redes SDN, ou caches em redes CDN, entre vários outros.
Este trabalho apresenta o problema de posicionar o número mínimo de recursos de modo a
maximizar o número de caminhos vértice-disjuntos entre um recurso e seus clientes. Uma das
contribuições do trabalho é a prova de que o problema de encontrar o número mínimo de recursos
sob essas condições é NP-completo. Uma solução exata para o problema foi implementada e
sua execução se mostrou viável em diversas redes de topologia arbitrária. Apresentamos os
resultados comparando-os com o problema clássico da p-mediana em que é minimizada a soma
das distâncias entre os clientes e seus recursos. Resultados experimentais usando redes de The
Internet Topology Zoo avaliam o ganho de conectividade e o aumento da soma das distâncias
quando a solução proposta é aplicada.
Palavras-chave: Alocamento de Recursos, vértice-conectividade, localização de origens, p-
mediana.
Abstract
Resource placement is a problem that has several variants in computer networks, from server
placement in the traditional client-server architecture to the allocation of controllers in SDN
networks, or caches in CDN networks, among many others. This work presents the problem of
placing the minimum number of resources in order to maximize the number of vertex-disjoint
paths between a resource and its clients. One of the contributions of this work is the proof that
the problem of finding the minimum number of resources under these conditions is NP-complete.
An exact solution to this problem was implemented and experiments showed its feasibility for
several arbitrary topology networks. This work presents a comparison between the connectivity
based resource location problem with the classical p-median problem in which the sum of the
distances between clients and their resources is minimized. Experimental results using networks
from The Internet Topology Zoo show both the connectivity gains and the impact on the sum of
the distances when the proposed solution is applied to real Internet-based networks.
Keywords: Resource Allocation, vertex-connectivity, source location, p-median.
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1 Introdução
O problema do posicionamento de recursos adquire as mais diversas formas nas redes
de computadores [1]. Na arquitetura cliente-servidor há várias versões para o problema como o
posicionamento de servidores com o objetivo de minimizar a latência para os clientes [2] ou
realizar o balanceamento de carga entre múltiplos servidores ou ainda aumentar a chance dos
clientes acessarem servidores corretos após a ocorrência de falhas. Outra versão relacionada é o
posicionamento de proxies, entidades intermediárias entre clientes e servidores, por exemplo, na
Web [3]. Nas redes CDN (Content-Delivery Network) o problema é semelhante, mas consiste em
posicionar réplicas de conteúdos específicos dado um padrão de tráfego [4] e pode levar em conta
fatores como a popularidade do conteúdo. Nas redes P2P estruturadas o problema se refere ao
posicionamento de super-peers que tornam a rede mais efetiva, de acordo com critérios diversos
[5]. Nas redes de sensores, o problema pode tomar ainda diversas formas, como a localização de
sensores em um campo para maximizar a cobertura com o menor número de sensores [6]. O
problema assume, em geral, uma rede de topologia arbitrária, mas há variações para topologias
específicas [7]. Recentemente, este problema ganhou ainda uma nova aplicação nas redes SDN
(Software Defined Networking), para o posicionamento de controladores [8, 9].
Neste trabalho definimos uma nova versão do problema, que visa tirar partido da máxima
vértice-conectividade dos nodos na rede. Para facilitar a exposição, usamos nesta dissertação a
arquitetura cliente-servidor, mas o problema pode ser formulado de forma equivalente em outros
contextos. O problema consiste em posicionar o número mínimo de servidores de modo que para
cada cliente exista um servidor tal que a conectividade entre o cliente e este servidor seja igual a
máxima conectividade entre o cliente e qualquer outro nodo da rede. Por máxima conectividade
entre o cliente e o servidor entende-se o maior número possível de caminhos vértice-disjuntos
entre eles. Desse modo, garante-se a maior disponibilidade possível de caminhos alternativos
entre clientes e servidores para uma rede.
Uma das contribuições do trabalho é a prova de que o problema de encontrar o número
mínimo de recursos sob essas condições é NP-difícil. Outra contribuição é a quantificação
experimental em grafos reais que representam “backbones” de internet do número mínimo
de servidores com a máxima conectividade e a soma de distâncias entre eles e os clientes.
Considerando-se que a conectividade e a distância entre clientes e servidores são dois fatores
significativos para os clientes em uma rede, essas quantias indicam o potencial uso da proposta
em aplicações em redes. Como nem sempre é possível ter a maior conectividade e a menor soma
de distâncias entre clientes e servidores ao mesmo tempo, procurou-se mostrar o trade-off entre
as duas medidas. Ou seja, ao maximizar a conectividade, observou-se qual é o aumento da soma
das distâncias entre clientes e servidores; e ao minimizar a soma de distâncias, observou-se qual
é a perda de conectividade dos clientes.
Implementou-se uma solução exata para o problema da alocação de recursos com
máxima conectividade usando programação linear inteira. Ela foi testada em grafos conexos
com número de vértices entre 60 e 200. Observou-se que para esse grafos há várias soluções
possíveis, possibilitando que esse problema seja ainda otimizado por outros critérios. Optou-se
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por encontrar soluções com máxima conectividade que tenham a menor soma das distâncias
entre os clientes e seus servidores. Esses resultados foram, então, comparados com o problema
conhecido como p-mediana, caso em que é minimizada a soma das distâncias entre os clientes e
os seus servidores. A solução do problema da alocação de recursos com máxima conectividade
apresentou um aumento médio de 20% para a soma das distâncias em relação ao problema da
p-mediana. Quando mais servidores que o mínimo necessário são adicionados, a diferença entre
as duas soluções torna-se significativamente menor. Já o problema da p-mediana apresentou
soluções em que clientes têm menos caminhos vértice-disjuntos com os seus servidores do que
naquelas que maximizam a conectividade. Nesses clientes a defasagem média do número de
caminhos vértice-disjuntos para seus servidores é de 36%.
O restante do trabalho está organizado da seguinte maneira. O Capítulo 2 apresenta
as definições preliminares e os trabalhos relacionados com o problema proposto. O Capítulo 3
apresenta a definição formal do problema, a demonstração de que é NP-difícil e as especificações
dos problemas usados nos experimentos como problemas de programação linear inteira. O
Capítulo 4 apresenta os resultados experimentais obtidos. Por fim, o Capítulo 5 conclui o
trabalho.
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2 Definições e Trabalhos Relacionados
Neste capítulo são dadas definições preliminares referentes a grafos e à vértice-
conectividade que serão usadas nos próximos capítulos. Também são apresentados trabalhos
relacionados referentes a problemas de alocação de recursos.
2.1 Grafos e Conectividade
Um grafo, ou multigrafo [10], G = (V, E) é um par no qual V é um conjunto finito de
elementos chamados de vértices e E é um multiconjunto de elementos chamados de arestas
pertencentes ao conjunto dos subconjuntos de V de tamanho 2. Dada uma aresta e = {u, v} ∈ E ,
dizemos que e é incidente em u e v.
Um grafo capacitado G = (V, E, c) é uma tripla na qual (V, E) é um grafo e c : E → Q≥0
é uma função que define as capacidades das arestas em E . Q≥0 denota o conjunto dos números
racionais não negativos.
Um caminho em um grafo G entre dois vértices v1 e vk , ou v1-vk-caminho, é uma
sequência de vértices distintos e arestas P = (v1, e1, v2, e2, · · · , ek−1, vk) tal que v1, v2, · · · vk ∈ V ,
e1, e2, · · · , ek−1 ∈ E e ei = {vi, vi+1}, para i ∈ {1, 2, · · · , k − 1}.
Um grafo G é dito conexo se existe um caminho entre todo par de vértices de G.
A distância em entre dois vértices v e w é o número de arestas de um caminho mínimo
entre os vértices v e w.
Dados dois vértices s, t ∈ V , um conjunto de s-t-caminhos é aresta-disjunto se em cada
par de caminhos do conjunto não houver arestas em comum.
Dados dois vértices s, t ∈ V , um conjunto de s-t-caminhos é vértice-disjunto se cada par
de caminhos do conjunto tem como intersecção apenas os vértices s e t.
A vértice-conectividade local entre s e t, denotada por κ(s, t), é o maior número de
caminhos vértice-disjuntos entre s e t.
A vértice-conectividade entre um conjunto S e um vértice t, denotada por κ(S, t), é o
maior número de caminhos entre os vértices em S e t que sejam vértice-disjuntos em V − S − t.




4 κ2(4) = 3
5
κ2(5) = 2
Figura 2.1: Grafo com os valores da 2-vértice-connectividade.
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2.2 Medidas de Conectividade Baseadas em Cortes de Vértices
Nesta seção são definidas as medidas de conectividade baseadas em corte de vértices
para um conjunto de vértices [10] e a medida de conectividade para vértices proposta por K.
Pires et al. em 2011 [11, 12]:
Definição 1. A vértice-conectividade de um conjunto X ⊆ V é a menor vértice-conectividade
local entre qualquer par de vértices em X e é denotada por κ(X).
Definição 2. Dado um grafo G = (V, E) e i ∈ N, 2 ≤ i ≤ |V |. A i-vértice-conectividade de um
vértice v em G, denotada por κi(v), é a maior vértice-conectividade de um conjunto X ⊆ V
satisfazendo v ∈ X e |X | ≥ i.
Em particular, a medida 2-vértice-conectividade κ2(v) de um grafo G é o maior número
de caminhos vértice-disjuntos entre v e algum outro vértice de G, ou de modo mais formal:
Definição 3. Dado um grafo G = (V, E), a 2-vértice-conectividade de v denotada por κ2(v) é o
maior κ(v, x) para todo x ∈ V .
A Figura 2.1 mostra um exemplo. O vértice 2 tem 3 caminhos vértice-disjuntos com
o vértice 4 e como o vértice 2 não tem um número maior de caminhos vértice-disjuntos com
qualquer outro vértice, κ2(2) = 3. A 2-vértice-conectividade pode ser calculada em tempo
polinomial como mostrado pelo Lema 1.
Lema 1. A 2-vértice-conectividade pode ser calculada em tempo polinomial.
Demonstração. Para calcular a 2 vértice-conectividade de um vértice v em um grafo G = (V, E),
calculamos a vértice-conectividade local entre v e os demais vértices em G e escolhemos o
maior valor. Como a vértice-conectividade local entre 2 vértices pode ser calculada em tempo
polinomial (como mostrado em [10]), a 2 vértice-conectividade pode ser calculada em tempo
polinomial. 
2.3 Alocação de Recursos
Atualmente, em redes de computadores, existem diversos recursos, como servidores de
banco de dados, réplicas de servidores, máquinas virtuais, entre outros, que podem ser alocados
a consumidores distribuídos pela rede, o que chamamos de alocação de recursos (resource
allocation). É comum o posicionamento desses recursos, e sua alocação, ser feito de acordo com
a formulação dos problemas de posicionamento de instalações (facility location problems) [13]
que são problemas que objetivam encontrar as melhores localizações para instalações de modo a
otimizar alguma propriedade, como, por exemplo, posicionar fábricas de modo a diminuir os
custos de instalação e das entregas de produtos aos clientes [14, 15]. Um outro exemplo é o
problema conhecido por Localização de Instalações com Tolerância a Falhas (Fault-Tolerance
Facility Location) em que para cada cliente são alocados um determinado número, digamos k,
de instalações, com o menor custo possível de instalação e conexão. Nesse caso, se uma das
instalações falhar o cliente ainda estará conectado a k − 1 instalações [16].
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2.4 p-Mediana
Entre os problemas de localização de instalações, a otimização de medidas relacionadas
às distâncias entre instalações e consumidores é muito comum [17]. Neste trabalho também
procuramos otimizar as distancias entre recursos e consumidores e comparamos essa otimização
com o problema da p-mediana, que tem como objetivo minimizar a soma das distâncias entre p
instalações e seus consumidores.
Para compreendermos o problema da p-mediana de forma intuitiva, consideremos o
seguinte exemplo. Em um sistema cliente-servidor, devem ser posicionadas réplicas do servidor
em até p nodos de uma rede com n nodos, os demais nodos correspondem a clientes. O objetivo
é fazer o posicionamento das réplicas de forma a minimizar a soma das distâncias entre os cliente
e as réplicas [18, 19].
O problema que deu origem ao problema da p-mediana geralmente é atribuído a Fermat
no século XVII: dados três pontos em um plano, encontre um quarto ponto, a mediana, de modo
que a soma das distâncias dele aos três pontos seja a menor possível. Esse problema foi resolvido
de forma geométrica por Torricelli [20, 21]. No início do século XX, Alfred Weber estudou
esse problema perguntando qual seria o melhor local para instalar uma fábrica de modo que o
custo de transporte entre ela e três clientes fosse o menor possível. No lugar de usar apenas as
distâncias geométricas, ele adicionou pesos a essas distâncias. Esse problema ficou conhecido
como o problema de Weber [19, 22]. Hakimi na década de 1960 estudou esse problema para o
caso com mais de 3 pontos em um grafo capacitado. Ele permitiu que o ponto a encontrar, a
mediana, pudesse estar tanto sobre os vértices como sobre as arestas do grafo e provou que a
mediana sempre será um vértice desse grafo [23]. Esse problema é chamado de 1-mediana [19].
Mais tarde S. L. Hakimi generalizou esse resultado para o problema p-mediana: nele busca-se p
pontos de modo que a soma das distâncias entre esses pontos e os vértices desse grafo seja a
menor possível. Ele provou que sempre existe ao menos uma solução em que esses pontos são
vértices do grafo [24]. Na década de 1970, O. Kariv e S. L. Hakimi provaram que o problema da
p-mediana é NP-difícil [25].
2.5 Posicionamento de Fontes de Dados
Outro problema de localização é o de posicionamento de origens, ou fontes de dados
(source location). Nesse caso são consideradas as conectividades e/ou as quantidades de fluxo
entre as instalações e os clientes. Esses problemas foram introduzidos na década de 1990 por H.
Tamura et al. [26, 27] que analisaram alguns problemas de localização, entre eles o da p-mediana,
levando em consideração a aresta-conectividade entre instalações e clientes.
De forma geral, o problema de localização de origens consiste em posicionar um
conjunto de instalações de modo que possam atender as demandas dos consumidores por algum
serviço. Caso se queira contemplar a tolerância a falhas, pode-se requerer que o conjunto de
instalações tenha mais caminhos aresta e/ou vértice-disjuntos com o cliente que o absolutamente
necessário para atender sua demanda. Por exemplo, se o cliente necessita de 1 caminho para o
conjunto de instalações, pode-se exigir 1 caminho adicional que seja aresta e/ou vértice-disjunto,
para que caso o primeiro caminho falhe o segundo possa ser usado.
Uma formulação geral desse problema em grafos é: dado um grafo capacitado G(V, E, c),
uma função de custo w : V → R+ (R+ denota o conjunto de reais não negativos) e uma função de
demanda d : V → R+, queremos:
Minimizar: ∑x∈S w(x)
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Sujeito às restrições: S ⊆ V e ψ(S, x) ≥ d(x), ∀x ∈ V − S
A função ψ(S, x) pode ser a aresta-conectividade entre S e x, isto é, λ(S, x), a vértice-
conectividade κ(S, x) ou uma função de fluxo entre o conjunto S e o vértice x [28].
Diversas variantes desse problema já foram estudadas [29]. Para este trabalho queremos
citar problemas relacionados com a vértice-conectividade.
Dado um grafo G = (V, E) não capacitado e uma constante inteira k, queremos:
Minimizar: |S |
Sob as restrições: S ⊆ V e κ(S, x) ≥ k, ∀x ∈ V − S
Foi provado por H. Ito et al. em 2002 [28] que esse problema é NP-difícil para k ≥ 3.
No problema analisado por H. Ito et al. garante-se que o conjunto de instalações tenha k caminhos
vértice-disjuntos com o cliente. Mas poderá ocorrer que dentro desse conjunto apenas uma
instalação tenha caminhos vértice-disjuntos com o cliente, e, portanto, se essa instalação falhar
o cliente deixará de ser atendido. Para evitar que isso ocorra, H. Nagamochi et al. em 2001
[30] propuseram uma nova versão do problema usando na restrição a medida κ̂(S, x) no lugar de
κ(S, x). A medida κ̂(S, x) é definida como sendo o maior número de caminhos de S para x que
sejam vértice-disjuntos entre eles com a exceção de x. Nessa nova versão, se uma instalação
conectada com x falhar, garante-se que ainda existem k − 1 instalações no conjunto S conectadas
ao cliente x. H. Nagamochi et al. provaram que esse problema pode ser resolvido em tempo
polinomial [30]; já para o caso em que a demanda não é igual a uma constante, mas é uma função
arbitrária, T. Ishii et al. provaram que o problema é NP-difícil [31].
2.6 Localização Usando Diversidade de Caminhos
Diversos trabalhos na área de redes de computadores já propuseram o uso de caminhos
múltiplos entre um recurso e um consumidor para melhorar a transferência de dados ou a
tolerância a falhas. Para tal, pode-se explorar a diversidade de caminhos (path diversity) entre
esses nodos [32, 33]. A diversidade de caminhos pode ser expressa pelo conjunto de caminhos
aresta e/ou vértice-disjuntos entre dois nodos [34], ou também pela seleção de caminhos que
sejam o mais distintos possíveis de acordo com alguma métrica, por exemplo, selecionando
caminhos que tenham o menor número de vértices e arestas em comum [35]. Nesta seção citamos
alguns problemas de localização que exploram a diversidade de caminhos.
Uma área em que a diversidade de caminhos é bastante explorada é em roteamento
em redes de sobreposição (overlay network) [36]. Uma rede de sobreposição instancia uma
rede virtual sobre uma rede física usando um conjunto de nodos de sobreposição, ou também
chamados de relay, acima do roteamento por IP. Os nodos de sobreposição fornecem os caminhos
de roteamento entre nodos de origem e destino [37]. Quanto a problemas de localização,
estudou-se o problema de posicionamento de nodos de sobreposição de modo a otimizar alguma
propriedade como latência, ou o aumento da diversidade de caminhos [38]. Um exemplo, seria o
de M. Cha et al. (2006) que propuseram o problema de posicionamento de nodos relay para
roteamento intra-domínio [39]. Nesse contexto, existe um caminho padrão entre cada par de
roteadores, sendo um a origem e o outro o destinho. Para aumentar a tolerância a falhas propôs-se
disponibilizar um caminho adicional, chamado de caminho de sobreposição (overlay path), que
passa por um nodo relay. O problema consiste em posicionar k nodos relay de modo que para
cada par de nós origem e destino haja um caminho de sobreposição que seja o mais distinto
possível do caminho padrão. Em uma outra proposta, V. Bui et al. (2008) procuram encontrar o
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menor número de nodos relay de modo a maximizar a diversidade de caminhos entre os nós de
origem e destino em toda rede. Nesse caso, os nodos relay proporcionam k caminhos o mais
distintos possíveis entre todos os nós de origem e destino [40].
Um trabalho que se assemelha ao problema proposto para esta dissertação foi a estratégia
chamada de “survivor” implementada em redes SDN por L. F. Müller et al. em 2014 [9]. L.
F. Müller et al. propuseram posicionar controladores de modo a maximizar, com relação a
toda a rede, o número de caminhos vértice-disjuntos entre controladores e dispositivos de rede
sob restrições de posicionamento e capacidade dos controladores. Esse artigo mostrou que
explorando a diversidade de caminhos, a perda de conectividade entre controladores e dispositivos
é significativamente menor.
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3 Alocação de Recursos com a Máxima Co-
nectividade
Esta seção apresenta o novo problema da alocação de recursos em que cada cliente está
conectado a um servidor com o número máximo de caminhos vértice-disjuntos que o cliente
é capaz de estabelecer com qualquer outro nodo da rede. Denominamos esse problema de
problema de alocação de recursos com a máxima conectividade ou, de forma abreviada, problema
AR-MaxC.
Tendo sido definido o maior número possível de caminhos vértice-disjuntos para um
vértice v como sendo sua 2-vértice-conectividade ou κ2(v) podemos definir o problema AR-MaxC
como: dado um grafo conexo não direcionado G = (V, E), queremos encontrar um conjunto
mínimo de vértices S ⊂ V , de modo que para todo v ∈ V , existe s ∈ S tal que κ(s, v) = κ2(v).
Para simplificar a notação, estendemos a definição de κ2(v) de forma que κ(v, v) = κ2(v), desse
modo um vértice poderá ser cliente dele mesmo. Podemos também formular o problema como:
Entrada: G = (V, E), um grafo conexo
Saída: S ⊂ V
Função Objetivo: min |S |
Restrições: ∀v ∈ V, ∃ s ∈ S tal que κ(s, v) = κ2(v)
Observa-se que em grafos desconexos, basta resolver o problema separadamente em
cada componente conexo.
Como exemplo, podemos verificar a solução para o grafo apresentado na Figura 2.1.
Pode-se observar que todos os vértices podem ser clientes do vértice 2, pois o número de caminhos
vértice-disjuntos entre eles e o vértice 2 é igual a 2-vértice-conectividade deles. Portanto, o
vértice 2 é uma solução para o problema AR-MaxC. Outra solução ótima para o o problema é o
vértice 4.
Poderemos querer, dentre essas soluções, minimizar a soma de distâncias entre os
clientes e seus servidores. Nesse caso, a solução é o conjunto corresponde ao vértice 2, pois a
soma de distâncias entre ele e os demais vértices é igual a 4, já a soma entre o vértice 4 e os
demais é igual a 5. Nesse caso, a solução com a menor soma de distâncias é idêntica à solução
dada pelo problema da p-mediana, o que não ocorre em geral como podemos ver pelo exemplo
dado na Figura 3.1. Nessa figura, a solução para o problema da máxima conectividade que tem
a menor soma de distâncias entre clientes e servidores corresponde ao vértice 5 como único
servidor. Já para o problema da p-mediana a solução é o vértice 4. Agora, se permitirmos 2
servidores na solução, as soluções para o problema otimizado do AR-MaxC e da p-mediana têm
a mesma soma de distâncias para os clientes, tendo como solução os vértices 2 e 5.
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Figura 3.1: Exemplo de um grafo cuja solução para o problema da p-mediana não é uma solução
para o problema AR-MaxC.
3.1 Demonstração da NP-Completude
Esta seção apresenta a prova de NP-completude da versão de decisão do problema
AR-MaxC. O problema de decisão consiste em determinar se existe uma solução de máxima
conectividade de tamanho menor ou igual a uma constante inteira p.
Entrada: G = (V, E) e p ∈ N
Saída:
sim, se ∃ S ⊂ V tal que |S | ≤ p e ∀v ∈ V, ∃ s ∈ S tal que κ(s, v) = κ2(v)
não, caso contrário
Teorema 1. A versão de decisão do problema de alocação de recursos com a máxima conectivi-
dade é NP-completo.
Para provar que o problema de decisão da máxima conectividade é NP-completo
precisa-se provar primeiro que ele pertence a NP e depois que ele é NP-difícil. A primeira parte
é provada em seguida no Lema 2 e a segunda no Lema 3.
Lema 2. A versão de decisão da alocação de recursos com a máxima conectividade pertence à
classe NP.
Demonstração. O problema de decisão de máxima conectividade pertence a NP, pois dado um
conjunto de vértices S pode-se verificar em tempo polinomial se o mesmo é solução para o
problema da seguinte maneira. O algoritmo de verificação certifica se |S | ≤ p e verifica para cada
s ∈ S com quais v ∈ V é satisfeita a expressão κ(s, v) = κ2(v). No final é calculada a união de
todos os vértices v que satisfizeram essa igualdade. Se essa união for igual ao conjunto V então é
constatado que ∀v ∈ V, ∃ s ∈ S tal que κ(s, v) = κ2(v). Como os cálculos de κ(s, v) e κ2(v) são
de tempo polinomial, veja o Lema 1, essa verificação pode ser feita em tempo polinomial. 
Lema 3. A versão de decisão da Alocação de Recursos com a Máxima Conectividade é NP-difícil.
Esse lema pode ser provado mostrando que existe uma redução de tempo polinomial
do problema de decisão da cobertura por vértices para o problema de decisão de alocação de
recursos com máxima conectividade. O problema de decisão da cobertura por vértices é um
problema NP-completo bem conhecido [41]. Primeiramente é mostrada como é feita a redução
entre os problemas e depois mostramos sua validade provando que o grafo tem uma cobertura
por vértices de tamanho menor ou igual p se, e somente se, o grafo reduzido tem um conjunto de
servidores de tamanho menor ou igual a p que resolve o problema AR-MaxC. Isso é demonstrado
pelos Lemas 8 e 9. O Lema 8 demonstra que se existe uma solução para o problema de cobertura






Figura 3.2: Redução de uma aresta {xi, xj}.
a p para o problema AR-MaxC. O Lema 9 demonstra que se existe uma solução do problema
AR-MaxC de tamanho menor ou igual a p então existe uma solução de tamanho menor ou igual
a p do problema de cobertura por vértices.
A versão de decisão do problema de cobertura por vértices pode ser definida como:
dado um grafo G0 = (V0, E0) e uma constante p, é perguntado se existe um subconjunto Vc ⊆ V0
de tamanho menor ou igual que p tal que se {x, y} ∈ E0 então x ∈ Vc ou y ∈ Vc (ou ambos), ou
seja, os vértices de Vc “cobrem” todas as arestas do grafo [42].
Entrada: G0 = (V0, E0) e uma constante p
Saída:
sim, se ∃ Vc, com |Vc | ≤ p e Vc ⊆ V0 e {x, y} ∩ Vc  ∅, ∀ {x, y} ∈ E0
não, caso contrário
A redução da cobertura de vértices para a máxima conectividade pode ser feita em duas
partes. Primeiro, dado G0 = (V0, E0) constrói-se o grafo G′ = (V, E′), e a partir dele constrói-se
o grafo G = (V, E). Segue o algoritmo.
Dado G0 = (V0, E0) construa um grafo G′ = (V, E′) de modo que:








{{xi, xj}, {xi, ai j}, {xi, bi j}, {xj, ai j}, {xj, bi j}, {ai j, bi j}} (3.3)
A redução até aqui para cada subgrafo composto pela aresta {xi, xj} pode ser observada
na Figura 3.2. Continuando a redução, construímos o grafo G = (V, E) da seguinte forma:
E = E′ ∪ E′′ (3.4)
As arestas de E′′ são definidas pelo seguinte algoritmo:
1. Encontre o maior valor de κ2(v), v ∈ V0, com relação ao grafo G′ = (V, E′)
2. Para toda aresta {xi, xj} ∈ E0 calcule κ(xi, xj) com relação ao grafo G′ = (V, E′)
3. Para toda aresta {xi, xj} ∈ E0 adicione a E′′ o número de arestas entre os vértices xi
e xj necessário para que κ(xi, xj) seja igual ao maior κ2(v) encontrado no Passo 1, ou



































Figura 3.3: Exemplo de uma redução.
Lema 4. A adição de mais arestas {xi, xj} não altera a vértice-conectividade local e a 2-vértice-
conectividade dos vértices de G′ com a exceção dos vértices xi e xj .
Demonstração. O lema segue da seguinte observação: a adição de arestas paralelas {xi, xj} a
uma aresta existente não altera o número de caminhos vértice-disjuntos entre qualquer par de
vértices com a exceção do par {xi, xj}. 
Podemos ver um exemplo de uma redução na Figura 3.3. Primeiro, a partir do grafo
G0 = (V0, E0) todas as arestas {xi, xj} são convertidas de acordo com as Equações 3.1 a 3.3 para
formar o grafo G′ = (V, E′). Depois, calcula-se o maior κ2(v) para os vértices {x1, x2, x3, x4, x5}
referente ao grafo G′ = (V, E′). O maior κ2(v) é igual a 4 para os vértices {x2, x3, x4} e o valor
de κ(xi, xj) entre esses vértices também é igual a 4. Já para os vértices x1 e x5 o valor de κ2(v)
é igual a 3 e os valores de κ(x1, x2) e κ(x4, x5) também são iguais a 3. Conclui-se a redução
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adicionando uma aresta entre x1 e x2 e outra entre x4 e x5. Assim para toda aresta {xi, xj} ∈ E0
os valores de κ(xi, xj) em G são iguais.
Antes de provarmos os lemas 8 e 9, mostramos os lemas 5 a 7 que serão usados na
demonstração dos lemas 8 e 9. Todos os lemas se referem a um grafo G obtido pela redução.
Lema 5. A vértice-conectividade local dos vértices xi e xj para com os vértices ai j e bi j é sempre
igual a 3 para qualquer grafo G.
Demonstração. O vértice xi tem para com ai j 3 caminhos vértice-disjuntos: o primeiro caminho
sendo {xi, ai j}, o segundo passando por bi j e o terceiro passando por xj . Como ai j tem o grau
igual a 3 não há a possibilidade de existirem mais caminhos vértice-disjuntos para ai j . Os
mesmos argumentos podem ser usados de xi para com bi j e de xj para com ai j e bi j . 
Lema 6. A 2-vértice-conectividade dos vértices ai j e bi j é sempre igual a 3 para qualquer grafo
G.
Demonstração. O grau de ai j e bi j limita a 2-vértice-conectividade de ai j e bi j em 3. Como a
vértice-conectividade local de ai j e bi j com xi ou xj é sempre igual a 3 (lema 5), κ2(ai j) = 3 e
κ2(bi j) = 3. 
Lema 7. Dado x ∈ V\{xi, xj, ai j, bi j}, então κ(x, ai j) e κ(x, bi j) são no máximo iguais a 2.
Demonstração. Seja x ∈ V\{xi, xj, ai j, bi j}. Qualquer caminho entre x e ai j ou bi j contém xi ou
xj . Portanto, pode haver no máximo 2 caminhos vértice-disjuntos entre x e ai j ou entre x e bi j .

Os próximos lemas demonstram que G0 contém uma cobertura de vértices de tamanho
menor ou igual a p se, e somente se, G contém uma solução para o problema AR-MaxC de
tamanho menor ou igual a p.
Lema 8. Se Vc é uma solução do problema de cobertura de vértices de tamanho menor ou igual
a p para o grafo G0, então existe uma solução do problema de alocação de recursos com máxima
conectividade para o grafo G de tamanho menor ou igual a p.
Demonstração. Pela definição do problema de cobertura de vértices, a solução Vc “cobre” todas
as arestas {xi, xj} ∈ E0, e para tal Vc contém xi ou xj , ou ambos. Essa mesma solução no grafo
G é uma solução para o problema AR-MaxC, pois todos os servidores do conjunto Vc atendem
os demais vértices de acordo com a condição ∀v ∈ V, ∃ s ∈ S tal que κ(s, v) = κ2(v) como
mostrado a seguir:
1. Tanto xi como xj podem ser servidores dos vértices {ai j, bi j} obtidos na redução da
aresta {xi, xj}. Pois, como visto nos lemas 5 e 6, os vértices ai j e bi, j têm κ2(v) = 3 e
κ(xi, v) = κ(xj, v) = 3 para qualquer v ∈ {ai j, bi j}.
2. xi pode ser servidor de xj ou vice-versa. O último passo da redução, a adição das arestas
E′′, garante que κ2(xi) = κ2(xj) = κ(xi, xj).

Lema 9. Se S é uma solução do problema de alocação de recursos com máxima conectividade
de tamanho menor ou igual a p para o grafo G, então existe uma solução do problema por
cobertura de vértices para o grafo G0 de tamanho menor ou igual a p.
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Demonstração. Seja S uma solução do problema AR-MaxC para o grafo G. Então S também
será uma solução para o problema de cobertura de vértices em G0, se o conjunto S conter xi ou
xj ou ambos para toda aresta {xi, xj} ∈ E0.
Pela redução, uma aresta {xi, xj} ∈ E0 corresponde ao conjunto de vértices {ai j, bi j} e
ao de arestas {{xi, ai j}, {xi, bi j}, {xj, ai j}, {xj, bi j}, {ai j, bi j}}, como ilustrado na Figura 3.2.
Vamos mostrar que caso a solução não contenha nem xi e nem xj , então podemos
transformar essa solução em uma solução de mesmo tamanho que contém xi ou xj .
Caso nem xi nem xj estejam na solução, então para atender os vértices {ai j, bi j}, será
necessário escolher um servidor do conjunto {ai j, bi j}, pois todos os demais vértices além de xi
e xj terão apenas dois caminhos vértice-disjuntos com eles, como visto no lema 7. No entanto,
esse servidor pode ser substituído por qualquer um dos vértices xi ou xj , pois κ2(v) = 3 e
κ(xi, v) = κ(xj, v) = 3, sendo v ∈ {ai j, bi j}, como visto nos lemas 5 e 6.
Desse modo, o procedimento acima produz uma solução para o problema de cobertura
de vértices em G0 com o mesmo tamanho de S. 
3.2 Formulações dos Problemas de Programação Linear Inteira
Esta seção apresenta formulações em programação linear inteira (PLI) para os problemas
em estudo. Primeiro, é apresentada a formulação em PLI para o problema RA-MaxC. Em
seguida, mostra-se como otimizar a solução ótima para o problema AR-MaxC considerando
a soma das distâncias entre clientes e servidores para encontrar a ótima solução com a menor
soma de distâncias e a com a maior soma de distâncias. Desse modo será possível mostrar
experimentalmente se a otimização considerando a soma de distâncias tem potencial para
melhorar as soluções do problema AR-MaxC. Também são mostradas as formulações em PLI
para o problema da p-mediana e uma otimização com respeito a máxima vértice-conectividade
das soluções para o problema da p-mediana.
3.2.1 PLI para o problema AR-MaxC
O problema AR-MaxC pode ser definido usando a formulação de programação linear
inteira da seguinte forma. Considere um grafo G = (V, E). Sejam dados S ⊂ V , o conjunto
de locais (vértices) possíveis para posicionar servidores, e C ⊂ V o conjunto de vértices com
clientes. Sejam dados os valores κ2(v), para todo v ∈ V , e κ( j, i), o número máximo de caminhos
vértice disjuntos entre o cliente em j e o servidor em i, para todos j ∈ C e i ∈ S. Sejam as
variáveis de decisão definidas como:
xi j =
{




1 se há servidor em i
0 caso contrário
O problema consiste em encontrar o menor conjunto de servidores tal que todos os
clientes estejam conectados a um desses servidores com κ2(v) caminhos vértice disjuntos, o que





κ( j, i)xi j = κ2( j)xi j, ∀i ∈ S, ∀ j ∈ C (3.6)
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As demais restrições do problema são:
yi ≥ xi j, ∀i ∈ S, ∀ j ∈ C (3.7)
∑
i∈S
xi j = 1, ∀ j ∈ C (3.8)
yi ∈ {0, 1}, ∀i ∈ S (3.9)
xi j ∈ {0, 1}, ∀i ∈ S, ∀ j ∈ C (3.10)
A restrição 3.7 assegura que há um servidor em i se o cliente em j está conectado ao
servidor em i. A restrição 3.8 assegura que o cliente em j está conectado a apenas um servidor.
As restrições 3.9 e 3.10 especificam o domínio das variáveis de decisão yi e xi j .
3.2.2 Seleção do Conjunto de Servidores Considerando Distâncias
Instâncias do problema proposto poderão ter mais de uma solução ótima. De acordo
com o contexto, pode ser importante obter uma solução que seja otimizada de acordo com um
segundo critério. Por exemplo, pode-se considerar como segundo critério a soma das distâncias
entre os servidores e os clientes. Ou seja, quer-se obter o conjunto de servidores de tamanho p, o
número mínimo de servidores encontrado anteriormente, e o conjunto de clientes conectados
a esses servidores de modo que a soma das distâncias entre os servidores e os clientes seja a
menor possível e o número de caminhos vértice-disjuntos entre clientes e servidores seja igual a
κ2(v) para todo v ∈ C. Podemos formular esse problema usando a programação linear inteira da
seguinte forma.
Seja a entrada a mesma do problema anterior, mais di j que é a menor distância de acordo
com alguma métrica entre um servidor posicionado no vértice i e um cliente posicionado no
vértice j; e a variável p que é o número mínimo de servidores obtido pela execução do problema
anterior.
O problema consiste em encontrar um conjunto de servidores de tamanho p, em que
todos os clientes estejam conectados a um desses servidores, de modo que a distância total D




di j xi j (3.11)
∑
i∈S
yi = p (3.12)
κ( j, i)xi j = κ2( j)xi j, ∀i ∈ S, ∀ j ∈ C (3.13)
As demais restrições do problema são as mesmas equações 3.7 a 3.10 apresentadas
anteriormente.
Para verificar se compensa usar essa otimização, podemos comparar a soma mínima das









yi = p (3.15)
κ( j, i)xi j = κ2( j)xi j, ∀i ∈ S, ∀ j ∈ C (3.16)
As demais restrições do problema são novamente as equações 3.7 a 3.10.
3.2.3 Comparação com a p-Mediana
As somas das distâncias entre os clientes e seus servidores do problema de alocação
de recursos com máxima conectividade ainda podem ser comparadas com a menor soma de
distâncias com p servidores removendo-se a restrição de conectividade 3.6. O que corresponde




di j xi j (3.17)
∑
i∈S
yi = p (3.18)
As demais restrições do problema são as equações 3.7 a 3.10.
Também pode ser relevante avaliar o problema da p-mediana com relação à conectividade,
em relação a quão próxima uma solução para o problema da p-mediana está para as condições
de conectividade máxima em que o número de caminhos vértices disjuntos entre clientes e
servidores é igual a κ2(v). Para tal, após encontrarmos a soma mínima D dada pelo problema da
p-mediana, podemos calcular:
min somaDi f =
∑
i∈S, j∈C
κ2( j)xi j − κ( j, i)xi j (3.19)
∑
i∈S, j∈C
di j xi j = D (3.20)
∑
i∈S
yi = p (3.21)
As demais restrições do problema são as equações 3.7 a 3.10.
O termo somaDif na equação 3.19 é a soma das diferenças de κ(c) − κ(s, c). Esse
problema encontra a menor soma de diferenças. Se essa soma for igual a zero, então essa solução
do problema da p-mediana também é solução para o problema AR-MaxC. Valores grandes de
somaDif mostram que ao otimizar apenas a distância, perde-se conectividade entre clientes e
servidores, ainda que considerada a solução com melhor conectividade dentre aquelas com a
menor soma de distâncias.
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4 Implementação e Resultados Experimen-
tais
Neste capítulo apresentamos a avaliação experimental que consiste em comparar as
soluções dos problemas apresentados na seção 3.2 em grafos que representam backbones de
redes de computadores. Para esses experimentos os clientes foram posicionados em todos os
vértices e servidores podem ser atribuídos para qualquer vértice do grafo. Os grafos são conexos,
contém de 60 a 200 vértices e têm ao menos um ciclo. Os grafos foram obtidos do site “The
Internet Topology Zoo” (topology-zoo.org), um site dedicado à coleta de topologias de
redes de todo o mundo [43].
Os algoritmos foram implementados em Python 3.6 usando o pacote “GNU Linear
Programming Kit (GLPK) Simplex Optimizer”, versão 4.61. Os experimentos foram executados
com um Intel(R) Core(TM) i7-5500U CPU com 4 núcleos de até 2.40 GHz, e 16GiB de DDR3L
RAM de 1600 executando o Linux Ubuntu 16.04 com o kernel 4.15.0-24.
Os dados obtidos experimentalmente são apresentados da Tabela 4.1 e a Tabela 4.2
descreve as abreviaturas que nomeiam as colunas da Tabela 4.1. As três primeiras colunas
mostram, respectivamente, o número de vértices, o número de arestas e o κ2(v) máximo dos
grafos. Em geral os grafos são esparsos sendo que o maior κ2(v) é igual a 6, valor que ocorre em
vértices das redes Uninett e Cogent.
O problema de alocação de recursos com a máxima conectividade foi resolvido e o
número de servidores resultante encontra-se na Tabela 4.1 sob a coluna de título p. Esses
são os números mínimos de servidores S ∈ V , tal que para todo v ∈ V , existe s ∈ S tal que
κ(s, v) = κ2(v). Observa-se que para esses grafos o número mínimo de servidores com relação
aos número de vértices no grafo é de 2% e o número máximo é de 12% — sendo a média para
todas as instâncias igual a 6%. O tempo em segundos para calcular o número de servidores
encontra-se na Tabela 4.1 sob o título “t(s)”. Observa-se que todas as soluções podem ser
calculadas em menos de 65 segundos.
Entres as soluções para o problema AR-MaxC que maximizam a conectividade dos
clientes com os servidores espera-se que sejam encontradas soluções que não sejam ótimas
com relação a outros critérios como o da soma de distâncias entre clientes e servidores, um
critério comum para encontrar recursos em redes. O trabalho experimental reportado em seguida
quantifica as soluções com relação ao trade-off entre a conectividade e a soma das distâncias.
As soluções do problema RA-MaxC foram otimizadas para encontrar a menor e maior
soma possível das distâncias entres os clientes e seus servidores. Esses valores encontram-se na
Tabela 4.1 sob as expressões “AR-MaxC min(
∑
dist)” e “AR-MaxC max(
∑
dist)”.
Para critério de comparação, calculou-se a menor soma possível sem as restrições de
conectividade, isto é, foram calculadas as soluções para o problema da p-mediana. Os valores da
p-mediana encontram-se na Tabela 4.1 sob a expressão p-med
∑
dist.
Os resultados para a soma das distâncias do problema da p-mediana e para a menor
e maior soma de distâncias para AR-MaxC estão ilustrados no gráfico de barras na Figura 4.1.
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Pode-se observar que em geral a maior soma de distâncias (barras vermelhas) são muito maiores
que a menor soma de distâncias (barras azuis). A menor soma de distâncias das soluções para
problema AR-MaxC são mais similares com a soma ótima das distâncias dada pelo problema
da p-mediana (barras amarelas). Esses resultados mostram que após otimizar as soluções, é
possível encontrar conjuntos de servidores que maximizam a conectividade dos clientes e obtêm
uma soma pequena de distâncias entre clientes e servidores na maioria das redes analisadas.
As taxas na Tabela 4.1 sob os títulos taxa max e taxa min correspondem às razões entre
















Comparando-se a maior taxa com a menor taxa, observa-se que ao otimizar as soluções
do problema AR-MaxC com relação à soma das distâncias há um bom potencial para minimizar
as distâncias. Em particular, observe que para vários grafos a diferença entre taxa max e taxa
min é grande e que taxa min está próxima a 1 em várias das redes analisadas. Por exemplo, os
seguintes pares (taxa max, taxa min) são encontrados na Tabela 4.1: (3.55, 1.07), (3.77, 1.16),
(6.13, 1.22), (5.14, 1.24), (6.35, 1.20). Em média, taxa min é 1.20, o que mostra que para
maximizar a vértice-conectividade, nas redes analisadas, a menor soma de distâncias entre
clientes e servidores aumenta em média 20%; no pior caso, o aumento é de 66%. Em outros
grafos, a otimização consegue somas bastante próximas ao limite inferior dado pelo problema da
p-mediana.
Um outro experimento foi feito para ver se o número de servidores for maior que o
mínimo necessário para atender a máxima conectividade dos clientes, então o valor da soma
otimizada das distâncias com máxima conectividade será mais próximo do problema da p-
mediana. Para tal, adicionou-se até 6 servidores ao número mínimo de servidores encontrado
nas soluções do problema AR-Maxc e calculou-se as taxa min, sempre usando o mesmo número
de servidores no problema da p-mediana. Os valores calculados para todos os grafos estão na
Tabela 4.3. Pode-se ver que a média de todas as taxas decrescem a medida que mais servidores
são adicionados. Com 1 servidor a mais, a média é reduzida de 1.20 para 1.12 e com mais 6
servidores para 1.04. O grafo na Figura 4.2 mostra as taxas para os grafos que apresentavam
taxas acima de 1.10 com o número mínimo de servidores. Podemos ver nessa figura como a
adição de servidores impacta as taxas entre a soma das distâncias das soluções para o problema
AR-MaxC e o limite inferior dado pelo problema da p-mediana. Para todos esses grafos, as taxas
decresceram para menos que 1.15 com a adição de 3 servidores e para menos que 1.10 com 6
servidores a mais.
O próximo experimento consiste em comparar a conectividade das soluções do problema
AR-MaxC com as soluções dadas pelo problema da p-mediana. Em geral, soluções para o
problema da p-mediana também não são únicas e foram, portanto, otimizadas para maximizar a
vértice-conectividade de acordo com a formula 3.19 que minimiza sumDif entre todas as soluções
com a soma ótima das distâncias.
Com respeito ao problema da p-mediana, investigamos os clientes para os quais a
conectividade não é máxima, ou seja, diff = κ2(c) − κ(s, c) > 0. O resultado se encontra na































































































































































p-mediana: soma das distâncias
AR-MaxC: soma mínima das distâncias
AR-MaxC: soma máxima das distâncias
Figura 4.1: Soma das distâncias entre clientes e seus servidores para os casos: soma máxima e
mínima para o problema de máxima conectividade e o problema da p-mediana.
O gráfico de barras empilhadas na Figura 4.3 mostra os vértices com os maiores dif.
A parte azul das barras representam o número de caminhos vértice-disjuntos entre clientes e
servidores. Como mostrado na coluna max dif(c) da Tabela 4.1, a parte vermelha representa
o número de caminhos vértice-disjuntos que o cliente não tem com o servidor, mas poderia
ter se a restrição da máxima conectividade fosse usada. Como mostrada na coluna κ2(c) com
max dif da Tabela 4.1, a soma das partes azul e vermelha de uma barra corresponde ao κ2(c)
do cliente. Podemos ver que para esses vértices os grafos têm de 25% a 60% menos caminhos
vértice-disjuntos entre clientes e servidores que o valor ótimo, κ2(v).
Podemos também verificar a média das diferenças para os vértices com diff > 0, sob a
expressão “dif médio” na Tabela 4.1, que corresponde à fórmula:
dif médio =
∑
c∈C(κ2(c) − κ(s, c))/κ2(c)
num clie com dif
As soluções do problema da p-mediana mostram uma diferença média nos vértices com










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabela 4.2: Notação da tabela 4.1.
|V | Número de vértices do grafo.
|A| Número de arestas do grafo.
max κ2(v) Maior κ2(v) de um vértice do grafo.
p Número mínimo de servidores para o problema de máxima conec-
tividade.
p
|V | Média do número mínimo de servidores com relação ao número
de vértices.
t (s) Tempo em segundos para calcular p
AR-maxC max (
∑








dist Soma das distâncias para o problema da p-mediana.
taxa max Razão entre a maior soma de distâncias com a máxima conectivi-
dade e a soma do problema da p-mediana
taxa min Razão entre a menor soma de distâncias com a máxima conectivi-
dade e a soma do problema da p-mediana∑
dif Menor soma das diferenças entre o número de caminhos vértice-
disjuntos dos clientes da p-mediana e o κ2 desses clientes.
num clie com dif Número de clientes da p-mediana que não têm a conectividade
máxima.
max dif(c) A maior diferença entre o número de caminhos vértice-disjuntos
de um cliente da p-mediana e o κ2 desse cliente.
κ2(c) com max dif O maior κ2 de um cliente com a maior diferença.
dif médio A razão entre a soma das diferenças e o número de clientes que
têm alguma diferença.
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Tabela 4.3: Razão entre a menor soma de distâncias com a máxima conectividade e a soma de
distâncias do problema da p-mediana para acréscimos do número mínimo de servidores, p, de 1
até 6.
p p + 1 p + 2 p + 3 p + 4 p + 5 p + 6
GARR 2011 1.03 1.05 1.02 1.01 1.01 1.01 1.02
ASNET-AM 2008 1.01 1.01 1.01 1.01 1.01 1.01 1
Internode 2010 1.01 1.02 1.02 1.02 1.03 1.03 1.03
Missouri 2010 1.07 1.08 1.06 1.07 1.07 1.05 1.05
GlobeNet 2009 1.24 1.10 1.09 1.06 1.07 1.07 1.08
ESnet 2007 1.05 1.04 1.04 1.03 1.04 1.04 1.04
LATNET 2007 1 1 1 1 1 1 1
Uninett 2011 1.10 1.09 1.09 1.10 1.08 1.09 1.08
Columbus 2010 1.27 1.09 1.07 1.07 1.07 1.04 1.02
Intellifiber 2010 1.16 1.15 1.13 1.10 1.08 1.07 1.06
Sinet 2010 1.01 1.01 1.01 1.01 1.01 1 1
SWITCH 2010 1.22 1.02 1.03 1.03 1.03 1.03 1.05
Bestel 2006 1.60 1.17 1.13 1.08 1.03 1.02 1.02
Viatel 2008 1.29 1.18 1.11 1.04 1.04 1.04 1.03
Viatel 2011 1.29 1.23 1.10 1.03 1.04 1.06 1.05
Interroute 2010 1.21 1.16 1.13 1.10 1.10 1.10 1.08
ITC 2010 1.24 1.18 1.12 1.05 1.03 1.01 1.01
ION 2007 1.11 1.08 1.05 1.05 1.05 1.03 1.04
PERN 2010 1.66 1.36 1.16 1.10 1.12 1.11 1.10
TATA 2010 1.27 1.18 1.17 1.14 1.12 1.11 1.08
GTS CE 2010 1.31 1.18 1.13 1.09 1.08 1.07 1.07
Colt 2010 1.20 1.10 1.10 1.10 1.09 1.08 1.06
US Carrier 2008 1.27 1.19 1.12 1.10 1.08 1.06 1.06
Cogent 2010 1.18 1.11 1.08 1.06 1.04 1.03 1.02
média 1.20 1.12 1.08 1.06 1.05 1.05 1.04
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GlobeNet 2009 Uninett 2011 Columbus 2010
Intellifiber 2010 SWITCH 2010 Bestel 2006
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Figura 4.2: Razões entre as somas das distâncias mínimas entre clientes e servidores para o





























































































































































s Número de caminhos vértice-disjuntos com o servidor
Número de caminhos vértice-disjuntos para alcançar κ2(v)
Figura 4.3: Número de caminhos vértice-disjuntos das soluções da p-mediana otimizada e a
diferença para a máxima conectividade (para os vértices com a maior diferença).
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5 Conclusão
Este trabalho apresentou o problema de posicionar o número mínimo de recursos em
uma rede de modo a maximizar o número de caminhos vértice-disjuntos entre os consumidores e
o recurso. Denominamos esse problema de alocação de recursos com a máxima conectividade.
Provou-se que a versão de decisão do problema de encontrar o número mínimo de recursos
sob essas condições é NP-completo. Uma solução exata para o problema foi implementada
usando programação linear inteira. Ela foi testada em grafos conexos com 60 a 200 vértices que
representam backbones de redes de computadores.
Os resultados experimentais mostram que para esses grafos o número mínimo de
servidores necessários é relativamente pequeno, em média 6% do número de nodos da rede.
Mostrou-se também que compensa otimizar o problema de máxima conectividade com relação à
soma das distâncias, devido a diferença entre as somas das soluções ótimas. Por exemplo, no caso
do grafo Us Carrier 2008, a soma das distâncias da pior solução para a melhor é 5 vezes maior.
Esses resultados também foram comparados com o problema da p-mediana, caso em que
é minimizada a soma das distâncias entre os clientes e seus servidores. Do problema da máxima
conectividade para o da p-mediana, observou-se um aumento em média de 20% para a soma
das distâncias. Quando mais servidores foram adicionados ao número mínimo, os resultados
mostraram um rápido declínio da diferença entre as distâncias e o limite inferior dado pelo
problema da p-mediana. Quanto à conectividade, o problema da p-mediana apresentou clientes
com uma defasagem média de 36% de caminhos vértice-disjuntos com relação à conectividade
máxima. Em geral, os resultados mostraram que é possível encontrar conjuntos de servidores que
maximizam a conectividade e obtêm uma soma pequena de distâncias entre clientes e servidores
na maioria das redes estudadas.
Trabalhos futuros incluem implementar a solução proposta tanto no contexto de redes
CDN como de redes SDN.
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