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A bstract
Boolean A lgebra is the basis for many fields o f study, including a A rtif ic ia l In te lli­
gence, Game Theory, Coding Theory, and D is tribu ted  A lgorithm s. Pioneering work 
by M uroga and W inder set lim its  to  the num ber o f n  variable threshold functions. 
Th is thesis expands on the ir work by ca lculating the number o f 9 variable threshold 
functions, found to  be 144,130,531,453,121,108. New methods of find ing separat­
ing weight vectors fo r threshold functions are examined. A  discrepancy between 
W inde r’s defined Chow Parameters and the Chow Parameters calculated is cor­
rected w ith in  the thesis, resulting in  be tte r weight vector performance in  separating 
threshold functions. O f the methods examined Chow Parameters are found to  be 
the most effective weight vectors in  separating threshold functions.
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Chapter 1
Literature Review
1.1 Introduction
A  Boolean function  o f n  variables is a function  w ith  inputs and ou tpu t from  any 
2-valued set such as {0 ,1 } ,  { —1 ,1 } or {T R U E ,F A LS E }. We w ill be using {0 ,1 }  
unless otherwise stated. A  Boolean function is defined w ith  a tru th  table or w ith  
Boolean logic operators such as A N D , OR, and N O T  which are, in  fact, Boolean 
functions o f 1 or 2 variables. Table 1.1 lists all 4 o f the 1-variable Boolean functions; 
/ 0 =  0 , / 3 =  1 are constant functions, / i  =  x  is the iden tity  function  and / 2  =  x  is 
the complem entation function.
X /o h h h
0 0 0 1 1
1 0 1 0 1
Table 1.1: Functions from  {0, 1} i—► {0 ,1 }.
1
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X y /o f l h h h h h h h h /to / n /l2 /l3 /l4 /l5
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 l 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 l 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Table 1.2: Functions from  {0, 1 }2 i—»■ {0 ,1 }.
In  general there are 22" Boolean functions o f n  variabes, so for n  =  2 there 
are 16 Boolean functions (a ll listed in  Table 1.2). Some fam ilia r 2-variable Boolean 
functions are the OR function 1 ( f r ( x ,  y ) =  x + y ) ,  the A N D  function2 ( f i ( x ,  y) =  xy), 
and the X O R  function 3 (fe (x , y) =  x  ®  y).
D e f in it io n  1. The set {0 ,1 } "  is called a h y p e rc u b e  o f  n  d im e ns ion s . For w e l "
and t  6  R such th a t w  is non-zero, the set { x  £ Rn | w  • x  = t }  is called a 
h y p e rp la n e  in  M". Every hyperplane sepa ra tes  the vertices o f the hypercube, 
w ith  the vertices x  £ {0 ,1 } ”  such th a t w  • x  > t  on one side o f the hyperplane and 
the rest on the other.
We w ill be concerned w ith  a class o f Boolean functions called threshold functions. 
I f  we consider the possible inputs o f a Boolean function  to  be the vertices o f an 
n-dimensional hypercube we can represent the ou tpu t by colouring a vertex black i f  
the function ou tpu t is 1 and w hite  i f  the function ou tpu t is 0. W hen i t  is possible to 
separate the black and w hite  vertices w ith  a hyperplane, the function  is a threshold 
function.
For 2-variable Boolean functions the hypercube is a square and the separating
1This functions can also be written x  V y or x\y (C++ syntax).
2Also known as x ■ y, x  A y, x&ty (C + + ) .
3Written x ' y  in C++.
2
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■3
(0,1) (1,1)
(0,0) (1,0)
(0,1) (1,1)
(0,0) (1,0)
Figure 1.1: P ic to ria l representations o f f i ( x , y )  =  xy  and fs ( x ,y ) =  x.
hyperplane is a line. Figure 1.1 depicts 2-dimensional hypercubes embedded in  M2 
and the Boolean functions f i ( x , y )  =  x y  and (x ,y )  =  x  along w ith  respective 
separating hyperplanes h i and h2. There are only 2 Boolean functions o f 2 variables 
th a t are not linearly  separable, these are / 6 (x, y) =  x  ® y and , fg ( x .  y) — x  (By — xQ y. 
These are both  shown in  Figure 1.2 where i t  is easy to  see th a t there is no line th a t 
can separate the black vertices from  the w h ite  vertices.
I t  is much more d ifficu lt to  classify a Boolean function as a threshold fuction  
when the function has more th a t 2 variables. Figure 1.3 illustra tes f ( x , y , z )  =  0, 
th is  figure is included to  show the labelling o f 3 dimensions; other diagrams om it 
these labels. Figure 1.4 illustra tes some examples o f 3 variable threshold functions, 
while Figure 1.5 depicts some Boolean functions th a t are not threshold functions. 
I t  is the objective o f th is  thesis to  provide some insight in to  what characterizes a 
threshold function.
3
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(0,0) (1,0) (0,0) (1,0) x 
Figure 1.2: P ic to ria l representations o f f 6(x, y) =  x  ©  y and fg (x , y) =  x Q y .
9(1,U)
/  (1,0,0) 1, 1.0
(0,0,0) (0,1,0)
Figure 1.3: The threshold function f ( x , y , z ) =  0.
4
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Figure 1.4: Threshold functions o f 3 variables.
F igure 1.5: Some 3 variable functions th a t are not threshold functions.
5
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1.2 Threshold Logic
1.2.1 B oolean  Functions
Let K  be the set {0 ,1 }  and K „  the n-dimensional hypercube {0, l } n. The elements 
or vectors o f K n are n-tuples denoted by ( x i , x 2, ■ ■ ■, x n) or X\X2 • • • x n w ith  every 
Xi G IK and i£  { 1 , 2 , . . . ,  n }.  Since X\X2 ■ ■ ■ x n is a b inary sequence every element 
corresponds to  an integer x  w ith  0 <  x  < 2”  — 1. Also K  is a subset o f R and the 
n-dimensional hypercube is a subset o f R” .
D e f in it io n  2. A  B o o le a n  fu n c t io n  or s w itc h in g  fu n c t io n  o f  n v a ria b le s  is
a function, / :  —> K , from  the n-dimensional hypercube K n in to  K . For the
Boolean function, / ,  any vector x  G / - 1 (1) is called a t r u e  v e c to r  o f /  and any 
vector x  G / _ 1 (0) is called a fa lse  v e c to r  o f / .
Let $  be the set o f a ll sw itching functions o f n variables. Then $ , along w ith  the 
unary operator complem entation and b inary operators conjunction and disjunction, 
is a Boolean algebra. S im iliarly, the set T  o f a ll possible subsets o f K n, along w ith  
set union, intersection and complem entation w ith  respect to  K „ ,  is also a Boolean 
algebra. I t  has been shown by Hu [1965] th a t $  and T  are isomorphic and every 
switching function /  can be converted in to  a subset F  C K „  (and vice versa) using 
the follow ing transformations:
p(/) = r 1( 1)
6
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
!l ,  i f x e F  0, i f  x  $  F
We w ill be using subsets o f K n and Boolean functions o f n -variables interchangeably.
1.2.2 Threshold Functions
D e f in it io n  3. A  set F  C is l in e a r ly  se p a ra b le  i f  there exists a non-zero w £ l "  
and t  G K  such tha t
w  • x  >  t  for a ll x  € F
and
w  • x  <  t  for a ll x  G F .
The corresponding Boolean function / :  —> K  is called a th re s h o ld  fu n c t io n  (or
a l in e a r ly  se pa ra b le  fu n c t io n  or a re a liz a b le  fu n c t io n  or a s e tt in g  fu n c t io n ) .  
The system (w , t ) is called a s e p a ra tin g  s y s te m  for F  and / .
D e f in it io n  4. [Hu 1965] For a set S  C M” , the co nve x  h u l l  o f  S is the smallest 
convex set o f Mn which contains S.
Every threshold function  has an in fin ite  number o f separating systems and i t  is 
well known th a t for every threshold function there exists a separating system whose 
weights and threshold are integers. In  geometric terms a sw itching function /  is 
linearly  separable i f  and only i f  the convex hulls o f F  — / _1( 1) and F  =  f ~ 1(0) are 
disjoint [Hu 1965] [Taylor and Zwicker 1999].
The follow ing defin itions w ill help in  discussing the properties o f Boolean func­
tions.
7
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D e f in it io n  5. The d u a l o f a Boolean function f  o f n  variables, denoted by f d, is 
defined as
/ d(x) = /(x)
where /  is the complement o f /  and x  =  (x \, X2, ■ ■. x n). I f  /  =  f d then /  is 
called a s e lf-d u a l fu n c t io n .  For the corresponding set F  =  / - 1 (1), the dual 
F d =  { x  €  F  | x  6  F } .
D e f in it io n  6 . For Boolean functions /  and g (bo th  o f n  variables), we say /  im p lie s  
g, denoted /  <  g i f  and on ly i f  for every po in t x  G K n / ( x )  <  g {x ). In  other words 
i f  / ( x )  =  1 then g (x ) =  1 as well. In  some lite ra tu re  f  <  g is w ritte n  /  C g. A lso 
/  and g are considered c o m p a ra b le  i f  /  <  g or g <  f .  For the corresponding sets 
F  =  / _1(1) and G  =  g_1 ( l ) ,  /  <  g i f  and only i f  F  C G. S im lia rly  F  and G  are 
comparable when F  C G  or G  C F .
D e f in it io n  7. Let x , y  G R n. Then x  is said to  p recede  y , denoted x  ■< y , i f  
<  Vi for a ll j  G { 1 ,2 , . . . ,  n } . Also, x  s t r ic t ly  p recedes y , denoted by x  -< y , i f  
x  z< y  and Xi <  yi for some j  E { 1 , 2 , ,  n }.
D e f in it io n  8 . [Hu 1965] Let K * =  {0 ,1 , * }  and IV =  {1, 2 , . . . ,  n }.  For any function 
(j)\ N  —> K * a subset C  o f K n, called a cu be  in  K n, is determined as follows. A  
point x  =  X1X2 • ■ ■ x n € K n is in  C  C K n i f  and only i f  Xi =  for a l i i  6  N  such 
tha t /  *. The function  0  is called the c o o rd in a te  fu n c t io n  o f the cube C  
and cube C  C ]K„ is denoted by C  =  4>(1)4>(2) ■ ■ ■ 4>(n). The d im e n s io n  of a cube 
C  C K n is the ca rd ina lity  o f 0 -1 (*) C N ,  denoted by d im (C ) =  |<^ _1(*)|. Cubes o f 
dimension r  are called r-cu b e s . The c o d im e n s io n  o f C , cod(C) =  n  — d im (C ).
8
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The coordinates iE  {1 ,2 , . . .  , n }  such th a t — *  are called fre e  c o o rd in a te s  
and the other coordinates are called f ix e d  c o o rd in a te s .
There are 3n cubes in  the n-dimensional hypercube K n and the number o f r -  
cubes in  is rf ^ 7-y;[Hu 1965].
D e f in it io n  9. [Hu 1965] For r-cubes C, D  C K n, C  and D  are co n se cu tive  i f  and 
only i f  they d iffe r in  only one coordinate. T h a t is, there is a j  such tha t <j>c{i) =  4>D{i) 
for all i  j  and <f>c{j) — 0 d ( j)  w ith  (f>c(j) ^  *• Consecutive r-cubes C, D  are called 
o p p o s ite  faces o f the ( r  +  l)-cube  C  U D.
D e f in it io n  10. [Hu 1965] Let C  =  0 (1 )0 (2) • • • <f>(n) C K n be an r-cube such tha t 
rE  { 1 , 2 , . . . ,  n } . A  pa ir o f points x , y  E C  are said to  be a d ia g o n a l o f  C  i f  and 
only i f  Xi =  &  fo r every iE  { 1 , 2 , . . . ,  n }  such th a t =  *.
I t  is shown by Hu [1965] th a t for a linearly  separable subset F  C K n, i f  F  contains 
a diagonal o f an r-cube C  in  K „ ,  then i t  contains both  points o f one diagonal and 
at least one po in t o f every other diagonal o f C  and thus contains more than 2 r _ 1  
points.
D e f in it io n  11. [Hu 1965] Cubes C, D  C K n, where C  =  <p(l)4>(2) ■ ■ ■ 4>{n) and D  =  
ip (l) ip (2 ) ■ ■ ■ ip(n), are iso m e ro us  i f  and only i f  </>-1 (*) =  C  and D  are
o p p o s ite  i f  and on ly i f
I Hi) ^ Hi) = *
W  =  <
1^1 - H i )  i f  H i ) ^ * -
So opposite cubes are isomerous.
9
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D e f in it io n  12. [Hu 1965] A  cube C  =  <j)(l)<f>(2) ■ • ■ <f>(n) C K ra such th a t cod(C) =  1 
and w ith  fixed coordinate zG { 1 , 2 , . . . ,  n }  is called the z -th  u p p e r  face o f K „  i f  
<j>(i) =  1 or the z -th  lo w e r face o f K n i f  <p(i) =  0. The z-th upper and lower faces 
are consecutive and opposite.
D e f in it io n  13. [Hu 1965] Let F  C K n and C  =  4>(1)4>(2) ■ ■ ■ 4>(n) C K n be an m- 
cube. For M  =  { 1,2 , . . .  m }  and N  =  { 1 , 2 , . . . ,  n }  let
fji: ->■ M
be the unique monotonic function from  0 “ l ( * )  C N  onto M .  Now le t i :  K m —> 
be defined such tha t for each vector x  =  x \ X i - - - x m G K m, the coordinates o f 
y  =  y m  ■■■yn =  i ( x )  e K n are given by
Vi =  <
4>(i) i f  <p{i) *
i f  =  *.
Then F c  C K m called the re s t r ic t io n  o f  F  o ve r C  is defined as
F c  =  { r 1(x )  I x  G F  A x  G C }
and for Boolean function /  such tha t / _1 (1) =  F  the re s t r ic t io n  o f  /  o v e r C  is 
f c  =  f  °  I' - Km —>■ K . In  particu la r i f  C  is the z-th upper face o f K „  then Fq  or f c  
is called th e z -th  u p p e r  re s id u e  of /  and is denoted F i or /* , or i f  C  is th e z-th  
lower face o f K n then F c  or f c  is called the z -th  lo w e r re s id u e  o f /  and is denoted 
F i or U
10
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1.2.3 M onotonicity
D e f in it io n  14. A  Boolean function /  o f n  variables is fc -m o n o to n ic  i f  and only i f  
for any 2 isomerous cubes C ,D  C I „  w ith  cod(C ) <  k, the restrictions f c  and f o  
are comparable. I f  /  is A;-monotonic for a ll kG (1, 2 , . . .  , n }  then /  is c o m p le te ly  
m o n o to n ic . The corresponding set F  =  / -1 ( 1) is called /c-monotonic i f  /  is k- 
monotonic and com pletely monotonic i f  /  is completely monotonic.
I t  was shown firs t by Pauli and M cCluskey [1960] tha t a ll threshold functions 
are completely monotonic. A t the tim e i t  was also conjectured tha t a ll com pletely 
monotonic functions were threshold functions. The firs t counterexample was a 12- 
variable Boolean function provided by E.F. Moore in  an unpublished memorandum. 
A ll completely monotonic Boolean functions o f n  variables w ith  n  <  8  are, in  fact, 
threshold functions [Muroga 1971], bu t for n =  9 there are com pletely monotonic 
functions tha t are not threshold functions. Discovery o f these examples is credited 
to  Gabelman (see [Muroga 1971] or [Taylor and Zwicker 1999] fo r examples). I t  was 
shown by W inder [1961] tha t i f  a Boolean function  /  o f n variables is A;-monotonic 
for k  >  \ n / 2 \ then /  is completely monotonic.
1.2.4 U nateness
D e f in it io n  15. A  Boolean function /  o f n  variables is called p o s it iv e 4 i f  / ( x )  >  
/ ( y )  whenever x  y  y  for x , y  G K „ .
D e f in it io n  1 6 . [Bshouty 1995] [Boros et al, 2003] For a fixed vector b  G K„ and
x , y  € Kn, define a pa rtia l order >;b by x  y i f  and only i f  x  © b  >z y © b , where 
4A positive function is also called monotone in recent literature.
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® is componentwise XOR. A  Boolean function  /  is b -m o n o to n e  i f  / ( x )  >  / ( y )  
whenever x  >;t> y . Notice tha t a function  is positive when i t  is O-monotone.
D e f in it io n  17. A  Boolean function  /  o f n  variables is said to  be u n a te  i f  there 
exists b  G K ra such tha t /  is b-monotone.
I t  was shown by W inder [1961] tha t a Boolean function o f n  variables is unate i f  
and on ly i f  i t  is 1-monotonic. Since every threshold function is completely monotonic 
i t  follows th a t every threshold function is unate. W hen testing whether a given 
function /  is a threshold function, a test for unateness is usually the firs t test 
performed. In  Section 1.3 we w ill define Chow parameters. I f  a Boolean function is 
b-monotone then i t  is easy to  determine b  (which is not necessarily unique) from  
the Chow parameters. Th is simplifies the test for unateness.
1.2.5 A sum m ability
D e f in it io n  18. Let F  C K n and F  =  K n — F . Then F  (and the corresponding 
Boolean function / )  is fc-sum m ab le  for k > 2  i f  and on ly i f  there exists j ,  2 <  j  <  k  
such th a t there are j  (not necessarily d is tinc t) points U i, u 2, . . . , U f G F  and j  (not 
necessarily d is tinc t) points v i ,  V2 , . . . ,  v 7 € F  such tha t
i= l  i= l
I f  F  is not fc-summable, then F  is said to  be A>asum m able. F is said to  be 
s u m m a b le  i f  and on ly i f  i t  is fc-summable for some k > 2 ,  otherwise F  is a su m m a b le
T h e o re m  1. [E lgot 1961] A  Boolean function  f  o fn  variables is a threshold function
12
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i f  and only i f  i t  is asummable.
A  sim ilia r result was given by Chow [1961a], These conditions for separability 
follow from  linear algebra considerations.
T h e o re m  2. [Chow 1961a] F o r F  C K n, where V i , . . . ,  v m are the true vectors and 
Vm+i, • ■ •, V2« are the false vectors, F  is linearly separable i f  and only i f  fo r  any 
non-negative numbers c* >  0 where 1 < i  < 2 n the relations
m 2n
X > =  Ci
i~ l  1
and
m  2n
QVi =  ° iVi
i= 1 i= m + 1
im ply Ci — 0 fo r  a ll i  =  1 ,2 , . . . ,  2".
The conditions in  Theorems 1 and 2 both  im p ly  tha t the convex hulls o f F  
and F  are d isjo int. In  Section 1.2.3 m onoton ic ity was defined. Theorem 3 relates 
m onotonic ity and asummability.
T h e o re m  3. [E lgot 1961] A Boolean function  f  o f n variables is completely mono­
tonic i f  and only i f  i t  is 2-asummable.
1.3 Chow Param eters
Chow [1961b] defined what are now referred to  as Chow parameters. S im ilia r pa­
rameters had been defined in  earlier papers. For instance, Golomb [1959] defined a
13
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set of 2n invariants where the firs t n  +  1 invariants 5 are were essentially Chow pa­
rameters, b u t since Chow provided the seminal theorems related to  the parameters, 
i t  is always his name th a t is attached to  these types o f parameters.
D e f in it io n  19. Let /  be a Boolean function o f n  variables and F  =  / _1(1). The 
C h o w  p a ra m e te rs  fo r F  (or / )  are a pa ir (m p, ap) (or {rr if, a /)  or ju s t (m, a) i f  
F  is self-evident) w ith  m p  € N  and a.p €  N " such tha t
where the sum m ation is a vector sum. Notice th a t a p jm p  is the center o f g rav ity
There are many slight variations on Chow parameters. They can be defined 
using { —1 , + l} - lo g ic  instead o f { 0 , l} - lo g ic  or be defined such tha t
In  all cases the properties are sim iliar.
D e f in it io n  20. [Hu 1965] Sets F ,G  C K n are said to  be e q u ip o lle n t i f  and only i f  
th ey  have th e sam e Chow parameters.
classify similiar functions into groups, so the invariants are unchanged for a particular group.
m F =  |F |
and
of F .
a^  =  E x - £ x -
xeF  xeF
5These could have been called parameters, but Golomb calls them invariants. He uses them to
14
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Theorem 4. [Chow 1961bJ Let F ,G  C I n be equipollent sets in  Kn. Then either 
both F  and G are linearly separable and F  =  G o r both F  and G are not linearly  
separable. In  other words there is at most one linearly separable set fo r  given Chow 
parameters.
Proof. Let F ,G  C .K n be equipollent sets in  K„. I f  e ither F  C G  or F  D G  then 
m p  =  m o  im plies F  =  G. I f  F  ^  G  and F  ^  G  then F  D G ^  0 and F  n  G ^  0, 
and m p — m o  implies th a t
\F  n  G\ =  |F | -  |F  n  G\ =  \G\ -  \F  n  G\ =  |F  n  G\.
Also
E x=E x~ E x
xeFnG xgf xeFnG
=  a p -  Y ,  x
xeFnG
=  a G -  Y  X
xeFnG
-E*- E x
xeG xeFnG
- E -
xeFnG
Therefore F  and G  are | F  D G|-summable and by Theorem 1, F  and G  are not 
linearly separable. □
A  C oro lla ry o f th is  theorem is th a t i f  2 d is tinc t sets are equipollent then neither 
set is linearly  separable.
15
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Theorem 5. [Chow 1961b] Let F  C K n such that (w ,i) with  w 6 l "  and thresh­
old t  G K  is a separating system fo r  F . The weights w are related to the Chow 
parameters o f F ,  (m , a) as follows:
1. I f  at <  m /2  then Wi <  0.
2. I f  ai >  m /2  then >  0.
3. I f  ai — m /2  then F  is independent o f x t (wi =  0).
4■ I f  a^  >  a j then W i>  Wj.
5. I f  ai =  a j then there exists (w ' , t ')  w ith w[ =  w] such that (w ' , t f) realizes F .
Theorem 6. [Chow 1961b] Let F  C Kn with ai < m /2  fo r  a ll i  G {1, 2 , . . . , n } .  I f  
y G F  and x G K„ such that x -< y then x G F .
Theorem 7. [Chow 1961b] Let F ,G  C K n. I f  m p =  m g and aFi <  m p /2  fo r  a ll 
i  G {1, 2 , . . . , n }  and slq -< then F  is not linearly separable.
Proof. Suppose F  is linearly  separable. Then there exists a separating system (w, t) 
for F . B y  Theorem 5, Wi <  0 for * 6  { 1 , 2 , . . . ,  n }.  Since ag -< a f ,  F  and G  are 
d is tinct. Hence |F fl G\ =  \F  fl G\ =  s where s >  0. For a ll x G F ,  w • x >  t  and 
for all x G F ,  w • x <  t. Th is implies
xeFnG xeFnG
16
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Now we have
• w  =  w  • x
xeF
=  ] T  W X +  ] T W  • X
XeFnG xeFnG
>  W - X +  W • X
xeFnG  xeFnG
= E w  • x
xeG 
=  aG ■ w
B u t ag -< a ^  and tu* <  0 for a ll i  G { 1 , 2 , . . . ,  n }  implies th a t a ^  • w  >  ap • w .  This 
is a contradiction. Therefore F  is not linearly  separable. □
L e m m a  1. For a 2-m onotonic Boolean func tion  f  o f n variables w ith Chow param­
eters (m, a), let j , k  G { 1 , 2 , . . . ,  rj.} such that j  ^  k and let C  =  (f>{l)<j>{2) ■ ■ • cj)(n) be 
a cube w ith cod(C) =  2 defined by
1 i f  i  =  j
0  i f  i  =  k
*  otherwise
and let D  be the cube opposite to C. Then f c  <  / d  i f  and only i f  a j <  a
W inder [1971] makes an interesting observation (where he uses { — 1, + l} - lo g ic  in 
only self-dual sw itching functions o f N  =  n  +  1 variables). W hen p lo ttin g  iV-tuples 
closely related to  Chow parameters o f a ll possible sw itching functions in  iV-space,
17
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Figure 1.6: Equivalent sets F \ ,F 2, Fs C K 3 .
the iV-tuples o f threshold functions are generally fu rthe r from the orig in  than non­
threshold functions. W inder proves th a t there is a closed convex surface in  vV-space 
which exactly excludes the Chow parameters.
1.4 Equivalence Classes of Boolean Functions
As stated earlier the number o f subsets o f is 2 2” . Therefore find ing  a ll the 
linearly separable subsets o f K „  by means o f exam ining every subset quickly becomes 
infeasible (K 3 has 256 subsets, K 4  has 65536 subsets, K 5 has 4294967296 subsets).
As i t  turns out, the subsets o f K „  can be grouped in to  equivalence classes, where
F  and G  are in  the same equivalence class i f  there exists a complem entation and /o r
perm utation tha t converts F  in to  G. Sets in  the same equivalence class are said to  
be o f the same type, F igure 1.6 depicts 3 subsets o f K 3 tha t are o f the same type.
D e f in it io n  21. [Hu 1965] For a fixed u  e K „ ,  let the u -c o m p le m e n ta t io n  7 U: K n —> 
K „  be defined so tha t 7 u(£ i£ 2  • • • x n) =  y \y 2 • • • yn where
{Xi i f  Ui =  01 — Xi i f  Ui =  1 .
18
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
n 1 2 3 4 5 6
N n 3 6 2 2 402 1228158 400506806843728
Table 1.3: Num ber o f NP-equivalent types o f Boolean functions o f n  variables 
[Slepian 1953].
D e f in it io n  22. [Hu 1965] For a perm uta tion  o f the integers N  — { 1 , 2 , . . . ,  n } , 
a : N  —> N  the p e rm u ta t io n  o f  v a r ia b le s  Sa : K „  —► K „  is defined
&cr( 'E l3 '2  ' " ' ®n) — 1) ’ ’ ' • '^cr(n)
T h e o re m  8. [H u 1965] Let a  =  y u °  6a : and let f  be a Boolean function
o f n variables. I f  f  is a threshold func tion  then f  o a  and f  o a  are also threshold 
functions. I f  f  is k-m onoton ic then f  o a  and f  o a  are k-m onotonic. I f  f  is k- 
summable then f  o a  and f  o a  are k-summable.
D e f in it io n  23. [W inder 1968][Muroga 1971] Boolean functions /  and g o f n  vari­
ables are said to  be P -e q u iv a le n t fu n c t io n s  i f  there exists a perm uta tion  o f vari­
ables 5a such th a t fo S tT =  g. I f  there exists a perm uta tion  5a and u-complementaion 
7 U such th a t /  o yu o Sa =  g then /  and g are N P -e q u iv a le n t fu n c tio n s . I f  there 
exists Sa and y u such th a t /  o yu o 5a =  g or /  o y u o =  g then /  and g are said 
to  be N P N -e q u iv a le n t  fu n c tio n s . Notice th a t th is  term inology is not related to 
th a t used in  com plexity o f com putation theory.
To find the properties o f a ll elements o f an equivalence class, only 1 representative 
needs to  be examined. A  method o f calculating N n, the number o f NP-equivalent 
types o f Boolean functions o f n  variables, is given by Slepian [1951] along w ith  the 
number o f types for n <  6 , which are listed in  Table 1.3.
19
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D e f in it io n  24. A  Boolean function  f  o f n  variables is c a n o n ic a l i f  the fo llow ing 
properties hold on the Chow parameters (m, a) o f / :
>  0,2 >  ■ ■ • >  an >  m / 2  and m  <  2 " _1.
I t  is well-known th a t every 2-monotonic Boolean function is NPN-equivalent to  
a unique canonical function. In  particu la r, th is  is true  for a ll threshold functions.
I t  has also been shown by H orva th  [1994] th a t fo r a threshold functions /  the 
invariance group6 G  o f /  is isomorphic to  a direct product o f sym m etric groups.
SD  E q u iva le n ce  C lasses
The N PN  equivalence classes can be broadened w ith  the inclusion o f operations 
called s e lf-d u a liz a t io n  and a n t i-s e lf-d u a liz a t io n .
D e f in it io n  25. [Goto and Takahasi 1963] Given a Boolean function f  o f n  variables 
( x i , . . .  x n), the s e lf-d u a liz a t io n  o f f ,  f sd is a n + 1  variable Boolean function  defined
by
f sd =  x 0f d +  x 0f .
D e f in it io n  26. For a self-dual function  /  o f n  +  1 variables x 0, . . .  x n, the a n ti-s e lf-  
d u a liz a t io n  o f /  is /  such tha t x 0 =  0 .
D e f in it io n  27. [Goto and Takahasi 1963] Boolean functions /  and g belong to  the
same S D  e q u iva le n ce  class i f  /  coincides w ith  g by any number o f self-dualizations,
6The invariance group G  of a Boolean function /  is the set of permutations of the variables 
that leaves /  unchanged.
20
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Figure 1.7: Boolean functions o f n  =  1 variable.
/ f e d
f o ( x i )  =  0 f $ d(x  o,Xi) =  x 0
£II f f ( x  o.Zi) =  Xi
f 2(x  i) =  Xi f $ d(x0, X i )  =  X i
M x i )  =  i f $ d{x 0, X\ )  =  x 0
Table 1.4: Self-dualizations o f the n =  1 variable Boolean functions.
anti-self-dualizations, negations o f the function  or the variables, and /o r perm uta­
tions o f the variables.
Since self-dualization and anti-self-dualization change the number o f variables, 
Booleans functions o f a varying number o f arguments are classified together. The 
n  =  1 variable Boolean functions (see Table 1.1) are depicted in  Figure 1.7. Figure
1.8 shows only the n  =  1 variable Boolean functions divided in to  P, NP, NPN, and 
SD equivalence classes. A t firs t i t  may not seem obvious tha t a ll the n — 1 variable 
Boolean functions belong in  the same SD class. Inspection o f the self-dualizations 
clearly show the equivalence o f a ll the n =  1 variable Boolean functions. Table 1.4 
lists the 2 variable self-dualizations o f the functions and Figure 1.9 depicts them.
As indicated by D efin ition  27, the SD equivalence class containing / o , / i , / 2 > / 3  
also contains /g rf, f * d, / | d, f§ d and all o f the self-dualizations o f the self-dualizations.
21
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N NP NPN SD
Figure 1.8: Boolean functions o f n  =  1 variable separated in to  P, NP, NPN, and SD 
equivalence classes.
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r  sd
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■sd ■ sd
A1 2 A3
Figure 1.9: Self-dualizations o f the n  =  1 variable Boolean functions.
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Figure 1.10: The SD class containing / o , / i , / 2 > /3 -
Therefore, the SD equivalence class containing / 0, f i ,  f 2 , f 3 is the in fin ite  class shown 
in  Figure 1.10. Table 1.5 lists the number o f P,NP,NPN, and SD equivalence classes 
containing Boolean functions o f n  variables [Muroga 1971]. Notice th a t the number 
o f SD equivalence classes containing Boolean functions o f n  variables is far less than 
the number o f Boolean functions o f n  variables. The follow ing theorem states tha t 
e ither all or none o f the functions in  a particu la r SD equivalence class are threshold 
functions.
Theorem 9. [Goto and Takahasi 1963] A l l  Boolean functions belonging to the same 
self-dual class can be expressed with the same number o f threshold functions.
For example, i f  a Boolean function  can be expressed using two threshold func­
tions, then a ll the functions in  the same self-dual class can be expressed using only
23
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n 1 2 3 4 5
22'1 4 16 256 65536 4294967296
P 4 1 2 80 3984 37333248
NP 3 6 2 2 402 1228158
N PN 2 4 14 2 2 2 616126
SD 1 3 7 83 109958
Table 1.5: Num ber o f P, NP, NPN, and SD equivalence classes contain ing Boolean 
functions o f n  variables [Muroga 1971].
two threshold functions. A  corollary to  th is  theorem is tha t i f  one function in  a self­
dual class is a threshold function, then a ll the functions in  th a t self-dual class are 
threshold functions. Also, once a separating system is found for any o f the threshold 
functions in  a SD class, i t  is easy to  obta in separating systems for the other functions 
in  the class. For instance, i f  /  is a threshold function o f n  variables w ith  a separating 
system (w,t), then a separating system for f d is (w, t d) where t d — XX=i w% ~  t  +  1 
and a separating system for f sd is (w', t),  where w' =  ( t  — td, w i ■ • • , w n).
The conversion between functions o f the same SD class is even simpler i f  we use 
{ —l, l } - lo g ic  instead o f {0, l}- lo g ic . Let /  : { —l , l } n { —1,1}  be a threshold 
function  o f n  variables. I f  (w , t )  is a separating system fo r / ,  then (w, —t) is a 
separating system for f d and (w',0) where w' =  (—t, W\ - ■ ■ ,w n) is a separating 
system for f sd. Thus for a logic gate tha t evaluates / ,  only the constant inpu t needs 
to  be changed for the gate to  evaluate f d and f sd, see Figure 1.11. Considering 
th a t perm uta tion  and complementation o f variables can be done outside o f the 
gate, the same gate can be used to  evaluate all the functions in  an SD class (see 
[Muroga 1971]).
24
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x ,n
W-
X,n
X,n
fSd
- o
Figure 1.11: Logic gates evaluating / ,  /  , and f sd such tha t /  : { —1 ,1 } "  { —1 , 1 }
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1.4.1 N um ber o f Self-dual B oolean  Functions
I t  is known th a t the num ber o f n  +  1 variable self-dual Boolean functions is equal to 
the number o f n variable Boolean functions, and th is  fact is used in  many papers. 
Goto and Takahasi [1962] prove th a t the self-dualization function is in jective or one- 
to-one. I t  is easy to  show th a t the self-dualization function  is also surjective or 
onto.
L e m m a  2 . The self-dualization function  is onto.
Proof. We w ill show th a t fo r every self-dual function g o f n  +  1 variables (named 
x 0 , . . . , x n) there exists a function  o f n  variables ( x i ,X 2, ■ ■ ■ , x n) such tha t g =  
f sd. Let / i , / 2  be n  variable functions such th a t g =  x 0f \  +  Xof2. Then gd =  
x 0f i ( x i x 2 • • • x n) +  X(l f 2( x i x 2 ■ ■ ■ x n) =  x 0f i  +  x 0f i  =  ( x o f ( ) ( x o f f )  =  (x0 +  f? ) ( x 0 +  
f 2) =  x o f2 +  x 0f * .  Since g =  gd, we have x 0f i  +  x 0f 2 =  x0f f  +  x 0f ?  which implies 
th a t f i  =  f f .  Then replacing f i  by f f  we have g =  x 0f d +  x 0f 2. Thus g is a 
self-dualization o f f 2. Therefore self-dualization is onto. □
I t  follows tha t the number o f n variable Boolean functions is equal to  the number 
o f n +  1 variable self-dual Boolean functions. Also since the self-dualization o f a 
threshold function  is also a threshold function, the number o f n  variable threshold 
functions is equal to  the num ber o f n  +  1 variable self-dual functions. I t  is o f great 
advantage to  work w ith  n + 1  variable self-dual functions instead o f n variable 
functions, because there are fewer canonical n +  1 variable self-dual functions than 
there are canonical n  variable functions. We w ill consider th is fu rthe r in  Chapter 2.
26
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1.4.2 G eneration o f C anonical Sets
Since only the canonical sets are needed, there have been several attem pts to  gener­
ate only canonical sets for testing. M uroga et al [1962] give a method fo r obta in ing  
canonical Boolean functions, using (n  — 1) variable threshold functions to  generate 
a canonical n  variable function. W inder [1965] defines a la ttice  on the elements o f 
and uses i t  to  generate only 2-monotonic self-dual canonical Boolean functions. 
Both these methods w ill be explored fu rthe r in  Chapter 2. In  both  papers, Boolean 
functions were tested for linear separability using linear programm ing and the realiz­
ing weight vectors for threshold functions are listed in  tables according to  the Chow 
parameters o f a function. Muroga et al [1962] lis t a ll 6  variable canonical threshold 
functions and W inder [1965] lis t a ll 7 variable canonical threshold functions.
O jha [2000] provides an enumeration o f threshold functions w ith  3,4, and 5 vari­
ables using symm etry-adapted posets o f hyperplane intersections as a method o f 
generating functions. The author claims th a t his method only generates threshold 
functions, bu t has not proved any o f his claims.
1.5 Classifying Threshold Functions
To determine whether a Boolean function is a threshold function, in  other words, i f  
the corresponding set is linearly  separable, linear programm ing may be used. For a 
set F  C K n, F  is linearly  separable i f  and only i f  the system o f 2" inequalities
(w ;f)  • (x; —1 ) >  0 for x  G F
(w; t ) • (x; — 1) <  0 for x  € F
27
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has a solution. The unknowns are t  and the weights w . I f  we introduce a suffic iently
small e >  0  then the system of inequalities can be rew ritten  as
(w ; t, e) • (x ; —1, —1) > 0  for x  G F
(w ; t , e) • ( —x;  1, —1) > 0  for x  E F .
A  linear program m ing problem th a t maximizes V(e) =  e subject to  the revised set 
o f constraints has a positive solution i f  and only i f  the orig inal system has a solution. 
Th is problem can be effic iently solved by using simplex a lgorithm  or by K arm arker’s 
a lgorithm  [Keener 2004],
There have been many a ttem pts to  determine separability w ith o u t using lin ­
ear programming. Coates and Lewis [1961] describe a recursive method o f deter­
m in ing separability. The test involves decomposing a Boolean function  /  so tha t 
/  =  X i f 1 +  Wifi. These new functions are then themselves decomposed, and the ir 
decompositions decomposed, resulting in  a tree o f functions, where each level has 
functions o f a smaller number o f variables than the previous level. The equation o f 
the hyperplane is then found by s ta rting  at the bo ttom  of the tree and traversing 
upwards. The drawback o f th is  m ethod is tha t i f  the resulting hyperplane does not 
separate /  correctly then there are two far more complicated procedures to  execute 
before i t  can be positive ly determ ined th a t the sw itching function /  is not a thresh­
old function. The authors suggest th a t fo r most functions o f around 8  variables, 30 
m inutes o f hand calculations should suffice, bu t calculations could take up to  four 
hours. I t  would have taken the authors about 18 years to  calculate the number o f 8  
variable threshold functions. C urren tly  the number o f 8  variable threshold functions
28
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can be calculated in  several m inutes using linear programm ing on d ig ita l computers.
Even though linear program m ing is so efficient, decomposing a Boolean functions 
/  about a variable is s t il l employed as a means o f determ ining linear separability 
[P icton 2001]. Every Boolean function  /  can be decomposed about a variable £; 
such th a t /  =  X if i  +  x t f \  where f % and f i  are the i- th  upper and lower residues as 
defined in  D efin ition  13. I f  /  is a threshold function, i t  follows th a t f i  and / *  are also 
threshold functions, and can be realized w ith  same weights, bu t different thresholds. 
I f  (w , t) is a separating system for /  and w ' =  (w \ , . . . ,  iu ;_ i, iCj+i , . . . ,  wn), then 
(w ' , t )  is a separating system for / ,  and (w ', t  — wf) is a separating system for f l 
[P icton 2001]. P icton states th a t i f  f \  and f i  are (n — 1 ) variable threshold functions 
w ith  separating systems (w , t \ ) and (w , t 2) then f \  and f 2 can be combined to  form  a 
n  variable threshold function  where the weight for the extra variable is the difference 
between t \  and t 2. I t  would be very nice i f  for every function /  =  x l f l +  x t f \  the 
separating systems ( i f  they exist) o f / ,  and f l could be used to  find a separating 
system for / .  U n fortunate ly there exist non-threshold functions for which both  f i  
and / *  are threshold functions. Also since every threshold function  has an in fin ite  
number o f separating systems, i t  is not like ly  th a t the separating systems found for 
f i  and / *  w il l have the same weights even i f  i t  is possible. P icton [2001] considers 
combining two (n — 1 ) variable functions which don’t  necessarily have the same 
weights. P icton presents some rules for th is  recombination, bu t has not yet provided 
rules for a ll cases.
For a class o f threshold functions w ith  positive integer weights th a t are less 
than or equal to  t, denoted by Ct, i t  has been shown by Abboud et al [1999] 
th a t a threshold function  /  is identifiable as being o f class Ct using an a lgorithm
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th a t needs n ° ^  membership queries, where a membership query returns / ( x )  for 
x  G K n. I t  was also shown tha t learning the class o f threshold functions w ith  weights 
from  { —1,0 ,1 }  requires at least Q(2") membership queries. The problem o f deter­
m in ing whether a function  is a threshold function is known to  be co-NP-complete 
[Garey and Johnson 1979], [Hegediis and Megiddo 1996].
1.5.1 C lassification U sing Chow Param eters
Since Chow parameters define the sign and relative magnitude o f the weights, i t  
seems natu ra l to  use them  as weights th a t realize the threshold function. W inder 
[1969] tests the accuracy o f using Chow parameters as a weight vector o f a threshold 
function. In  the same paper W inder compares the accuracy o f several methods whose 
weight vector is derived from  the Chow parameters.
W inder defines m [ f ] as the number o f true  vectors for a Boolean function  / .  
According to  W inder, the Chow parameters o f a self-dual Boolean function f  o f n  
variables are defined as
Pi =  i  e { l , 2 , . . . , n }
where f % and f i  are as given in  D efin ition  13. Notice tha t th is  defin ition  o f Chow 
parameters is s ligh tly  different than D efin ition  19 given in  Section 1.3. W inder tested 
7 methods (some from  lite ra tu re  and some new) on the 2470 canonical self-dual 
functions o f n  =  8  variables7 presented in  [W inder 1971]. O f the methods tested, 
the best results were given by a very complicated function termed the geometric rule,
7 Recall from Section 1.4 that set of self-dual functions of n +  1 variables is equivalent to the set 
of all functions of n  variables.
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M ethod No. C o rrec t/ No. Incorrect Average No. Mistakes
Bayes 148/2322 12.24
Chow Parameters 185/2285 7.77
Dertouzos 664/1806 4.20
Cheb-Chow 597/1873 3.66
Sine 715/1755 3.61
Cos-Chow 740/1730 2.92
Geometric 810/1660 2.94
Table 1.6: D eterm in ing separability using 7 different methods [W inder 1971]. Col­
umn 2  lists the number o f functions th a t were correctly classified as threshold func­
tions, and Colum n 3 lists the average number o f elements th a t d iffer between the 
actual function  and the function  calculated by the weight vector.
bu t i t  s t ill on ly classified 810 out o f the 2470 threshold functions correctly. No tests 
were performed on non-threshold functions. Table 1.6 lists the number o f realized 
threshold functions and the average number o f points i £ l „  th a t were incorrectly 
mapped in  each case. Note th a t there does seem to  be a difference between the 
Chow parameters actua lly  used by W inder and the form ula given fo r them which 
w ill be explored in  fu rthe r deta il in  Section 3.2.
Kaszerman [1963] tests for separability (rea lizab ility) by using the Chow param­
eters (he uses {  —1 ,+ l} - lo g ic )  as an approxim ation o f a threshold realization. The 
center o f g rav ity  o f the points which are classified incorrectly are then used to  correct 
the orig inal guess. Kaszerman proves th a t his a lgorithm  converges to  a realization 
for threshold functions, and for functions th a t are not separable, the resulting weight 
vector can be used as an approxim ation fo r the non-threshold function.
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n Number o f Threshold Functions w ith  n  Variables, N (n )
1 4
2 14
3 104
4 1882
5 94572
6 15028134
7 8378070864
8 17561539552946
Table 1.7: A ctua l Numbers o f Threshold Functions [Muroga 1971]
1.6 Num ber of Threshold Functions
Let N (n )  be the number o f threshold functions w ith  n  variables. Table 1.7 lists exact 
numbers o f threshold functions, or N (n ) ,  fo r n <  8  as presented by Muroga [1971]. 
Muroga obtained his results using the set generation techniques described in  Section 
1.4 along w ith  the simplex method. The exact number o f threshold functions w ith  
more than 8  variables is not given in  the lite ra ture.
Muroga has also found a lower bound for the number o f threshold functions using 
the formula
(2n ~ 1 +  l ) N ( n  -  1) <  N ( n )
(firs t proved by Yam ija  and Ibaraki [1965]) along w ith  the value o f N ( 8 ) as deter­
mined by M uroga [1971]. A  lower bound for N (n )  was found to  be
2»(»-1)/2+32 <  for >  g [Muroga 1971],
The problem o f counting threshold functions was studied as early as the 19th
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century. Ludw ig  Schlafli, a Swiss m athem atician alive during  the 1800’s, discovered 
th a t m  hyperplanes in  standard position separate n —dimensional Euclidean space 
in to
w  [  i
cells. Schlafli [1850] used induction  on dimension size to  demonstrate his result (see 
[Anthony and B a rtle tt 1999]). Schlaffi’s result was used by Zuev [1989] to  show tha t 
N (n )  is asym pto tica lly  less than 2"2, and then m odified by Irm a tov  [1996] to  show 
th a t N (n )  is asym pto tica lly  equal to
n I  2"  —  1 2 y '  j | _  2«2-nl°g2 n+0(n)
i=o \  i
Bounds on the Weights of Threshold Functions
I t  has been shown by Muroga [1971] th a t for a threshold function  /  o f n  variables, 
integer weights o f size
H  <  2 “ n(n +  1 ) (" + 1 )/2
are sufficient to  realize / .  Hasted [1994] shows tha t fo r n  =  2m for m  >  3 there 
exists a function th a t requires weights
\wi\ >  ( i / 2 n)e (- 4n/3)2 (nlog" )/{2“ n)
for all i  e { 1 ,2 , . . .  , n } ,  where (3 =  log2 3/2, which is essentially M uroga’s upper 
bound. This means there is no room for improvement in  M uroga’s result.
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Studies on Variables
D efin itions for terms used in  the follow ing sections can be found in  the lite ra tu re  
cited. Hammer et al [2000] present an interesting study on the evaluation, strength 
and relevance o f Boolean function variables. A n  evaluation function is defined as a 
ra tio  o f the number o f true  vectors over the number o f to ta l vectors. For a given 
subset S C {1, 2 , . . . ,  n }  the evaluation function is used to  find  the relevance o f the 
variables in  S. I t  is found th a t the results are in  strong agreement w ith  classical 
strength o f variables results.
Another study on the influence o f variables o f Boolean functions is presented by 
Kahn et al [1998]. In  th is  paper the influence o f a set S  of variables is measured by 
the a b ility  o f S  to  make a function 0, given th a t the variables not in  S  are random ly 
chosen. The results presented here are closely related to  d is trib u tio n  o f Ham m ing 
distances given a fam ily  o f b inary vectors.
According to  Saks [1993], the influence o f a variable x% on the Boolean function  
/  is the fraction  o f the points x  E K n for which / ( x )  ^  f(x i , . . . ,  X i , ... xn).
Specification Numbers
For a set H  o f Boolean functions o f n variables and a sample set X  C Kn f,g E H  
are consistent on X  i f  f(x ) =  g(x) for all x E X .  I f  the set X  is such th a t fo r /  and 
g to  be consistent then /  and g are the same function, then X  is called a specifying 
sample for / .  According to  A nthony et al [1995], the specification number o f /  
in H , cr (/), is the cardinality o f the sm allest sam ple set X  th at specifies / .  For the  
set H  o f threshold functions i t  is demonstrated th a t the upperbound o f cr(/) ,  /  E H  
is 2 n ( i f  /  is constant) and the authors demonstrate tha t the lower bound o f a(f) i f
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n +  1. Also the average specification number o f a ll threshold functions is calculated 
to  be less than n 2.
1.6.1 Threshold num bers
The threshold number t ( f ) o f a positive Boolean function /  o f n variables is the 
least number o f linear inequalities whose solution set on 0  — 1 variables is the set 
o f false vectors o f / .  C a lcu la ting t ( f )  is d ifficu lt because i t  must be determined 
whether subsets o f / _1 (0) are linearly  separable. A n  0 ( n 3) a lgorithm  is available 
th a t determines separability, b u t i t  is for a small class o f functions th a t have prim e 
im plicants o f only 2 variables [Hammer et al, 1981]. I t  has also been shown bu Zuev 
and L ip k in  [1988] th a t the threshold numbers o f almost a ll Boolean functions fall 
between the bounds 2 nj n  <  t ( f )  <  ln n 2 ” /n .
1.7 Applications o f Threshold Functions
Threshold logic has many varied applications, including the m odelling o f logic gates 
[Muroga 1971] and magnetic cores [Coleman 1961]. A lthough threshold gates are 
not w idely in  use, current w ork is being done to  provide low cost threshold devices 
[Quintana et al, 1997]. Also, Ramos et al [2003] present an optim ized m ulti-operand 
adder using threshold logic.
Outside o f logic gates, threshold functions are used for many other applications, 
most notab ly neural networks and simple games.
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1.7.1 A rtificial N eural N etw orks
A n  a rtific ia l neural network is a machine th a t emulates the complex biological neu­
ra l network th a t is the human brain. The bra in is composed o f an interconnected 
set o f approxim ately 1 0 11 neurons, where each biological neuron has the com plexity 
o f a microprocessor. A rtif ic ia l neural networks are simple abstractions o f b io logi­
cal neural networks th a t are used to  model the biological brain. A rtif ic ia l neural 
networks are powerful machines tha t perform  cognitive tasks such as speech recogni­
tion, face recognition and stock exchange share price predictions. For more details on 
a rtific ia l neural networks see [Hagan et al, 1996], [Anthony and B a rtle tt 1999] and 
[Sima and Orponen 2003]. The connection between Boolean functions and a rtific ia l 
neural networks is presented by A nthony [2003] and P icton [2000].
History of Neural Networks
Background w ork for neural networks occurred as early as the late 19th century. 
Th is in te rd isc ip lina ry  work in  physics, psychology and neurophysiology emphasized 
general theories o f learning, vision, and conditioning. In  the 1940’s Warren M cC ul- 
logh and W alte r P itts  showed networks could perform  arithm etic  or logical functions. 
Donald Hebb followed w ith  a mechanism for learning in  biological neurons. P rac ti­
cal applications o f a rtific ia l neural networks started in  the the late 1950s, w ith  Frank 
Rosenblatt’s perceptron network th a t performed pa tte rn  recognition. O ther learning 
algorithms were introduced, bu t a ll suffered from  inherent lim ita tions. In  the 1980s 
a backpropagation algorithm  for m ultilayer neural networks by David Rum elhart 
and James M cC lelland answered some o f the critcism s o f the 1960s. Th is inspired 
new growth in  the area o f a rtific ia l neural networks.
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W,
b
Figure 1.12: A  M u ltip le -In p u t Neuron: a =  f { w \ X \  +  W2 X2 +  ■ • ■ +  uinx n — b). 
Perceptrons
A  perceptron neuron takes as in p u t x  =  (x i ,  £ 2 , . . . ,  x n) €  {0 ,1 } " .  The neuron 
consists o f weights w \ , . . . , w n € M, bias i  £  1  and a transfer function  / .  The 
weights emulate synapses in  a bio logical neuron. The neuron output,
a — f ( w i X i  +  W2 X2 + ------1- w nx n -  b)
corresponds to  the signal a biological neuron would emit. Figure 1.12 shows a 
perceptron. There are several types o f transfer functions th a t can be used for / .  
W hen /  is
f 1 i f  x  >  0  
f ( x )  =  sgn(x )  =  <
I 0  otherwise
then a =  sgn{w \X \  +  w 2X2 H +  v 'nx n — b) is a linear threshold function, and the
bias b is the threshold.
A  Boolean function is called learnable i f  i t  can be calculated by a percep­
tron , and when the transfer function  is sgn  th is  is the same as determ ining i f
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a function is a threshold function. There are many papers and books tha t ex­
amine different methods o f learning a function  [L ittlestone 1988], [Gallant 1990], 
[Schnelle and Engel 1991].
1.7.2 Sim ple G am es
Hypergraphs or simple games have been studied for many years and lend themselves 
to  many interpretations.
Definition 28. [Taylor and Zwicker 1999] A  hypergraph G  is a pa ir (P, IT ) in  
which P  is a fin ite  set and IT  is a collection o f subsets o f P. The elements o f P  are 
called players and the subsets in  W  are called winning coalitions.
Definition 29. [Taylor and Zwicker 1999] A  hypergraph G  satisfies monotonicity 
i f  X  € W  and X  C Y  C P  im p ly  Y  £ W . G  is then called a simple game.
Definition 30. [Taylor and Zwicker 1999] A  simple game G  =  (P, W )  is said to  be 
weighted i f  there exists a weight function w : Pi— and a quota q € M such tha t 
X  C P  is a w inn ing coalition precisely when the sum o f the weights o f the players 
in  X  meets or exceeds quota.
Notice th a t a hypergraphs are a different way o f looking at a Boolean func­
tions and weighted simple games are ju s t b-monotone threshold functions where 
b  =  (1 , 1 , . . . ,  1). Consider the Boolean function /  : K 3 i— >K, defined by /  =  
X\ +  X2X3 . The corresponding hypergraph is G — (P, IT ) w ith  P  =  {1 ,2 ,3 }  and 
IT  =  { { 2 , 3 } ,  {1 } ,  {1 ,3 } ,  {1 ,2 } ,  { 1 , 2 , 3 } } .  Notice th a t G  satisfies m onoton ic ity and 
thus is a simple game. I f  we know G  is a simple game, we can w rite  IT  =  { { 2 ,3 } ,  { 1 } }
38
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and the rest is im plied. I t  is im portan t to  note here tha t th is  defin ition  o f mono­
ton ic ity  is different than the defin ition  o f m onotonic function in  threshold theory.
Consider the simple game G  =  ({1 , 2 ,3 ,4 } ,  { {1 ,  2}, { 3 , 4 } } ,  in  th is case the vec­
tors 1 1 0 0 , 0 0 1 1  € K n are the corresponding true  in p u t vectors and 0 1 0 1 , 1 0 1 0  are 
false inpu t vectors. I t  is easy to  see th a t the corresponding Boolean function  fails 
to  be m onotonic even though G  satisfies m onotonicity.
In  simple game theory many o f the concepts o f threshold logic were redefined and 
rediscovered. Self-dual functions are now called constant-sum games, games th a t are 
based on /c-assumable switching functions are called fc-trade robust, and i t  is stated 
all weighted games are trade robust (fc-trade robust for a ll k £  { 1 , 2 , . . . ,  n } ) .  Taylor 
and Zwicker [1995] determine tha t there does not exist some k >  2 fo r which fc-trade 
robustness implies (k + l) - tra d e  robustness. In  simple game theory a 2-trade robust 
game is called a linear game (corresponding to  2 -m onotonic functions in  threshold 
logic). A nother name for trade robust games is loca lly  weighted games and linear 
games are also called 2-locally weighted games. Unate Boolean functions correspond 
to  1-loca lly  weighted games.
Much o f the work o f threshold logic has been repeated in  simple game theory. 
For instance, E iny and Lehrer [1989] proved th a t linear games are not neccessarily 
weighted and Taylor and Zwicker [1995] rediscovered the Gableman examples. W ork 
has also has been done to  classify isomorphic games (see [Carreras and Freixas 1996], 
[Taylor and Zwicker 1999], and [Hammer et al, 2000]).
In  simple game theory, much work is being done to  study the influence th a t each 
variable o f a Boolean function has on the ou tpu t o f the function. I t  is known th a t 
the average influence o f a variable is i? ( l / n )  a lthough a Boolean function for which
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each variable has the influence o f 0 ( lo g  n /n )  has been found by Ben-Or and L in ia l 
[1989] and the authors suggest th a t there is always 1 variable w ith  greater influence 
than the others. This is an area th a t is also o f interest to  the fie ld o f d is tribu ted  
processing.
1.7.3 C onvex P oly  topes
For a d-dimensional cube C d, a cut complex C  is a sub-complex fo r which there 
exists a hyperplane th a t s tr ic t ly  separates the vertices of C  from  the rest o f the 
d-cube. Lazarte [1989] gives a characterization for all the cut-complexes o f the 
5-cube. These are exactly the linearly  separable Boolean functions o f 5 variables 
and the a lgorithm  for creating cut-complexes is far less efficient than the algo­
r ith m  provided by W inder [1965]. For more in form ation  on convex polytopes see 
[Goodman and O ’Rourke 2004] and [G riinbaum  2003].
1.7.4 C om plexity  o f B oolean  Functions
There is a top ic o f study called C om plexity o f Boolean Functions in  which there 
seems to  be no interest in  whether or not a Boolean function is linearly  separable. 
There is a different defin ition  for a threshold function, where threshold functions o f 
n  variables, called T£, are defined by
T £ (x )  =  1 i f  and only if f  x i  +  ■ ■ ■ +  x n >  k
fo r x  £  K „ ,  k £ { 1 , 2 , ,  n } .  These types o f functions are called m a jo rity  functions, 
sym m etry functions, or k out o f n  functions in  threshold logic theory. For more
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details on com plexity o f Boolean functions see [Dunne et al, 1995], [Wegener 1987], 
and [Newman and W igderson 2002].
1.7.5 A  Few M ore A pplications
A  threshold based system is a multi-class queueing system. For a system w ith  k 
servers and n  types o f jobs, threshold functions can be used to  activate or deactivate 
servers according to  need. In  the system described by G olubchik and Lu i [2001] allo­
cation and deallocation o f servers to  job  classes are governed by a forward threshold 
vector and a reverse threshold vector. M any applications th a t could benefit from  
threshold based policies for resource management are given, as well as several issues 
th a t s t ill need work, one o f which is optim al settings o f threshold values.
Swarm Intelligence is a d is tribu ted  a llocation a lgorithm  modelled after natura l 
systems such as ant colonies and b ird  flocks. Agassounon and M a rtin o li [2 0 0 2 ] 
present a Swarm Intelligence approach based on threshold functions. Eui-Hong 
et al [1997] present a method for clustering o f data (of interest in  data m in ing 
applications) based on hypergraph models.
Since the applications o f threshold logic are so fa r reaching, any new threshold 
logic results touch many areas o f research.
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Chapter 2
Canonical Set Generation
In  Section 1.4.2 we discussed 2 different methods for generating canonical functions. 
In  th is  chapter we w ill take a closer look at these methods. We w ill be reproducing 
the methods presented by W inder [1965] and Muroga et al [1962]. The objective 
o f th is  chapter is to  find  the most efficient method o f canonical threshold function 
generation. Descriptions o f a ll a lgorithm s used are presented in  pseudocode, w ith  
corresponding programs w ritte n  in  C + + . The source code for the programs is 
available by request.
2.1 R epresentation Of A Set
A  subset F  C I „  and its  corresponding Boolean function /  can be represented by a 
Boolean array o f length 2". Each position in  the array (starting  w ith  position 0 on 
the righ t) correlates to  an element o f K n. I f  there is a 1 in  position i  and i f  x  in  
is the b inary representation o f i, then x  is in  F .  I f  there is a 0 in  position i , then x
42
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Figure 2.1: A — {000,001,101} C K3 is written 00100011.
is in  F.
The set F  =  {000,001,101} C K 3 is depicted in  Figure 2.1. The Boolean array 
representing F  has a 1 in  positions 0,1,5  and thus is w ritte n  00100011. In  our 
programs we are using the Standard Template L ib ra ry 1 data  structure bit_set to  
store the Boolean arrays. The bit_set data structure is designed to  store arrays of 
Boolean characters and is very efficient.
2.2 M ethod o f M uroga, Toda, and Kondo
Recall from  Section 1.4.2 th a t M uroga et al [1962] used Boolean canonical threshold 
functions o f (n — 1 ) variables to  generate canonical threshold function candidates of 
n  variables. Th is section includes a description o f the method used by M uroga et al 
[1962] and the number o f test cases i t  produces for different values o f n.
D e f in it io n  3 1 . [Muroga 1971] Let /  be a Boolean function of n  variables nam ed
X1X2 ■ ■ ■ x n. Then Xi =4 %j only i f  f o  <  f c  where f c  and f o  are restrictions o f /  over
1The Standard Template Library is accepted as part of the ANSI/ISO C ++ draft standard.
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opposite (n — 2)-cubes C, D  such that C — 4>(1)4>(2) ■ • • <f>(n) with
1 i f  k =  i
0  i f  k =  j
* otherwise.
I f  f D <  f c  then Xi -< Xj and i f  bo th  ,xt Xj and Xj 4  x t then x t &  x r  I f  e ither 
Xi =4 Xj or Xi Xj then x t and Xj are ^-comparable.
Muroga et al [1962] define a Boolean function  f  o f n  variables to  be canonical 
i f  i t  satisfies the follow ing 3 conditions:
1 . /  is positive.
2. The variables o f /  satisfy x \  x-i )p ■ ■ • )p x n.
3. /  is such th a t /  <  f d.
This defin ition  is different than our previous defin ition  o f canonical functions.
Theorem 10. [Muroga 1971] Let f  be a Boolean function  o f n variables with Chow 
parameters (m, a). I f  Xi -< Xj, then a* >  aj and i f  Xi «  Xj then ai =  aj. The 
converse is also true i f  x t and Xj are =4-comparable.
I t  is known th a t a ll unate functions have variables tha t are ^-com parable  (see 
[Muroga 1971]). Non-unate functions exist th a t are canonical according to  Defin i­
tion  24, but have variables th at are not ^ -com parable and thus are not canonical 
according to  M uroga’s defin ition. For unate functions the two defin itions are the 
same.
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n 3 4 5 6 7 8 9
No. test cases 15 54 351 6001 460495 283034603 -
Table 2.1: Number o f Boolean functions th a t need to  be tested for linear separability 
using the method given by M uroga et al [1962],
As shown by M uroga et al [1962], i f  g , h are Boolean functions o f (n-1) variables 
named x 2, ■ ■ ■ x n such th a t the follow ing conditions hold:
1. Both g and h are positive threshold functions o f (n-1) variables x 2, x s, . . .  x n.
2. The variables o f bo th  g and h satisfy x 2 h  x$ y  ■ ■ • h  x n.
3. For g2, upper residue o f g (see D efin ition  13), and h2, lower residue o f h, 
g2 <  h2 holds.
4. h <  gd.
then /  =  g x i +  h is a canonical function  o f n  variables as defined above.
Since both g and h are unate we can use the Chow parameters to  check i f  the 
variables o f g and h satisfy C ondition  2. I f  we know th a t both g and h are threshold 
functions tha t satisfy canonical representative Conditions 1 and 2, then we only need 
to  test for Conditions 3 and 4. A ll canonical threshold functions o f n  variables are 
generated using th is  m ethod [Muroga et al, 1962]. A lgorithm  1 provides the details.
Compared to  W inde r’s method (as w ill be shown in  the next section) th is is 
an inefficient method o f canonical Boolean function generation. Table 2.1 lists the 
number o f Boolean functions th a t need to  be tested for linear separablity using this 
method.
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Algorithm 1 Count o f the number o f canonical threshold candidates using m ethod 
o f Muroga, Toda, and Kondo.
Require: size =  number o f canonical threshold functions o f (n — 1) variables. 
Require: lower [size] contains a ll canonical threshold functions o f (n — 1) variables.
1 count =  0
2 for j  =  0  to  size do
3 for k =  0  to  size do
4 g =  low er[ j]
5 h =  lower [k]
6 gup =  firs t upper residue o f g
7 hlow =  firs t lower residue o f h
8 gdual =  gd
9 if hlow <  gup and h <  gdual then
10 Increment count
11 end if
12 end for
13 end for
2.3 W inder’s M ethod
W inder [1965] presents a very good method for generating on ly 2-monotonic canon­
ical self-dual Boolean functions o f 8  variables. I t  is well known th a t the number 
o f self-dual threshold (n  +  1 ) variable functions is equivalent to  the number o f n 
variable threshold functions (see Section 1.4.1). In  th is  section W inde r’s a lgorithm  
has been modified to  work for self-dual Boolean functions o f (n +  1) variables in ­
stead o f self-dual Boolean functions o f 8  variables. B y  using on ly self-dual canonical 
Boolean functions o f n +  1 variables, i t  is ensured th a t only one representative from  
each SD equivalence class is tested, and by only generating the 2-monotonic canon­
ical Boolean functions the number o f test cases needed is fu rthe r reduced. Together 
these two aspects make W inde r’s method o f set generation very efficient. Th is sec­
tio n  describes W inde r’s method o f Boolean function generation and provides the
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Figure 2.2: The lattice, L2, defined by Winder [1965].
number o f test cases i t  produces for different values o f n.
Definition 32. [W inder 1965] For x G K „ ,  x G N n is defined as x =  X\X2 ■ ■ ■ x n 
where
Definition 33. [W inder 1965] For x,y  G K n, x < y i f  x -< y.
As an example, consider x =  010, y =  100 G K n, then x =  (0,1,1)  and y =  
(1,1,1). Since x -< y, x < y. The elements o f K n along w ith  <  form  a la ttice2, 
called L 2 [W inder 1965]. Figure 2.2 shows the la ttice  L 2 for n  =  3.
Definition 34. [W inder 1965] A  set 5  C K n is complete when x G S  and x < y
2Winder uses the term ’’lattice” only for convenience. In fact, < is a partial order, which is all 
that is required for Winder’s argument.
fo r i  G { 1 , 2 , . . . ,  n} .
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implies y € S.
Theorem 11. [W inder 1965] Let f  be a Boolean function o f n  variables. Then f  
is 2-monotonic and canonical i f  and only i f  F  =  / - 1 (1) is complete.
From now on we w ill call a ll 2-monotonic canonical Boolean functions complete 
functions.
Theorem 12. [W inder 1965] For a Boolean function  f  o fn  variables f sd =  x o fd +  
x 0f  is a complete function  o f n -1 -1  variables only i f  f  is a complete function  and 
f sd( 1 , 0 , x 2, .. ., x n) >  f sd{ 0 , 1, x 2, . . . , x n) fo r  all pairs ( 1 , 0 , x 2, . . . ,  x n), (0 , 1, x 2, . . . ,  x n 
K n+l -
Definition 35. A  complete function  f  o f n  variables x i , . . . , x n is said to  be hy- 
percomplete i f  the self-dualization o f / ,  f sd =  x 0f d +  x 0f ,  is a complete function  
o f n  +  1 variables.
W hen working w ith  self-dual functions i t  is on ly necessary to  store the anti- 
self-dualization because the self-dual function is easily generated. A lthough W inder 
states he is generating complete self-dual functions o f 8  variables, he is actua lly gen­
erating hypercomplete functions o f 7 variables. A lgo rithm  2 describes the a lgorithm  
for generating hypercomplete functions o f n  variables. In  W inde r’s code he uses an 
array o f size 2" which can hold the elements 0,1 or a blank to  store his Boolean 
functions. We w ill be using two b inary arrays (both  o f size 2n), one to  store the 
functions (called F )  and another to  show which elements can be m odified (called 
V).  Essentially i f  V [x ] =  1 then F [x ] is s t ill blank. Throughout the program we 
consider F  and V  as sets as well as arrays.
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A lg o rith m  2 Counts the number o f hypercomplete sets.
count =  0
F  =  0
3 K  =  K n
4 push F, V  onto a stack S
5 w hile S is non-empty do
6 get F, V  from  the top o f stack
7 w hile  V  7^  0 do
8 x =  the largest element in  V
9 push F, V  onto S
10 V[x \ =  0
11 for all y <  x  do
12 v[y] = o
13 end for
14 end w hile
15 increment count {A  test for linear separability  could be performed here.}
16 i f  S is non-empty then
17 get F, V  from  the top o f stack
18 x  =  x\x<i ■ ■ ■ x n is the largest element in  V
19 F[x] =  1
20 V[x] =  0
21 \ i  Xi =  1 and x-i =  1 then
22 z =  lQx^Xn .. . x n
23 V[z] =  0
24 for all y  <  z do
25 V f r ]  =  0
26 end for
27 end if
28 push F, V  onto a stack S
29 end if
30 end w hile
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In  A lg o rithm  2, lines 5-14 ensure th a t a ll the sets we create are complete, while 
lines 16-29 ensure th a t the sets are hypercomplete. We s ta rt w ith  F  =  0, F  is 
in tia lly  hypercomplete. V  is in itia lized  to  K n. F , V  are pushed onto an em pty stack 
S. We w ill m ain ta in  V  such th a t i f  x G V  and x > y fo r a ll y € V ,  then F  U {x} 
is hypercomplete. In it ia lly  x =  (1 , 1 , . . . , 1 ) ,  and i t  is easy to  see th a t F  =  {x} is 
hypercomplete. Essentially, for every F, V  and x we have two options. The case 
where x € F  and the case where x ^  F .  Lines 10-13 deal w ith  x ^  F  pushing F, V  
back onto the stack to  be retrieved again in  line 17, where the case o f x G F  w il l be 
taken care of.
In  line 10, x is removed from  V,  and in  lines 11 and 12 a ll the elements y E V  
such th a t y < x are removed. A t th is po in t every element in  V  can be added and 
F  w ill be complete. O f course since we are not adding any points in  th is  section, 
the condition for hypercompleteness has not been violated. The process continues 
through the while loop , each ite ra tion  pushing a new F, V  on the stack, u n til V  is 
empty. A t th is  po in t (line 15), a test for separability could be performed.
In  line 17, an F, V  is retrieved from  the top o f the stack, and in  line 18 the 
largest x E V  is found. Line 19 adds x to  F  and removes x from  V.  Lines 21-27 
remove more elements from  V  to  ensure the condition for hypercompleteness is met. 
A  fu rthe r explanation follows.
The condition o f Theorem 12 can be restated as follows. I f  f sd(0,1, x 2, . . . ,  x n) =  
1, then f sd( 1,0, x 2, ■. ■, x n) =  1. Now, applying self-duality f sd( 1,0, X2, ■ ■ ■, x n) =  
( f sd)d( 1,0, X2 , ■ ■ ■, x n) =  f sd{0,1, X3 . . . ,  x n). Therefore, the cond ition  can be stated 
again in  terms o f ju s t the functions / ,  or in  terms o f the set F .  I f  (1, X2, ■ ■ ■, x n) € F ,  
then (1, X2, . . .  x n) ^  F .  We can ensure th is  condition i f  every tim e we add an element
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n 3 4 5 6 7 8 9
Hypercomplete 3 7 2 1 135 2470 319124 1214554343
Complete 6 15 62 591 20379 6154622 -
Table 2.2: Number o f hypercomplete Boolean functions generated by W ind e r’s al­
gorithm  compared to  the number o f complete Boolean functions.
(1, X2 , . . . ,  x n) to  F ,  we remove (1, x 2, . . . ,  x n) from  V.
As i t  tu rns out, we on ly need to  check when we are adding elements o f the 
form  (1,1, X3, . . . ,  x n). I f  we are at the po in t o f adding an element o f the form  
(1,0, £3, . . . ,  x n), we already know th a t (1,1, x 3, . . . ,  x n) is not in  F ,  because when 
(1,1, x 3, . . . ,  x n) is added to  F ,  (1 ,0, x 3, . . . ,  x n) is removed and thus cannot be 
added.
In  A lg o rithm  2, line 21 checks i f  the element we ju s t added is o f the form  
(1,1, £3, . . . ,  x n), and i f  so line 22 sets z =  (1,0, £3, . . . ,  x n). Then z is removed 
from V  as well as a ll y  such th a t y  <  z.
This method is a very efficient method o f generating test cases. To generate all 
the canonical functions o f 9 variables took about 7 hours3. As testing for separability 
is fa ir ly  tim e intensive, i t  is a lengthy procedure to  determine which o f the canonical 9 
variable functions generated are threshold functions. A  drawback to  th is  a lgorithm  
is tha t i t  is not easily adaptable to  run  on parallel machines. Table 2.2 lists the 
number o f hypercomplete functions generated. Just fo r comparison, Table 2.2 also 
lis t the number o f complete functions o f n  variables.
3The C ++ programs were run on quad 550MHz Sun SPARC Hi processors.
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Chapter 3
Classifying Threshold Functions
In  Section 1.5 we discussed many methods for determ ining whether a given Boolean 
function  is a threshold function. Conventionally a Boolean function is converted 
in to  a system of inequalities which are solved by means o f linear programming. 
M any authors ([M uroga 1971], [W inder 1965], and [Hu 1965]) provide details o f such 
a conversion. In  Section 3.1.1 we w ill describe in  deta il an efficient method o f 
converting a canonical Boolean function  in to  a system of inequalities [Hu 1965]. In  
Section 3.1.2 we give the form ula for calculating the order o f an equivalence class 
containing a particu la r function.
In  the sections follow ing we w ill explore several methods o f determ ining whether 
a function is a threshold function. Section 3.2 discusses methods where a weight 
vector is derived from  the Chow parameters while Section 3.3 investigates another 
method o f deriv ing a weight vector.
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3.1 Num ber of Threshold Functions
3.1.1 S im plex M ethod  and Separability
In  Section 1.5 we described how a system of linear inequalities can be used to  de­
term ine i f  a Boolean function  is a threshold function. I f  i t  is known th a t a set is 
canonical, then the num ber o f inequalities can be reduced by exp lo iting  the charac­
teristics o f canonical sets.
Definition 36. Let F  C K „ .  A n  element x £ K n is a boundary point o f F  i f  for
a ll y £ 1K„ such th a t x <  y, y € F  and for a ll w 6 l „  such th a t w < x, w  £ F .
For a canonical set F  C K n we can create a system o f inequalities which we can 
use to  find  a separating system (w, t) for F. We w ill be using the dual simplex 
method to  maxim ize the expression y  =  t  +  Wi +  +  • • • +  wn subject to  the
follow ing constraints. For every boundary po in t o f F , x £ K „ ,  i f  x € F  then 3.1 is 
a constraint and i f  x £ F  then 3.2 is a constraint.
—t  +  W\X\ +  w2x 2 H \-w nx n > 0  (3.1)
— 1 — t  — w \X \ — W2X2 — • • • — wnx n >  0 (3.2)
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We also need to  add the constraints
W \ — u>2 > 0
w2 — W3 >  0 
«V_i -  wn >  0.
The solution o f dual simplex method is known to  be op tim a l when the firs t 
element o f each row o f the simplex tableau is greater than zero. Dual simplex 
method iterates while  there exists a row th a t starts w ith  a negative number. I f  such 
a row is found th a t has no positive entries, then there is no solution and ite ra tion  
halts. For more in form ation  see [Hu 1965] and [W inder 1965]. As an example, 
consider the canonical set F  C K 5 defined by the array
11111100100000001000000000000000.
The boundary points x  € for F  such th a t x  € F  are 01111 and 11010, while 
the boundary points x  E F  are 10110 and 11001. In  this case, the program m ing
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problem to  be solved is as follows:
y =  t+ W i +  W2+W 3 +  W4+W5 M axim ize y subject to  the follow ing constraints.
— t  +  W2+W 3 +  W4+W 5 >  0
— t  + to i + W 2 +  W4 > 0
— l  — t —w i —W3 — W4 > 0
— 1 — t —w \ — W2 —w*, >  0
W i  — W 2 > 0
W2 —wz >  0
— W 4  > 0
W 4  — W 5  >  0
W hen th is  system is solved using the dual simplex method, as described in  [Hu 1965], 
the separating system ((3,3,2,2,1),8 ) is found.
In  Section 2.3, a method to  generate a ll o f the hypercomplete subsets o f K n was 
presented. Upon generation o f a hypercomplete set we may use linear program m ing 
to  calculate whether the set is linearly  separable. Table 3.1 lists the number o f hy­
percomplete subsets o f K „  for n <  9. In  the lite ra tu re  the number o f hypercomplete 
functions can be found for n  <  8 , and i t  is believed the result fo r n  =  9 is a new 
result.
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n 3 4 5 6 7 8 9
H N (n ) 3 7 2 1 135 2470 175428 52980624
Table 3.1: Num ber o f hypercomplete threshold functions o f n  variables, denoted by 
H N {n ) .
3.1.2 N um ber o f Threshold Functions
In  th is section we w ill explain how to  calculate the number o f a ll threshold func­
tions knowing only the canonical threshold functions. We need to  find  out how 
many Boolean functions are in  the equivalence class o f a canonical function. A ny 
perm utation and /o r complem entation o f variables results in  an equivalent Boolean 
function. Let /  : —» K . Then the number o f perm utations is n!. O f course i f  /  is
sym m etric in  2  o r more variables then the perm utation o f those variables results in  
/  itse lf (see Theorem 5). Since sym m etric variables result in  the Chow parameters 
having equal a, the num ber o f perm utations o f a /  is the num ber o f perm utations 
o f the Chow parameters o f / .  The number o f complementations o f variables o f /  is 
2 " , but i f  a function  is independent o f a variable then complementing th a t variable 
results in / .  B y  Theorem 5 we know tha t a function is independent o f a variable 
Xi i f  and only i f  the Chow parameter a* =  m /2 . Therefore i f  d is the number of 
aj ^  m /2 , then the num ber o f complementations o f variables resulting in  functions 
different from  /  is 2d.
For /  : Kn  —► UK w ith  Chow parameters (m, a), le t p be the number o f permu­
tations o f a, and let d be the number o f a* ^  m /2 . Then the number o f Boolean 
functions in  the same equivalence class as /  is 2 dp.
D uring  the process o f calculating the number o f hypercomplete threshold func-
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n Number o f Threshold Functions w ith  n  Variables, N (n )
3 104
4 1882
5 94572
6 15028134
7 8378070864
8 17561539552946
9 144130531453121108
Table 3.2: Numbers o f threshold functions o f n  variables.
tions, the number o f equivalent Boolean functions for each hypercomplete function  
was calculated, therefore determ ining the to ta l number o f threshold function  o f n 
variables. The results are listed in  Table 3.2. For n <  8  our results match th a t of 
the lite ra ture. To our knowledge, the number o f threshold functions o f 9 variables 
is not given in  the lite ra ture , so i t  is believed th a t th is  is a new result.
3.2 Chow Param eters and Separability
As brie fly discussed in  Section 1.5.1, a comparison o f 7 methods for deriv ing an 
approximate realization fo r a threshold function  given its  Chow parameters are 
presented by W inder [1969]. The methods are a ll tested on the 2470 canonical 
self-dual threshold functions o f 8  variables. W inder defines Chow parameters as n  
parameters named P i , . . . ,  Pn where Pi =  \ { m [ f Xi\ — m [ /x-J), m [ f ] is the number o f 
x  € K n such th a t / ( x )  =  1, and f Xi and f £i are the functions o f n  — 1 variables 
obtained from  /  by setting ^  =  1 or ^  =  0. Each m ethod  tested  em ployed a weight 
function $  tha t assigned a weight to  each Chow parameter, Wi =  (1>(P)- The firs t 
method given by W inder [1969] is called Chow Parameters and the weight function
57
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
given is $ (P 4) =  Pi, bu t in  a table lis ting  w, for each possible P, there are very 
different values given as the weights used. Table 3.3 lists a po rtion  o f the weights 
used by W inder [1969]. W inder states th a t using the Chow parameters as weights 
realizes 185 o f the 2470 threshold functions, bu t these may be incorrect results. In  
the next section, i t  w ill be shown th a t using the Chow parameters in  the weight 
vector produces much bette r results than those reported by W inder.
3.2.1 D erivation  o f Chow Param eters
There are many slight variations for calculating Chow parameters, and although 
the properties o f each varia tion  are sim ilar, using the different types as a separating 
weight vector produces s ign ificantly different success rates. In  th is  section, we use 
two accepted defin itions o f Chow parameters as weight vectors and test how many 
threshold functions are correctly separated. Once the weight vector w  is calculated 
for F  C K n we test a ll x £ K „  to  see i f  there exists f  6  R such th a t w  • x  >  t  for 
a ll x  € F  and w  • x  <  t  fo r a ll x  e F . A lgo rithm  3 describes how we determine 
i f  there exists a threshold value. We are using the set of hypercomplete Boolean 
subsets o f K „  as our testcases. Derivation 1 and Derivation 2 are d is tinc t methods 
o f calculating Chow parameters. Derivation 1 uses D efin ition  19, and Derivation 2 
uses the defin ition  o f Chow parameters given by W inder [1969].
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Chow Parameters Weights
Pi Wi =  $ (P i)
0 0
1 31
2 63
3 94
4 125
5 156
6 188
7 219
8 250
9 281
1 0 313
55 1719
56 1750
57 1781
58 1813
59 1844
60 1875
61 1906
62 1938
63 1969
64 2 0 0 0
Table 3.3: Excerpt o f the table given by W inder [1969].
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A lg o r i th m  3 Determ ine the existence o f a threshold t  for a given weight vector w .
Require: F  C K n is a hypercomplete Boolean set 
Require: w G Mn 
1: t  =  n *  2 "{T h is  is greater than  w • x  for a ll x  G K n.} 
2 : u =  0
3: fo r  x  G K n d o  
4: d  = W  • X
5: i f  x  G F  th e n
6: i f  d  <  t  th e n
7: t  =  d
8: e n d  i f
9: e lse
1 0 : if d >  u then
11: U — d
12: e n d  i f
13: e n d  i f
14: e n d  fo r
15: if t  >  u then
16: (w, t ) is a separating system for F
17: e lse
18: There does not exist t  such th a t (w, t)  realizes F
19: e n d  i f
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Derivation 1
Let F  be a hypercomplete set F  C K n w ith  Chow parameters (m , a). Let a weight 
vector w  be W1W2 ■ ■ ■ wn, where
Wi =  di for a ll i  E { 1, 2, . . . ,  n }
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.4 under D l.
Derivation 2
Let F  be a hypercomplete set F  C K n w ith  Chow parameters (m, a). Let a weight 
vector w be W\W2 • • • wn, where
Wi =  2di — m  for a l i i  G { 1 , 2 , . . . ,  n }
This adjustment is consistent w ith  using { —1, l} - lo g ic  instead o f {0, l} - lo g ic  or cal­
cu la ting the Chow parameters such tha t
a f = J 2 x ~ Y 1 x-
x€F xeF
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.4 under D2, and as shown th is  produces a 
much bette r weight vector than the firs t derivation. Th is derivation is the method 
firs t given by W inder [1969], bu t instead o f realizing 185 functions, we correctly
61
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
n 3 4 5 6 7 8 9
N (n ) 3 7 2 1 135 2470 175428 52980624
D1 3 6 1 2 37 123 1236 -
D2 3 7 2 0 115 1405 37221 -
Table 3.4: Num ber o f threshold functions th a t are separated correctly when using 
Chow parameters as a weight vector. N (n )  is the number o f hypercomplete threshold 
functions o f n variables.
realize 1405 threshold functions.
3.2.2 A daptations o f Chow Param eters
In  the previous section we used the Chow parameters w ithou t m od ification as a 
weight vector. In  th is  section, we use a function  o f the Chow parameters as a 
weight vector and test how many hypercomplete threshold functions are correctly 
separated.
Derivation 3
Inspection o f the optim a l weight vectors given by simplex method, shows th a t the 
weights are usually small integers. For th is  derivation o f a weight vector we use the 
Chow parameters as a guide when choosing weights for a weight vector.
Let F  be the hypercomplete set F  C K n w ith  Chow parameters (m , a). Let a 
weight vector w be W\W2 • ■ ■ wn where
{0  i f  a\ equals m / 2  1 otherwise
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and for a ll 2 <  i  <  n
i  +  1 otherwise
i i f  a,i equals a,_i
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.5 under D3. Using the m odification  o f Deriva-
m odification o f Derivation 2 on the Chow parameters preserves the relative magni­
tudes o f a.
Derivation 4
In  Derivation 3, fo r a hypercomplete F  C K n w ith  Chow parameters (m, a) whenever 
a, >  a j+ i we set Wi =  w t- \  +  1. In  th is derivation, the weight vector is improved 
by increasing the amount added to  W i-i in  the follow ing cases. Inspection o f the 
optim a l weight vectors showed th a t when at >  at- i  and a, >  rn then Wi >  wt- X +  1. 
In  th is  tr ia l, the weight vector is adjusted accordingly. Let F  be a hypercomplete 
set F  C K n w ith  Chow parameters (m , a). Let a weight vector w be W\W2 • • -w n, 
where
tio n  2 combined w ith  th is  derivation yields the same results. Th is  is because the
0 i f  a i equals m /2
1 otherwise
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and for all 2 < i < n set j  such that
2 i f  a, >  m
3 =
1 otherwise
and
+  j  otherwise
i i f  a, equals at- i
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.5 under D4. Th is m odification does increase 
the number o f correctly classified threshold functions and a ll the correctly classified 
functions o f t r ia l D3 are also classified correctly in  D4. I t  would be interesting to 
know i f  a ll the functions classified correctly by D3 are also classified correctly by D4 
for Boolean functions o f n  >  8 variables. Th is could be a subject o f fu tu re  study.
Derivation 5
In  th is section we t r y  a different adjustment to  the weight vector found in  derivation 
3. Let F  be a hypercomplete set F  C K n w ith  Chow parameters (m, a). Now adjust 
a such th a t cq =  2a* — m. Let a weight vector w be W\W2 • • • wn, where
0 i f  a i equals m /2
Wi =  <
1 o th erw ise
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n 3 4 5 6 7 8 9
N (n ) 3 7 21 135 2470 175428 52980624
D3 3 7 20 74 267 872 -
D4 3 7 21 91 329 1037 -
D5 3 7 20 84 317 1120 -
D4 or D5 3 7 21 105 451 1681 -
Table 3.5: Number o f threshold functions th a t are separated correctly when using 
functions o f Chow parameters as a weight vector. N (n )  is the number o f hypercom­
plete threshold functions of n  variables.
and for a ll 2 <  i  <  n  set j  such th a t
J =
2 i f  a, >  ra 2_ i where r  is the m u ltip lic ity  o f a ,_ i in  a 
1 otherwise
Wi
and
rCj_i i f  a, equals rq_i
W i-i +  j  otherwise
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.5 under D5. Th is m odification does classify 
more threshold functions correctly than Derivation 3, and for some dimensions more 
than  Derivation 4. Derivation 4 and 5 classify d ifferent functions correctly and the 
number o f threshold functions classified correctly by Derivation 4 or D erivation 5 is 
also listed in  Table 3.5.
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3.3 Border Sums and Separability
In  the previous section we tested weight vectors derived from  Chow parameters. 
Consequently, a ll o f our conjectured weight vectors were derived from  the sum of all 
elements o f a set F  C K „ .  W hen determ ining the weight vector using the simplex 
method, on ly the boundary points are needed for canonical threshold functions. In 
th is  section we define sums o f subsets o f F  as weight vectors and test whether the 
F  is separated correctly. The number o f boundary points is very small and the sum 
o f the boundary points yields a very poor weight vector. Here we define points tha t 
are related to  1-monotonic (unate) functions in  the same manner th a t boundary 
points are related to  2-monotonic functions.
Definition 37. Let F C I „ .  A n  element x € K n is a border point o f F  i f  for all 
y 6 such th a t x A y, y € F  and fo r a ll w G l „  such th a t w -< x, w € F.
Derivation 6
Let F  be a hypercomplete set F  C K „  and le t B (F )  =  {x € F|x is a border po in t o f F }  
Let a weight vector w be
The number o f functions th a t are correctly identified as threshold functions using 
th is  weight vector is listed in  Table 3.4 under D6. A lthough th is  method does 
not yie ld very good results, i t  should be considered as a s ta rting  po in t for fu ture
xeB(F)
research. One idea for m odification is to  include points adjacent to  the border points 
to  contribute  to  the weight vector.
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n 3 4 5 6 7 8 9
N (n ) 3 7 21 135 2470 175428 52980624
D6 3 7 14 43 103 679 -
Table 3.6: Number o f threshold functions th a t are separated correctly when using 
border sums to  derive weight vectors.
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Chapter 4
Conclusion
The field o f Boolean algebra is not very standardized. Since Boolean algebra is the 
basis o f so many topics (neural networks, coding theory, d is tribu ted  algorithm s...), 
much o f the work w ith  threshold functions is done using different term ino logy and 
notation. In  Chapter 1, I  have brought together many theorems o f threshold func­
tions and unified them  w ith  a common notation. In  some cases, work has been 
duplicated in  different fields.
4.1 Generation of Boolean Functions
In  Chapter 2, two methods o f Boolean function generation are duplicated. The 
method presented by W inder [1965] is a very efficient m ethod o f function  gener­
ation. W inde r’s method is so efficient because i t  only generates hypercomplete 
Boolean functions, which reduces the number o f functions due to  the fact tha t only 
one representative from  a SD class is generated. Generating on ly hypercomplete
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functions ensures th a t every function  generated is at least 2-monotonic, which again 
reduces the number o f test cases generated. A  drawback o f W inde r’s a lgorithm  is 
th a t i t  is not very in tu itive . The a lgorithm  for set generation presented by Muroga 
et al [1962] is fa r more natu ra l as i t  builds an n  variable function using two n — 1 
variable functions. M uroga’s a lgorithm  generates only canonical functions, g iving 
one representative from  every N PN  class. M uroga’s a lgorithm  is very poor compared 
to  W inde r’s a lgorithm . Future work could include try in g  to  find a new a lgorithm  
th a t builds n  variable hypercomplete functions from  n  — 1 hypercomplete functions. 
B u ild ing  n  variable functions from  n — 1 variable functions presents some benefits, 
one of which is th a t the exact number o f ite ra tions can be easily determined, another 
is tha t the w ork could be easily adapted to  run  on parallel machines.
4.2 Num ber of Threshold Functions
The exact num ber o f threshold functions o f n  <  8 variables, N (n ) ,  has been given in  
Muroga [1971] and P icton [2000]. Using the a lgorithm  presented by W inder [1965] 
fo r set generation and the dual simplex method to  determine separability, we have 
found the number o f threshold functions o f 9 variables to  be 144130531453121108. 
Using W inde r’s a lgorithm , 1214554343 hypercomplete Boolean functions were gen­
erated. O f these 1214554343 hypercomplete Boolean functions, 52980624 were found 
to  be threshold functions. Using the techniques described in  Section 3.1.2, the to ta l 
number o f 9 variable threshold functions was found from  the self-dualizations of 
the 52980624 hypercomplete Boolean functions. To our knowledge, the number o f 
threshold functions o f 9 variables is not given in  the lite ra ture, so i t  is believed tha t
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this is a new result.
4.3 Chow Param eters and Linear Separability
Theorem 5 shows th a t the Chow parameters and the weights th a t realize a thresh­
old function are closely related. Therefore, i t  is natura l to  t r y  to  use the Chow 
parameters as the weight vector; W inder [1969] tested how many o f the 2470 com­
plete self-dual threshold functions o f 8 variables were separated correctly. I t  was 
determined th a t only 185 functions were correctly seperated. In  Chapter 3, we show 
th a t using the Chow parameters as a weight vector yields much bette r results than 
presented by W inder. We found th a t the Chow parameters correctly separated 1405 
o f the 2470 complete self-dual threshold functions o f 8 variables.
In  Section 3.2.2 we developed methods o f determ ining a weight vector from  the 
Chow parameters, none y ie ld ing bette r separation than the Chow parameters alone. 
A lthough using linear program m ing to  determine separability is efficient, i t  doesn’t  
provide any insight as to  what characterizes a threshold function. I f  an in tu itive  
method for determ ining separability could be found, then ,perhaps, a form ula tha t 
gives the number o f threshold functions based on n  would follow.
4.4 Border and Boundary Points
In  Section 3.3, border points were defined, and a separability test using border 
points was developed. A lthough  the separability test was very poor, i t  is like ly  
th a t border and boundary points are very im portan t. I would like to  test out more
70
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methods derived from  border and boundary points, since each border or boundary 
po in t contains a lo t o f in form ation  about other points. In  the fu tu re  I  would like to  
t r y  out weighted sums based on the number o f points a border or boundary po in t 
implies, or look at the Ham m ing distances between boundary points.
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