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Introduction
In 1997, Greenberg and Marletta [1] released a software package dealing with the computation of eigenvalues of fourth order Sturm-Liouville problems (SLP). The code is called SLEUTH (Sturm-Liouville Eigenvalues Using THeta matrices). This algorithm can be applied to the fourth order SLP
for x ∈ (a, b) and is subjected to the general separated self-adjoint boundary conditions
where u = (u 1 which is bounded from below by a constant τ , i.e. τ < λ 1 ≤ λ 2 ≤ . . . with lim k→∞ λ k = ∞, see e.g. [2, 3] , and each eigenvalue has multiplicity at most 2. There are several more methods which have been applied to approximate the eigensolutions of the fourth order SLP (1) with general separated self-adjoint boundary conditions (2) . These methods are shooting method [3] , oscillation method [2] , an efficient method based on the Adomian decomposition method (ADM) [4] , and variational iteration methods [5] . In 2002, Chanane [6] applied Fliess series to compute the eigenvalues of the fourth-order Sturm-Liouville problems
with self-adjoint boundary condition (2) . One year later, Boumenir [7] used the sampling method to compute the eigenvalues of (3) with boundary conditions y(0) = y ′ (0) = 0, y(1) = y ′ (1) = 0, where s ′ and q are continuous functions. Chanane [8] introduced a method called the extended sampling method to compute the eigenvalues of fourth-order SLP (3) subjected to the boundary conditions (2) for x ∈ [0, 1].
Everitt [9] considered some of the explicit constructions for the eigenfunctions of the problem (3) with boundary conditions have been studied in [10, 11] . Thereby, p, q may be singular at x = 0 and/or 1, and F (x, t, y) may also have singularity at t = 0 and/or y = 0. A regular second order SLP of the form
is an interesting second order SLP. Many methods have been applied to approximate the eigenvalues of (4). However, the two most common matrix methods are finite different method (FDM) and Numerov's method [12] . Correction terms of the methods for second order SLP have been described in [12, 13, 14, 15, 16, 17, 18, 19, 20 ] to obtain better numerical eigenvalues of the problem.
Recently, a family of boundary value methods (BVMs) obtained as an extension of Numerov's method has been introduced [21] in order to approximate the eigenvalues of the problem of the form (4) subjected to Dirichlet boundary conditions, y(0) = 0 = y(π). Later, the boundary value methods have been extended in [22] for the problem with general boundary condi-
In this paper we extend finite difference method, Numerov's method, and boundary value methods for second order SLP to solve the fourth order SLP of the form
first coupled with fixed boundary conditions
and second the methods are generalized to general boundary conditions
where a 2 , b 2 , c 2 , d 2 ̸ = 0. We have to remark that those boundary conditions fit into the form (2) but in general do not fulfill the conditions
1 , therefore we assume real discrete eigenvalues.
Since we know the exact eigenvalues for q = 0 only for the fixed boundary conditions (6) we give the correction term formulas only for this case but for all investigated matrix methods. Finally, some numerical results are illustrated.
Throughout this paper, fixed boundary conditions mean the boundary conditions of the form (6) and general boundary conditions mean the boundary conditions of the form (7)-(10).
Finite Difference Method
In this section we make an extension of finite difference method for second order SLP (4) as described in [12] to get an extended method which can be used to solve the fourth order SLP (5) coupled with both fixed boundary conditions and general boundary conditions.
To use finite difference method to approximate a problem, one must first discretize the problem's domain. This is normally done by dividing the domain into an uniform grid. Here we divide the interval [0, 1] into N + 1 equidistance subintervals, i.e. we take an uniformly spaced mesh
The boundary conditions y(0) = 0 and y(1) = 0 imply that y 0 = 0 and y N +1 = 0. Let us introduce fictitious points x −1 = −h and x N +2 = 1 + h in order to handle the boundary conditions containing derivatives. Applying centred difference approximations to the boundary conditions y ′′ (0) = 0 and y ′′ (1) = 0 yields y −1 = −y 1 and y N +2 = −y N , respectively. Let us write y (4) + q(x)y = λy as y (4) = (λ − q(x))y = f (x, y). By replacing centred difference approximation of order four, see e.g. [23] , into y
We now use
Substituting the boundary conditions into (12) , one can write the system of equations to get the matrix form of type (N, N )
4 with local truncation error O(h 2 ) where
Using the similar process for general boundary conditions as for fixed boundary conditions by applying difference approximations to the boundary conditions to obtain y −1 , y 0 , y N +1 , y N +2 , and then substituting these terms into (12) yields the same matrix form (13) . But now one has
Modified Numerov's Method
Numerov's method [12] is a fourth order linear multistep method and was developed by Beris Vasilayevich Numerov. It is a matrix method for a mesh of constant stepsize, like finite difference method, and used to solve second order ordinary differential equation y ′′ = f (x, y) where f = f (x, y) is independent of the first derivative.
Numerov's method for second order SLP is modified in this section in order to approximate the eigenvalues of the fourth order SLP (5). We take the same stepsize as for finite difference method.
We recall Taylor's expansion of the following functions
i + . . . . (17) It follows from equations (14)- (17) that
and y (6) = f ′′ . Substituting y (4) and y (6) into (18) and applying centred difference approximations yield
with local truncation error O(h 4 ). Now using the same idea as in finite difference method and substituting q 0 , q N +1 respectively by
where
In addition, A, Q, y are defined as in finite difference method, and
with T 11 = T N,N = −2 for fixed boundary conditions (6) and
for general boundary conditions (7)-(10).
Boundary Value Methods
A family of boundary value methods obtained as an extension of Numerov's method has been investigated [21] as already mentioned in the Introduction.
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In this section we investigate a class of boundary value methods in order to estimate the eigenvalues of the fourth order SLP (5) subjected to fixed boundary conditions (6) and general boundary conditions (7)- (10) . The boundary value methods are a linear multistep formula (LMF) coupled with an additional formula for the boundary conditions see [24] . For second order problem, boundary value methods are obtained as an extension of Numerov's method. Here we make an extension of finite different method and modified Numerov's method for fourth order SLP in order to get boundary value methods for the fourth order SLP (5).
Recall that for finite different method and modified Numerov's method, we can write both methods as
where K and B are defined as in previous sections. In addition, B = I for finite difference method and B = I + (1/6)T for modified Numerov's method where I is the identity matrix.
Finite different method and modified Numerov's method are special cases of a (2ν + 2)−step linear multistep formula (LMF) of the following type (22) where
Let us define the main formula for ν ≥ 2 as
We notice that the schemes (11) and (19) are (2ν + 2)−step linear multistep formulas of the form (23) with ν = 2 but different coefficients β
However, neither finite difference method nor modified Numerov's method have the highest possible order. Therefore we look for boundary value methods that corresponding to ν ≥ 2 with highest possible order. One has to try to write the problem to the form (21) with different matrix B, that means the coefficients β 
where s = 1, 2, . . . , ν − 2, and the final formula
Theorem 1. The multistep formula (23) is at least of order 2ν + 1 if and only if two following conditions hold :
1.
Proof. The proof is similar as in [25] but the Taylor series of the exact solution is expanded at x = x ν instead of x = x 0 as classically done.
Let us define vector α (s,2ν) for s = 1, 2, . . . , 2ν − 3 by
where nonzero entries are α
It is easy to check that the vector α (s,2ν) satisfies the first condition of Theorem 1. Moreover, the second condition determines the unknown entries of the vector
by solving the matrix form of type (2ν + 1, 2ν + 1)
Proposition 1. The proposed composite scheme (23)-(25) is symmetric, i.e. its coefficient vectors satisfy
where J is the anti-identity matrix of size 2ν + 1 in which all the entries are zero except those on the diagonal going from the lower left corner to the upper right corner (↗) are one.
Proof. The proof is similar to [21] .
The order of accuracy of the composite scheme (23)-(25) means the order of the main formula (23) . Since the main formula (23) is a symmetric LMF, i.e. the one corresponding to s = ν − 1 in (27) of Proposition 1, its order of accuracy must be even. From Theorem 1 the main formula is at least of order 2ν + 1, therefore the order of accuracy is p = 2ν + 2.
In the case ν = 2, 3, 4, the coefficients of the main formula (23) and of the initial formula (24) are shown in Table 1 and the coefficients of the final formula (25) are obtained from the coefficients of the initial formula by using (27) .
The system of equations for the fourth order SLP (5) subjected to the fixed boundary conditions (6) can be written by using boundary value methods as in the form (21) where the matrix B is substituted by the following matrix B (ν) where
The rest of this section, we consider the general boundary conditions of the form (7)- (10) . A standard way to handle a boundary condition containing the derivative of the left endpoint, x 0 = 0, and the right endpoint, x N +1 = 1, is to introduce fictitious points x −1 = −h and x N +2 = 1 + h.
Firstly, let us write our composite scheme (23)- (25) as
T . In addition, the matrix B is defined by
and
) T where
Consider the first boundary condition, a 1 y(0) − a 2 y ′ (0) = 0. We start with the (2ν + 2)−step forward differentiation formula (FDF) given by (see [22] for second order SLP) 
By ignoring τ L and substituting y
′ (0) by y ′ (0) = a 1 a 2 y(0) yield a 2 2ν+2 ∑ i=0 ω i y i = ha 1 y 0 .
This equation is equivalent to
This equation can be written as where e = (1, 0, . . . , 0) T ∈ R N . We obtain the coefficients of the (2ν+2)−step forward differentiation formula (FDF) with ν = 2, 3, 4 as shown in Table 2 . Applying the (2ν + 2)−step backward differentiation formula (BDF) to the boundary condition c 1 y
Since the coefficients of the FDF and the BDF with the same step number satisfy ω j = − ω 2ν+2−j for j = 0, 1, . . . , 2ν + 2, we have
Similarly, using the same idea to the boundary condition where
Correction Terms
It is stated in [12] that the correction was first introduced by Paine, J.W. in his PhD Thesis (1979). Then it is followed up in various papers [13, 14, 16, 19, 20, 26] . The correction terms can be added to the numerical eigenvalues in order to obtain better eigenvalues of the problem.
In this section the correction terms of finite difference method, modified Numerov's method and boundary value methods are investigated.
The correction terms can be computed by
where λ 0 exa,k and λ 0 exp,k denote the kth exact and expected numerical eigenvalues for q = 0, respectively. The expected numerical eigenvalues are obtained by replacing y in the matrix form (13), (20) and (28) by the exact eigenfunctions. Then one has to solve the system of equations. However, we may compute the correction terms by
where λ 0 num,k is the kth numerical eigenvalue for q = 0 by using matrix methods. The kth corrected numerical eigenvalue λ 0 cor,k can be found by λ cor,k = λ num,k + ϵ k where λ num,k is the kth numerical eigenvalue by using matrix methods for arbitrary q.
We know that the exact eigenvalues of problem (5) for the case q = 0 coupled with fixed boundary conditions [27] are λ k = (kπ) 4 , k = 1, 2, . . . and the exact eigenfunctions are y k = √ 2 sin kπx, k = 1, 2, . . ..
Finite Difference Method
Recall that by using finite difference method, we can write the fourth order SLP (5) with q(x) = 0 subjected to the fixed boundary conditions (6) as ( 
Modified Numerov's Method
For modified Numerov's method, we can write the fourth order SLP (5) subjected to the fixed boundary conditions (6) 
Boundary Value Methods
Now we illustrate the correction terms of boundary value methods. Using the same process as before and taking the (ν − 1)th rows of system of equations one obtains the correction terms as follows. Case I : ν = 2 (order p = 6), Case II : ν = 3 (order p = 8), 
where χ ν = sin(ν − 3)kπh − 4 sin(ν − 2)kπh + 6 sin(ν − 1)kπh − 4 sin(ν)kπh + sin(ν + 1)kπh, k = 1, 2, . . .. Figure 1 shows the graph of the correction terms ϵ k , k = 1, . . . , 100 and the approximated correction terms ϵ k , k = 1, . . . , 100 by using matrix methods. The graphs of ϵ are only a little bit different from ϵ. This demonstrates that ϵ could be used instead of ϵ.
Numerical results
In this section, some numerical results are illustrated by using all matrix methods with MATLAB software. Since the exact eigenvalues of this problem could not be found, we illustrate the differences of numerical eigenvalues λ k , k = 20, 40 compared with the approximated eigenvalues obtained from the code SLEUTH in Figure 2 . Since the exact eigenvalues of this problem could not be found, Figure 3 shows the differences of numerical eigenvalues λ k , k = 60, 80 with respect to the approximated eigenvalues by using the code SLEUTH. 
The exact eigenvalues of this problem could not be compute and there is no other method to our best knowledge to approximate them. The numerical eigenvalues λ k , k = 1, . . . , 50 with different number of stepsize are presented in Figure 4 .
Example 5.
Consider the fourth order SLP with q(x) = x subjected to fixed boundary conditions.
The numerical eigenvalues λ k , k = 1, . . . , 5, 10, 20, 50, 100, 200 by using different methods are shown in Table 4 .
Conclusions
We extended finite different method, Numerov's method, and boundary value methods from second order regular Sturm-Liouville problem to a fourth order Sturm-Liouville problem not only for standard boundary conditions but also for a particular kind of general boundary conditions. It is shown that the Table 4 : The numerical eigenvalues λ k for Example 5 by using FDM, modified Numerov's method (MNM), boundary value methods of order p = 6, 8, 10, the code SLEUTH (T ol = 10 −9 ), ADM (using 10 terms and see [4] ), and BVMs of order p = 6, 8, 10, and N = 200. * denotes the methods with correction terms .
orders of accuracy of finite difference method, modified Numerov's method, and boundary value methods are p = 2, p = 4, and p = 2ν + 2, ν = 2, 3, . . ., respectively. The numerical solutions are improved by increasing the number of stepsize N or by adding the correction terms to the numerical solutions. The correction term formulas subjected to fixed boundary conditions y(0) = y ′′ (0) = y(1) = y ′′ (1) = 0 have been investigated. Moreover, we have shown by graphs that we can use numerical eigenvalues with q = 0 instead of expected eigenvalues with q = 0 in order to find the correction terms of each method. Some numerical results have been demonstrated to ensure that the methods work well. In addition, one can use matrix methods not only to compute eigenvalues of the problem, but we can use them also to approximate the eigenfunctions corresponding to the eigenvalues of the problem. Finally, the matrix methods can be used to solve the fourth order SLP subjected to other kinds of fixed boundary conditions.
