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7Chapter 1
Preface
8Complex systems containing a large number of interacting particles could
in principle be described by equations of motion such as the Schr odinger or
Hamilton equation. Still, the solution of those equations, if available, con-
tains not much useful information, which has instead to be extracted using
a statistical treatment.
In equilibrium, the stationary distribution of an interacting particle system
can be constructed from the Hamiltonian H by using the Gibbs measure
exp( H). Although theoretically the free energy of a system, and from
it all relevant quantities, can be obtained using this equilibrium measure,
an exact treatment is in practice only possible in rare cases. Powerful ap-
proximation schemes have been devised to overcome these diculties (see
e.g. [1,2]). Especially, the renormalization group theory, dealing with the
behavior of statistical systems close to a critical point, is used successfully
to compute critical exponents and scaling laws. It also lays the foundation
for understanding the concept of universality classes: The critical behavior of
statistical systems does not depend on all details of the occurring interactions
but only on the dimensionality of the order parameter and the symmetries
and dimension of the system. Thus, studying simple toy models suces to
understand the critical behavior of the whole universality class.
The understanding of non-equilibrium systems is in a much earlier stage. In
principle there are two kinds of non-equilibrium systems: Systems relaxing
towards an equilibrium steady state and systems which are by construction
far from equilibrium. The latter kind of non-equilibrium systems is treated
in this work.
Many-particle systems can be kept far from equilibrium by applying a con-
stant driving force, leading to a current of a conserved quantity. Such classical
systems are known as driven diusive systems. Examples include conductors
in an electric eld and uids owing due to a pressure gradient.
The existence of an absorbing state, i.e. a state that can be reached by the
system dynamics but never left is another cause for a system to be far from
equilibrium by construction.
In contrast to the equilibrium case, no general theoretical framework exists
for systems far from equilibrium. It is hoped that by studying individually
a large variety of models some common features can be found and non-
equilibrium universality classes be dened.
Contrary to equilibrium processes, systems far from equilibrium show phase
transitions even in one dimension, where it is easiest to treat them analyt-
ically. Due to a wealth of exact results and many applications, the Asym-
metric Simple Exclusion Process (ASEP) constitutes the paradigmatic model
of one-dimensional driven diusive systems with a single conserved particle
species [3]. The most interesting results are obtained when the model is
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treated with open boundary conditions, where particles perform a directed
motion between two boundary reservoirs. The phase diagram, which is known
exactly, can be understood from regarding the motion of shocks and density
uctuation, i.e. collective degrees of freedom.
Driven diusive systems with two conserved particle species were studied in-
tensely in recent years [4]. These systems have been demonstrated to show
such interesting phenomena as phase separation and spontaneous symmetry
breaking even in one dimension.
The paradigmatic model of phase transitions into an absorbing state is di-
rected percolation [5]. The transition constitutes an example of a non-
equilibrium critical phenomenon. Lacking an analytical solution, it is studied
by renormalization group methods, series expansions and Monte Carlo sim-
ulations. Especially, it is attempted to dene criteria for models belonging
to the non-equilibrium universality class of directed percolation.
The aim of this work is to study the inuence of bulk reservoirs on lattice
models for both driven diusive systems and absorbing phase transitions.
The eect of these reservoirs is, depending on their coupling to the system,
the spontaneous creation or annihilation of particles at any lattice site. This
work consists of two parts contrasting models far from equilibrium with and
without bulk reservoirs:
Part I treats systems without bulk reservoirs. It contains both a review of
known results and two new contributions concerning spontaneous symmetry
breaking and phase separation in driven diusive systems with two species
of particles.
In part II, the systems treated in the rst part are considered again, this
time under the inuence of a bulk reservoir. This part contains new results
on single species driven models with bulk reservoirs, spontaneous symmetry
breaking in a two species non-conserving model and directed percolation as
well as the pair contact process in an external eld.
Although the ASEP as the simplest driven diusive system has been solved
exactly, exact solutions are very dicult to obtain for more complicated
systems as regarded in this work. Especially there exists no generally ap-
plicable solution method. Instead of trying to nd an exact solution for a
specic single species model without bulk conservation, in part II of this
work a hydrodynamic equation is formulated, which allows for obtaining the
phase diagrams and stationary solutions for a whole class of models. For the
two-species models, eective treatments are used. These comprise mapping
the eective dynamics to simpler, analytically tractable models, as well as
considering collective modes such as localized density shocks and the motion
10of particle waves. Although such mappings are usually not exact, they are
intended to capture the essential behavior of the system under consideration
for large times and system sizes. Furthermore the ndings are supported by
Monte Carlo simulations and mean eld calculations. For directed percola-
tion and the pair contact process no exact solution exists below the upper
critical dimension. Therefore we revert to Monte Carlo simulations. Above
the upper critical dimension mean eld treatments are applied.
The focus of this work is on exploring which kinds of phenomena are princi-
pally observable in models far from equilibrium with and without coupling to
a bulk reservoir. Therefore not much room is given to possible experimental
realizations. Applications are briey mentioned in the introductory chapters
of parts I and II.
In chapter 2 a brief review of known results on single species driven diusive
systems is given. Furthermore, existing results on the phenomena of spon-
taneous symmetry breaking and phase separation in two-species models are
discussed. For both of these topics, open questions are identied which are
addressed in the two subsequent chapters. The chapter also contains a brief
introduction to the directed percolation universality class.
A two species model with periodic boundary conditions showing a novel kind
of phase separation is presented in chapter 3. Above a critical density, this
model shows a phase separation transition that is formally analogous to Bose-
Einstein condensation.
The dynamics of a two species system with open boundaries exhibiting spon-
taneous symmetry breaking is the topic of chapter 4. By considering the
approach to the steady state, the phase diagram of this model can be con-
structed. Especially, it is possible to prove the existence of a symmetry
broken state without further assumptions on the rates.
Part II starts with an illustration of the bulk reservoir concept for both driven
diusive systems and absorbing phase transitions in chapter 5. It also con-
tains a review of results on the ASEP coupled to a bulk reservoir.
In chapter 6 driven diusive systems with open boundaries coupled to a bulk
reservoir are considered. A hydrodynamic equation is proposed that allows
to construct the density proles if the coupling strength to the bulk reservoir
scales with the inverse system size. A driven system with the novel features
of a localized downward shock as well as a localized double shock is intro-
duced.
The eect of a bulk reservoir on single species driven systems with periodic
boundaries in the case of weak coupling is studied in chapter 7. The im-
possibility of phase separation in this case is demonstrated. The existence
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of phase transitions between uniform steady states as well as hysteresis and
spontaneous symmetry breaking in these systems are demonstrated.
A toy model for a limit order market is presented in chapter 8. Due to a
mapping of this model to the ASEP with bulk reservoir the Hurst exponent
can be determined exactly. For the rst time a crossover from overdiusive
to diusive behavior of a marked particle is demonstrated in a limit order
market model that is analytically tractable.
The discussion of spontaneous symmetry breaking in two-species models with
open boundaries started in chapter 4 is resumed in chapter 9. Here, the in-
uence of a bulk reservoir is studied, which leads to a rich phase diagram.
Some of the phase transitions can be understood by regarding the positions
of shocks which are localized due to the action of the bulk reservoir. The
model shows the novel feature of localized induced shocks.
Finally, in chapter 10 the inuence of a unidirectionally coupled bulk reser-
voir on models from the directed percolation universality class is studied.
The action of the bulk reservoir is equivalent to an external eld coupled
to the order parameter. The scaling functions of directed site percolation
are determined numerically on lattices from one to ve dimensions. Further-
more, for the rst time the pair contact process, a model with innitely many
absorbing states, is considered in an external eld.
The results presented in chapters 3, 6, 8, 9 and 10 were published in refs.
[6{11] prior to submission of this work. The names of the respective col-
laborators in these works are indicated in the introductory section of each
chapter.
12Part I
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Introduction
142.1. SINGLE-SPECIES DRIVEN DIFFUSIVE SYSTEMS
2.1 Single-species driven diusive systems
In one-dimensional driven diusive systems particles perform a directed mo-
tion along a discrete chain. Treated with either open or periodic boundary
conditions, this directed motion gives rise to a particle current in the steady
state, which means that these systems are by construction far from equilib-
rium.
The simplest one-dimensional driven diusive system, as outlined in the next
subsection, is the TASEP, which was introduced as a model for the directed
movement of ribosomes along a messenger RNA [12]. Here, the mutual ex-
clusion of the ribosomes leads to the collective eect of a jamming which
yields a slowing down of the ribosome velocity. Another situation of directed
motion of interacting particles which lends itself to modeling by driven dif-
fusive systems in one dimension is trac ow [13,14]. Apart from that also
the shape of an interface, growing according to the dynamics of the Kardar-
Parisi-Zhang equation, can be mapped to a one-dimensional driven diusive
system (see ref. [15] for a review). For further references to applications see
e.g. refs. [3,4].
One-dimensional driven diusive systems with a single species of particles
and conserving bulk dynamics are largely understood. The following three
subsections briey review known results as far as they are relevant for this
work. For a detailed review see ref. [3]. These results should be mainly
seen in contrast to the phenomena which occur when non-conserving bulk
dynamics by coupling to a reservoir is introduced in part II of this work.
2.1.1 The Totally Asymmetric Simple Exclusion Pro-
cess
The simplest and best understood driven diusive system is the Totally
Asymmetric Simple Exclusion Process (TASEP) [3,16]. In the case of open
boundaries, the model is dened on a one-dimensional lattice of length L.
Sites can either be occupied by a single particle or empty (exclusion interac-
tion). In the interior of the lattice, particles hop to the adjacent site to the
right with unit rate, provided the target site is empty. If site 1 is empty, a
particle is created with rate . If site L is occupied, the particle is annihi-
lated with rate . These processes can be also described in terms of boundary
reservoirs. The creation process at site 1 is equivalent to a hopping process
as in the bulk from a reservoir of constant density   = . Similarly, the
annihilation at site L is equivalent to hopping with unit rate into a reservoir
of constant density + = 1   .
When treated with periodic boundary conditions without reservoirs, the sys-
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tem settles into a steady state with a product measure of density  and
current-density relation j() = (1   ).
In spite of its simplicity, the TASEP with boundary reservoirs shows a vari-
ety of very interesting features: The phase diagram and the stationary states
of the TASEP are known exactly [17,18]:
Low density phase: For 1   + >   and   < 1=2, the bulk density is given
by  . At the right end, a boundary layer exhibiting an exponential decay
with nite localization length  interpolates between the bulk density and
the boundary density of +.
High density phase: For 1   + <   and + > 1=2, the bulk density is
given by +. A boundary layer as in the low density phase connects the bulk
density to the left boundary density of  .
Maximal current phase: For   > 1=2 and + < 1=2, the system resides in a
phase of bulk density 1=2, which is connected to the boundary densities by
algebraically decaying boundary layers.
The transition from the high-density as well as the low-density phase to the
maximal-current phase is of second order, where the localization length 
diverges. The transition from the low-density to the high-density phase at
  = 1 + < 1=2 is of rst order. Here, the system shows phase coexistence
in the sense of the existence of a microscopically sharp shock in the density
prole, connecting a region of density   on the left side and a region of den-
sity + on the right side. The dynamics of this shock will be addressed below.
2.1.2 The Katz-Lebowitz-Spohn model
The non-equilibrium kinetic Ising model by Katz, Lebowitz and Spohn (KLS
model) was introduced as a model for superionic conductors [19]. In the
totally asymmetric, one-dimensional case it can be viewed as a variant of
the TASEP with next-nearest neighbor interaction. Using the parameters
 and , both having an absolute value smaller than one, the bulk hopping
processes are dened as follows:
0100 ! 0010 with rate 1 + 
1100 ! 1010 with rate 1 + 
0101 ! 0011 with rate 1   
1101 ! 1011 with rate 1    (2.1)
At the boundaries, injection and ejection of particles from boundary reser-
voirs are possible as in the TASEP. The current-density relation for the pe-
riodic system can be computed exactly using the fact that the stationary
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measure is as for a one-dimensional Ising model [20]. For a certain range of
parameters, the current-density relation exhibits two maxima. In that case,
the phase diagram comprises seven phases [20].
Sometimes, the KLS model is termed the 'standard model' of driven diusive
systems. It has been studied intensely, also in higher dimensions [21].
2.1.3 Steady-state selection in driven models
Due to the coupling of the bulk to boundary reservoirs, the question arises
which steady state density a driven diusive system will attain. Being intrin-
sically far from equilibrium, this question can not be answered by considering
a general thermodynamic potential for this class of models. Still, for the case
of single species driven models, an extremal principle was formulated [22,23]
that does not refer to specic details of the model under consideration, but
just to the current-density relation j():
For single species models, the steady state is selected according to
j =
(
max j(), where  2 [+; ]; if   > +
min j(), where  2 [ ;+]; if   < +:
(2.2)
The physics of this steady state selection can be understood from a dynamical
perspective by considering the drift and diusion of shocks as well as localized
density waves [20,22,23]. The shock velocity is given by
vs =
jl   jr
l   r
; (2.3)
where jl=r and l=r are the currents and densities to the left and right of the
shock, respectively. The center of mass of a density perturbation travels with
the collective velocity
vc =
@j
@
(2.4)
on a homogeneous background density . A shock is stable if
v
l
c > vs > v
r
c: (2.5)
For details see refs. [20,22,23] and the review [3].
2.2 Two-species driven diusive systems
In contrast to single species driven models with bulk conservation, which are
largely understood, two-species models show phenomena that are a matter of
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current research, such as spontaneous symmetry breaking and phase separa-
tion (see [4] for a review). In this section a brief overview over known results
is given, leading to questions that yield new results presented in chapters 3
and 4.
A review of known results on phase separation is given in the following subsec-
tion, leading to the conclusion that so far no model for soft phase separation
exists. In chapter 3 a two-species driven model showing this novel type of
phase separation is introduced.
An existing model showing spontaneous symmetry breaking (SSB) is de-
scribed in subsection 2.2.2. Here, the dynamics of symmetry breaking re-
mains unclear except in the limiting case of some vanishing rate. The variant
of the model introduced in chapter 4 allows for a proof of symmetry breaking
without assumptions on the rates by considering the dynamics of SSB.
The discussion of spontaneous symmetry breaking is resumed in chapter 9,
where SSB in a non-conserving model is studied.
2.2.1 Phase separation
In equilibrium, phase separation is a phenomenon that is observed in many
experimental situations (see e.g. [1]). However, it is restricted to dimensions
d  2. In one dimension, due to missing line tension, there is no mechanism
that restricts the growth of a domain of say phase A, within phase B, leading
to the formation of a single, homogeneous phase.
Far from equilibrium, there are a number of driven diusive systems that
exhibit phase separation. We concentrate in this work on one-dimensional
driven systems with periodic boundary conditions and two species of parti-
cles. For a review of situations that might lead to phase separation in single
species driven diusive systems, see ref. [4]. In two-species driven diusive
systems there are in fact two dierent kinds of phase separation:
 Strong phase separation: The system phase separates into three phases,
each of them being pure, i.e. containing only one particle species or
vacancies, respectively. The current through a domain decreases to zero
exponentially with the system size. The phase separated state exists
at any particle density.
 Soft phase separation: The system phase separates into two phases,
each of them containing both species of particles. One of the phases
is devoid of vacancies. The current through a domain decreases al-
gebraically with the system size to a nite value. There is a critical
particle density that has to be exceeded for phase separation to take
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place. This behavior is similar to Bose-Einstein condensation. There-
fore, the vacancy-free phase is termed condensed phase and the phase
transition from a homogeneous to a phase separated state a condensa-
tion transition.
The AHR model
The rst translationally invariant two-species model that was reported to
show soft phase separation is the AHR model [24]. It is dened on a ring
with L sites. The rates of the model are as follows:
+ 0
 !0 + 0  
 ! 0 +  
q

1
 + (2.6)
Clearly, a domain wall between a phase consisting only of vacancies, which
is to the left of a phase consisting only of plus-particles is stable. This is
because + and 0 behave as particles and vacancies in the ASEP, where an
upward shock in the density is stable. An analogous argument holds for the
stability of a pure phase of minus-particles to the left of a phase of only
vacancies. If the parameter q is smaller than 1, the bias of plus-particles
relative to minus-particles is such that also a shock front between a plus-
phase to the left of a minus-phase is stable. In this case, the system has a
steady state which is strongly phase separated (see g. 2.1). For L ! 1
there is no current in the system. Note the nite uctuation width of the
interface between the plus and minus-phase in g. 2.1.
For q > 1, the stability argument for the + to   domain wall fails and the
system is in a disordered state, where the particle densities are homogeneous
throughout the system.
For q  1 the authors of ref. [24] observed in computer simulations a third
regime, in which a scenario occurs that has been described as soft phase
separation above. In this regime, a high density condensate is uctuating in
a background of low particle density (see g. 2.1).
Using the matrix product ansatz, the stationary distribution of the AHR
model was calculated in a grand canonical ensemble [25,26]. It turned out
that the authors of ref. [24] were mislead by their simulation results and that
the model does not exhibit soft phase separation. In fact, around q  1, the
correlation length of the model shows a steep increase over several orders of
magnitude but without diverging. Lattices of size 1070 would be needed to see
the full distribution of domain sizes, implying that in any feasible computer
simulation the impression of soft phase separation arises. Unfortunately, not
all models can be treated exactly. This makes it even more desirable to have
a criterion at hand which allows without direct simulation to decide whether
a system phase separates or not.
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Figure 2.1: Left: Strongly phase separated phase of the AHR model at
q = 0:5. The system has a length of L = 500 with 100 particles of each
species. Vacancies are white, + particles black and   particles grey. Time
is running top-down, space from left to right. Right: Disordered phase of
the AHR model at q = 1:2. Due to the large correlation length the system
appears to be softly phase separated.
Criterion for phase separation
In ref. [27] a general criterion for the possibility of phase separation in one-
dimensional driven diusive systems was formulated. Let an uninterrupted
sequence of particles of either kind be called a domain. In order to achieve
a phase separated state, a coarsening process of these domains has to take
place. This means that the rate, at which a large domain looses particles
has to be smaller than for a small domain. The criterion is based on the
following conjecture:
The rate at which a domain of size n looses particles is given by the steady
state current Jn owing through it. Here, domains are regarded like single
species driven models with open boundaries.
This conjecture uses two assumptions:
 The domains are long-lived enough to equilibrate.
 The domains are independent.
Based on this conjecture, phase separation takes place if
Case A: Jn ! 0 as n ! 1: (2.7)
Case B: Jn  J1(1 + b=n) for either  < 1; or  = 1 and b > 2: (2.8)
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Here, case A refers to strong phase separation and case B to soft phase sep-
aration. In case A, phase separation occurs at any density. This is also true
in case B, provided that  < 1. If  = 1 and b > 2 in case B, the system
phase separates above a critical density.
The origin of the criterion lies in the observation that driven systems can be
mapped to zero range processes, which show a condensation transition under
certain conditions (see section 3.2).
The criterion makes it possible to decide on the existence of phase separation
without a direct simulation of the model in question. A candidate for soft
phase separation just has to be tested with respect to the nite size correc-
tions of the current through a domain. Thus it is sucient to simulate a
single domain, which is essentially a single species driven model with open
boundaries. This is of course much easier than simulating the whole model,
as the single domain just has to be large enough to extract the rst order
nite size correction to the current.
In case of the AHR model, the dynamics of a single domain corresponds to an
ASEP with open boundaries. For this model Jn is known exactly and shows
that b = 3=2 < 2. Therefore, the result of the analytical solution [25,26] can
be understood in the framework of the criterion for phase separation [27].
On the basis of the criterion, the existence of phase separation in a two-lane
driven model [28] could be refuted [27]. For this model, no exact solution
exists.
In chapter 3 a two-species driven model with soft phase separation is intro-
duced. In contrast to all previous models, it has nite size corrections to the
currents through the domains with b > 2, thus fullling the requirement of
the criterion for phase separation stated above.
2.2.2 Spontaneous symmetry breaking
It is well known that symmetries are a vital ingredient in many physical
theories, such as Landau theory of phase transitions and the standard model
of particle physics. In many experimental situations, these symmetries are
hidden: An Ising ferromagnet below the curie temperature shows a nite
magnetization, i.e. the majority of spins organized themselves into a specic
direction. Thus, the Z2 symmetry of the Ising Hamiltonian (i.e. invariance
under ipping of all spins) is hidden or spontaneously broken.
Likewise, in Landau theory of superconductivity the U(1) symmetry of the
Hamiltonian is spontaneously broken leading to a nite absolute value of the
complex order parameter, which means that a nite fraction of the electrons
in the system is in the superconducting state.
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Spontaneous symmetry breaking is also at the heart of the Higgs mechanism
of the standard model of elementary particles, where the breaking of the
U(1) symmetry leads to the gauge bosons of the weak interaction acquiring
a nite mass [29].
Spontaneous symmetry breaking far from equilibrium
Models far from equilibrium are not dened by a Hamiltonian, but by their
transition rates. Spontaneous symmetry breaking in this situation means
that a symmetry of the rates is hidden in the stationary states of the system.
As there is no free energy functional to be minimized, the symmetry breaking
must be explained solely on dynamical grounds.
The rst driven diusive model with symmetry broken steady states was
proposed by Evans et. al. in 1995 [30,31]. It is a two-species driven model
in one dimension with open boundaries. The rates are dened as follows (see
g. 2.2): In the bulk, the following processes take place:
+0
1 !0 + +  
q
!  + 0  
1 ! 0 : (2.9)
At the boundaries particles may be introduced and removed. At the left
boundary, site i = 1, positive particles are introduced and negative particles
are removed with rates
0
 !+  

!0 (i = 1) ; (2.10)
while at the right boundary, i = N, negative particles are introduced and
positive particles are removed with rates
0
 !  +

!0 (i = N) : (2.11)
The processes at the boundaries can not be described in terms of reservoirs
[32]. Note that all rates are CP-symmetric, namely symmetric under the
subsequent exchange of positive-negative charges and left-right directions. As
the system resembles a road bridge with narrow entries, it is in the following
termed 'bridge model'. The structure of the phase diagram in this model
could not be claried exactly. In a mean eld approximation, four phases are
found [31]:
A In the power-law symmetric phase both species of particles are in a
state as for the power law phase of the ASEP, with bulk density 1=2
each.
B In the low-density symmetric phase the density of both species is at the
same bulk value below 1=2, as in the low density phase of the ASEP.
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Figure 2.2: Illustration of the hopping processes in the bridge model.
C In the low-density asymmetric phase both species have bulk densities
below 1=2. In contrast to phase B, the bulk densities are dierent.
D In the high-low asymmetric phase the density of one species is above
1=2 as in the high density phase of the ASEP, while the other one has
a bulk density below 1=2.
Phases A,B and D could be observed in Monte Carlo simulations. The exis-
tence of spontaneous symmetry breaking in phase D was proven rigorously
in the limit of  ! 0 [33].
The existence of phase C is disputed. It covers only a tiny region in the
mean-eld phase diagram. In Monte Carlo simulations its existence could
not be clearly demonstrated. In [34] it was attempted to refute the existence
of phase C by employing a non-equilibrium free-energy functional. It was
suggested that a rst-order phase transition between phases B and D takes
place. This attempt was criticized due to its ad hoc use of an order parameter
(dierence between the bulk densities), which makes the detection of phase
C by Monte Carlo simulations very dicult.
Chapter 4 covers a variant of the bridge model with deterministic hopping in
the bulk. This model allows for a proof of symmetry breaking without further
assumptions on the rates. Especially, the dynamics of symmetry breaking in
this model is claried.
In chapter 9, a variant of the bridge model with non-conserving rates in the
bulk is considered.
2.3 Directed percolation
Apart from driven diusive systems, models with absorbing phase transitions
are a second largely studied subgroup of intrinsically non-equilibrium mod-
els. In these models, there are states which can be reached by the system
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dynamics, but never left. These states are called absorbing. Absorbing states
always result from the irreversibility of some microscopic processes and thus
violate detailed balance by construction.
Generally, in models for absorbing phase transitions an agent X (such as
particles, viruses, chemicals etc.) can undergo two kinds of reactions: prolif-
eration and absorption. In the proliferation process, the agent gives rise to
one or several osprings.
X ! n X where n > 1
In the annihilation process, the number of agents is reduced:
n X ! m X where n > m
Depending on which process dominates, the system either falls into the ab-
sorbing state (annihilation dominated), or attains an active state with a
density of the agent that is larger than zero (proliferation dominated). An
often cited example for an absorbing phase transition is the spreading of a
disease within a population.
The study of absorbing phase transitions is an active research eld, see e.g.
ref. [5] for a review. The numerous models showing non-equilibrium critical
phenomena are attempted to be grouped into universality classes. In the
remainder of this section a brief introduction to one of these classes, directed
percolation, is given. The treatment of directed percolation is resumed in
part II, where these models are investigated under the action of an external
eld, which plays a similar role as an external eld in a ferromagnet (see
chapter 10).
Directed percolation is the most studied class of absorbing phase transi-
tions. It bears its name due to the resemblance to isotropic percolation [35].
Isotropic percolation models the connectivity in porous media. In isotropic
percolation all space directions are treated equivalently. Directed percolation
in contrast has one distinct direction in space along which the connectivity
of the pores is directed. Consider e.g. the gure 2.3 sketching how a uid
percolates in a medium in presence of gravity (neglecting capillary eects).
Instead of regarding directed percolation as a spreading phenomenon in
D + 1 dimensions, it can be also seen from a dynamical perspective as a
process in D dimensions, the directed dimension now being the time.
Let si(t) denote the state of a site. si(t) = 1 represents a wet site, si(t) = 0
a dry one. Then the time evolution of the si for D = 1 can be phrased as
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Figure 2.3: Sketch of directed percolation as a geometrical spreading phe-
nomenon. Arrows indicate open connections between pores. The ow of a
liquid inserted at the top is indicated by thick arrows.
follows [5]:
si(t + 1) =
8
> <
> :
1 with probability p1 if either si 1(t) = 1 or si+1(t) = 1
1 with probability p2 if si 1(t) = 1 and si+1(t) = 1
0 otherwise.
(2.12)
The example of uid-ow can be modeled by choosing p1 = p and p2 =
p(2   p), where p corresponds to the mutually independent probability to
nd an open connection between pores. Using this dynamical denition of
the model, which is called directed bond percolation, it becomes clear that
the competing processes of proliferation and annihilation mentioned in the
previous subsection govern its behavior.
Another commonly studied choice is p1 = p2 = p, which is called directed
site percolation. In both cases, depending on the probability p which acts
as a control parameter, a phase transition takes place. The order parame-
ter of this transition is the density of active particles (wet sites) a, which
characterizes the absorbing state a = 0 and the active state with a > 0.
Approaching the critical p from above, a continuously decreases to zero. The
phase transition of directed percolation can be regarded as a non-equilibrium
critical phenomenon.
Clearly, space and timelike directions are dierent in these models. In fact, in
the scaling theory for directed percolation (see subsection 10.1.2) two corre-
lation lengths k and ? are dened, which both diverge at the critical point
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with associated exponents k and ?:
k  (p   pc)
k ; ?  (p   pc)
?: (2.13)
Critical phenomena in equilibrium can be grouped into universality classes
sharing the same critical exponents and universal scaling functions (see [36]
for a recent review). The foundations of universality in equilibrium can be
understood from Wilson's renormalization group treatment [37,38].
In contrast to equilibrium critical phenomena less is known in the case of
non-equilibrium phase transitions. This is due to the fact that a generalized
treatment is not possible, lacking an analog to the equilibrium free energy.
The rich and often surprising variety of phenomena has to be studied for
each system individually.
The scaling behavior of directed percolation (DP) as studied in section 10.1 is
recognized as the paradigm of the critical behavior of several non-equilibrium
systems which exhibit a continuous phase transition from an active to an
absorbing state (see e.g. [5]). According to the universality hypothesis of
Janssen and Grassberger [39,40] a model belongs to the universality class of
directed percolation provided the following conditions are fullled [5]:
 The model exhibits a continuous phase transition from a uctuating
active phase into a unique absorbing state.
 The model has a one-component order parameter.
 All interactions are short ranged.
 There are no additional symmetries or quenched randomness in the
model.
Note that this includes the examples of directed bond and site percolation
given above.
Dierent universality classes are expected to occur in the presence of ad-
ditional symmetries, like particle conservation [41], particle-hole symmetry
(compact directed percolation) [42], or parity conservation (e.g. branching
annihilating random walks with an even number of osprings [43]). Other
model details, such as e.g. the geometry or shape of a lattice, are expected
to have no inuence on the scaling behavior in the vicinity of the critical
point. The universality hypothesis still awaits a rigorous proof. In fact, at
present there even seems to be no denite statement of the hypothesis. The
conditions given above according to ref. [5] are just a subset of the sucient
conditions for models to be in the DP universality class.
Amazingly, numerous simulations suggest that the DP universality class is
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even larger than expected. For instance, the pair contact process (PCP)
considered in section 10.2 is one of the simplest models with innitely many
absorbing states exhibiting a continuous phase transition [44]. It was shown
that the critical scaling behavior of the one-dimensional PCP is characterized
by the same critical exponents as DP [44,45] . This numerical evidence con-
rms a corresponding RG-conjecture [46]. These ndings are at odds with a
recently performed RG analysis conjecturing a dierent scaling behavior of
both models in higher dimensions [47]. In section 10.2 we therefore consider
the universal scaling behavior of the PCP in comparison with DP both for
D = 1 and above the upper critical dimension.
Despite the apparent simplicity of the models, even in 1 + 1 dimension no
exact solutions for directed percolation are known. Therefore investigations
have to rely either on approximation techniques such as series expansions [48]
and RG schemes [49,50] or on simulations as presented in sections 10.1 and
10.2.
So far no experimental realization of the DP universality class is known [5].
This is at rst very surprising, given the theoretical robustness of the class as
expressed in the universality hypothesis. In an experimental situation, two
main problems arise: The failure to realize a truly non-uctuating absorb-
ing state and the presence of quenched randomness. Both ingredients are
necessary for the DP universality class.
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Soft phase separation in driven
diusive systems
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3.1 Introduction
The criterion of ref. [27] (see eq. (2.7) in subsection 2.2.1) predicts one-
dimensional driven models to show phase separation provided the steady
state current through a domain Jn shows the following behavior:
Type A: Jn ! 0 as n ! 1:
Type B: Jn  J1(1 + b=n) for either  < 1; or  = 1 and b > 2:
So far, all one-dimensional models found to phase separate are of type A
[24,51{55], and thus they exhibit strong phase separation at any density. In
these models more than one species of particles is involved. For the AHR
model introduced in subsection 2.2.1 it was suggested, based on numerical
simulations, that the model exhibits a condensed phase separated state, where
the particle densities uctuate in the interior of the coexisting domains, and
not just at the domain boundaries. In this state, a region with a high density
of particles of both species coexists with a low density region. Moreover, the
model has non-vanishing currents even in the thermodynamic limit. As in
equilibrium phase separation it has been suggested that this state exists only
at suciently high densities. However, a subsequent exact solution of the
model [25,26] shows that what numerically seems like a condensed state is
in fact homogeneous, with a very large but nite correlation length. Further
analysis of this model, in the light of the criterion suggested in [27] shows
that the currents Jn corresponding to this model are given by the form B (see
eq. 2.8), with  = 1 and b = 3=2 [27]. Therefore, according to the criterion,
no phase separation takes place.
Another example of a model which was suggested to exhibit phase sepa-
ration into a uctuating macroscopically inhomogeneous state is the two-lane
model introduced by Korniss et. al. [28,56]. While numerical studies of the
model indicate that such a phase exists in the model, studies of the current
Jn of nite domains suggests that it is of type B with  = 1 and b ' 0:8 [27],
indicating, again, that no phase separation exists in this model. Thus the
question of whether a phase separation of type B exists remains an intriguing
open question.
In this chapter we introduce a class of models which are demonstrated to
be of type B, with  = 1 and b > 2. According to the criterion conjectured
in [27] this class is expected to exhibit a phase transition to a phase separated
condensed state. Thus at high densities these models exhibit a novel type of
phase separation with non-vanishing currents in the thermodynamic limit,
and bulk uctuations which are not restricted to the vicinity of the domain
boundaries. To our knowledge, this is the rst example of a genuine transition
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of this type in one-dimensional driven systems.
In the following section we review the connection between the zero range
process and driven systems, which is essential for understanding the origin
of the criterion of ref. [27]. Section 3.3 contains the denition of our model.
The application of the criterion is demonstrated in section 3.4. Finally, the
nature of the phase transition is discussed in section 3.5.
The work presented in this section was done in collaboration with Y. Kafri,
E. Levine and D. Mukamel and published in ref. [6].
3.2 Condensation transition in the zero range
process
The formulation of the criterion for phase-separation is based on the analysis
of the condensation transition in the zero-range process (ZRP) [57] consid-
ered below. This process constitutes a generic model for domain dynamics
in one dimension. One-dimensional driven models can be mapped into cor-
responding ZRPs, although the mapping is generally not exact.
The translationally invariant symmetric one-dimensional ZRP is dened as
follows: Let a lattice of size M with periodic boundary conditions contain
N particles, where multiple occupancy of the lattice sites is allowed. The
occupation number of site i is denoted as ni. The dynamics is dened as
random sequential update. Provided the chosen site is occupied, a single
particle is moved to either of the neighboring sites with rate un. Generally,
the stationary state of a translationally invariant ZRP is given by
P(fng) =
1
Z(M;N)
M Y
=1
f(n); (3.1)
where
f(n) =
n Y
m=1
1
um
(3.2)
if n > 0 and f(0) = 0. Here, Z(M;N) plays the role of a partition sum,
constrained to a xed number of particles N:
Z(M;N) =
X
n1;n2:::nM
(
X

n N)
M Y
=1
f(n): (3.3)
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Using the integral representation of the -function, this expression can be
written as
Z(M;N) =
I
dz
2i
z
 (N+1)
M Y
=1
F(z); (3.4)
where
F(z) =
1 X
n=0
n Y
m=1

z
u(m)

: (3.5)
The expression for F(z) only converges, if z < zc = limm!1 u(m).
For large M;N eq. (3.4) is dominated by the saddle point of the integral.
Using  = N=M:
 =
zF 0(z)
F(z)
: (3.6)
z plays the role of the fugacity, xing the number of particles in the system.
F(z) is monotonically increasing, but z is bounded from above by zc. Thus,
if
lim
z!zc
F 0(z)
F(z)
< 1; (3.7)
a condensation transition may occur as then there is a critical density above
which no solution for z can be obtained. This is analogous to Bose-Einstein
condensation. For the specic choice of hopping rates
un = u1

1 +
b
ni

; (3.8)
condensation occurs above a critical density if b > 2 [57].
In case of Bose-Einstein condensation, all energy levels apart from the ground
state are occupied according to Bose-Einstein statistics with the critical value
for the fugacity, while the excess particles macroscopically occupy the ground
state.
In case of the ZRP with the given choice of hopping rates, the distribution
of single site occupations is given by [27,57]
P(k) 
1
kb exp( k=)  =
1
jln(z=u1)j
; (3.9)
provided that  < c. At the critical density, the fugacity takes the value
z = u1 and the occupation probability becomes a power law with negative
slope b. Above the critical density, this occupation probability remains, the
particles on these sites form the low density phase. All excess particles gather
at a single, spontaneously chosen site that becomes macroscopically occupied
even in the thermodynamic limit and forms the condensed phase.
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Figure 3.1: Illustration of the mapping of a driven diusive system to a ZRP.
Mapping a driven model to a ZRP
In order to use the knowledge about the condensation transition for the
ZRP also for driven diusive systems, the latter ones have to be mapped
into corresponding ZRPs. Consider a conguration of a driven diusive two
species system. Let the number of vacancies in the driven model be M
and all vacancies be labeled from 1 to M. The number of lattice sites of
the corresponding ZRP is identical to the number of vacancies in the driven
model, i.e. M. Site i of the ZRP carries as many particles as there are
particles between vacancies i   1 and i in the driven model (see g. 3.1).
Thus every site of the ZRP corresponds to a domain in the driven model
(this domain may have length 0). The hopping rate un from one ZRP lattice
site to its neighbors thus corresponds to the rate of particle ow out of a
domain, which is according to the criterion stated above, given by the steady
state current out of a domain of length n with open boundaries:
un = Jn: (3.10)
It is clear that due to the mapping the internal structure of a domain gets
lost. Therefore the mapping can in general not be exact.
3.3 Model denition
We now dene our class of models in detail. We consider a one-dimensional
ring with L sites. Each site i can be either vacant (0) or occupied by a
positive (+) or a negative ( ) particle (or charge). Positive particles are
driven to the right while negative particles are driven to the left. In addition
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to the hard-core repulsion, particles are subject to short-range interactions.
These interactions are \ferromagnetic", in the sense that particles of the same
kind attract each other. The dynamics conserves the number of particles
of each species, N+ and N . The total density of particles in the system
is  = (N+ + N )=L. The model is dened by a random-sequential local
dynamics, whereby a pair of nearest-neighbor sites is selected at random,
and the particles are exchanged with the following rates:
+  !  + with rate 1   H
+0 ! 0+ with rate 
0  !  0 with rate  :
(3.11)
Here H is the dierence in the ferromagnetic interactions between the nal
and the initial congurations. We begin by considering a model with only
nearest neighbor interactions,
H =  =4
X
i
sisi+1 : (3.12)
Here si = +1 ( 1) if site i is occupied by a + ( ) particle, and si = 0 if site
i is vacant. The interaction parameter  satises 0   < 1 to ensure positive
transition rates. The model is a generalization of the Katz-Lebowitz-Spohn
(KLS) model, introduced in subsection 2.1.2 and studied in detail in [19,20],
in which the lattice is fully occupied by charges and no vacancies exist. In
this section we consider the case where the number of positive and negative
particles is equal, N+ = N .
We will demonstrate that for a certain range of the parameters dening
the dynamics, namely for  > 0:8 and suciently large  (to be discussed
below), a phase separation transition occurs as the density  is increased
above a critical density c. In the phase separated state a macroscopic do-
main, composed of positive and negative particles, coexists with a uid phase,
which consists of small domains of particles (of both charges) separated by
vacancies. Typical congurations obtained during the time evolution of the
model starting from a random initial conguration are given in g. 3.2. This
gure suggests that a coarsening process takes place, leading to a phase sepa-
rated state as described above. However, this by itself cannot be interpreted
as a demonstration of phase separation in these models. The reason is that
this behavior may very well be a result of a very large but nite correlation
length, as is the case in the AHR [24{26,53] and the two-lane [28,56] models
discussed above [58].
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Figure 3.2: Evolution of a random initial conguration of model (3.11) with
nearest-neighbor interactions, on a ring of 200 sites. Here  = 0:9,  = 2,
and the particle density is  = 0:5. Positive particles are colored black, and
negative particles are colored grey. One hundred snapshots of the system are
shown every 100 Monte-Carlo sweeps.
3.4 Application of the criterion
In order to decide on the possibility of phase separation in the present model
we apply the criterion stated above (see eqs. (2.7) and (2.8)) [27]. To this
end we note that a domain may be dened as an uninterrupted sequence of
positive and negative particles bounded by vacancies from both ends. The
current Jn corresponding to such a domain of length n may thus be deter-
mined by studying an open chain, fully occupied by positive and negative
particles, with entrance and exit rates . This is just the one-dimensional
KLS model on an open chain. Phase separation is expected to take place
only for suciently large . We consider  such that the system is in its
maximal current state, whereby J1 assumes its maximum possible value,
and is independent of .
To evaluate Jn we rst consider the KLS model on a ring of n sites with
no vacancies. We then extend these results to study the behavior of an open
chain. Since we are interested in the maximal current phase we consider
equal numbers of positive and negative particles n+ = n  = n=2. It can be
shown, as was done for the noisy Burger's equation [59{61], that under quite
general conditions, to be discussed below, the current Jn takes the following
form for large n,
Jn = J1

1  
 
2J1
1
n

: (3.13)
Here  = @2J1=@2
+ is the second derivative of the current with respect
to the density of positive particles + in the system. The compressibility
analog  is dened by  = limn!1 n 1  
hn2
+i   hn+i2
, as calculated within a
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grand canonical ensemble, as explained below. This can be demonstrated by
considering the current Jn(n+) for charge densities close to n+ = n  = n=2.
Expanding Jn(n+) in powers of n+ = n+   n=2 one has
Jn(n+) = Jn(n=2) + J
0
n n+ +
1
2
J
00
n (n+)
2 (3.14)
where the derivatives J0
n and J00
n are taken with respect to n+ and evaluated
at n=2. We average (3.14) over n+ with the steady state weights of a grand
canonical ensemble. This is done by introducing a chemical potential  which
ensures that the average density satises hn+i = n=2. We nd
hJn(n+)i = Jn(n=2) +
1
2
J
00
n h(n+)
2i : (3.15)
Noting that hJn(n+)i is J1 in the n ! 1 limit, and Jn(n=2) is just Jn,
eq. (3.13) is obtained. Here we made use of the fact that nite size corrections
to hJn(n+)i, resulting from the next to leading eigenvalue of the transfer-
matrix of the steady-state distribution, are exponentially small in n and
may thus be neglected. The result of eq. (3.13) is rather general, and is
independent of the exact form of the steady-state particle distribution. This
is provided that the weights of the microscopic congurations are local and
thus the density and chemical potential ensembles are equivalent.
In fact, an alternative way to derive (3.13) is to consider the correspon-
dence between the driven lattice-gas models and the noisy Burger's equation
or the Kardar-Parisi-Zhang (KPZ) equation for interface growth in 1 +1 di-
mensions [62]. In these models Jn corresponds to the growth velocity of the
interface. Eq. (3.13) has been derived in [59{61], where  is the coecient
of the non-linear term in the KPZ equation. The equivalence of the two al-
ternative approaches relies on the fact that both  and  are invariant under
renormalization transformations.
The result (3.13) can be used to evaluate Jn for the KLS model. It has
been shown [19,20] that for a ring geometry the steady state weight of a
conguration fig is
P(fig) = e
 H ; H =  
n X
i=1
ii+1   
n X
i=1
i ; (3.16)
with i = 1 for positive and negative charges respectively, e4 = (1 )=(1+
), and  serves as a chemical potential which controls the density of, say, the
positive particles. The chemical potential  vanishes for the case n+ = n .
Using (3.16) expressions for () and J1() of this model have been obtained
in [20].
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Figure 3.3: The coecient b(), eq. (3.18).
We now consider the KLS model in an open chain, which is the relevant
geometry in applying the phase-separation criterion. It has been argued
[59, 60] that the nite size correction to the current of an open chain is
given by the corresponding correction in a ring geometry, up to a universal
multiplicative constant c which depends only on the boundary conditions. In
the maximal current phase, c was found to be 3=2. Thus the current of an
open system is given by Jn  J1(1 + b=n) with  = 1 and
b() =  c
()()
2J1()
: (3.17)
Using the values of J1 and  obtained in [20] and c = 3=2 we nd
b() =
3
2
(2 + ) + 2
2( + )
;  =
r
1 + 
1   
+ 1 : (3.18)
In gure 3.3 the coecient b() is plotted for 0   < 1. This curve has been
veried by direct numerical simulations of the KLS model on an open chain
in the maximal current phase, demonstrating that the prefactor c indeed does
not depend on  . Using (3.18) it is readily seen that for  > 0:8 the value of
b is larger than 2.
According to the criterion conjectured in [27] one expects phase separa-
tion to take place at high densities in model (3.11) for  > 0:8, as long as
 is such that the KLS model is in the maximal current phase. This con-
densed phase separated state belongs to case B of the criterion. We have
carried out extensive numerical simulations of the dynamics of the model
for various values of . We nd that for  . 0:4 no phase separation is ob-
served. However, for  > 0:4 simulations of systems of sizes up to L = 106
show that the system evolves towards what seems to be a phase separated
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state at suciently large densities. We argue that a genuine phase separa-
tion takes place only for  > 0:8. On the other hand, the seemingly phase
separation found in simulations for 0:4 .  < 0:8, is only a result of large
but nite correlation lengths, as was found in the AHR and in the two-lane
models. As pointed out in [58] such a behavior is related to corrections of
order 1=n2 and higher in the current. These corrections were shown to lead
to a crossover with a very sharp increase in the correlation length, which
could be erroneously interpreted as a genuine phase transition in numerical
studies of nite systems.
3.5 The nature of the phase transition
We now discuss the phase transition leading to the phase separated state.
According to [27] the domain size distribution just below the transition takes
the form
P(n) 
1
nbe
 n= (3.19)
where  is the correlation length, which diverges at the transition. The par-
ticle density in the system is related to  by =(1  ) =
P
nP(n)=
P
P(n).
The critical density c is given by this expression with  ! 1. Note that
with this form of the distribution function, c is 1 in the limit b & 2, and is a
decreasing function of b. It is straightforward to show [63] that the divergence
of the correlation length at the critical density is given by
 
8
<
:
j   cj
  1
b 2 ; 2 < b < 3
j   cj 1 ; b > 3 :
It is worthwhile noting that while @ 1=@ is continuous at the transition for
2 < b < 3, it exhibits a discontinuity for b > 3. The transition may thus be
considered continuous for 2 < b < 3 and rst-order for b > 3.
In the model dened above b is found to satisfy 3=2  b < 9=4. It is
natural to ask whether larger values of b could be reached by increasing the
range of the interactions. To answer this question we have extended model
(3.12) to include next-nearest-neighbor interactions as well, and consider
H =  =4
X
i
sisi+1   =4
X
i
sisi+2 : (3.20)
We have calculated the value of b as a function of  by Monte-Carlo sim-
ulations. This is done by measuring the current Jn in an open system of
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Figure 3.4: The coecient b(), as calculated from Monte-Carlo simulations
of domains of sizes up to 1024. Data are shown for  = 0 and  = 0:5 .
size n, which is fully occupied by positive and negative particles. At the
boundaries, the coupling to the rest of the system is modeled by injection
of positive (negative) particles with rates  at the left (right). Simulating
systems of size up to 1024 enables us to t the measured values of Jn to the
form Jn  J1(1 + b=n) with  = 1, and to extract b. In gure 3.4 we plot
b as a function of , for  = 0 and for  = 0:5. We nd that by extending
the range of the interactions one can increase b to values even larger than 3,
where the phase separation transition is expected to be rst order.
3.6 Conclusion
In summary, a class of driven diusive models in one dimension is introduced
and analyzed using a recently conjectured criterion for phase separation [27].
These models are shown to exhibit a novel type of phase separation. In the
phase separated state of these models the density is uctuating in the bulk
of the domains. Moreover, the models exhibit a homogeneous state at low
densities, and a phase transition into the phase separated state occurs at a
critical density. The nature of the phase transition in these models is also
discussed.
While the validity of the criterion was proved for the AHR model, its
general validity was conjectured based on some plausible assumptions on the
behavior of the coarsening domains [27]. It would be of interest to analyze
the class of models introduced in the present study by other analytical means,
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in order to verify the validity of the criterion.
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Dynamics of spontaneous
symmetry breaking
404.1. INTRODUCTION
4.1 Introduction
While single-species driven diusive systems in one dimension are largely un-
derstood, two-species models show a variety of phenomena that are a matter
of current research, such as phase separation and spontaneous symmetry
breaking (see [4] for a recent review). The rst such model that was shown
to exhibit spontaneous symmetry breaking was a model with open bound-
aries that became known as the 'bridge model' [30,31] (see subsection 2.2.2).
In this model, two species of particles move in opposite directions. Although
the dynamical rules are symmetric with respect to the two species, two phases
with non-symmetrical steady states were found by Monte Carlo simulations
and mean-eld calculations. While the existence of one of the phases remains
disputed [24,64], a proof for the existence of the other one was given for the
case of a vanishing boundary rate [33]. Recently, a variant of the bridge
model with non-conserving bulk dynamics was considered [9]. Although the
phase diagram of this model is even richer than that of the original one, a
proof for a symmetry broken state could again only be given in the case of a
vanishing boundary rate.
All symmetry breaking models considered so far evolve by random sequen-
tial update. In this article, a variation of the bridge model with parallel
sublattice update is studied. The update scheme ensures that the dynamics
in the bulk is deterministic, while stochastic events occur at the boundaries.
Thus the complexity of the problem is reduced, which allows to elucidate the
mechanism by which spontaneous symmetry breaking occurs in this model
as well as to give a proof for the existence of a symmetry broken phase.
This proof is valid for the whole region in parameter space where symmetry
breaking occurs and not just in some limiting case.
The model considered here is dened on a one-dimensional lattice of length
L, where L is an even number. Sites are either empty or occupied by a sin-
gle particle of either species, i.e. the particles are subject to an exclusion
interaction. The dynamics is dened as a parallel sublattice update scheme
in two half steps. In the rst half-step the following processes take place: At
site 1 it is simultaneously attempted to create a particle of species A with
probability  if the site is empty, and to annihilate a particle of species B
with probability , provided the site is occupied by such a particle:
0
 ! A B

! 0: (4.1)
At site L, a particle of species B is created with probability  and a particle
of species A is annihilated with probability :
0
 ! B A

! 0: (4.2)
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Note that at each boundary site, either annihilation or creation can take
place in a given time step, but not both. In the bulk, the following hopping
processes occur deterministically between sites 2i and 2i+1 with 0 < i < L=2:
A0
1 ! 0A 0B
1 ! B0 AB
1 ! BA: (4.3)
In the second half-step, these deterministic bulk hopping processes take place
between sites 2i   1 and 2i with 0 < i  L=2. Note that the dynamics is
symmetric with respect to the two particles species.
In the next section, the phase diagram of the model is presented along with
density proles obtained from Monte Carlo simulations. In section 4.3 the
mechanism leading to the symmetry broken phase is described. The behavior
on the transition line is described in section 4.4 while section 4.5 treats the
dynamics in the symmetric phase.
4.2 Phase diagram
The phase diagram of the model can be explored by Monte Carlo simulations.
Two phases are found (see gure 4.1):
 If  < , the system exhibits a symmetric steady state. Here, the
bulk densities are A(i) = 0, B(i) = =( + ) if i is odd, and
A(i) = =( + ), B = 0 if i is even.
 If  > , the system resides in the symmetry broken phase. Assume
the A particles to be in the majority. Then, the bulk densities in
the steady state are B(i) = 0 for all i, A(i) = 1 for i even and
A(i) = 1    for i odd. This means that the symmetry is broken and
the minority species is completely expelled from the system. Thus, the
dynamics of the majority species is as in the single species ASEP with
parallel sublattice update. For this system, an analytical expression for
the steady state density in a nite system is known [17]. The density
prole of the majority species in the broken phase of the sublattice
bridge model equals that of the high density phase in the sublattice
ASEP at the given parameters  and .
The behavior on the transition line is described in section 4.4.
If one of the boundary rates becomes 0 or 1, the steady state can be given
exactly:
 If  = 0, no injection takes place and the empty lattice is a stationary
state.
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Figure 4.1: Upper right: Phase diagram of the sublattice bridge model.
Density proles as obtained from Monte Carlo simulations in the symmetric
phase at  = 0:6 and  = 0:8 (upper left), the broken phase at  = 0:6 and
 = 0:2 (lower right) and on the transition line at  =  = 0:2 (lower left).
Open (closed) symbols show A (B) densities.
 If  = 0, no ejection takes place. The dynamics of the model ceases as
soon as the left (right) boundary site is blocked by an incoming B (A)
particle.
 If  = 1, two symmetry related stationary states exist. The product
state where all even sites are occupied by A-particles with probability
1 and all odd sites are occupied by A-particles with probability 1   
is stationary. Likewise the symmetry related product state with only
B-particles is stationary as well.
 If  = 1, the symmetric product state with density =(1+) for A (B)
particles on even (odd) sites and density 0 of A (B) particles on odd
(even) sites is stationary.
4.3 Symmetry breaking dynamics
In the following, the mechanism for symmetry breaking is elucidated and
the respective time scales are determined. This mechanism shows that for
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Figure 4.2: Illustration of the stages involved in the dynamics of spontaneous
symmetry breaking. A-densities are depicted by thin, solid lines, B-densities
by dashed, thick ones.
 >  the system needs a time T1 which is algebraically increasing with L
to reach a broken phase if it was started with symmetric initial conditions.
Furthermore, assuming the system to be in a broken phase it is shown that
it takes a time T2 that is exponentially increasing with L until particles of
the minority species can penetrate the system. Both facts together provide
a proof for spontaneous symmetry breaking in this model for  > .
Dynamics of symmetry breaking: It is assumed that at t = 0 there are
no particles in the system and that  >  (the case of other initial densities
can be treated in a similar fashion). Starting from the empty lattice, A (B)
particles are created at every time step with probability  at site 1 (L). Once
injected, particles move deterministically with velocity 2 ( 2). Therefore, at
time t = L=2 the system is in a state where the density of A (B) particles is
 (0) at all even sites and 0 () at all odd sites (see g. 4.2 A)).
In this situation both creation and annihilation of particles are possible.
However, it turns out that the eect of creation of particles is negligible [65]:
Whenever the bulk density of A-particles is above =2, the deterministic
hopping transports on average more A-particles towards site L than can
be annihilated there. This leads to the formation of an A-particle jam at
the right boundary, blocking the injection of B-particles. The A density
approaches 1 exponentially fast for T  1. Therefore the eect of injection
of B-particles is negligible in the large L limit. A similar argument holds for
the reverse situation with A and B-particles interchanged.
Thus, due to jamming, in the limit of large L, the eect of creation of either
species of particles becomes negligible. At both ends of the system, jams
are formed, which block the entry of new particles into the system. In these
jams, the only source of vacancies is annihilation at the boundaries with rate
. Therefore, in a jam, the density of A (B) particles at even (odd) sites is
1, while that at odd (even) sites is 1   . In each time step, the number of
444.3. SYMMETRY BREAKING DYNAMICS
particles in each of the two jams reduces by one with probability . By a
uctuation, one of the jams, say the B-jam at the left boundary, is dissolved
rst. Let the number of remaining A-particles at the time when the B-jam
vanishes be N0 (see gures 4.2 B and 4.3).
Stage 1: All particles in the system are contained in the A-jam at the right
boundary. The entry of B-particles is blocked, while the blockage at the left
boundary is dissolved. Until the A-jam is dissolved after a time t3, A particles
are created with probability  and annihilated with probability . The mean
value of t3 is (N0 + 1   )=  N0=. In this mean time, on average
N0= A-particles are created at the left boundary. The A-particles reside
on even sites with density , while odd sites are empty. The length of this
cluster is 2t3 and thus on average 2N0= (see gs. 4.2 C and 4.3).
Stage 2: As now both jams are dissolved, both species of particles can be
injected into the system with probability . Until the cluster of A particles
formed in the previous stage has reached the right boundary after time L=2 
t3 (which is on average given by L=2   N0=), no annihilation of particles
takes place. On average, the dierence in particle number of both species
remains as at the end of stage 1, i.e. N0(=) (see gs. 4.2 D and 4.3).
Stage 3: At the start of this stage, the density of A particles on all even
sites in the system is , while it is 0 on all odd sites. The density of B
particles is  on the odd sites from 2t3= to L and 0 on all even sites. This
especially implies that the situation at the right boundary is as before in
stage 1, i.e. a jam is formed at the right boundary and the eect of injection
of B particles can be neglected. At the left boundary, there is no such jam, as
the B particles originating from the injection at the right boundary in stage
2 have not yet reached the left boundary. This only happens after a time of
t3 steps (which is N0= on average). Till then, A-particles are injected with
probability  and ejected with probability , while B-particles are neither
injected, nor ejected. On average, this increases the dierence in particle
numbers by ( )N0=. Thus, the dierence in particle numbers of each
species at the end of this stage changes on average to N0(1 + 2(   )=)
(see gs. 4.2 E and 4.3).
Stage 4: After the cluster of B particles created in stage 2 has reached the
left boundary, it forms a jam and makes the eect of injection of A particles
negligible. Thus, for both A and B particles, only ejection is possible and the
situation is analogous to the one before stage 2, albeit with jams of particle
numbers diering on average by N0(1 + 2(   )=). This will on average
also be the particle number in the jam at the right end, once the B jam at
the left boundary is dissolved (see gs. 4.2 F and 4.3).
The dynamics then proceeds as in stage 1. Therefore, stages 1 to 4 constitute
an amplication mechanism for an initially created density dierence. If the
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initial density dierence is N0, after cycling through stages 1 to 4 once,
it is N1 = N0(1 + 2(   )=) on average. In general, after i loops the
dierence is on average:
Ni = N0

1 +
2(   )

i
(4.4)
If the cluster of A particles penetrating the system from the left boundary
in stage 1 reaches the jam at the right boundary before it is dissolved, the
amplication mechanism comes to an end and the system enters into the
symmetry broken state. In this situation, the eect of injection of B-particles
is negligible for large L due to jamming at the right boundary and the only
relevant stochastic boundary processes are injection of A-particles at site 1
and annihilation of A at site L. As there is a constant supply of A-particles
the system quickly lls with them and attains a state as for the single-species
ASEP with sublattice update [17] at the given , .
As it takes the penetrating cluster of A-particles in stage 1 a time of L=2
to ll the whole system, this denes the minimum time that it must take
to dissolve the jam at the right end. Therefore, the jam in stage 1 must on
average have at least L=2 particles. The particle number in the jam at the
beginning of stage 1 is equal to the dierence of particle numbers of A and
B. Thus it is required that:
Ni = N0

1 +
2(   )

i
>

2
L: (4.5)
In other words, the system enters the symmetry broken state if an initial
particle number dierence has been amplied by cycling through stages 1 to
4 O(ln(L)) times, provided that in each stage the particle number dierence is
increased at least by the average value. Each such loop through stages 1 to 4
takes a time of less then 2L time steps. Although on average N is enlarged,
the stochastic processes at the boundaries might lead to a decrease of N.
At worst, N could be reduced to zero, which means that the amplication
procedure would have to begin again. Let the probability that in any stage
during the necessary O(ln(L)) amplication loops N is increased at least
by the average value be  > 0. As 0  N  L and on average N
is increasing,  cannot be exponentially small in L. Thus, an upper limit
for the time T1 it takes for the system to leave the amplication loop for a
symmetry broken state is given by
T1 < 2L(ln(L) + c)=; (4.6)
where c = ln(=2)   ln(N0)   ln(1 + 2(   )=) (see eq. (4.5)).
Thus, by amplication of uctuations the system reaches a state of broken
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symmetry in a time algebraically increasing with L, provided that  > . The
broken states that are attained are the steady states of the single species
ASEP at the respective , . These states either contain only A- or B-
particles, depending on initial uctuations.
Residence time in the broken state: Assume the system to be residing in
the broken state with particle species A in the majority, i.e. A(i) = 1 for
even sites and A(i) = 1    for odd sites, up to boundary eects at the
left boundary. Particle species B is completely expelled from the system, i.e.
B(i) = 0 for all i. In this state, injection of B particles is impossible, as
site L is blocked. The only possible boundary processes are annihilation of A
particles at site L with probability  and creation of A particles at site 1 with
probability  > . Until the rst B particle can be injected, the complete
jam of A particles has to be dissolved. This jam consists of the order of L
particles. To dissolve the jam, for a time T  L the number of successful
creation events X+ must be less than the number of successful annihilation
events X . The probability distribution of X+ (X ) is binomial with proba-
bility  (), provided that site L is always occupied and site 1 always empty.
The former assumption is always fullled, as the A-particles form a jam at
the right boundary. To ensure the validity of the second assumption simply
assume that the jam has already been partially dissolved, i.e. it occupies only
a nite fraction of the lattice. Then all odd sites left of the jam are empty,
including site 1. For large T the distributions for X+  X  can be treated as
Gaussian with mean (   )T > 0 and variance  
p
T. To leading order
in L, the probability for X+   X  to be smaller than zero is for large T  L
given by P>(0)  exp( 2( )2L)=(2( )L)1=2, using an expansion for
the error-function at large arguments. Thus the probability for an interval
T  L during which the jam of A particles is dissolved is exponentially small
in L. Therefore, the time T2 until the minority species can penetrate a system
started in the broken state is exponentially large in L. This, together with
the statement about T1 above, proves spontaneous symmetry breaking.
For nite L, ips between the symmetry related steady states can be ob-
served in Monte Carlo simulations (see g. 4.4). Note that the ipping
process itself is rapid compared to the residence time in the broken states.
4.4 Transition line
The line  =  is the transition line between the broken and the symmetric
phase. The amplication mechanism outlined above does not apply here and
no symmetry breaking takes place for  = . The density prole as seen in a
Monte Carlo simulation is shown in g. 4.1. In ref. [34] the phase transition
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Figure 4.3: Symmetry breaking in the sublattice bridge model, starting from
the empty lattice (MC simulation). Here,  = 0:9,  = 0:8 and L = 10000.
The density of A particles is drawn in black, that of B particles in grey and
the dierence as the thick black line. As soon as the dierence exceeds =2
(dashed line) at the start of stage 1, the system enters the symmetry broken
state. The inset shows a close-up during the time evolution. Individual stages
as described in the text are separated by dotted vertical lines.
0 1e+06 2e+06 3e+06
t
-1
-0.5
0
0.5
1
r
A
-
r
B
Figure 4.4: Time evolution of the density dierence of A and B particles for
L = 200,  = 0:5 and  = 0:49.
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Figure 4.5: Free energy functional for the sublattice bridge model at L = 100,
 = 0:5 and various values of  above and below the transition. The solid
line shows the functional at the transition, i.e.  = 0:5.
between the symmetry broken state and the symmetric state in the original
bridge model was investigated using a 'free-energy functional' (FEF): The
density dierence A   B is taken as an order parameter for the transition.
The probability P(L;A   B) for a system of size L to exhibit that order
parameter is sampled in Monte Carlo simulations. Dening
fL(A   B) =
1
L
logP(L;A   B) (4.7)
the FEF is given by
f(A   B) = lim
L!1
fL(A   B): (4.8)
Using the free energy functional for the sublattice bridge model suggests
that the transition is analogous to a rst-order phase transition in equilib-
rium physics (see g. 4.5).
It is very interesting to compare these ndings to the results of a mean-eld
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treatment of the system. Performing a similar analysis as in ref. [31] yields
the following results:
 For  >  the system is in a symmetry-broken state.The density of the
majority species is 1 (1 ) on even (odd) sites. The minority density
is 0 throughout the system.
 For  <  the system is in a symmetric state. The density of A (B)
particles in the bulk is =(+) (0) on even sites and 0 (=(+))
on odd sites.
 Along the line  =  the system resides in a state where the density of
A (B) particles in the bulk is 1 (0) on even sites and 0 (2) on odd
sites, with the constraint 1 + 2 = .
Note that mean-eld theory and the results for the stochastic model coincide
up to the transition line. Along this line mean-eld theory predicts the
existence of a second symmetry-broken phase. This phase corresponds to
the disputed low-asymmetric phase of the original bridge model [24,31,64].
In the present model, in this phase only the sum of the A and B-densities
is xed. The specic densities attained by the system depend on the initial
conditions. In the stochastic model, this phase does not exist, up to one
special point: for  =  = 1 all processes are deterministic. In this case the
mean-eld prediction is correct. For the remainder of the transition line, the
mean-eld ansatz leads to the prediction of a low-asymmetric phase, which
does not exist in the stochastic model.
4.5 Symmetric phase
If  < , the system resides in the symmetric phase (see g. 4.1). The
approach to the steady state can be described in a similar manner as for the
symmetry broken case:
Starting from the empty lattice at t = 0, the system starts to ll with A (B)
particles injected at the left (right) boundary with rate . These particles
are transported deterministically with velocity 2 (-2) towards the right (left)
boundary. Thus at t = L=2, all even (odd) sites are occupied by A (B)
particles with probability , leading to total densities of tot
A (t = L=2) =
tot
B (t = L=2) = =2.
From t = L=2 on, both creation and annihilation of A- and B-particles are
possible. For the next L=2 time steps, the particles created at times t < L=2
move deterministically towards the boundaries. The mean annihilation time
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for A-particles, provided one of them occupies site L, is  t = 1=. The mean
time between the arrival of two subsequent A particles at site L is given
by  t = 1=(2tot
A ) = 1=. As  t <  t, no jam is formed. The annihilation
process in this case is not limited by the rate , but the supply of A-particles
arriving at the right boundary. Therefore, the eective annihilation rate
is given by 
eff
A = 1=(2tot
A ). Analogously, 
eff
B = 1=(2tot
B ). Similarly, an
eective creation rate can be formulated: On average every  t a new B-
particles arrives at site 1 and stays there for a time  t before annihilation.
Thus the mean fraction of time that site 1 is not occupied is given by
 t1 = ( t    t)= t = 1  
2tot
B (t = L=2)

:
This leads to the following eective creation rate: 
eff
A =  t1. An analogous
statement holds for the B-particles. Due to the eective creation rates, at
time L all even sites are occupied with A particles with probability 
eff
A ,
while all odd sites are occupied by B particles with probability 
eff
B . This
leads to total densities tot
A (t = L) = 
eff
A =2 and tot
B (t = L) = 
eff
B =2.
From t = L on, the scenario described above is repeated, but this time with
other densities. In general, every L=2 time steps, a new wave of particles
reaches the boundary and changes the eective creation and annihilation
rates. The eective rates for times (i   1)L=2 < t < iL=2 are given by:

eff
A = 2
tot
A (t = (i   1)L=2)

eff
B = 2
tot
B (t = (i   1)L=2)

eff
A = 

1  
2tot
B (t = (i   1)L=2)


(4.9)

eff
B = 

1  
2tot
A (t = (i   1)L=2)


:
Note that the equations for 
eff
A=B connect the total densities at times (i  
1)L=2 and iL=2. Thus, two recursion relations are obtained:

tot
A (t = iL=2) =

2

1  
2tot
B (t = (i   1)L=2)


(4.10)

tot
A (t = iL=2) =

2

1  
2tot
A (t = (i   1)L=2)


:
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The time dependent solutions of these equations are

tot
A (t = L=2) = 

1  
2tot
B (t = 0)


(4.11)

tot
B (t = L=2) = 

1  
2tot
A (t = 0)



tot
A=B(t = iL=2) =

2( + )
+ c

2
2
i 2
where the constants c are determined by the initial conditions.
The time independent solutions of the recursions are:

tot
A = 
tot
B =

2( + )
: (4.12)
Thus for  <  the system attains in the large L limit a steady state, where in
the bulk all even (odd) sites are occupied by A (B) particles with probability
=(+) (see gure 4.1). The time evolution of the total density according
to eqs. (4.10) is illustrated by a Monte Carlo simulation in gure 4.6. Note
that due to eqs. (4.10) the densities are bounded by 0  tot
A=B  =2 < =2.
Thus it is ensured that the system can not develop a jam during its time
evolution.
4.6 Conclusion
In this chapter, a two-species driven model with deterministic bulk behavior
was investigated. The mechanism for spontaneous symmetry breaking in this
model was described, leading to estimates for the relevant time scales in the
broken phase and proving the existence of spontaneous symmetry-breaking
without further assumptions on the rates. This puts the present model in con-
trast to the version with stochastic bulk dynamics, where symmetry breaking
could only be proven for the case of a vanishing extraction rate at the bound-
aries. Along the transition line, the failure of a mean-eld treatment, leading
to the prediction of a second asymmetric phase, was explicitly demonstrated.
This result sheds new light on the longstanding discussion on the existence
of a second asymmetric phase. The time evolution of the total density was
described for both the symmetric and the asymmetric phase.
It would be desirable to have an exact solution for this model.
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Figure 4.6: Monte Carlo time evolution of the total densities tot
A (black) and
tot
B (grey) for  = 0:6,  = 0:8, L = 100000. The system was started with
a symmetric initial condition at densities of tot
A=B = 0:05. The dashed lines
correspond to the densities at t = iL=2 according to equations (4.10).
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In part II of this work, the eect of bulk reservoirs on non-equilibrium
many-particle models is studied. The following two sections briey discuss
how bulk reservoirs can be coupled to each of the two groups of models
considered in this work, namely driven-diusive systems and model with ab-
sorbing phase transitions in the directed percolation universality class. In the
following chapters the models treated in part I of this work are reconsidered
with respect to the inuence of the bulk reservoir.
5.1 Driven diusive systems coupled to a bulk
reservoir
The TASEP with open boundaries as introduced in subsection 2.1 can be
viewed as modeling directed transport of particles from the left boundary
reservoir to the right one. In the bulk, the number of particles is conserved,
i.e. attachment and detachment of particles are not allowed. Recently, the
consideration of two very dierent systems lead to studying the TASEP with
bulk attachment and detachment:
 Consideration of the price dynamics in limit order markets lead to the
model introduced in chapter 8 [8].
 The models of refs. [66,67] were inspired by the motion of motor pro-
teins along laments.
Motor proteins are molecular machines that convert chemical energy into
directed mechanical motion. In living cells there are three main families of
motor proteins named myosins, dyneins and kinesins (see e.g. [68,69]). Ki-
nesins e.g. perform transport tasks in eucaryotic cells. These cells are too
large for diusion being an eective means of transport. Instead, directed
motion is needed to transport cargo such as secretory vesicles or mitochon-
dria across the cell. Kinesins move along microtubules, which are polymer
strands acting as 'roads' inside the cell. This movement is performed in dis-
crete steps, the step size being given by the repeat distance of the monomers
in the microtubules (about 8 nm) which can be visualized in motility assays
using x-ray diraction techniques. Microtubules are polar molecules leading
to kinesin performing a directed motion along the monomers. Microtubules
have a typical length of 1000 steps. After being attached to the microtubules,
the kinesins move a signicant fraction of this length along the tubule before
they become detached by a thermal uctuation [70], i.e. the detachment
probability is on the order of the inverse length of the microtubule (in units
of steps).
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Motor proteins mutually exclude each other, i.e. they can not simultaneously
use the same binding site.
Attachment and detachment of motor proteins is an equilibrium process,
while the directed motion of the proteins along the lament constitutes a net
current and thus is intrinsically far from equilibrium.
The interplay of these equilibrium and non-equilibrium processes can be stud-
ied using lattice models such as the TASEP coupled to a bulk reservoir.
In [67,70,71] models of this type are studied using a single reservoir with a
concentration gradient which couples to both the ends of the TASEP as well
as to the bulk.
In contrast to that, in this work the interplay of two types of reservoirs,
namely boundary and bulk reservoirs (see gure 5.1), is studied.
Figure 5.1: Illustration of the two types of reservoirs in non-conserving
driven-diusive systems with open boundaries: Boundary reservoirs caus-
ing a particle current in the steady state and the bulk reservoir which by
itself would lead to an equilibrium steady state of the system.
The TASEP with Langmuir kinetics
The TASEP (see section 2.1) is one of the simplest driven models. Ex-
cept for the boundary processes the particle number is a conserved quantity
in the bulk of the lattice. The theory of boundary induced phase transi-
tions explains the phase diagram quantitatively in terms of the dynamics of
shocks [22]. In the stationary state these shocks exist as an upward density
shock along the coexistence line between the high and low density phases,
i.e., they connect a region with low density to the left of the shock position
with a high density region to its right. On this rst-order transition line of
the TASEP, the shock is delocalized and performs random walk between the
boundaries of the system.
In contrast to the TASEP, the independent single-site absorption and desorp-
tion kinetics of particles, termed 'Langmuir kinetics' (LK), is well understood
within the framework of equilibrium statistical physics [72]:
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If attachment and detachment rates are given by !a and !d, respectively, the
equilibrium particle density attained by the system is given by
LK =
!a
!a + !d
: (5.1)
The action of Langmuir kinetics on a lattice can be viewed as exchange of
particles with a bulk reservoir of constant density LK with rate !a + !d at
all lattice sites independently.
In ref. [66] the interplay of these two simple models, the TASEP with 'Lang-
muir kinetics' (LK) was considered. Being an equilibrium process, LK is well
understood, while the combined process of TASEP and LK shows the new
feature of a localized shock in the density prole of the stationary state [66].
The model is dened by equipping the TASEP with the additional feature
of local particle creation at empty sites with rate !a and annihilation with
rate !d (see g. 5.2) [8,66]. In the thermodynamic limit L ! 1 there are
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Figure 5.2: Possible processes and their rates in the model of the TASEP
with Langmuir kinetics
three regimes to be distinguished:
 If !a and !d are of an order larger than 1=L the steady state of the
system will be that of Langmuir kinetics, i.e., there will be a uniform
density of LK = !a=(!a + !d) in the system (up to boundary layers).
In this regime, the driving reservoirs at the boundaries have no eect
in the interior of a large system, as any particle that is injected at the
left boundary will be annihilated before reaching the right boundary.
 In case of !a and !d being of smaller order than 1=L, the local kinetics
is negligible and the system will behave as the TASEP. Here, the action
of the particle reservoir governing the Langmuir kinetics is negligible
compared to the boundary reservoirs in large systems.
 The case of the local rates being of order 1=L is the most interesting one
and will be investigated further on. In this case, the Langmuir reser-
voir and the boundary reservoirs have comparable strength. While the
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former one couples with a rate of order 1=L, but on L sites, the latter
ones couples at one site each with rates of order 1.
As pointed out in [73], the interesting eects originating from the in-
terplay of the reservoirs are also observed in the special case of the LK
rates being of order 1=L1+a, where 0  a < 1 and   = 1   +.
Phase diagram of the TASEP with LK
In [66,74] the phase diagram of the TASEP with Langmuir kinetics was inves-
tigated using Monte Carlo simulations and a mean eld approach. Writing
!a = 
a=L; !d = 
d=L (5.2)
the phase diagram can be formulated in terms of 
a, 
d,   and +. Dening
K =

a

d
; (5.3)
the cases K 6= 1 and K = 1 have to be distinguished. In case of K 6= 1,
three phases are found [66]:
 A low density phase, where the left boundary density   determines the
density prole in the bulk. In contrast to the TASEP, the prole is non
linear, where the curvature depends on the strength of the Langmuir
kinetics.
 In the high density phase, the right boundary density + determines
the density prole in the bulk. Also here, in contrast to the TASEP,
the prole is not at.
 The coexistence phase: Here, a localized shock separates a region of
low density from a region of high density (see gure 5.3). This is
in contrast to the rst order transition line in the TASEP, where the
shock position is diusing in the system, leading to a linear steady state
density prole. In the steady state of the TASEP with LK, the shock
position uctuates around a xed position, leading to a localized shock
with a width of order 1=
p
L.
The equations for bulk dynamics of the TASEP with LK are
dni
dt
= ni 1(1   ni)   ni(1   ni+1) + !A(1   ni)   !Dni; (5.4)
while the boundary equations read:
dn1=dt = (1   n1)   n1(1   n2);
dnN=dt = nN 1(1   nN)   nN :
(5.5)
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Figure 5.3: Plot of the average particle density  versus the rescaled coor-
dinate x (site number=L) of a localized density shock in the ASEP with
Langmuir kinetics. Parameters are   = 0:15, + = 0:6, 
a = 0:3 and

d = 0:1. We show the results of both Monte Carlo simulations for L=1000
and the mean eld approach.
In [66], a mean eld approach with subsequent coarse-graining of the lat-
tice with lattice constant 1=L to a continuum was performed to obtain the
following equation:
"
2
@
2
x + (2   1)@x + 
A(1   )   
D = 0: (5.6)
In the limits L ! 1 and  ! 0, mean-eld density proles as well as the
mean-eld phase diagram are obtained from this equation. Comparison with
Monte Carlo simulations reveals that the mean-eld approach indeed cap-
tures the features of the stochastic model. The reason for this agreement
will be explained in the next chapter.
An example for a comparison between Monte Carlo and mean-eld density
proles in the coexistence phase is displayed in g. 5.3.
The mean eld phase diagram for K 6= 1 is shown in g. 5.4.
In case that 
a = 
d, i.e K = 1, the phase diagram exhibits seven
phases [74]. Here, the density proles are composed out of parts with con-
stant slope and at parts. The phase diagram and density proles can be
easily constructed using eq. (5.6).
605.2. DIRECTED PERCOLATION IN AN EXTERNAL FIELD
0 1
a
0
1
b
high shock
low
Figure 5.4: Phase diagram for the TASEP with LK at 
a = 0:3 and 
d = 0:1.
Compared to the TASEP, it is remarkable that adding an additional source
of noise, i.e. the Langmuir kinetics, leads to the localization of the shock.
The movement of the shock position can indeed be described as a single par-
ticle random walk in a spatially dependent potential [74,75]. In ref. [75] it
was demonstrated that this random walk picture can be used to recover the
phase diagram.
In the following chapter, we argue why the mean-eld approach for the
TASEP with Langmuir kinetics is successful and demonstrate its failure for
related models. We propose a general hydrodynamic equation that allows to
treat the class of models of which the TASEP with LK is the simplest.
Chapter 7 covers driven models with periodic boundary conditions and non-
conserving reaction kinetics.
In chapter 8 a toy model for a limit order market using the TASEP with LK
is introduced.
Spontaneous symmetry breaking in driven-diusive models which was al-
ready treated in chapter 4 is considered again under the inuence of Langmuir
kinetics in chapter 9.
5.2 Directed percolation in an external eld
Directed percolation (DP) as introduced in subsection 2.3 is a non-equilibrium
critical phenomenon. In contrast to driven-diusive systems there are usually
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no boundary reservoirs considered and the bulk dynamics is not conserving.
Instead, in models belonging to the DP universality class, there are compet-
ing processes of proliferation and annihilation of active particles. The rate
of both types of processes is controlled by a single parameter p which can be
used to drive the system from the active to the absorbing phase. Especially,
no active particles can be created from the lattice devoid of active particles,
being the absorbing state.
This spontaneous creation of active particles can be accomplished by coupling
the system to a bulk reservoir of constant density unidirectionally (see g.
5.5). Let the transition rate for particles from the reservoir with unit density
Figure 5.5: Sketch of a bulk reservoir coupling unidirectionally to each lattice
site in a model with a DP transition.
to each lattice site be given by h. This unidirectionally coupled bulk reservoir
implements an external eld creating particles spontaneously at empty sites
with rate h. Clearly, the action of this eld will remove the phase transition
to the absorbing state.
A coupling of the bulk reservoir in the reverse direction (or a bidirectional
coupling) is not considered due to the following reason: A hopping process of
an active particle into the reservoir is equivalent to an annihilation process.
As the latter is anyway implemented in any process showing an absorbing
phase transition, the presence of the reservoir would just increase the anni-
hilation rate and yield a shift of the critical point of the transition.
The eect of the external eld is analogous to that of an external magnetic
eld in a ferromagnet. Especially, the scaling behavior of the system around
the critical point as a function of p and h can be studied, which is the topic of
chapter 10. In section 10.1 the universal scaling behavior of site directed per-
colation is studied in various dimensions. Furthermore, the scaling behavior
of the pair-contact process in an external eld is considered in comparison
to that of directed percolation in section 10.2.
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6.1 Introduction
As described in subsection 5.1, in ref. [66] the interplay of the TASEP
with non-conserving dynamics, termed Langmuir kinetics, was investigated.
Parmeggiani et.al. presented not only Monte Carlo simulations but derived
also a mean eld equation for the density prole which was shown to coincide
with the simulation proles. We argue here that the mean eld approxima-
tion can not be used in general. The coincidence with the Monte Carlo
results in [66] is due to lack of correlations in the true steady state of the
TASEP. We claim that the stationary density prole can be derived in gen-
eral using a hydrodynamic equation taking correlations into account (in case
of the TASEP this equation is equal to that obtained within a mean eld
approach). For the Katz-Lebowitz-Spohn (KLS) model, which is a generic
model of interacting driven diusive systems [19,21] (see subsection 2.1.2) we
show that this hydrodynamic equation correctly describes the density proles
on a quantitative level, while a mean eld approach would fail to reproduce
even basic qualitative features of the system, e.g., phase separation into three
distinct density regimes.
The results presented in this chapter were obtained in collaboration with V.
Popkov, A. Rakos and A. Kolomeisky and published in ref. [7].
6.2 Hydrodynamic equation
In the following we are interested in the L ! 1 limit which we perform by
tuning the lattice spacing a = 1=L ! 0 and rescaling of time t = tlattice=L
(Eulerian scaling) to get the continuous (hydrodynamic) limit of the model.
In this framework 
a;d are the attachment/detachment rates per unit length.
We claim that the hydrodynamic equation describing the time dependence
of the local density (x) for a general driven diusive system with Langmuir
kinetics takes the form
@
@t
 +
@
@x
j() = L(); (6.1)
where j() is the exact current in a driven diusive system with homogeneous
density  without LK and L() the source term describing the Langmuir
kinetics. Here, we consider only that choice of L() which corresponds to the
process depicted on g. 5.2:
L() = 
a(1   (x;t))   
d(x;t) (6.2)
Other choices of L(), which correspond to non-conserving dynamics com-
prising several sites are discussed e.g. in ref. [75].
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As is usually done in the rigorous derivation of the hydrodynamic limit
of conservative systems [76], our nonconservative eq. (6.1) implicitly assumes
that the system is locally stationary because the exact form of the stationary
ux is used. We argue that this assumption is justied since the noncon-
servative part of the dynamics of the system at macroscopic scale is so slow
that locally the system reaches stationarity with respect to the conservative
part of the dynamics. Any nite perturbation caused by the nonconservative
dynamics would travel a macroscopic distance and hence dissipate before in-
teracting with another perturbation. Hence the hydrodynamic description
(after time rescaling t ! t) is adequate for describing the full dynamics. For
physical insight in the formation of shocks one needs other tools which are
discussed below.
Rewriting equation (6.1) by using that @t(x;t) = 0 in the stationary
state and @xj = @j=@  @=@x yields for the stationary density prole (x):
vc()
@(x)
@x
= L(): (6.3)
Here, vc = @j=@ is the collective velocity, i.e., the drift velocity of a center of
mass of a local density perturbation on a homogeneous stationary background
with the density  (for a system with the Langmuir kinetics switched o)
[3, 22]. The stationary density prole has to satisfy (6.3) as well as the
boundary conditions (0) =   and (1) = +. As equation (6.3) is of
rst order there will be in general no smooth solution tting both boundary
conditions. In the original lattice model this discrepancy is resolved by the
appearance of shocks and/or boundary layers. To regularize the problem,
one can add to (6.1) and correspondingly to (6.3) a vanishing viscosity term
vc()
@(x)
@x
= L() + 
@2(x)
@x2 ; (6.4)
where  > 0 is of order of 1=L. This term makes the hydrodynamic equation
second order and ensures a smooth solution tting both boundary conditions.
The shock has then a width of order 1=L (see [66]), i.e., in the thermodynamic
limit the rescaled solution becomes discontinuous. We claim that equation
(6.4) gives the same result in the L ! 1 limit as Monte Carlo simulations,
therefore it can be used as a tool to compute the stationary density prole.
The main dierence between (6.4) and MC is that the former does not take
uctuations into account which leads to a shock width of order 1=L while
in a MC simulation after averaging it is of the order of 1=
p
L due to the
uctuation of the shock position.
The stationary density prole for a given j() and parameters 
a, 
d,  
and + can be derived from the ow-eld of the dierential equation (6.3)
by using the rules formulated and explained below:
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(A) In the interior of the lattice the stationary density prole either follows
a line of the ow eld of the dierential equation (6.3) or makes a jump.
Jumps can only occur between densities yielding the same current, i.e.,
the current is continuous in the interior of the lattice.
(B) Let 0
 be dened as limiting left and right densities with the boundary
layers cut away:

0
  = lim
x!+0(x); 
0
+ = lim
x!1 0(x);
where (x) is the stationary prole in the hydrodynamic limit. The
boundary layer at x = 0 ( i.e., if   6= 0
 ) has to satisfy the following
condition:
if   < 
0
  then j() > j(
0
 ) for any  2 ( ;
0
 ) (6.5)
if   > 
0
  then j() < j(
0
 ) for any  2 (
0
 ; ) (6.6)
The condition for the stability of the boundary layer at x = 1 (if there
is) is similar:
if 
0
+ < + then j(
0
+) < j() for any  2 (
0
+;+) (6.7)
if 
0
+ > + then j(
0
+) > j() for any  2 (+;
0
+) (6.8)
(C) Shocks between a density l to the left of the shock and r to the right
of the shock are stable only if they are stable in the absence of Langmuir
kinetics [3,20].
Remarks:
 Although LK does not conserve locally the number of particles, eq. (6.1)
with the vanishing viscosity added (6.4) can be rewritten formally in
the form
@(x;t)
@t
+
@
@x
~ j(x;t) = 0; ~ j(x;t) = j()  
Z x
A
L()dx   
@
@x
  F(t)
(6.9)
where F(t) is some time-dependent function. Suppose that there is a
shock at the position X0 connecting the densities l and r. The mass
transfer across the shock is
@
@t
Z X0+0
X0 0
(x;t)dx = ~ j(X0+0;t) ~ j(X0 0;t) = j(r) j(l); (6.10)
since the Langmuir term and the viscosity term change only innites-
imally across the shock. In the stationary state, the RHS of (6.10)
vanishes which explains the rule (A).
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 The rule (B) is due to the fact that in the boundary layer of the van-
ishing length l ! 0, the LK term in (6.9) can be neglected. Conse-
quently, for the stationary current at the boundaries we have ~ j(x) =
j((x)) 
@
@x = J, which yields the known maximization/minimization
principle [3,23], and is equivalent to rule (B). Indeed at the left bound-
ary J = j(0
 ) (see (6.5) for notations), and if e.g.,   < 0
 , then
@
@x > 0. Consequently, we obtain j( ) = J + 
@
@x > J, which is
exactly (6.5). Analogously one obtains (6.6)-(6.8).
 The rule (C) is explained by the marginal role the Langmuir kinetics
plays locally in space and in time. Firstly, LK is very slow locally for
large L (see (5.2)), and secondly, it acts \orthogonally" on the particle
distribution, not aecting directly the particle motion. Hence, the local
perturbations will still spread with the velocity corresponding to the
local density level , thus rendering the same stability conditions for a
shock as for the diusive system without LK.
Condition (C) is easy to check geometrically through the current-density
relation: an upward (downward) shock is stable if the straight line con-
necting the points (l;j(l)) and (r;j(r)) stays below (above) the j()
curve [20,23]. Because of criterion (A) these lines are always horizontal
in this case which gives zero mean velocity (but not localization) for
the shock in absence of Langmuir kinetics.
 In the cases we have considered (ASEP, KLS model), the rules (A)-(C)
dene an unique stable solution (see an Appendix) and we believe that
this is true also in general case, i.e., for arbitrary j() dependence and
the given choice (6.2) of Langmuir kinetics.
In the following we apply the general theory to specic models.
6.3 Revisiting the ASEP with Langmuir ki-
netics
Using the dierential equation (6.3) and the rules given above we reconsider
the ASEP with Langmuir kinetics [8,66]. Here, the current-density relation
is given by j() = (1 ), which yields vc() = 1 2. Thus equation (6.3)
becomes  
1   2(x)

@x(x) = 
a   (
a + 
d)(x); (6.11)
which is identical to the mean eld equation (5.6) [66] in the thermodynamic
limit. We would like to stress that this coincidence is caused by the fact
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that the mean eld current-density relation for the TASEP is exact. As is
demonstrated below, equation (6.3) also holds when this is not the case, as
e.g. for the one-dimensional KLS model.
Due to rule (A) as stated above (continuity of the current in the interior of
the lattice) shocks in the interior can only occur in the case that l = 1 r,
as j() is symmetric to  = 1=2. Rule (C) (stability of the shock) furthermore
requires that r > l. These observations coincide with the ndings of [66].
We also applied our rules to k-hop exclusion models [77] ( with LK added),
which are a generalization of the TASEP with stationary product measures
and asymmetric current-density relations. Due to this fact shocks appear,
which are non-symmetric with respect to  = 1=2. MC simulations are in
full accord with our predictions [78].
6.4 KLS model with Langmuir kinetics
A much studied one-dimensional driven diusive system with interactions
between the particles is the following variant of the KLS model [6,20,23]:
The bulk hopping rates as dened in eq. (2.1) depend on two parameters
 and . At site 1 particles can enter the lattice provided the target site
is empty. The rate depends on the state of site 2. Similarly, particles can
leave the system at site L with a rate depending on the state of site L   1.
The boundaries mimic the action of reservoirs with densities   and +. For
  = + the stationary state is that of a one-dimensional Ising model with
boundary elds. The current-density relation can be calculated exactly using
transfer matrix techniques [20]. It turns out that for strong enough repulsion
between the particles ( & 0:9) a current-density relation with two maxima
arises (see g. 6.1). The parameter  determines the skewness of j() with
respect to the vertical line  = 1=2. For  = 0, the system has particle-
hole symmetry resulting in j() being symmetric with respect to 1/2. For
simplicity we consider this case in the rest of the chapter.
The phase diagram of this family of models with strong particle repulsion
is known to exhibit 7 dierent phases, among them two maximal-current
and one minimal-current phase. The phase diagram is determined by the
interplay of diusion, branching and coalescence of shocks [23].
When equipping these models with Langmuir kinetics one expects that
a very rich phase diagram with many more than the original 7 phases will
appear. We will not attempt to give this full phase diagram here, but instead
present two new features, which cannot be observed in systems without a
concave region in the current-density relation: localized downward shocks
and double shocks.
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Figure 6.1: Current-density relation for the one-dimensional KLS model for
various .
6.5 Localized downward shocks
In the regime where the current-density relation of the KLS model exhibits
two maxima at densities 
1 and 
2, where 
1 < 
2 and a minimum at  = 1=2
(at  = 0) there is a region where downward shocks are stable according
to [20,23] (and rule (C)). These are characterized by l 2 (0:5;
2) and r 2
(
1;0:5). This suggests that localized downwards shocks may appear when
introducing the kinetic rates. Indeed, in the KLS model with Langmuir
kinetics for certain values of the boundary densities   and + ,which strongly
depend on the kinetic rates 
a and 
b, one gets a stable downward shock
according to rules (A,B,C). We give an example for this case on g. 6.2.
One can see that employing the general theory described above yields a
stationary prole with a localized downward shock, which coincides with the
MC results up to nite size eects, while a simple mean eld approach would
fail as it would not be able to capture the dierence between the KLS model
with  > 0 and the TASEP (KLS with  = 0).
6.6 Localized double shocks
Let 0
1;2 be dened as the inection points of the current-density relation
(0
1 < 0
2). As is known from the studies of the KLS model [20,23], if we start
an innite system from a step-like initial density prole with   2 (~ 1;0
1)
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Figure 6.2: Density of particles  versus rescaled coordinate x
(site number=L) in a localized downward shock in the KLS model with Lang-
muir kinetics. Parameters are   = 0:64, + = 0:35, 
a = 
d = 0:05. We
show the results of both hydrodynamic equation and Monte Carlo simulation
for L = 1000. The smoothness of the MC result is due to the uctuation of
the shock position [75].
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Figure 6.3: Path in the current-density relation for the prole shown in gure
6.2.
on the left and + 2 (0
2; ~ 2) on the right, we get a time-dependent solution
having two shocks: One of these has negative mean velocity, while the other
has positive and in the middle there is an expanding region with  = 1=2
(for  = 0) which corresponds to the minimal current phase in a system with
open boundaries [20,23].
This leads us to the conjecture that introducing the kinetic rates for cer-
tain values of  ;+;
a;
d one may achieve a stable double shock structure.
In g. 6.4 we present an example for such a case. Application of rules
(A,B,C), which is presented in detail in section 6.8, yields the same double
shock structure as the MC up to nite size eects. Note, that a simple mean
eld approach could not predict a double shock.
6.7 Conclusions
In this chapter we presented a hydrodynamic equation which, together with
some rules treating the discontinuities, correctly describes the stationary
states of one-dimensional driven diusive systems with Langmuir kinetics and
open boundaries. It captures both systems without correlations in a steady
state (as e.g. the TASEP and the k-hop exclusion models) and systems with
correlations as the KLS model. For the latter the two new phenomena of
a stationary localized downward shock and a localized double shock (corre-
sponding to phase separation to three distinct regions) were presented which
a mean eld approach would not reproduce. The exact current of driven diu-
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Figure 6.4: Density of particles  versus rescaled coordinate x
(site number=L) in a localized double shock in the KLS model with Langmuir
kinetics. Parameters are   = 0:23, + = 0:745, 
a = 0:03 and 
d = 0:01.
We show the results of both hydrodynamic equation and Monte Carlo simula-
tion for L = 1000. The smoothness of the MC result is due to the uctuation
of the shock position [75].
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Figure 6.5: Path in the current-density relation for the prole shown in gure
6.4.
726.8. APPENDIX: DOUBLE SHOCK DENSITY PROFILE
sive systems without LK enters the hydrodynamic description since the bulk
has sucient time to relax between subsequent annihilation/creation events.
An interesting, paradoxical feature of these phenomena is that uctuating
shocks get localized due to extra noise (LK), which is highly unexpected.
6.8 Appendix: Double shock density prole
Here we demonstrate how one determines the stationary density prole using
the rules (A), (B) and (C) from subsection 6.2. As an example we take
the parameters which yield a double (localized) shock structure in the KLS
model (  = 0:23, + = 0:745, 
a = 0:03 and 
d = 0:01). The KLS-model
parameters are:  = 0; = 0:9 (see subsection 6.4).
First suppose that there is a boundary layer at x = 0. According to
rule (B) it is stable only if 0
  > 1     = 0:77. If this is the case then in
the bulk there is no allowed jump since these trajectories of the ow-eld
(see g. 6.6) stay always above  = 0:75 (rules (A) and (C)) which yields
0
+ > 0:75. But then the boundary layer at x = 1 does not satisfy rule (B).
This contradiction shows that there is no boundary layer at x = 0. One can
use the same argument to show that there is no boundary layer at x = 1
either.
Now one can see that the stationary density prole close to the left bound-
ary follows the line of the ow-eld for which (x = 0) =   = 0:23. Since
there is no boundary layer at the right end it is clear that somewhere in the
bulk it has to make a jump.
Note that this trajectory crosses the line  = ~ 1 at x = x1. Suppose
that the jump takes place before at x < x1. In this case, according to rule
(A) it would jump over ~ 2 = 1   ~ 1 which would result in a boundary layer
at x = 1 which is not allowed. If the jump takes place at x > x1 then

1 < r < 0:5 and since from this region there is no allowed jump it would
end up at 
1 < 0
+ < 0:5 resulting again in an unstable boundary layer on the
right side. This shows that the jump is located at x = x1 and from here the
density prole follows the trajectory which starts at x = x1 with the value
 = 0:5 + 0.
One can easily see that we need another jump to connect this trajectory
with the one which ends at x = 1 with  = +. Applying rule (A) (continuity
of the current) we can get the point x2 where the second jump is located.
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Figure 6.6: The ow eld of the hydrodynamic equation in the KLS model
with Langmuir kinetics. Parameters are  = 0; = 0:9;
a = 0:03;
d = 0:01.
The thick lines show the stationary density prole for   = 0:23;+ = 0:745
given by the rules (A,B,C). The dotted lines are  = ~ 1  0:24821,  =
~ 2  0:75178 (see subsection 6.6 for notations). The axes: x is a rescaled
coordinate (site number=L), (x) is an average density of particles at point
x.
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7.1 Introduction
In ref. [66] a driven diusive system with open boundary conditions and
reaction kinetics having rates scaling with the inverse system size was inves-
tigated (see subsection 5.1). In the previous chapter it was concluded that
for large L due to the 1=L scaling, successive events of the kinetics are suf-
ciently rare, so that locally the conservative driven dynamics can relax to
its steady state between reaction events [7]. In this case, the competition
between the boundary eects and those of the reaction dynamics lead to new
phenomena, most prominently to localized shocks. In the thermodynamic
limit any dynamics scaling with 1=L1+a with a > 0 is irrelevant in this case,
except for a < 1 on a special line in parameter space [73].
In contrast to the system with open boundary conditions, the total density in
a periodic driven system with reaction kinetics is always governed by this ki-
netics. If successive events of the reaction kinetics occur on average on a time
scale shorter than the relaxation time of the driven dynamics, the presence
of the kinetics will locally aect the correlations and thus the current-density
relation in the system. In contrast, if the kinetics is slow enough to allow
the driven dynamics to locally relax to its steady state between successive
events, the correlations in the system will be as in absence of the kinetics.
The relevant relaxation time scale of the systems considered here scales with
the system size as Lz, where z is the dynamical exponent of the KPZ uni-
versality class [3]. Therefore, reaction kinetics with rates scaling like L 3=2
or slower lead to correlations as given by the driven dynamics on a ring. If
the driven dynamics is such that no correlations arise, as e.g. for the ASEP,
the treatment is similar to the innite diusion case considered in [79]. The
system can thus be described by the total particle number N:
@
@t
hNi =
@
@t
L X
i=1
hnii =
L X
i=1
hSii: (7.1)
Here, Si corresponds to the reaction kinetics, evaluated at site i. For large
systems and uniform steady states, the system can be described by its density
. Equation (7.1) then simply becomes
@
@t
= S(): (7.2)
Thus any uniform steady state density corresponds to a node of the source
term S(). The possibility of non-uniform steady states is discussed in sub-
section 7.5.
Assuming a uniform steady state solution with  = c and S(c) = 0, its
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stability can be investigated by linear stability analysis. Let  be a small
perturbation, so that  = c + . Inserting into equation (7.2) and keeping
only terms up to rst order in  yields:
@()
@t
= S
0(c) (7.3)
This implies two things:
 Stable uniform steady states with density  = c have to fulll S(c) = 0
and S0(c) < 0. The latter condition ensures that perturbations diminish
in time.
 The form of the density-current relation j() or that of the collective
velocity vc are irrelevant for stability. All that matters are the corre-
lations created by the driven dynamics, as this aects the source term
S(). Models with identical correlations but dierent density-current
relations (such as k-step exclusion processes) have the same stable uni-
form steady states.
In the following several kinds of reaction kinetics for both the TASEP and
the KLS model are investigated.
7.2 The periodic TASEP with reaction kinet-
ics
The occurrence of phase transitions depends on the type of reaction kinetics,
i.e. single-site, two-site or higher order interactions. As the periodic TASEP
does not exhibit correlations in the steady state, contributions of multiple
point interactions to the source term can be obtained trivially. As the density
in the TASEP is restricted to the interval [0;1], the following requirements
for S() hold: S(0)  0 and S(1)  0.
7.2.1 Single-site interaction
The most general source term in this case is given by:
S() = A(1   )   B: (7.4)
Thus, there is only one stationary density LK = A=(A + B) which is stable
for all A, B. This density is the equilibrium density of Langmuir kinetics as
mentioned in section 5.1. No phase transitions are possible in this case.
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This single-site dynamics corresponds to coupling a periodic system to a bulk
reservoir of density LK exchanging particles with the system at unit rate at
each site independently.
Although multiple-point interactions can not be formulated as the action of
a bulk reservoir, they shall be considered in the following as they lead to a
variety of interesting phase transitions.
7.2.2 Two-site interaction
All possible processes for the kinetics and their contribution to the source
term are listed in table 7.1. In a quantum Hamiltonian formulation the op-
erators for two site interactions are four-by-four matrices, having 16 entries.
The four diagonal entries are xed by the normalization in each column,
leaving 12 independent processes (see e.g. [80]). These processes are listed
in table 7.1. Other processes can be expressed as combined actions of these
processes, e.g. particle creation at a single site by the processes with rates
D and G. For a large system, the source term can generally be written as
S() = p   
2 + h: (7.5)
Table 7.1: The conguration of adjacent lattice sites before (C) and after (C0)
an event. Empty sites are marked by , and occupied sites by . p(C ! C0)
denotes the contribution to the source term S(). Here, c > z = 3=2.
C C0 p(C ! C0)
  L cA(1   )2
  L cB(1   )2
  L c2C(1   )2
   L cD(1   )
  0
  L cF(1   )
   L cG(1   )
  0
  L cH(1   )
   L c2I2
   L cJ2
   L cK2
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Figure 7.1: The equation of state for directed percolation describing tran-
sitions for the TASEP with two-point kinetics. Dotted line: h = 0:1, full
line: h = 0.
Here, , p and  are functions of the parameters A to K. As mentioned
above, S(0)  0 and S(1)  0. A second order source term can thus have
at most one non-trivial node S(c) = 0, which is always stable. Additionally,
there may be unstable trivial stationary densities. If the dynamics is such
that these states (where either  = 0 or  = 1) are absorbing, phase transi-
tions are possible. Especially, if  6= 0, such an absorbing phase transition
is possible. In this case, equation 7.5 is the mean-eld equation of state of
directed percolation with an external eld h . The solutions of this equation,
expressing the stable uniform steady-state density are given by:
 =
c1p
2

s
c2
2h +

c1p
2
2
: (7.6)
The negative square root solution has to be discarded as  must not be neg-
ative. c1 = 1= and c2 = = are non-universal metric factors. For h = 0,
 = c1p, implying  = 1. On the other hand, for p = 0,  = c2
p
h,
thus  = 2. These are the exponents for mean-eld directed percolation (see
subsection 2.3). The equation of state is sketched in gure 7.1. The fact
that the transitions are of DP type is to be expected from the Janssen and
Grassberger universality hypothesis [39,40]: The order parameter is a scalar,
the transition is continuous and there are no additional symmetries (like e.
g. particle-hole symmetry) in the model, therefore the model is in the DP
universality class.
The periodic TASEP with two-site interactions is thus linking the two classes
of non-equilibrium models introduced in chapter 2: The correlations in the
system are determined by the driven dynamics while the actual phase tran-
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sition is of the directed percolation universality class.
7.2.3 Three and more site interaction
In the case of three site interactions, the source term becomes a third order
polynomial. In this case, two non trivial nodes c1 and c2 with S(c1) = S(c2) =
0 and S0(c1) < 0, S0(c2) < 0 are possible. For interactions comprising more
than three sites, the polynomial S might even have more non-trivial nodes.
Mean eld Ising class
To construct a dynamics that shows the features of the mean eld Ising
model, all that has to be done is to pay attention to the symmetry of the
Ising model, i.e. particle-hole symmetry. Furthermore, the dynamics S()
must be capable of showing three nodes, one at  = 1=2 and the other two
symmetric to that. If this is fullled, then by universality the mean eld Ising
model exponents are found, as is demonstrated below. Take the dynamics as
follows:
0 !1 with rate
1   A + h
2Lc (7.7)
101 !111 with rate
1 + A
2Lc (7.8)
1 !0 with rate
1   A
2Lc (7.9)
010 !000 with rate
1 + A
2Lc : (7.10)
Here, c > z = 3=2. A 2 [ 1;1] will play the role of the control parameter.
The term with rate h is introduced to break the symmetry. It acts like an
external magnetic eld in the Ising model. Figure 7.2 shows how the source
term S() looks like in the high and low temperature phase, respectively. As
the rates of the kinetics in the source term are scaling with L c and c > z,
the system is always in a product state as for the unperturbed ASEP. In the
thermodynamic limit the source term reads:
S() = 1
2Lc ((1   A + h)(1   ) + (1 + A)(1   )2)
  1
2Lc ((1   A) + (1 + A)(1   )2) (7.11)
Note that for a nite system the expressions for the densities in the source
term have to be expressed as ratios of particle number N and lattice size
L. The contribution 2(1   ) e.g. then becomes N(N   1)(L   N)=[L(L  
1)(L   2)].
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Figure 7.2: Left: Shapes for the source term S() when varying the control
parameter A. The dashed curve shows S in the high temperature phase for
h = 0 and A = 0:3, the dotted one in the low temperature phase at h = 0 and
A = 0:8. Right: Energy landscapes constructed from the detailed balance
condition, corresponding to the source terms.
The dynamics of the density  can be understood as that of a random walker
with site dependent hopping rates. The rate for hopping from a state with
N particles to one with N + 1 is given by the positive terms in S at density
 = N=L. Conversely the rate for hopping to a state with N   1 particles
is given by the negative terms in S. Knowing the hopping rates and setting
E(N = L=2) = 0, the energy landscape (or by P / e E the occupation
probability) of the random walker can be computed by using the detailed
balance condition. The results of this construction in the high- and low-
temperature phase are shown in gure 7.2. A comparison of the computed
occupation probability with a Monte Carlo simulation is shown in gure 7.3.
Equation (7.11) can be solved for its stationary densities, i.e. the nodes
of the source term. At h = 0 the three solutions are  = 1=2, and  =
1=2
1+A
p
 3+2A+5A2
1+A . Using the mapping from the lattice gas to an Ising spin
model, i.e. si = 2ni  1, the rst solution for the density translates to m = 0
in the language of the Ising model. The other solutions correspond to positive
and negative magnetization, respectively. Equating these magnetizations to
zero yields the critical value for the control parameter A, i.e. Ac = 0:6. In
presence of the eld h, the solutions are less handy and shall not be given
here. For a graph see gure 7.4. Knowing the density (or equivalently the
magnetization) as a function of the control parameter A and the external eld
h, the critical exponents can be worked out. Here the 'reduced temperature'
 = (A   0:6)=0:6 is used.
 For h = 0 near  = 0, a series expansion of the density yields  =
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Figure 7.3: Comparison of Monte Carlo and analytical results for the proba-
bility distribution P() of a particle-hole symmetric dynamics with two sta-
tionary stable states. Here, the dynamics is: 000 ! 010 with rate 0:08L 2,
101 ! 111 with rate L 2, 100 ! 110 with rate 0:58L 2 and the particle-hole
symmetric processes.
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Figure 7.4: The magnetization m = 2 1 as a function of the control param-
eter A with and without the external eld h. At h = 0, the magnetization
vanishes at A = 0:6. The curve without transition is taken at h = 0:02.
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0:5 + const 1=2 + O(2=3). Therefore  = 1=2.
 At the critical A, i.e.  = 0, a series expansion of the density for small
h yields:  = 0:5 + const h1=3 + O(h2=3). Thus  = 3.
 For small  and small h, to leading order m / h=. Therefore,  =
@m=@ / 1=, which means that  = 1.
 Computing the specic heat above and below  = 0 shows  = 0.
All critical exponents are as for the mean-eld Ising model.
Hysteresis
In case the kinetics is not symmetric with respect to exchange of particles
and vacancies, the model does not correspond to the mean eld Ising model.
Still, in both cases the phenomenon of hysteresis can be observed. Consider
as an example the following reaction kinetics:
0 ! 1 with rate 0:01L c
1000 ! 1100 with rate L c
1011 ! 1111 with rate L c
1 ! 0 with rate xL c
01 ! 00: with rate 10xL c (7.12)
(7.13)
Here, c > z = 3=2. Depending on the rate x there may either be one or
two stable stationary states. When varying the rate x, S() takes shapes
as exemplied in gure 7.5. Especially, the transition from the high-density
to the low-density phase exhibits hysteresis. The shape of the loop for an
innite system can be computed from the nodes of S(). When comparing
it to Monte Carlo simulations the usual velocity dependence of the area the
hysteresis loop covers becomes apparent (gure 7.5).
7.3 The periodic KLS model with reaction
kinetics
While the previous subsection focused on the TASEP, which exhibits no
correlations, this subsection covers a periodic system with KLS dynamics
(see subsection 2.1.2), which in one dimension is known to have a steady
state distribution as an Ising model [19]. The source term now contains
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Figure 7.5: Left: Shapes for the source term S() when varying the param-
eters x of the reaction kinetics. The full curve shows S in the coexistence
region (x = 0:45), the dotted one in the high-density phase (x = 0:41) and
the dashed one in the low-density phase (x = 0:47). Right: Hysteresis loop in
a Monte Carlo simulations at two dierent speeds for changing x (solid lines,
bold one at slower speed) compared to the result from the hydrodynamical
equation (dashed line).
correlators which have to be computed using transfer matrices (see e.g. [20]).
The rates for the kinetic processes are again scaling with L c, where c > z.
Clearly, for single-site interactions, which might be described as the action
of a bulk reservoir, nothing changes compared to the case of the TASEP
discussed above.
In case of two-site interactions, new phenomena arise. Note again that in
this case the non-conserving dynamics can not be formulated in terms of a
bulk reservoir.
Consider the following process, which is the dynamics of the contact process
with an external eld:
01
pL c
! 11 1
L c
! 0 0
hL c
! 1: (7.14)
The corresponding source term reads as
S() =
1
Lc (ph01i   h1i + hh0i); (7.15)
where h01i is the expectation value of having a vacant site adjacent to an
occupied one and h1i = 1   h0i denotes the particle density. When comput-
ing the correlator, the transfer matrix T as well as its eigenvalues 0;1 and
associated eigenvectors u0;1 are needed:
T =

e  h e
e e +h

(7.16)
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0;1 = e
  cosh(h) 
p
e 2 sinh(h)2 + e2 (7.17)
hu0j = (+; ) hu1j = ( ; +) (7.18)

2
 =
1
2
 
1 
e  sinh(h)
p
e 2 sinh(h)2 + e2
!
: (7.19)
Using the matrices
v =

1 0
0 0

n =

0 0
0 1

(7.20)
the correlator h01i is given as
h01i = h0ih1i +
1
0
hu0jvju1ihu1jnju0i (7.21)
= (1   )  
1
0
(1   ): (7.22)
Solving for the nodes of S() shows that two cases have to be distinguished:
 For  6= 1 the stationary density at h = 0 shows a continuous transition
from  > 0 at p > 1 to  = 0 at p < 1. Note that the empty lattice
is an absorbing state at h = 0. The transition vanishes in presence of
an external eld, as which in this case the particle creation with rate
h acts (see gure 7.6). Computing the critical exponents  = 1 and
 = 2, as well as the equation of state yields the same results as for
mean-eld DP.
 For  = 1 the stationary density shows at h = 0 a rst order phase
transition from  > 1=2 at p > 1, to  = 0 below. Again, the empty
lattice is an absorbing state at h = 0. This discontinuity also shows in
presence of the external eld (h > 0). In this case, the derivative of 
with respect to p has a discontinuity at p = 1   h (gure 7.6).
7.4 SSB in two coupled TASEP with exchange
kinetics
In this section, the possibility of spontaneous symmetry breaking in a system
of two coupled periodic TASEP is demonstrated.
Consider two TASEP with periodic boundary conditions. Let an exchange
kinetics, i.e. processes which detach particles from site i on the one ring and
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Figure 7.6: Stationary density for the periodic KLS model with reaction
kinetics. For  = 0 a rst order absorbing phase transition occurs at h =
0. At h 6= 0 the phase transition vanishes, but the derivative of (p) is
discontinuous. For  6= 1 a continuous transition occurs.
attach them on site i on the other ring, have rates scaling with L c, where
c > z = 3=2:
  
  
aL c
!
  
  
; (7.23)
  
  
L c
!
  
   : (7.24)
Here, lled circles denote occupied sites, open circles empty sites and dots any
of the two states. In this geometry, one TASEP acts as a particle reservoir
of the other. The situation is fundamentally dierent to the bulk reservoirs
considered before, which have a constant density. Here, the number of par-
ticles in the system is xed.
As in the previous subsections, the relaxation of the two TASEP on the rings
is fast compared to the time scale of successive events of the reaction kinetics.
Thus, the correlations on the rings are as in the TASEP, i.e. the correlators
vanish. Denoting the densities on the two rings as  and , respectively, the
source terms for the two densities read for a large system as follows:
S =
1
Lc
 
a
3(1   ) + 
2(1   )   a
3(1   )   
2(1   )

(7.25)
S =
1
Lc
 
a
3(1   ) + 
2(1   )   a
3(1   )   
2(1   )

(7.26)
In the stationary state, both source terms have to be zero. The locus of
stationary densities is shown in gure 7.7 for a = 0:1. As the coupled system
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is conserving, the total density + is an external parameter. As can be seen
from gure 7.7,  =  is a solution for all possible total densities. But there
are also total densities for which three solutions are possible: The symmetric
solution with  =  and two symmetry broken solutions with  6= . The
stability of the solutions in this region has to be probed with linear stability
analysis. Let (0;0)T be a stationary solution. Then a perturbed state




=

0
0

+




(7.27)
will develop to linear order as
@
@t




=
 
@S
@
@S
@
@S
@
@S
@
!



: (7.28)
When evaluated at (0;0)T = (c;c), i.e. a symmetric solution, there is a pos-
itive eigenvalue of the matrix in the region with three solutions, implying that
the symmetric solution is unstable. When evaluated for the non-symmetric
solutions, the matrix turns out to have an eigenvalue of 1 = 0 and one
eigenvalue 2 < 0. It turns out that the eigenvector corresponding to 2 is of
the form (2; 2), i.e. a perturbation with this eigenvector does not change
the total density, in contrast to the eigenvector of 1 = 0. As the system
considered is conservative, only perturbations corresponding to 2 < 0 are
relevant. These decay to zero in time, which means that in the region where
the total density permits three solutions, the symmetry broken ones are sta-
ble. Note that the two symmetry broken solutions are equivalent and one of
them is spontaneously chosen as the steady state.
The study of this system is motivated by a model for pattern formation of
myxobacteria [81]. These simple rod-like bacteria can move in either direc-
tion of their long axis. By contact interactions, collective behavior is induced
and patterns out of a spatially homogeneous population are formed. Note
that these bacteria have an internal degree of freedom, given by the direction
of their motion and are thus dierent from the particles in the ASEP.
7.5 On the possibility of non-uniform steady
states
The kind of reaction kinetics considered in this chapter has rates scaling as
L c where c  3=2. If there are non-uniform stationary states, then on the
Euler scale they obey the following equation:
@(x)
@t
+ vc
@(x)
@x
= ~ S((x)): (7.29)
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Figure 7.7: The possible stationary solutions for the densities  and  (y-
axis) for the two coupled TASEP with a = 0:1. In the region where the total
density allows for three solutions, the symmetric one becomes unstable.
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Figure 7.8: Example of a non-constant prole due to two shocks from density
1 to 2 and back.
Here, ~ S((x)) = LS((x)), i.e. ~ S scales like L c+1. Therefore, the density
proles resulting from equation (7.29) will have zero slope on the Euler scale,
i.e. they are at up to density shocks. Any non-uniform steady state would
thus involve shocks as depicted in gure 7.8, i.e. show coexistence of at least
two phases of constant density. From the stability criterion for the shocks
(see eq. (2.5) in subsection 2.1.3) it is clear that one of them, either the
upward or downward shock, is unstable. Therefore, the systems considered
in this section, i.e. those where the reaction kinetics occurs on a time scale
that is long compared to the relevant time scale of the driven dynamics, are
not capable of showing non-uniform steady states on a ring.
On the other hand, if the reaction kinetics occurs on the same time scale
or faster than the relevant time scale of the driven dynamics, the density-
current relation of that dynamics will not be identical to the one in absence
of the kinetics. In general, this relation is not analytically known for these
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cases, so that no general statements can be made.
These arguments also hold for the two-species systems considered in [82].
There, generically double shocks appear. Still, the density proles must also
be at on Euler scale for the given dynamics, apart from shocks. Also in this
case, either the upward or downward shocks must be unstable, enabling only
uniform steady states on a ring.
7.6 Conclusion
The relevant time scale for the dissipation of perturbations in a periodic sys-
tem is Lz, where z = 3=2 is the dynamic exponent of the KPZ universality
class. Single species periodic driven diusive systems with reaction kinet-
ics occurring on a slower time scale than this are only capable of showing
uniform steady states. This especially means that no phase separation can
occur in these models.
The TASEP with two-point reaction kinetics shows absorbing phase transi-
tions in the mean-eld DP universality class. The KLS model with two-point
kinetics is capable of showing a rst-order absorbing phase transition.
For three-point interactions, phase transitions between non-trivial steady
states are possible. Thus phenomena like hysteresis are observed.
A system of two coupled TASEP with exchange kinetics shows spontaneous
symmetry breaking.
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Exact Hurst exponent and
crossover behavior in a limit
order market model
908.1. INTRODUCTION
8.1 Introduction
Financial markets have in recent years been at the focus of physicists at-
tempts to apply existing knowledge from statistical mechanics to economic
problems [83{86]. These markets, though largely varying in details of trading
rules and traded goods, are characterized by some generic features of their
nancial time series, called `stylized facts' [83,84,86]. Agent based models of
nancial markets are successful to reproduce some stylized facts [87{92], such
as volatility clustering, fat-tailed probability distribution of price increments
and over-diusive price behavior at short time scales and diusive behavior
at later times. But all of them need an explicit price formation rule that links
excess demand to price changes [87,93{95], that can be itself problematic.
Another approach consists in modeling the price formation, for instance in
limit order markets [96{100]. So far, all these models of limit order markets
have under-diusive prices at short times, with a crossover to diusive prices
at longer times for some of them. Under-diusive behavior at short times is
realistic in limit order markets, but all these models lack the over-diusive
price behavior observed in real markets at medium time scales.
In this chapter we introduce a crude non-equilibrium model with over-diusive
price that is able to reproduce the crossover from a Hurst exponent H = 2=3
to H = 1=2 at larger times, when correlations in the price dynamics are
washed out by cancellations of existing orders and independent placements
of new orders. The Hurst exponent is dened via the mean square displace-
ment of the price x as a function of time:
p
hx2(t)i  t
H: (8.1)
In the early time regime our model belongs to the 1d-KPZ universality
class [101], hence, its mechanism for over-diusive price spreading is robust
and analytically tractable.
In section 8.2 we dene our model in terms of the limit order market dynam-
ics. Our simulation results are presented in section 8.3. In section 8.4 the
equivalence of the early-time regime of our model to the totally asymmetric
exclusion process (TASEP) [3] with a second class particle is established and
its relation to the KPZ [102] and noisy Burgers [62] equation as well as the
TASEP with Langmuir kinetics (see subsection 5.1) are discussed.
The results in this chapter were obtained in collaboration with D. Challet
and published in ref. [8].
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8.2 Model denition
We consider two types of orders: limit orders that are wishes to buy or sell
a given quantity of stock at a given price, and market orders that are orders
to immediately sell or buy an asset at the best instantaneous price. Limit
orders are stored in an order book until they are either canceled,1 or fullled,
provided that the current market price has moved towards their prices. The
model is constructed as a one-dimensional lattice model, in a similar spirit
as in [96,103]. Let the lattice of length L represent the price axis, with the
lowest price on the left end at site 1 and the highest one on the right at
site L. Limit orders of the two dierent kinds, i.e., asks (A) and bids (B)
are placed on the lattice according to the price that the order is based on.
As bids name lower prices than asks, they will be found on the left side of
the lattice. The current market price (x) separates the two regions. Sites
representing prices at which currently no order is placed are indicated as 0.
In the model we made the following simplifying assumptions:
 Only one kind of asset is traded and its price dynamics is not directly
inuenced by outside sources but just by the state of its limit order
book.
 Each site can only carry one order (exclusion model).
 Limit orders of either kind come in a unit size.
 Only a nite price interval of width L is considered.
The last assumption is justied as trade only takes place in a narrow interval
around the market price. In our model L can be chosen arbitrarily. For a
discussion on dierences between models and real limit order markets see
e.g. [104].
The dynamics of the lattice is as follows (see gure 8.1):
 At site 1 bids enter the system at rate : 0 ! B.
 At site L asks enter the system at rate . 0 ! A.
 Asks and bids can diuse one site towards the market price at rate
p provided no other order is already placed at the target site: B0 !
0B; 0A ! A0.
1For instance because they had a predened maximal lifetime.
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Figure 8.1: Example of a conguration and possible moves with their assigned
rates.
 Bids can be placed at unoccupied sites left of the market price at rate
. The same holds for asks being placed right of the market price:
0 ! A; 0 ! B.
 Bids and asks can be evaporated at rate : A ! 0; B ! 0. This
reects both orders being canceled as well as being timed out. We
have made the simplifying assumption of a constant removal rate at
each site instead of considering the lifetimes of individual orders.
 An ask can be fullled at rate p by an incoming market order, provided
it is adjacent to the current market price. Thus the order is removed:
xA ! 0x.
 A bid can be fullled at the same condition and rate, leading to a
decrease of the market price and removal of the order: Bx ! x0.
The role of order injection and diusion is to ensure a uctuating order
density on both sides of the price. On the other hand, the dynamics of
the special particle which represents the price, is such that the sign of price
increments is constant as long as the bid-ask spread is not minimal, i.e., as
long as the price is not surrounded by two orders. This is a crude but ecient
way of implementing trends in limit order market models. Notice that this
dynamics implies that the price is always between the best bid and best ask
orders, which is true 95% of the time in ISLAND ECN (www.island.com).
Even if it is likely that orders do not diuse [98], we use this ingredient as a
way of obtaining exact results for the Hurst exponent.
8.3 Simulation results
Throughout our simulations we chose initial congurations where each site of
the lattice is randomly occupied by an order with probability 1=2. Further-
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more we chose  =  = 1=4, p = 1=2. The lattice size L was chosen such that
the market price M could not uctuate out of the represented price interval
during the simulation time. The choice of rates guarantees that the price has
no drift but on average remains on its initial position, i.e., L=2. Averaging
over initial conditions is implied in all our simulations.
In the case  = 0 we remain with a model where price dynamics is solely
caused by diusion of limit orders. We are mainly interested in the Hurst
exponent H dened by the relationship h(x)2i
1=2 / tH.
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Figure 8.2: Fluctuations of the price signal
p
hx2(t)i / tH at  = 0 and t
with H = 2=3.
In g. 8.2 we show the uctuation of the price position x relative to the
initial price versus time, in a double-logarithmic plot. As can be seen the
Hurst exponent of the model is H = 2=3 for all times without a crossover.
This behavior is in contrast to the corresponding result from the basic Bak,
Paczuski, Shubik (BPS) model [96,103]. In the BPS models oers to buy
and sell diuse on a lattice representing prices just as in our model. The
dierence is that upon meeting oers to sell and buy mutually annihilate
in the BPS model, thus carrying the model to the universality class of the
A+B ! 0 reaction diusion model. For that model it is known analytically
that H = 1=4 at long times plus logarithmic corrections at shorter times [105].
In our model no mutual annihilation (of ask and bid), takes place, but just
one type of order vanishes (ask or bid, fullled together with a market order),
thus causing a price change. This carries our model into the realm of the
KPZ universality class as we will illustrate in the next subsection and yields
H = 2=3.
Price increments x(t) = x(t0 + t)   x(t0) show algebraically decaying
correlations (gure 8.3), with hx(t0) x(t0 +t)i / t 1=2 whereas these corre-
lations should be essentially zero; this is due to the absence of evaporation
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Figure 8.3: Correlations of the increments hx(t0) x(0)i versus t at  = 0
and t by the eye with a function decaying algebraically as t 1=2.
(see below); the correlation of absolute increments has algebraically decreas-
ing autocorrelation with an exponent of approximately 1. These long ranged
correlations cause the over-diusive behavior.
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Figure 8.4: Distribution of the increments (logarithmic scale) for t = 50 at
 = 0 and Gaussian t. The inset shows the variance of the distribution as
a function of time and a t proportional to t4=3.
Due to the price process itself (jx(1)j 2 0;1), the histogram of x(t)
is almost Gaussian in shape, the tails appear even less pronounced than a
Gaussian pdf (gure 8.4). The variance of the distribution of increments
x(t) increases as  / t4=3 (see inset of gure 8.4). The dynamical exponent
of the price process extracted from this property is z = 3=2. Clearly the
stochastic process causing the price movements is not Gaussian, not even a
rescaled Gaussian.
In what follows we consider the case  6= 0. Clearly this is more realistic
than  = 0 as it is possible to place orders of either kind at any unoccupied
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Figure 8.5: Fluctuations of the price signal
p
hx2(t)i / tH at  = 1=512 and
t with H = 2=3 in the early time regime and H = 1=2 at late times.
site on the price axis without having to perform diusion steps all the way
from the boundaries. Also the withdrawal of orders due to cancellation and
timeout becomes thus possible. As seen in gure 8.5 the uctuations of the
price signal show a crossover from super-diusive behavior at short times,
characterized by the Hurst exponent H = 2=3 to diusive behavior at later
times, implying H = 1=2.
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Figure 8.6: Decay of the correlations of the increments for  = 0 (upper
curve) and  = 1=8 (lower curve).
The local random events controlled by the parameter  destroy the long
ranged time correlations of the price increments. This can be seen in gure
8.6, showing the correlation of increments hx(t) x(0)i as a function of t for
 = 0 and  = 1=8. At t = 200 the correlation function for the  = 0 case is
still dierent from zero, while a decay to zero for the other case occurred long
since. Note that the autocorrelation of price increments should be negative
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for short time whereas it is positive in our model; this is due to the fact that
we do not allow the coexistence of the two types of markets orders (see [106]).
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Figure 8.7: Fluctuations
p
hx2(t)i for  = 1=8,  = 1=32,  = 1=128 and
 = 1=512 (from below). The parameter  controls the range over which
H = 2=3 (dashed line).
Adjusting the rate  serves as a parameter to control the crossover point.
Figure 8.7 shows the price uctuations for values of  between 1/8 and 1/512.
The larger the rate  for local events, the shorter is the time span for over-
diusive uctuations. In fact, in our simulations over-diusive behavior over
a longer time interval appears only to be possible at seemingly meaningless
low rates , namely   1=L, compared to  =  = 1=4 and p = 1=2. From
the study of empirical data of the Island ECN limit order market conducted
in [98] it is known that about 80 per cent of limit orders in the respective
market vanished due to timeouts. Only 20 per cent of the oers were (at least
partially) fullled. We measured these quantities as a function of  in our
simulations, where fulllment of an order means either the process Bx ! x0
or xA ! 0x and timeouts are reected by the rate . It turns out that for a
lattice of L = 1000 at  = 1=512 about 8 per cent of orders were fullled and
at  = 1=1024 about 16 per cent. Thus the choice of small  matching the
observed fulllment rate is realistic and could in fact be used as a means to
gauge the simulation time by comparing the known empirical crossover time
and the simulation crossover.
In the spirit of dynamical scaling it is tempting to assume that the price
uctuations with suciently low  can be described in terms of a scaling
function F with
< x
2(t) >= 
 1F(
2t):
Since  is a rate with inverse dimension of time one expects 2 = 1 for
covariance of < x2(t) > under rescaling of time. For small times, i.e., small
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arguments of the scaling function, this ansatz should reproduce the behavior
< x2(t) >/ t4=3 which implies F(y) / y4=3 for y ! 0. Independence of 
thus yields the scaling relation
4=32 = 1: (8.2)
Hence one expects 1 = 4=3. For large times crossover to diusion implies
F(y) / y for y ! 1. For large  (of order 1 and larger) we obtain ordinary
random walk behavior even at early times and the scaling relations are not
expected to be valid.
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Figure 8.8: Data collapse for the data for  = 1=32, to  = 1=1024 using the
scaling function given in the text and lines to guide the eye corresponding to
H = 2=3 and H = 1=2.
These arguments are well born out by Monte Carlo simulations. The best
t for the data could be achieved for the choice 1 = 1:31 and 2 = 1:04.
These exponents are used in the plot (g. 8.8). The scaling property suggests
that the relevant time scale of the model is  = 1=, which is the average
time between successive placements or evaporations of an order at a given
site.
The increments of the price signal x(t) for  6= 0 (g. 8.9) dier from  =
0 in two important respects. Firstly, the tails of the distribution are closer to
a Gaussian. A second and more pronounced dierence is the behavior of the
variance  of the distribution as a function of time, which shows a crossover
from  / t4=3 to  / t just as the price signal itself. This means that the
price performs an ordinary random walk at long times. A snapshot of the
price movement is shown in gure 8.10.
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Figure 8.9: Distribution of the increments for t=50 at  = 1=8 and Gaussian
t. The inset shows the variance of the distribution as a function of time
and the linear asymptote.
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Figure 8.10: Snapshot of price movement at  = 1=8.
8.4 Connection to the TASEP
The virtue of our model is the equivalence at  = 0 to the totally asymmetric
exclusion process (TASEP) for which a wealth of exact results exists [3]. At
 6= 0 it is equivalent to the TASEP with Langmuir kinetics (see subsection
5.1).
In the TASEP excluding particles enter a lattice at rate  from the left and
hop with rate p to the right, provided the target site is empty. At the right
end they can leave the system with rate . In connection with the TASEP a
'second class' particle [107] has been dened to have the following dynamics:
A rst class particle meeting upon a second class particle to its right will
exchange places. A second class particle with a vacant right neighboring site
hops to that site. The second class particles motion is designed such that
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it does not interfere with the motion of the rst class particles. In fact, the
motion of a single second class particle in the system is on average that of a
density uctuation in the system.
Upon coarse graining the dynamics of the TASEP can be described by
the noisy Burgers equation, which is closely related to the KPZ equation
known to have a universal dynamical exponent z = 3=2 [101]. This implies a
Hurst exponent H = 2=3 as discussed above. For the noisy Burgers equation
the over-diusive spreading of a density uctuation (i.e., the spreading of
the second class particle, representing the price signal in our model) with
H = 2=3 has been shown analytically [62] in the case of statistically averaging
over initial positions as well as realizations, which is always implied in our
simulations.
The mapping between our model and the TASEP at  = 0 is as follows: The
market price x represents the second class particle. Left of its position, bids
are rst class particles in the sense of the TASEP and vacancies remain what
they are. To the right of the market price vacancies take the role of rst class
particles in the TASEP sense and asks that of vacancies. The price dynamics
in our model is precisely that of a second class particle or density uctuation
in the TASEP.
The TASEP may be seen as a discretized version of the noisy Burgers
equation. It is an exactly solvable model for which z = 3=2 has been ob-
tained through the Bethe ansatz [108]. More recently, also the distribution
of the second class particle for averaged random initial conditions has been
calculated exactly through a correspondence with statistical properties of
random matrices [109]. This conrms the results of our simulations for a
nite lattice with open boundaries, but system large enough to be equivalent
to an innite system. We have also performed simulations for a xed random
initial state. We found that the super-diusive spreading of the second class
particle prevails, but the amplitude < x2 > =t4=3 depends on the initial con-
dition. This is in accordance with expectations [110].
At  6= 0, bids and asks can be placed and evaporated at arbitrary posi-
tions. The placement (evaporation) of bids is equivalent to the attachment
(detachment) of TASEP-particles on the lattice left of the second class par-
ticle. The placement (evaporation) of asks is equivalent to the detachment
(attachment) of TASEP-particles right of the second class particle. Thus for
 6= 0 the system is equivalent to a TASEP with Langmuir kinetics where in
the language of subsection 5.1 !a = !d = . As mentioned in subsection 8.3,
in the limit order market model, over-diusive behavior of the price could
only be observed for longer times if   1=L. Thus in this model the realistic
parameter range is !a = !d =   1=L, which is precisely the type of scaling
considered in ref. [66] for the TASEP with Langmuir kinetics.
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8.5 Conclusions
In this chapter we have presented a model exhibiting the empirically observed
crossover of the Hurst exponent from H > 1=2 to H = 1=2. By a mapping to
the totally asymmetric exclusion process we obtain the exact value H = 2=3
which is close to what is often observed in real markets. The existence
of an exact analytic solution puts our model in contrast to the model by
Bak [96] exhibiting over-diusive spreading by volatility feedback into the
system and a copying strategy of the traders, but for which no analytical
solution is known. The over-diusive behavior results from time correlations
build up in the biased internal motion of asks and bids respectively which
together with market orders drive the price process. We identify the average
time between evaporation events of orders (due to time-out or cancellation
respectively) at a given site as the relevant time scale of the model before
crossover to diusive Gaussian behavior. Placement and evaporation events
for orders play the role of Langmuir kinetics in the mapping of the model to
an exclusion process.
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Spontaneous symmetry
breaking in a non-conserving
model
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9.1 Introduction
In this chapter we study a variant of the bridge model (see section 2.2.2 and
chapter 4), in which non-conserving dynamics is introduced in the bulk of the
system. All dynamical rates, both conserving and non-conserving, respect
the CP-symmetry between the two species of particles. By its nature, this dy-
namics acts to balance the densities of the two species. If the non-conserving
transitions occur at nite rates, spontaneous symmetry breaking does not
occur. However, we nd that when these rates are inversely proportional
to the system size, spontaneous symmetry breaking appears. This model
is related to the single-species non-conserving asymmetric exclusion process
which was introduced and studied recently [7, 66,74] (see subsection 5.1).
As in that model, the two-species model exhibits new phases with localized
shocks. Transitions in the phase diagram can be understood by consider-
ing the position of the localized shocks. Furthermore, the phenomenon of
induced localized shocks is observed, as predicted in [82].
The chapter is organized as follows. The next section contains the def-
inition of the model. In section 9.3 we calculate the phase diagram within
mean eld approximation for some cases where the bulk dynamics of the two
species are decoupled. Dierent limits of the model are discussed, and in
particular the phase diagram of the bridge model is recovered as the non-
conserving rates are reduced to zero. Next, we present in section 9.7 results
of Monte Carlo simulations, and compare them with the predictions of mean
eld analysis. The phenomenon of induced shocks is addressed in section 9.9.
In section 9.10 we present an exact solution for the case where uctuations
in the number of particles in the system are taken to zero. A physical picture
is introduced and analyzed in section 9.11. We conclude and summarize in
section 9.12.
The results of this chapter were obtained in collaboration with E. Levine and
published in ref. [9].
9.2 Model Denition
The model considered in this section is dened on a one-dimensional lattice
of size N. Each lattice site can either be occupied by a positive (+) parti-
cle, occupied by a negative ( ) particle, or vacant (0). The system evolves
through three types of stochastic rates: In the bulk of the system particles
move on the lattice according to the rates
+0
1 !0 + +  
q
!  + 0  
1 ! 0 : (9.1)
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In addition, each site in the bulk of the system, 1 < i < N, can change its
state with rates
+
!X


!X
  +
!D


!A
0  
!D


!A
0 ; (9.2)
corresponding to charge exchange, desorption of a particle from the lattice,
and adsorption of a particle at an empty site. At the boundaries particles
may be introduced and removed. At the left boundary, site i = 1, positive
particles are introduced and negative particles are removed with rates
0
 !+  

!0 (i = 1) ; (9.3)
while at the right boundary, i = N, negative particles are introduced and
positive particles are removed with rates
0
 !  +

!0 (i = N) : (9.4)
Note that all dynamical rules, conserving and non-conserving, are CP sym-
metric, namely symmetric under the exchange of positive-negative charges
and left-right directions. Generalizations of this model to the case were both
types of particles can move in both directions, and when the dynamical rules
break the CP symmetry, will be considered elsewhere.
Considering the bulk non-conserving rates, one distinguishes three possi-
ble scenarios [7]. If the rates are nite, in the thermodynamic limit the bulk
densities are dominated by the non conserving kinetics. Otherwise, if the
rates decay to zero faster than 1=N, the bulk non-conservation should have
no eect, and the properties of the system in the thermodynamic limit are
identical to those with bulk conservation. The third case, which we consider
here, is the one in which the non-conserving rates scale down linearly with the
system size. It is useful to introduce the notation !A = 
=N, !X = 
uX=N,
!D = 
uD=N.
Without the non-conserving dynamics in the bulk of the system, eq. (9.2),
the model is identical to the bridge model introduced in [30,31] and further
studied in [33,34,64].
The model considered here can be thought of as two interacting single-
species totally asymmetric exclusion processes coupled to bulk reservoirs.
The TASEP with Langmuir kinetics (LK) is an extension of the well-known
totally asymmetric exclusion process (TASEP) [17,18,111] with bulk absorp-
tion and desorption dynamics (see subsection 5.1). Using mean eld calcula-
tions [74], which were argued to be exact [7], the phase diagram of this model
was obtained. In addition to the three phases of the TASEP, namely the
maximal-current phase, the high-density phase and the low-density phase, it
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was found that the TASEP with LK may also exhibit four additional phases.
The most interesting one is a shock phase which consists of a localized shock
in the bulk of the system, separating a low-density region to its left from a
high-density region to its right. In the bulk-conserving TASEP shocks appear
only on the boundary line between the high-density and low-density phases.
On that line a delocalized shock appears in the system. As the position of
the shock is equally probable at any site in the system, the average prole
on the transition line is linear. In contrast, the TASEP with LK exhibits a
distinct phase in which a localized shock, whose position is selected by the
dynamics, is present. The existence of this phase plays a main role in our
analysis of the two-species model.
The maximal-current phase of the TASEP appears in the TASEP with LK
only when the two non-conserving rates, namely particle absorption and des-
orption, are equal. In this case there exist three more phases. These include
a low-max phase, in which the density increases linearly from a boundary
density < 1
2 towards density 1
2, where it remains constant for the rest of the
system ; a max-high phase, in which the density rises linearly from a constant
prole of density 1
2 to a boundary density > 1
2 ; and a low-max-high phase,
in which the density rises linearly from a left-boundary density < 1
2 towards
1
2, where it remains constant up to a point where it climbs linearly again
towards a right-boundary density > 1
2.
9.3 Mean Field Theory
In this section we study the mean eld equations of our model in the ther-
modynamic limit N ! 1. We introduce the occupation variables i and i,
such that i = 1 (i = 1) if site i is occupied by a positive (negative) particle,
and 0 otherwise. The densities of the positive and negative particles are then
dened by
pi = hii mi = hii ; (9.5)
where angular brackets denote averaging over realizations.
The time evolution of the particle densities is governed by
dpi
dt
= j
+
i 1   j
+
i + S
+
i
dmi
dt
= j
 
i+1   j
 
i + S
 
i ; (9.6)
where the currents are given by
j
+
i = hi(1   i+1   (1   q)i+1)i
j
 
i = hi(1   i 1   (1   q)i 1)i ; (9.7)
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and the source terms are
S
+
i = !A (1   pi   mi)   !Dpi + !X (mi   pi)
S
 
i = !A (1   mi   pi)   !Dmi + !X (pi   mi) : (9.8)
At the boundaries the source terms vanish, and the currents are given by
j
+
0 = (1   p1   m1)
j
+
N = pN (9.9)
j
 
1 = m1
j
 
N+1 = (1   pN   mN) :
The mean eld theory for this model is dened by replacing two-point cor-
relation functions with products of one-point averages. Within this approxi-
mation, the currents become
j
+
i = pi (1   pi+1   (1   q)mi+1)
j
 
i = mi (1   mi 1   (1   q)pi 1) : (9.10)
In the steady-state all time derivatives vanish, and one has
j
+
i = j
+
i 1 + S
+
i j
 
i = j
+
i+1 + S
+
i : (9.11)
Dening J
+
i = j
+
i  
Pi
k=0 S
+
k ;J
 
i = j
 
i  
PN
k=i S
 
k , one notices that in
fact J
+
i  J + and J
 
i  J   are conserved throughout the lattice, and
J + = j
+
0 ;J   = j
 
N+1.
9.4 Solution of the mean eld equations in
the bulk-decoupled case
The case q = 1;uX = 1 is special, as in this case the bulk equations (9.6)
with the mean eld currents (9.10) are decoupled. The currents and source
terms in this case are just
j
+
i = pi (1   pi+1) S
+
i =


N [1   (2 + uD)pi]
j
 
i = mi (1   mi 1) S
 
i = 

N [1   (2 + uD)mi] :
In the bulk of the system, the hopping rates for say a positive particle do not
distinguish between a negative particle and a vacancy. Also, the fact that
attachment of a positive particle is limited by the presence of negative ones, is
exactly compensated by the charge exchange rate. The coupling between the
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two species is limited in this case only to the boundaries. Following [30,31],
one readily notices that upon the denition

+ =
(1   p1   m1)
1   p1
=
J +
J +
 + J  +S 

=
j
+
0
j
+
0
 +
j
 
0


  =
(1   pN   mN)
1   mN
=
J  
J  
 + J ++S+

=
j
 
0
j
 
N
 +
j
+
N

; (9.12)
with S =
PN
i=1 S

i , the problem is reduced to two single-species TASEP
with LK. One process corresponds to the positive particles with injection
rate + at the left boundary and ejection rate  at the right, and the other
to the negative particles with injection rate   at the right boundary and
ejection rate  at the left. The two processes may or may not share the same
phase. The latter case corresponds to a phase of the two-species system,
where the symmetry between the two species is broken. In the other case, it
may be that the average densities of the two species are not equal, although
the two lie in the same phase of the corresponding TASEP with LK. A trivial
restriction on the possible phases in the model is pi + mi  1 at all sites.
This immediately excludes several possibilities, such as ones which mix the
high-density phase of one species with anything but the low-density of the
other.
In this section we explore the possible phases in the bulk decoupled case.
Symmetric phases are presented rst, followed by asymmetric phases. In the
symmetric phases, + =  , so for these phases only + is quoted in the
following. For the asymmetric phases it is always assumed, with no loss of
generality, that the positive particles are in the majority. When describing
density proles we always take a language in which the lattice is rescaled to
the segment [0;1]. The emerging phase diagram is discussed in the following
paragraph.
Maximal-current symmetric phase
In this phase the bulk density of both species is 1
2, and the boundary currents
are given by
j
+
0 = j
 
0 =
1
4
: (9.13)
The conditions for this phase to exist are

+ >
1
2
 >
1
2
: (9.14)
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Figure 9.1: Density proles of the symmetric phases, as obtained by integrat-
ing the mean eld equations for a system of size N = 128. (a) max phase,
 = 3:0,  = 0:8, 
 = 0:2, q = 1. (b) low-max phase,  = 1:0,  = 0:7,

 = 0:2, q = 1. (c) low phase,  = 0:1,  = 0:8, 
 = 0:2, q = 1. (d)
low-max-high phase,  = 5:0,  = 1=3, 
 = 0:5, q = 1. (e) shock phase,
 = 3:0,  = 0:25, 
 = 0:2, q = 1.
Typical density proles of the two species in this phase, as obtained from
integrating the mean eld equations, are shown in gure 9.1 (a).
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Low - max symmetric phase
The density prole in this phase is composed of a low density part where the
density increases linearly with slope 
 on the rescaled lattice, as well as a
part with constant density 1
2. The boundary currents are
j
+
0 = 
+(1   
+) j
 
0 =
1
4
: (9.15)
The conditions for the existence of this phase are

+ <
1
2

+ >
1
2
  
  <
1
2
: (9.16)
The density proles shown in gure 9.1 (b) for a nite system furthermore
exhibits a boundary layer, which does not scale with the system size.
Low density symmetric phase
In this phase both densities remain below 1
2, increasing throughout the system
with constant slope 
 (gure 9.1(c)). The boundary currents are given by
j
+
0 = 
+(1   
+) j
 
0 = (
+ + 
)(1   
+   
) : (9.17)
Necessary conditions for the existence of this phase are

+ <    
 for  <
1
2

+ <
1
2
  
 for  
1
2
: (9.18)
Inserting the boundary currents (9.17) into (9.12) yields a quadratic equation
for +. Using (9.18) one readily identies the relevant solution.
Low - max - high symmetric phase
The density proles in this phase are a mixture of three dierent pieces - a
linear prole of low densities and constant slope 
, followed by a at density
prole at density
1
2, and a linear prole of high-densities of the same slope
(gure 9.1(d)). The boundary currents are now
j
+
0 = 
+(1   
+) j
 
0 = (1   ) : (9.19)
This phase region is dened by the conditions

+ >
1
2
  
  <
1
2
: (9.20)
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Again, one solves the equation for + given by (9.12) and (9.19), and uses
(9.20) to identify the relevant solution. For a nite system (as seen in gure
9.1(d)) the transition between the three parts is not sharp. It only becomes
so on the rescaled lattice as N ! 1.
Shock symmetric phase
This phase is characterized by a localized shock, separating a low-density
region from a high-density one, both of linear prole with slope 
. The
boundary currents are given by
j
+
0 = 
+(1   
+) j
 
0 = (1   ) : (9.21)
Notice that + in this phase is identical to the one of the low-max-high phase.
The shock symmetric phase is dened by the conditions
   
 < 
+ <
1
2
  
 : (9.22)
The position of the shock xs is given by
xs =
   +
2

+
1
2
=
2   (1 + ) +
p
(1 + )2   4
4

+
1
2
: (9.23)
In contrast to the thermodynamical limit, the shocks in a nite system such
as in gure 9.1 (e) are not sharp.
Shock - low asymmetric phase
In this phase the majority species exhibits a localized shock, while the mi-
nority species is in the low phase throughout the system (gure 9.2 (a)). The
boundary currents for the two species are
j
+
0 = 
+(1   
+) j
 
0 = (
  + 
)(1   
    
)
j
+
N = (1   ) j
 
N = 
 (1   
 ) : (9.24)
The conditions for the existence of this phase are given by

+ >    
 
+ <  + 
  <
1
2
: (9.25)
The equation for   does not involve +, and can be solved as in previous
phases. Plugging this solution into the equation for + one can solve the
equation, and identify the only solution which obeys (9.25).
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Figure 9.2: Density proles of the asymmetric phases, as obtained by inte-
grating the mean eld equations for a system of size N = 128. (a) shock-low
asymmetric phase,  = 0:1,  = 0:05, 
 = 0:02, q = 1. (b) high-low asym-
metric phase,  = 1:5,  = 0:1, 
 = 0:02, q = 1. (c) low asymmetric phase,
 = 0:82,  = 0:31, 
 = 0:02, q = 1.
High - low asymmetric phase
This phase is analogous to the strong asymmetric phase of the Bridge model.
In this phase the majority sustains a high density in the bulk of the system,
while the minority density is low. Here, however, the density proles are not
constant, but rather of opposite slopes 
 (gure 9.2 (b)). The boundary
currents for the two species are
j
+
0 = ( + 
)(1      
) j
 
0 = (
  + 
)(1   
    
)
j
+
N = (1   ) j
 
N = 
 (1   
 ) : (9.26)
The conditions for the existence of this phase are

+ >  + 
  + 
 <
1
2
: (9.27)
Expressions for  are obtained from (9.26), (9.27) just as in the shock-low
phase.
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Low asymmetric phase
In this phase both particle species maintain a low density prole with con-
stant slope 
. Still, the phase is asymmetric as the boundary densities of the
two phases are dierent. An analogous phase is also observed on the mean
eld level in the bridge model. The boundary currents are given by
j
+
0 = 
+(1   
+) j
 
0 = (
  + 
)(1   
    
) ;
j
+
0 = 
 (1   
 ) j
+
0 = (
+ + 
)(1   
+   
) : (9.28)
Plugging the currents (9.28) into (9.12) gives

+ = 1  
+(1   +)

 
(  + 
)(1       
)


  = 1  
 (1    )

 
(+ + 
)(1   +   
)

: (9.29)
Let D = +     and S = + +  . Subtracting the equations in (9.29)
yields
D = D

(1   S)
   

 
2



: (9.30)
In the asymmetric phase, D 6= 0, thus an expression for S is obtained.
Summing the equations in (9.29) and using this result yields D as a function
of  and . The eective boundary rates are obtained as + = 1
2(S + D)
and   = 1
2(S  D). Necessary conditions for the existence of this phase are

+ <    
 and  <
1
2

+ <
1
2
  
 and  
1
2
D > 0 : (9.31)
A typical prole for this phase is shown in gure 9.2 (c).
9.5 Phase Diagram
In the previous section we have listed all phases which are found to exist
in this model, and derived the phase boundaries in which they reside in
parameter space. We now turn to describe the emerging phase diagram.
First note that the full parameter space is covered by the four symmetric
phases. In fact, all asymmetric phases reside in regions of phase space where
the low-density symmetric state is also stationary. Which of the solutions
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Figure 9.3: Mean eld phase diagram for the bulk decoupled case with !D = 0
and 
 = 0:2 (left), 
 = 0:02 (right). The inset focuses on the regime where
the low-asymmetric phase is most pronounced. Abbreviations used for the
phases: M - maximal-current symmetric phase; LM - low-max symmetric
phase; LMH - low-max-high symmetric phase; S - shock symmetric phase;
L - low symmetric phase; SL - shock-low asymmetric phase; HL - high-low
asymmetric phase; LL - low asymmetric phase.
is realized is a matter of stability, as will be discussed shortly. Except for
the boundary of the maximal-current phase, the phase boundaries of the
symmetric phases share a common point Q in the (;) plane, given by
Q =

1   4
2
4

;
1
2

: (9.32)
The intersection point of the phase boundary between the low and the shock
symmetric phases meets the  axis at the point
R = (0 ; 
) : (9.33)
In gure 9.3 we plot the phase diagram for the cases 
 = 0:2;0:02. Note that
at the higher value of 
 no asymmetric phases exist, while at the smaller
value all phases described in the previous section exist. This fact will be
addressed below. Taking 
 to zero the original phase diagram of the bridge
model is retrieved, as discussed below.
Stability
As mentioned above, all asymmetric phases reside in regions of phase space
in which the symmetric low density is also a stationary solution of the mean
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eld equations. On the mean eld level, the realization of one stationary
solution rather than the other is a matter of initial conditions. In all cases
both the symmetric and asymmetric solutions are linearly stable. However,
any initial condition for which the density of at least one of the two species
is higher than 1
2 in some region evolves into the state of broken symmetry.
Thus a disordered initial condition, in which the density of particles at any
site is an independent uniformly distributed random variable, resides in the
basin of attraction of the asymmetric solution.
Considering the model beyond mean eld approximation, where the dy-
namics is noisy, one expects a random perturbation to take the system away
from the symmetric solution. In physical terms this can be understood by
the fact that nucleation of a high density domain leads to its ow towards
the boundary, where it reduces the inow of particles of the other species
due to the exclusion interaction. Once the symmetry is broken, the high
density phase expands and takes its steady state position. This picture is
substantiated in a quantitative manner for the limit  ! 0 in section 9.10.
Note that this line of argument cannot be followed for the asymmetric low
phase.
Extinction of the asymmetric phases at high 

So far we have considered the case !D = 0, where detachment of particles
from the bulk is suppressed. In this case the non-conserving rates allow for
attachment of particles of either species with rate !A and for charge exchange
with rate !X. While the former process aects the densities of both species
in the same way, the charge exchange process tends to diminish the density
dierence between species. Thus it is clear that for large !X  
, when this
process becomes dominant, the asymmetric phases will vanish. This eect
can only increase in the presence of detachment, which acts stronger on the
majority species. In the case !D = 0 we nd that the high-low phase ceases
to exist beyond 
 ' 0:035. The shock-low phase vanishes at 
 ' 0:138, and
with it the low asymmetric phase. The vanishing of the asymmetric phases
can be understood in a more quantitative manner from the blockage picture
described in section 9.11.
The limit 
 ! 0
In the limit of 
 ! 0 the non-conserving model considered here must coincide
with the bridge model. In this limit, the point R dened above is shifted
towards the origin. The point Q is pushed to innity, which means that the
low-max-high symmetric phase cannot exist. The boundary line between the
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low symmetric and the shock symmetric phase is given generally by
LS = 
 +
1
2
 
1
2
p
1   4
 for  
1   4
2
4

: (9.34)
Thus LS ! 0 for all  as 
 ! 0, and the shock symmetric phase cannot
exist. Furthermore the low-max symmetric phase vanishes in this limit. The
boundary between this phase and the maximal-current phase,
 =

2   1
for  >
1
2
; (9.35)
coincides in the limit 
 ! 0 with its boundary with the low phase,
 =

2   1 + 4
( + 
)
for
1
2
<  <
1   4
2
4

: (9.36)
Thus, of the symmetric phases only the maximal-current phase and the low
phase remain in the 
 ! 0 limit, as expected from the bridge model.
As for the asymmetric phases, one notices in the same way that as 

decreases, the high-low phase region grows on the expense of the shock-low
phase. As 
 ! 0, the boundary lines of both phases coincide, and the shock-
low phase ceases to exist. Exact expressions for these phase boundaries are
rather lengthy, and are omitted here. Finally, the low density asymmetric
phase takes in the 
 ! 0 limit its form as in the bridge model.
9.6 Detachment from the bulk: the case !D 6=
0
We now turn to consider a more general case, still within the bulk-decoupled
regime (q = 1;!D = !X), where the non-conserving dynamics includes de-
tachment of particles. This case corresponds to the TASEP with LK and
non-equal attachment and detachment rates. The phase diagram of that
model includes only three phases: high density, low density and localized
shock. All phases where a part of the prole is constant at 1
2 do not exist.
This comes from the fact that the equilibrium density of the kinetics is given
by the Langmuir density rather than 1
2.
The phase diagram of our model in the case !D 6= 0 exhibits only two
symmetric phases - the symmetric low-density phase and the shock symmetric
one. All asymmetric phases which were obtained for the case !D = 0 are also
present here. As in the TASEP with LK, the density proles in this case are
not linear, but rather curved. This makes the analysis of the phase diagram
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Figure 9.4: Mean eld phase diagram for the bulk-decoupled case, with 
 =
0:02 and uD = 1 (gray lines), uD = 2 (dark lines) . The boundary line
between the asymmetric low-density phase and the symmetric low phase is
omitted. Abbreviations for the dierent phases are the same as in gure 9.3.
somewhat more cumbersome, although not dierent in principle from the one
presented in section 9.4. Details of this calculation are given in the appendix.
In gure 9.4 we plot the mean eld phase diagram for the cases uD = 1
and uD = 2, where uD is dened as before by uD = !D=!A. The boundary
line between the asymmetric low-density phase and the symmetric low phase
is not presented. We could not obtain the boundary densities in this phase
in a closed form. For several values of uD we have found numerically that
this line lies just above the transition line between the shock-low phase and
the asymmetric low phase. Certainly, the region of phase space covered by
this phase does not increase compared with the case !D = 0. It is readily
noticed that the part of phase space spanned by the high-low asymmetric
phase decreases as !D is increased. This is expected from the fact that the
detachment process acts stronger on the majority phase, thus reducing its
density. For any given 
 the detachment process can be increased to a level
in which the high-low asymmetric phase does not occur.
The detachment process can be considered as cooperating with the bound-
ary ejection rate , and competing with the boundary injection rate . It
is no surprise then that the asymmetric shock-low phase grows in the  di-
rection of phase space and shrinks in the  direction as !D is increased. In
the regions of phase space which compose the three phases identied only
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for the case !D = 0, the density proles approach continuously, as !D is
decreased towards zero, to the ones described in the corresponding phases of
the !D = 0 case.
9.7 Monte Carlo simulations
As was already noticed in earlier works about the bridge model [30,31,34],
the mean eld phase diagram captures the correct topology of the phase
boundary lines. The exact location of the boundary lines, however, is shifted
in the noisy model with regard to those of the mean eld solution. For our
model we did not try to obtain the exact location of the phase boundary lines
from Monte Carlo (MC) simulations. Still we note, based on our simulations,
that these lines cannot lie too far from those of the mean eld phase diagram
obtained in the previous section. Here we concentrate on giving evidence for
each of the phases by nding representative points in parameter space. In
gure 9.5 we present the density proles of the two species in the dierent
phases as obtained from MC simulations. The proles in each phase were
taken at the same parameters as the respective mean eld proles shown in
gures 9.1 and 9.2. For all phases shown here the mean eld proles capture
the features of the noisy model. While MC simulations were done for a
system of size N = 2000, the mean eld results are obtained for N = 128.
A quantitative comparison between the proles becomes meaningful in the
limit N ! 1 using rescaled coordinates x = i=N. In this limit the localized
shocks in the shock-low and symmetric shock phase become sharp [66]. In
gure 9.5 the density prole for the low asymmetric phase is omitted. This
phase is addressed in the following paragraph.
9.8 The low asymmetric phase
The existence of the low asymmetric phase is an issue of longstanding dis-
cussion [34,64] (see also chapter 4). It was noted already in the mean eld
solution of the bridge model [30, 31] that the region in phase space cov-
ered by this phase is very small compared to the others. Furthermore MC
simulations indicate that the particle densities in this region of phase space
uctuate strongly [64]. These facts also hold true in the model considered
here. Therefore we refrain from presenting a MC density prole as was done
for the other phases. In [64] the existence of the low-asymmetric phase in the
bridge model is deduced from sampling the probability distribution P( p;  m),
where  p and  m are the average densities of positive and negative particles
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Figure 9.5: Density proles as obtained from a Monte Carlo simulation of
a system of size N = 2000. (a) max phase,  = 3:0,  = 0:8, 
 = 0:2,
q = 1. (b) low-max phase,  = 1:0,  = 0:7, 
 = 0:2, q = 1. (c) low
phase,  = 0:1,  = 0:8, 
 = 0:2, q = 1. (d) low-max-high phase,  = 5:0,
 = 1=3, 
 = 0:5, q = 1. (e) shock phase,  = 3:0,  = 0:25, 
 = 0:2, q = 1.
(f) shock-low asymmetric phase,  = 0:1,  = 0:05, 
 = 0:02, q = 1. (g)
high-low asymmetric phase,  = 1:5,  = 0:1, 
 = 0:02, q = 1.
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in the system respectively. In our model, this line of argument fails. On
the level of average densities, the low-low and shock-low phases cannot be
distinguished. This is because both phases can exhibit distributions P( p;  m)
with two peaks at  p and  m smaller than 1
2.
The blockage picture outlined in section 9.11 yields no arguments in favor
of the low asymmetric phase. At the upper boundary of the shock-low phase
the localized shock position retracts to xs = 0. This allows particles of
both species to enter the system. A symmetry broken low phase beyond this
point would require some kind of blockage being formed at the exit of the
majority species. The nature of such a blockage is not clear. It remains to be
claried, whether the existence of this phase, which is evident in the mean
eld treatment, can be demonstrated in the noisy model.
9.9 Induced shocks
In the case q 6= 1 the bulk dynamics of the two particle species are not
decoupled. Thus, one cannot solve the mean eld equations in the way it was
done in section 9.3. Still, the phase structure can be explored by integrating
the mean eld equations numerically, or by MC simulations. It shall not be
attempted here to give the full phase diagram of the model. We do note,
however, that phases with broken symmetry exist also in the general case.
In the shock symmetric phase and the shock-low phase the coupling of
the dynamics of the two species gives rise to an induced shock phenomenon.
Here the existence of a localized shock in the density prole of one species
induces a shock in the density prole of the other species. For example, in
the shock symmetric phase one notices that the density prole of each one of
the species exhibits actually two shocks in the steady state (gure 9.6). One
is a primary shock, created by the same localization mechanism which was
already identied in the bulk-decoupled case. The existence of this shock,
albeit not its detailed properties, relies only on the properties of the density
prole of the very same species. The second shock is induced by the primary
shock in the density of the other species, and it shares its location. Across
both shocks the current is continuous. This phenomenon also occurs in the
shock-low phase (gure 9.6). Here, the localized shock in the majority phase
induces a shock in the low phase. In fact, it was shown in [82] that for
general two species systems with coupled density-current relation a shock in
one particle species induces a shock in the other one.
For general q the current-density relation of, say, the positive particle
species, j
+
i (pi;mi), depends on the local density of both species. In general
this current-density relation is not known, except for two cases: the case
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Figure 9.6: Induced shocks. (Left) Density proles in the symmetric shock
phase, as obtained in Monte Carlo simulations. A primary shock in one of the
species is accompanied by an induced shock in the other species. Here q = 2
and  = 3:0,  = 0:25, 
 = 0:02. (Right) Density proles in the shock-low
phase, as obtained in Monte Carlo simulations. The localized shock in the
majority species is accompanied by an induced shock in the minority species.
The prole of the minority species is additionally shown when multiplied by
a factor of 30, in order to demonstrate the induced shock phenomenon. Here
q = 2 and  = 0:1,  = 0:05, 
 = 0:02.
q = 1 (the decoupled case), where j+ = p(1   p), and the case q = 2, where
j+ = p(1   p + m) [30,31].
As discussed in [7] the current across a localized shock is continuous.
This requirement implies when q = 1 that shocks are symmetric with respect
to p = 1=2, irrespective of the local density m of particles of the opposite
species. In general, however, this is not the case. The properties of both the
primary and induced shock in the density prole of each species rely on the
local densities of both.
The continuity of the current across the shocks can in principle be used
to determine the properties of the primary and induced shocks, if one can
develop the density characteristics from the boundaries of the system. For
the case q = 1 the equations for the two density proles are decoupled, and
one uses this method to determine the position of the shock. Of course, no
induced shocks are present in this case. For general q, however, the equations
for the density proles are coupled, and an analytical solution is not available.
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9.10 Exact solution for the limit ;
 ! 0
In [33] a toy model was presented to allow for the exact solution of the limit
 ! 0 of the bridge model. In this section a generalization of the toy model
is presented. The solution of this model gives an exact description of the
 ! 0; 
 ! 0 limit of the model, and proves that to lowest order in  mean
eld theory recovers the exact phase diagram.
In the limit  ! 0;
 ! 0 the only relevant congurations are those
composed of three blocks, containing (from left to right) negative particles,
vacancies, and positive particles. A conguration of this type is long-lived,
as all exit rates from it scale to zero. In this limit, all other congurations
rearrange themselves into one of these three-block congurations. A cong-
uration of this type is identied by two variables, y and x, dened as the
size of the left (negative particle) block and the right (positive particle) one,
respectively. Thus, for example,
N  z }| {
      
N N  N+ z }| {
0 0 0 0 0
N+ z }| {
+ + + + +  ! (x = N+;y = N ) :
Let us assume that the system is in a three-block conguration (x;y),
and consider the ways it can leave it. First, a particle can leave the system
through a boundary with rate , leaving a vacancy behind it. This vacancy
can travel into the system with rate (1 + ) 1, in which case the system is
again in a three-block conguration. Otherwise, the particle which had left
the system can be replaced by a particle of the opposite species with rate
(1 + ) 1. On a short time scale this particle travels through the system
until it joins the block on the other side, thus returning the system into a
three-block state.
Another possible way out of a three-block conguration is through the
non-conserving processes in the bulk. First, a particle can be attached to the
system in the vacancy domain with rate !A(N x y). This particle joins on a
short time scale to the block of its own species. Second, a positive (negative)
particle can be detached from the system with rate !Dx (!Dy), thus creating
a vacancy within a particle block. On a short time scale this vacancy travels
into the system and joins the vacancy block. Finally, a positive (negative)
particle can change its species with rate !Xx (!Xy), and move from one
particle block to the other.
When the last particle of its species leaves the system, the other type of
particles can rush into the system through the boundary. The system lls
rapidly with particles of this type. Thus, the only possible congurations
with x = 0 or y = 0 are (0;N) and (N;0).
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Figure 9.7: Toy model for the limit ;
 ! 0. (Left) The rates dening the
corresponding random-walk model (9.37). (Right) Flow elds of the model.
To summarize, consider a two-dimensional random walker, whose position
(x;y) corresponds to the block-conguration of the two-species system. The
transition rates for this walker are (see also gure 9.7)
(x;y) ! (x + 1;y) with rate !A(N   x   y)
(x;y) ! (x;y + 1) with rate !A(N   x   y)
(x;y) ! (x   1;y) with rate 
1
1 + 
+ !Dx
(x;y) ! (x;y   1) with rate 
1
1 + 
+ !Dy (9.37)
(x;y) ! (x   1;y + 1) with rate 

1 + 
+ !Dx
(x;y) ! (x + 1;y   1) with rate 

1 + 
+ !Dy
(1;y) ! (0;N) with rate 
(x;1) ! (N;0) with rate  :
It can be shown that this toy model is mapped exactly to the two-species
model in the limit ;
 ! 0, in the sense formulated in appendix A of [33].
Let us rst consider the case where the dynamics dened in (9.37) leads
to a xed point solution. This is the case where the net ows on both the x
and y directions vanish at some point (x;y). The xed points must satisfy
the equations
(!X   !A)x
   (!X + !A + !D)y
 =  !AN +

1   
 (!X + !A + !D)x
 + (!X   !A)y
 =  !AN +

1   
; (9.38)
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whose solution is
x
N
=
y
N
=
1
2 + uD

1  


(1 + )

: (9.39)
Interestingly, the xed point does not depend on the charge exchange rate
!X. Notice that this xed point can only exist if 0  x=N; y=N  1.
Indeed, x and y of (9.39) always meet the second condition. The rst
condition, however, is only met for
 < 
(1 + ) : (9.40)
Otherwise, the random walker is always biased towards the axis of the (x;y)
plane which is closer to its position (see gure 9.7). In this case, 
 <  ! 0,
one recovers the toy model of [33] which yields a stable state of broken
symmetry. One of the species then occupies most of the lattice, corresponding
to the high-low asymmetric phase of the model.
Thus, the toy model yields two phases in the limit ;
 ! 0. For
 < 
(1 + ) one has a symmetric phase, with a dominating three-block
conguration described by (9.39). This corresponds to a symmetric shock
phase in the model, where the shock position of the positive particles is
xs = 1 x=N, with x given by (9.39). Otherwise the system is in the high-
low asymmetric phase, with the line  = 
(1 + ) serving as the transition
line between the two phases.
For the bulk-decoupled case, !A = !X and q = 1, it is illuminating to
compare these exact results with the ones obtained by mean eld. The mean
eld analysis, performed in section 9.3, predicts in the limit ;
 ! 0 the two
phases obtained in the toy model. The mean eld transition line between
the two phases (9.22) is identical, to rst order in , to the line  = 
(1+)
of the toy model. Also the shock position xs calculated in the toy model is
identical to rst order in  to the one (9.23) calculated in mean eld. This
result also holds in the case !D 6= 0. We thus conclude that the mean eld
solution is exact to rst order in .
9.11 Blockage picture
In this section we combine the mean eld and stability analysis, the simu-
lation results, and the toy model into a physical picture. Following [64] we
term it the blockage picture.
Qualitatively, typical congurations in the asymmetric phases can be de-
scribed in terms of blocks of the two species, which spread from the `exit'
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Shock-symmetric Shock-Low
High-Low Low-asymmetric
Figure 9.8: Blockage picture. Schematic picture of the instantaneous density
proles. Density proles of positive particles are depicted by dark lines,
negative particles by gray lines. Here, as in the text, we assume that the
positive particles are the majority species.
boundary into the system (gure 9.8, and compare the toy model descrip-
tion in the previous section). The density prole within each block is not
constant, but this feature is not relevant here. As mentioned above, a block
of one species stalls the entry of particles of the other species through the
boundaries, thus serving as a blockage. The possibility of particles to enter
the system in the bulk serves to stabilize the domain size.
In the high-low phase the block of the majority species covers the entire
system, while in the shock-low phase the block is limited to some part of
the system. The uctuations in the size of this block, corresponding to the
width of the localized shock, are limited to an area of size  N 1=2 [66]. The
minority block in both phases is unstable in the sense that the domain wall
between it and the bulk region drifts towards the boundary. Averaging over
the positions of the domain wall results in the exponential decay of the mean
eld density prole from the left boundary.
In [64] it was observed that an instantaneous conguration in the low-
density asymmetric phases comprises a small block of the majority phase,
which is limited to the vicinity of the boundary. The formation of this block
prevents particles of the other species from entering the system, thus leading
to symmetry breaking. However, this block does not survive for times which
are exponential in the system size.
The block picture is extended into the symmetric shock phase. Here the
two blocks are covering equal distances from the `exit' boundaries. The sizes
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of the two blocks are again macroscopic and localized, in the sense that the
size uctuations vanish as N 1=2.
We now turn to describe the dierent phases of the model in the language
of block congurations. To this end we take a stroll along a line of constant
 in the phase diagram, starting from the symmetric shock phase and going
up in . This line is chosen such that it cuts through all asymmetric phases.
In the shock symmetric phase, the two blocks inhibit, in a symmetric
way, the inow of particles of the opposite species. Increasing  decreases
the sizes of the two blocks. However, as long as their size is macroscopic, the
blocks keep their role of lessening the ability of particles of the other species
to enter the system.
As the boundary line is approached, the size of the blocks is reduced to
zero. Now the road is open for both species to enter the system. Due to
uctuations, the formation of a block is inevitable. As  is increased beyond
the transition line into the shock-low phase, the possibility rises that this
block will be stabilized by the non-conserving dynamics. A spontaneously
created block of one species, which now has a stable macroscopic size, hinders
particles of the other species and breaks the symmetry between the two
species.
As  is increased from its value at the boundary line between the sym-
metric shock phase and the shock-low phase, the size of the block of the
majority species increases. This is due to the coupling between the ejection
rate  and the eective injection rates, which at this region of phase space
serves to increase + (in mean eld this can be seen from eqs. (9.12), (9.24)).
At some value of , the block reaches the size of the entire system, and there
it stays for some range of . This, in fact, is the high-low phase of the system.
As  is increased further the size of the majority block shrinks back, and the
system is again in the shock-low phase. The transition from the shock-low
phase to the high-low phase at some , and the re-entrance to the shock-low
phase at some higher , occur at these points where the size of the majority
blockage becomes identical with the size of the system.
Towards the boundary line between the shock-low phase and the low-
density phase the size of the majority block vanishes. The existence of a
reminiscent block which yields the asymmetric low phase, as discussed in
[64], can be either attributed to uctuations of the localized shock, or to an
alternative mechanism.
To make the blockage picture more quantitative, we calculate the size of
the majority block in each phase. This is done within mean eld for the
bulk-decoupled case. For simplicity we take !D = 0, where the proles of
the blocks are linear. The block size is then just 1   xs, where the shock
position xs is given in (9.23). In gure 9.9 (a) we plot the size of the block
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Figure 9.9: Blockage size as a function of , as calculated in mean eld for the
bulk-decoupled case. Here  = 0:2;!D = 0 and (a) 
 = 0:02, (b) 
 = 0:03.
as a function of  at constant 
 and . Using the picture described above,
one can identify the phase boundaries. The value of  at which the blockage
rst disappears corresponds to the shock-symmetric to shock-low line. The
two values between which the blockage spans the system are identied as
the two lines between the shock-low and high-low phases. Finally, the higher
 at which the blockage disappears completely corresponds to a transition
into a low-density phase. It is easy to verify, by comparing with the mean
eld phase diagram, that these are indeed the transition points between the
phases. Note that the low asymmetric phase escapes this picture.
It is also possible to describe in terms of the block size (or alternatively the
shock position) the fact that asymmetric phases disappear as 
 is increased.
The non-conserving dynamics in the bulk of the system serves to sustain
the localized shock. Keeping  constant, for example, the increase in the
amplitude of the non-conserving rates drives the position of the shock out
of the system, thus decreasing the maximal size of the blockage. In terms of
phases, this would decrease the segment on the  axis in which the shock is
localized at the `entry' boundary (i.e. the high-low phase), down to a point
where the shock cannot get so far and the phase disappears. Beyond this
point, as depicted in gure 9.9 (b), the position of the shock is driven back
towards the `exit' boundary, thus reducing the shock-low phase until it is
nally gone.
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9.12 Conclusion
In this chapter a two species one-dimensional model, with dynamics which
is not conserving both at the boundaries and in the bulk, has been studied.
The dynamics is symmetric under charge exchange and left-right reection.
By denition the non-conserving dynamics in the bulk of the system acts to
diminish the dierence between the densities of the two species. Nevertheless
we have found that the symmetry between the two species can be broken even
in the presence of bulk non-conserving processes.
The mean eld phase diagram, obtained for the case where the bulk
dynamics of the two species becomes decoupled, exhibits three phases in
which the symmetry between the species is broken. One of these is unique
to the case where the bulk dynamics is not conserving, and results from a
localization of shocks in the density proles. All asymmetric phases reside in
regions of phase space where symmetric low-density proles are another xed
point of the mean eld dynamics. However, stability arguments shows that it
is the asymmetric solution which should be expected to survive uctuations.
Indeed, comparing with Monte Carlo simulations, two asymmetric phases are
conrmed. The third, in which the average density of both species is below
1
2 is more dicult to determine.
In contrast to the bulk-conserving case, in this model the density proles
are generally not at. In particular, localized shocks may be generated in
the bulk of the system. In the general case, when the particle current of one
species depends on the density of the other, a localized shock in the density
prole of one species induces a shock in the other.
In the asymmetric phases, as well as in the shock symmetric phase, typical
congurations can be described in terms three blocks. The leftmost block
has a high density of negative particles, the middle block has a low density of
particles of both species, and the right block is mainly occupied by positive
particles. This observation serves to dene a toy model which describes
the dynamics of the system in terms of a two-dimensional random walker.
Solving the toy-model yields an exact solution for the case where the exit
rates and the non-conserving rates are taken to zero. The results coincide
with the ones obtained in mean eld at this limit. For the general case a more
qualitative picture emerges, which serves to describe the phase transitions in
the model in terms of the block sizes.
The bulk of this chapter, as well as of those works which studied the bridge
model, has focused on the case in which the dynamics of the two species is
decoupled in the bulk. The other, more general case, was studied only by
numerical means, both on the mean eld level and in Monte Carlo simula-
tions. This enabled us to observe induced shocks. A more detailed study of
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this case by analytical means should shed more light on this phenomenon.
The mean eld phase diagram of the TASEP with LK is expected to be
exact [7], while Monte Carlo results suggest that this is not the case here.
Such is also the case in the bridge model. It should be interesting to study
the correlations which build up in the system, taking it away from the mean
eld description.
9.13 Appendix: Mean eld analysis of the
case !D > 0
In this Appendix we discuss the construction of the phase diagram for the
bulk-decoupled case q = 1; !A = !X with !D 6= 0. This case corresponds
to the TASEP with LK and non equal attachment and detachment rates
(the case K 6= 1 in [7,66,74]). The phase diagram of the model in the case
!D 6= 0 exhibits two symmetric phases, symmetric low-density phase and
shock symmetric one, and three asymmetric ones, high-low density phase,
shock-low phase, and low-density asymmetric phase. The proles do not have
constant slopes as in the !D = 0 case. Starting from left boundary density
, the density at the right boundary resulting from the left characteristic is
given by

(`)
N () =
2   uW0

(2 4 2u)
u exp

 
4+2u+
(2+u)2 2
u

2(2 + u)
: (9.41)
The respective expression for the density at the left boundary resulting
from the right characteristics starting from density 1    reads

(r)
1 () =
2   uW 1

(4 2 2u+2u)
u exp


(2+u)2 2(1+u)+2(2+u))
u

2(2 + u)
: (9.42)
Our aim is to use the known phase diagram of the TASEP with LK [66]
to construct the phase diagram of the two species model, as it was done in
section 9.4. To this end, let us dene the two transition lines in this phase
diagram. The rst is the transition line between the high density phase and
the localized shock phase,
HS() =
2(1 + u) + uW0

(4 2 2u+2u)
u exp

 4+2+2u 2u+
(2+u)2
u

2(2 + u)
: (9.43)
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where Wk(z) is the Lambert-W function. This equation denes the line only
for  < 1=2. The second transition line separates the shock phase and the
low density phase. This line is given, for  < 1=2, by
SL() =
2   uW 1

(2 4 2u)
u exp

 
4+2u+
(2+u)2 2
u

2(2 + u)
: (9.44)
Both boundary lines are continued for  > 1=2 by HS(1
2) and SL(1
2), re-
spectively.
Let us recall the procedure in which one obtains the phase diagram for
the two species model. For each phase, one obtains from (9.12) the eective
boundary rates, + and  . This requires knowledge of the four boundary
currents, j
+
b = pb(1   pb) and j
 
b = mb(1   mb), where b = 0;N for the left
and right boundaries. The boundary lines are then obtained from comparing
the eective boundary rates with the corresponding transition lines of the
TASEP with LK.
We do not repeat the analysis here in such details as it was done for the
case !D = 0. Instead, we give for each phase the four boundary densities,
needed to calculate the boundary currents and the eective rates. In addition
the conditions on the eective rates, which dene the phase boundaries, are
given in terms of HS and SL of eqs. (9.43) and (9.44). The asymmetric
low-density phase is omitted, as we could not obtain the boundary densities
in this phase in a closed form. The boundary lines for this case were obtained
numerically.
Low density symmetric phase. Here, p0 = mN = +, pN = m1 = 
(`)
N (+)
as in (9.41). The condition for the existence of this phase is
 < SL(
+) : (9.45)
Shock symmetric phase. The boundary densities are given by p0 = mN =
+, pN = m1 = 1   . The conditions for this phases existence are
SL(
+) <  < HL(
+) : (9.46)
Shock - Low asymmetric phase. Let the positive particles be in the shock
phase. Then p0 = +, pN = 1   . The negative particles are in the low
phase, where mN =   and m1 = 
(`)
N ( ) as given by equation 9.41. The
phase exists in a region in phase space where
SL(
+) <  < SL(
 ) : (9.47)
High - low asymmetric phase. As before it is assumed that the positive
particles are in the majority phase: p0 = 
(r)
1 () according to 9.42 and pN =
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1   . The negative particles are in the low phase: mN =   and m1 =

(`)
N ( ). The high-low phase exists where
HL(
+) <  < SL(
 ) : (9.48)
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10.1 Universal scaling behavior of directed
percolation around the upper critical di-
mension
In this section we consider the universal scaling behavior of directed perco-
lation in presence of an external eld (see subsections 2.3 and 5.2) in various
dimensions. Whereas most investigations on DP follow the seminal work
ref. [112] and thus focus on activity spreading, we examine the steady state
scaling behavior for D  5. We determine the universal scaling functions of
the order parameter (i.e. the equation of state) and its uctuations. Further-
more we consider certain universal amplitude combinations which are related
to the order parameter and its susceptibility. These amplitude combinations
are immediately related to particular values of the universal scaling functions
and are of great experimental interest [113]. We will see that the numerically
obtained universal scaling functions and the related universal amplitude com-
binations allow a quantitative test of RG-results. The powerful and versatile
-expansion provides estimates of almost all quantities of interest, e.g. the
critical exponents and the scaling functions (see e.g. [114]). Unfortunately it
is impossible to estimate within this approximation scheme the correspond-
ing error-bars. Thus it is intriguing to compare our results with those of
RG analysis [49,50]. Furthermore we focus on the phase transition at the
upper critical dimension Dc = 4. There the usual power-laws are modied by
logarithmic corrections. These logarithmic corrections are well established
in equilibrium critical phenomena [115,116] but they have been largely ig-
nored for non-equilibrium phase transitions. Due to the considerable numer-
ical eort, suciently accurate simulation data for non-equilibrium systems
became available only recently: Investigated systems include self-avoiding
random walks [117,118], self-organized critical systems [119,120], depinning-
transitions in disordered media [121], isotropic percolation [122], as well as
absorbing phase transitions [123]. On the other hand, the numerical advance
triggered further analytical RG calculations yielding estimates for the loga-
rithmic correction exponents for the respective systems [50,124{126]. The
outline of the present section is as follows: The next subsection contains the
model denition and a description of the method of numerical analysis. In
subsection10.1.2 we describe the scaling behavior at the critical point and
introduce the critical exponents as well as the universal scaling functions.
The numerical data of the order parameter and its uctuations are analyzed
in subsection10.1.3 below (D = 1;2;3), above (D = 5), and at the upper
critical dimension (D = 4). Several amplitude combinations are considered
in subsection10.1.4. Concluding remarks are given in subsection10.1.5.
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The results of this section were obtained in collaboration with S. L ubeck and
published in ref. [11].
10.1.1 Model and simulations
In order to examine the scaling behavior of the D-dimensional DP universal-
ity class we consider the directed site percolation process using a generalized
Domany-Kinzel automaton [127]. It is dened on a D + 1-dimensional body
centered cubic (bcc) lattice (where time corresponds to the [0;0;:::;0;1] di-
rection) and evolves by parallel update according to the following rules: A
site at time t is occupied with probability p if at least one of its 2D back-
ward neighboring sites (time t   1) is occupied. Otherwise the site remains
empty. Furthermore, spontaneous particle creation may take place at all
sites with probability p0 (see g. 10.1). This spontaneous creation process
can be viewed as unidirectional coupling to a bulk reservoir, as outlined in
subsection 5.2. Directed site percolation corresponds to the choice p0 = 0.
t
t+1
p p p p 0=h
Figure 10.1: Generalized Domany-Kinzel automaton implementing directed
site percolation with an external eld. The propagation probability p is the
control parameter of the phase transition, p0 is the strength of the external
eld. Black circles symbolize occupied sites, open circles empty sites and
grey ones either of the two.
The propagation probability p is the control parameter of the phase tran-
sition, i.e., below a critical value pc the activity ceases and the system is
trapped forever in the absorbing state (empty lattice). On the other hand
a non-zero density of (active) particles a is found for p > pc. The best es-
timates of the critical value of directed site percolation on bcc lattices are
pc = 0:705489(4) [128] for D = 1 and pc = 0:34457(1) [129] for D = 2. The
order parameter a of the absorbing phase transition vanishes at the critical
point according to
a / p
; (10.1)
with p = (p   pc)=pc. Furthermore the order parameter uctuations a =
LD(h2
ai   hai2) diverge as (see g. 10.2)
a / p
 0
: (10.2)
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The uctuation exponent 0 obeys the scaling relation 0 = D?   2 [44],
10
−6 10
−5 10
−4 10
−3 10
−2 10
−1
h
10
0
r
a
L=  1024
L=  2048
L=  4096
L=  8192
L= 16384
L= 32768
L= 65536
L=131072
10
−6 10
−5 10
−4 10
−3 10
−2
h
10
0
D
r
a
D=1
DP
Figure 10.2: The eld dependence of the order parameter and its uctuations
(inset) at the critical value pc for one-dimensional directed percolation. The
dashed lines correspond to the expected power-law behavior (10.9,10.10).
where ? describes the divergence of the spatial correlation length at the crit-
ical point. The critical behavior of the order parameter is shown in g. 10.3
for D = 1 and in g.10.4 for D = 2. The data are obtained from numerical
simulations of systems with periodic boundary conditions. Considering vari-
ous system sizes L we take care that our results are not aected by nite-size
eects. The system is started from a random initial conguration. After a
certain transient regime a steady state is reached, which is characterized by
the average particle density a and its uctuations a. Similar to equilib-
rium phase transitions it is possible in DP to apply an external eld h that is
conjugated to the order parameter. Being a conjugated eld it has to destroy
the absorbing phase and the corresponding linear response function has to
diverge at the critical point i.e.,
a =
@a
@h
! 1: (10.3)
In DP the external eld is implemented [5,10] as a spontaneous creation of
particles (i.e. p0 = h > 0). Clearly, the absorbing state and thus the phase
transition are destroyed. Figures10.3 and 10.4 show how the external eld
results in a smoothening of the zero-eld order parameter curve. The inset
displays that the uctuations are peaked for nite elds. Approaching the
transition point (h ! 0) this peak becomes a divergence signaling the critical
point.
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Figure 10.3: The one-dimensional directed percolation order parameter a
as a function of the particle density for zero-eld (symbols) and for various
values of the external eld (h = 10 4;2  10 4;5  10 4;10 3) (lines). The
inset displays the order parameter uctuations a for zero eld (symbols)
and for various values of the external eld h (lines).
0.33 0.34 0.35
p
0.00
0.05
0.10
0.15
r
a
L=  64
L= 128
L= 256
L= 512
L=1024
L=2048
0.33 0.34 0.35
p
10
−1
10
0
D
r
a
D=2
DP
Figure 10.4: The two-dimensional directed percolation order parameter a
as a function of the particle density for zero eld (symbols) and for various
values of the external eld (h = 3  10 4, 10 4, 2  10 5, 5  10 6, 10 6)
(lines). The inset displays the order parameter uctuations a for zero eld
(symbols) and for various values of the external eld h (lines).
10.1.2 Universal scaling forms
Suciently close to the critical point the order parameter, its uctuations,
as well as the order parameter susceptibility can be described by generalized
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homogeneous functions
a(p;h)  
  ~ R(app ;ahh 
); (10.4)
a a(p;h)  
0 ~ D(app ;ahh
); (10.5)
a a(p;h)  
 ~ C(app ;ahh
): (10.6)
Note that these scaling forms are valid for D 6= Dc. At the upper critical
dimension Dc they have to be modied by logarithmic corrections [123]. Tak-
ing into consideration that the susceptibility is dened as the derivative of
the order parameter with respect to the conjugated eld [eq.(10.3)] we nd
~ C(x;y) = @y ~ R(x;y), a = a 1
h , as well as the Widom scaling law
 =     : (10.7)
The universal scaling functions ~ R, ~ D, and ~ C are identical for all models
belonging to a given universality class whereas all non-universal system-
dependent details (e.g. the lattice structure, range of interactions, the update
scheme, etc.) are contained in the so-called non-universal metric factors ap,
ah, and a [130]. The universal scaling functions can be normalized by the
conditions ~ R(1;0) = ~ R(0;1) = ~ D(0;1) = 1. In that case the non-universal
metric factors are determined by the amplitudes of the corresponding power-
laws
a(p;h = 0)  (ap p)
 ; (10.8)
a(p = 0;h)  (ah h)
= ; (10.9)
a a(p = 0;h)  (ah h)
 0= : (10.10)
Furthermore we just mention that ~ C(0;1) = =, following trivially from
the denition of the susceptibility. Usually, an analytical expression for the
scaling functions is only known above Dc, where mean-eld theories apply.
The mean-eld equation of state of DP can be easily derived from the corre-
sponding Langevin equation
@ta = pa   
2
a + h + Dr
2 a +  (10.11)
which describes the order parameter eld a(x;t) on a mesoscopic scale (see
[5] for a detailed discussion). Here D denotes the diusion constant,  denotes
a multiplicative noise term with the correlator
h(x;t)(x
0;t
0)i =  a(x;t) 
d(x   x
0)(t   t
0) (10.12)
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and  > 0,  > 0, and   > 0 are certain coupling constants. Neglecting
spatial correlations and uctuations (D = 0 and  = 0) one gets for the
steady state behavior (@ta = 0)
pa   
2
a + h = 0 (10.13)
from which it is easy to derive the universal scaling function
~ RMF(x;y) =
x
2
+
r
y +
x
2
2
: (10.14)
Similarly the remaining universal scaling functions are derived (see e.g. [131]).
~ DMF(x;y) =
~ RMF(x;y)
q
y + (x=2)
2
; (10.15)
~ CMF(x;y) =
1
2
q
y + (x=2)
2
: (10.16)
Thus the mean-eld exponents are MF = 1, MF = 2, MF = 1, and 0
MF = 0
(corresponding to a nite jump of the uctuations). Below Dc the universal
scaling functions depend on dimensionality and are unknown due to a lack
of analytical solutions. In this case the scaling functions have to be deter-
mined numerically or via approximation schemes, e.g. series expansions or
-expansion of RG approaches. In case of the mean-eld solution (0
MF = 0)
the scaling form of the uctuations [eq.(10.5)] reduces to
a a(p;h)  ~ D(app ;ahh
): (10.17)
Some interesting properties of the universal scaling function ~ D can be derived
from this form. The non-universal metric factor a is determined by
a =
1
a(p = 0;h)
(10.18)
Table 10.1: The non-universal quantities for directed site percolation on a
bcc lattice for various dimensions. The uncertainty of the metric factors is
less than 7%.
D pc aa ap ah a
1 0:705489  0:000004 2:498 0:114 9:382
2 0:344575  0:000015 0:795 0:186 9:016
3 0:160950  0:000030 0:417 0:328 11:91
4 0:075582  0:000017 14:70 3:055 59:80 19:19
5 0:035967  0:000023 0:114 0:174 42:49
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Table 10.2: The critical exponents of directed percolation for various di-
mensions D. The one-dimensional values were obtained in a famous series
expansion by Jensen [48]. For D = 2 and D = 3 the authors investigated
activity spreading and the presented exponents are derived via scaling rela-
tions. A complete list of all critical exponents of DP can be found in [5]. The
symbol  denotes logarithmic corrections to the power-law behavior.
D 1 [48] 2 [132] 3 [133] 4 MF
 0:276486(8) 0:584(4) 0:81(1) 1 1
 2:554216(13) 2:18(1) 2:04(2) 2 2
0 0:543882(16) 0:300(11) 0:123(25) 0 0
using that ~ D(0;1) = 1. The value ~ D(1;0) is then given by
~ D(1;0) =
a(p;h = 0)
a(p = 0;h)
: (10.19)
Finally, it is worth mentioning that the mean-eld scaling function ~ D fullls
the symmetries
~ D(1;x) = ~ D(x
 1=;1) (10.20)
~ D(x;1) = ~ D(1;x
 ) (10.21)
for all positive x. In particular we obtain for x ! 0 ~ D(1;0) = ~ D(1;1) and
~ D(0;1) = ~ D(1;1), respectively.
10.1.3 Equation of state and uctuations
Below the upper critical dimension
The scaling forms eqs.(10.4-10.6) imply that curves corresponding to dier-
ent values of the conjugated eld collapse to the universal functions ~ R(x;1),
~ D(x;1), ~ C(x;1), if a (ahh) =, aa (ahh)0=, and aa (ahh)= are con-
sidered as functions of the rescaled control parameter app(ahh) 1=. In a
rst step, the non-universal metric factors ap, ah, a are obtained from mea-
suring the power-laws eqs.(10.8-10.10) (see Table10.1). Here, the best known
estimates for critical exponents, as given in Table10.2, are used. Subse-
quently, the rescaled order parameter and its uctuations as a function of the
rescaled control parameter are plotted for one, two- and three-dimensional
DP (gs. 10.5, 10.6 and 10.7). A convincing data collapse is achieved, con-
rming the scaling ansatz as well as the values of the critical exponents.
Besides the universal scaling function ~ R(x;1) the corresponding curve of
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Figure 10.5: The scaling plot of the order parameter and its uctuations
(inset) for one-dimensional directed percolation.
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Figure 10.6: The universal scaling plots of the order parameter and its uc-
tuations (inset) for D = 2. The dashed line corresponds to an -expansion
of a RG approach [49].
an -expansion obtained from a renormalization group analysis is shown in
gs.10.6 and 10.7. Using the parametric representation [134,135] of the ab-
sorbing phase transition, Janssen et al. showed that the equation of state is
given by the remarkably simple scaling function [49]
H() =  (2   ) + O(
3); (10.22)
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where  denotes the distance to the upper critical dimension Dc = 4, i.e.,
 = Dc   D. Here the scaling behavior of the quantities a, p, and h is
transformed to the variables R and  through the relations
bp = R(1   ); a = R
 
2
: (10.23)
The equation of state is given by
ah =

R
2

H() (10.24)
with the metric factors a and b. The whole phase diagram is described by
the parameter range R  0 and  2 [0;2]. In g.10.6 and 10.7 a comparison
between the numerically obtained scaling functions and the analytical result
of eqs.(10.22-10.24) is made. The RG-data dier slightly from the universal
function. As expected the dierences decrease with increasing dimension and
are especially strong in D = 1 [10]. This point is discussed in detail below.
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Figure 10.7: The universal scaling plots of the order parameter and its
uctuations (inset) for D = 3 and for various values of the external eld
(h = 3  10 4, 10 4, 2  10 5, 4  10 6, 5  10 7). The dashed line corresponds
to an -expansion of a RG approach [49].
Above the upper critical dimension
Above the upper critical dimension the scaling behavior of a phase tran-
sition equals the scaling behavior of the corresponding mean-eld solution
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[eqs.(10.14-10.16)]. Plotting a=
p
ahh as a function of app=
p
ahh, the nu-
merical data should collapse to the universal scaling function
~ RMF(x;1) =
x
2
+
r
1 +
x
2
2
(10.25)
with the scaling variable x = ap p=
p
ah h. In g.10.8 we plot the corre-
sponding rescaled data of the ve-dimensional model. A perfect collapse of
the numerical data and ~ R(x;1) is obtained. This is a conrmation of the RG-
result Dc = 4 [136,137]. To the best of our knowledge no numerical evidence
that ve-dimensional DP exhibits mean-eld scaling behavior was published
so far. The rescaled uctuation data is presented in g.10.8. As for the
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Figure 10.8: The universal scaling plots of the order parameter and its
uctuations (inset) for D = 5 and for various values of the external eld
(h = 5  10 5, 7  10 5, 10 6, 7  10 7). The dashed lines correspond to the
mean-eld solutions ~ RMF(x;1) and ~ DMF(x;1) [see eqs.(10.25,10.26)].
universal order parameter, the data of the uctuations are in agreement with
the corresponding universal mean-eld scaling function
~ DMF(x;1) = 1 +
x
2
q
1 + (x=2)
2
: (10.26)
At the upper critical dimension
At the upper critical dimension Dc = 4 the scaling behavior is governed by
the mean-eld exponents modied by logarithmic corrections. For instance
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the order parameter obeys in leading order
a(p;h = 0) / pjlnpj
B ; (10.27)
a( = 0;h) /
p
hjlnhj
 : (10.28)
The logarithmic correction exponents B and  are characteristic features of
the whole universality class similar to the usual critical exponents. Numer-
ous theoretical, numerical, as well as experimental investigations of critical
systems at Dc have been performed (see for instance [50,119{121,125,126,
138{142]). Logarithmic corrections make the data analysis quite dicult.
Hence most investigations are focused on the determination of the correction
exponents only, lacking the determination of the scaling functions at Dc. Re-
cently, a method of analysis was developed to determine the universal scaling
functions at the upper critical dimension [123]. In this work the authors use
the phenomenological scaling ansatz (all terms in leading order)
aa a(p;h)  
 MF jlnj
l ~ R(app jlnj
b;ahh 
MF jlnj
s); (10.29)
with MF = 1 and MF = 2. Therefore, the order parameter at zero eld
(h = 0) and at the critical density ( = 0) are given in leading order by
aa a(p;h = 0)  appjlnapj
B ~ R(1;0); (10.30)
aa a(p = 0;h) 
p
ahhjln
p
ahhj
 ~ R(0;1) (10.31)
with B = b+l and  = s=2+l. Similar to the case D 6= Dc the normalization
~ R(0;1) = ~ R(1;0) = 1 was used. According to the ansatz eq.(10.29) the
scaling behavior of the equation of state is given in leading order by
aa a(;h) 
p
ahh jln
p
ahhj
 ~ R(x;1) (10.32)
where the scaling argument is given by
x = a
p
ahh
 1
jln
p
ahhj
 (10.33)
with  = b   s=2 = B   . In case of directed percolation it is possible to
conrm the scaling ansatz eq.(10.29) by a RG-approach [50]. In particular
the logarithmic correction exponents are given by l = 7=12, b =  1=4, and
s =  1=2. Thus the scaling behavior of the equation of state is determined
by the logarithmic correction exponents [50]
B =  = 1=3;  = 0: (10.34)
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It is worth mentioning that in contrast to the RG results below the upper
critical dimension the logarithmic correction exponents do not rely on ap-
proximation schemes like - or 1=n-expansions. Within the RG theory they
are exact results. Similarly to the order parameter the following form is used
for its uctuations [123]
a a(;h)  
0
jlnj
k ~ D(a jlnj
b;ahh 
  jlnj
s): (10.35)
Using the mean-eld value 0 = 0 and taking into account that numerical
simulations show that the uctuations remain nite at the critical point (i.e.
k = 0) the scaling function
a a(;h)  ~ D(x;1) (10.36)
is obtained, where the scaling argument x is given by eq.(10.33) with  = 0.
The non-universal metric factor a is determined again by the condition
~ D(0;1) = 1. Thus the scaling behavior of the order parameter and its uc-
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Figure 10.9: The universal scaling plots of the order parameter and its uc-
tuations (upper left inset) at the upper critical dimension Dc = 4 for various
values of the external eld (h = 5  10 5, 2  10 5, 8  10 6, 4  10 6, 2  10 6).
The logarithmic correction exponents are given by B =  = 1=3 [50] and
 = 0. The right insets show the order parameter at the critical density
and for zero eld, respectively. The order parameter is rescaled according to
eqs.(10.30,10.31). Approaching the transition point (h ! 0 and  ! 0) the
data tend to the function f(x) = x (dashed lines) as required.
tuations at Dc is determined by two exponents (B = 1=3 and  = 1=3) and
four unknown non-universal metric factors (aa;a;ah;a). Following [123] we
determine these values in our analysis by several conditions which are applied
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simultaneously: rst, both the rescaled equation of state and the rescaled or-
der parameter uctuations have to collapse to the universal functions ~ R(x;1)
and ~ D(x;1). Second, the order parameter behavior at zero eld and at the
critical density are asymptotically given by the simple function f(x) = x
when plotting [aaa(;0)=a]1=B vs. jlnaj and [aaa(0;h)=
p
ahh]1= vs.
jln
p
ahhj, respectively. Applying this analysis we observe convincing results
for B =  = 1=3,  = 0, and for the values of the non-universal metric fac-
tors listed in Table10.1. The corresponding plots are presented in g.10.9.
In a very recent publication [143] the scaling behavior of directed site per-
colation at the upper critical dimension was investigated using spreading
simulations. It was pointed out that next to leading order terms of the loga-
rithmic corrections are needed to describe the obtained data in a satisfactory
way.
10.1.4 Universal amplitude combinations
In the following we consider several universal amplitude combinations (see
[113] for an excellent review). As pointed out in [113], these amplitude com-
binations are very useful in order to identify the universality class of a phase
transition since the amplitude combinations vary more widely than the cor-
responding critical exponents. Furthermore, the measurement of amplitude
combinations in experiments or simulations yields a reliable test for theo-
retical predictions. In particular, estimates of amplitude combinations are
provided by RG approximation schemes like - or 1=n-expansions. Usually
numerical investigations focus on amplitude combinations arising from nite-
size scaling analysis. A well known example is the value of Binder's fourth
order cumulant at criticality (see e.g. [144]). Instead of those nite-size prop-
erties we continue to focus our attention to bulk critical behavior since bulk
amplitude combinations are of great experimental interest. Furthermore,
they can be compared to RG-results [49]. The susceptibility diverges as
(p > 0;h = 0)  a;+ p
  ; (10.37)
(p < 0;h = 0)  a;  ( p)
  ; (10.38)
if the critical point is approached from above and below, respectively. The
amplitude ratio
(p > 0;h = 0)
(p < 0;h = 0)
=
a;+
a; 
(10.39)
is a universal quantity similar to the critical exponents, i.e., all systems be-
longing to a given universality class are characterized by the same value
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Figure 10.10: The universal scaling function ~ C(1;x)= ~ C( 1;x) for various
dimensions. The dashed lines correspond to an -expansion of a RG ap-
proach [49]. The universal amplitude ~ C(1;0)= ~ C( 1;0) is obtained from the
extrapolation ahhjap pj  ! 0.
a;+=a; . This can be seen from eq.(10.6). Setting apjpj = 1 yields
(p > 0;h)
(p < 0;h)
=
~ C(+1;x)
~ C( 1;x)
(10.40)
with x = ahhjappj . Obviously this is a universal quantity for all values of
the scaling variable x. In particular it equals the ratio a;+=a;  for x ! 0,
i.e., vanishing external eld. In general, universal amplitude combinations
are related to particular values of the universal scaling functions. In g.10.10
the universal susceptibility ratio eq.(10.40) is shown for various dimensions.
The corresponding data saturates for x ! 0. Our estimates for the amplitude
ratios ~ C(+1;0)= ~ C( 1;0) are 0:0330:004 for D = 1, 0:250:01 for D = 2,
as well as 0:650:03 for D = 3. In case of ve-dimensional DP the amplitude
ratio is constant, as predicted from the mean-eld behavior
~ CMF(+1;x)
~ CMF( 1;x)
= 1 (10.41)
for all x. The behavior of the ratio ~ C(+1;x)= ~ C( 1;x) for D < Dc reects
the crossover from mean-eld to non mean-eld behavior. Far away from
the transition point, the critical uctuations are suppressed and the behav-
ior of the system is well described by the mean-eld solution [eq.(10.41)].
Approaching criticality the critical uctuations increase and a crossover to
the D-dimensional behavior takes place. In the already mentioned work [49],
145CHAPTER 10. DIRECTED PERCOLATION IN AN EXTERNAL FIELD
Janssen et al. calculated the steady state scaling behavior of DP within a
RG approach. In particular they obtained for the susceptibility amplitude
ratio
~ C(+1;0)
~ C( 1;0)
= 1  

3

1  

11
288
 
53
144
ln
4
3

 + O(
2)

(10.42)
leading to  0:2030::: for D = 1, 0:2430::: for D = 2, 0:6441::: for D = 3.
Except for the unphysical one-dimensional result these values agree well with
our numerical estimates. Furthermore the parametric representation of the
susceptibility was derived in [49] and it is straightforward to calculate the
universal ratio eq.(10.40). The results are plotted for various dimensions
in g.10.10. It is instructive to compare these results with the numerical
data since the theoretical curve reects the accuracy of the RG estimations
of all three quantities, the exponent, the scaling function, as well as the
non-universal metric factors. All quantities are well approximated for the
three-dimensional model. In the two-dimensional case we observe a hori-
zontal shift between the numerical data and the RG-estimates. Thus the
RG-approach yields good estimates for the exponents and the scaling func-
tion but the metric factors are of signicantly less quality. For D = 1 the
2-approximation does not provide appropriate estimates of the DP scaling
behavior. Thus higher orders than O(2) are necessary to describe the scal-
ing behavior of directed percolation in low dimensions. Analogous to the
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Figure 10.11: The universal scaling function ~ D(1;x)= ~ D( 1;x) for various
dimensions. The dashed line corresponds to the mean-eld scaling behavior.
For D = 2 and D = 3 the mean-eld curves are shifted by the factors 9:56
and 2:12 to the left.
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susceptibility the universal amplitude ratio of the uctuations is given by
a(p > 0;h)
a(p < 0;h)
=
~ D(+1;x)
~ D( 1;x)
(10.43)
with x = ahhjappj . In the case of absorbing phase transitions this ratio
diverges for vanishing eld. For p < 0 the order parameter uctuations
are zero (absorbing state) for vanishing eld whereas the uctuations remain
nite above the transition (p > 0). Thus absorbing phase transitions are
generally characterized by
~ D(+1;0)
~ D( 1;0)
! 1: (10.44)
In g.10.11 we plot the uctuation ratio [eq.(10.43)] as a function of the
scaling variable ahhjappj  for various dimensions. We observe in all cases
that the uctuation ratios diverge for x ! 0. Only the one-dimensional
system exhibits a particular behavior characterized by the minimum of the
corresponding curve. The origin of this behavior is that for D = 2;3 the
universal scaling function D(x;1) exhibits a maximum for x > 0, whereas
for D = 1 it is located at x < 0 (see g.8 in [123]). In the ve-dimensional
model we observe a perfect agreement with the mean-eld behavior
~ DMF(+1;x)
~ DMF( 1;x)
=
1 +
p
1 + 4x
 1 +
p
1 + 4x
 !
x!0
1
1 + 2x
: (10.45)
Surprisingly, the two- and three-dimensional data are also well approximated
by this formula provided that one performs a simple rescaling (x 7! aDx)
which results in g.10.11 in a horizontal shift of the data. We suppose that
this behavior could be explained by a RG-analysis of the uctuations. Similar
to the universal amplitude ratios of the susceptibility and the uctuations
other universal combinations can be dened. Well known from equilibrium
phase transitions is the quantity (see e.g. [113])
R =  dc B
 1 ; (10.46)
which is also experimentally accessible, e.g. for magnetic systems. Here,
  denotes the amplitude of the susceptibility  in zero eld (   T  )
and B is the corresponding amplitude of the order parameter M (M 
B T ). The factor dc describes how the order parameter M depends on the
conjugated eld H at T = 0 (H  dc M). In case of directed percolation
these amplitudes correspond to the values B = a
p ~ R(1;0),   = a
p ah ~ C(1;0)
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Figure 10.12: The universal scaling function ~ C(1;x) for various dimensions.
The dashed lines correspond to an -expansion of an RG approach [49]. The
universal amplitude R is obtained from the extrapolation ahh(ap p)  ! 0.
as well as dc = a 1
h ~ R(0;1)  where  = =. The normalizations ~ R(1;0) =
~ R(0;1) = 1 yield for the amplitude combination
R = ~ C(1;0) (10.47)
which is obviously a universal quantity. In g.10.12 the scaling function
~ C(1;x) is plotted as a function of x = ahh(ap p)  for D = 1;2;3. The
corresponding data saturates for x ! 0. Our estimates are R = 0:600:04
for D = 1, R = 0:72  0:04 for D = 2, and R = 0:86  0:08 for D = 3.
Note that the error-bars reect only the data scattering in g.10.12. In
contrast to the amplitude ~ C(1;0)= ~ C( 1;0) the data of R are aected by
the uncertainties of the exponent  and the uncertainties of the metric factors
ap, ah. These uncertainties increase the error-bars signicantly. The two- and
three-dimensional data agree quite well with the RG-results R = 0:7244:::
for D = 2 and R = 0:9112::: for D = 3 [49]. In the one-dimensional model
the 2-expansion yields again an unphysical result (R =  3:927::: ).
10.1.5 Conclusion
We considered the universal steady state scaling behavior of directed percola-
tion with an external eld in D  5 dimensions. Our data for D=5 coincide
with the mean-eld solution, conrming that Dc = 4 is the upper critical
dimension. At Dc we presented for the rst time a numerical scaling analysis
of DP including logarithmic corrections. Our results agree well with those
of a recently performed RG approach [50]. Apart from the scaling functions
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we also considered amplitude ratios and combinations for the order param-
eter uctuations and the susceptibility. A comparison with RG [49] results
reveals that higher orders than O(2) are necessary to describe the scaling
behavior in low dimensions.
10.2 The pair contact process
In this section we consider for the rst time the one-dimensional pair contact
process (PCP) in a conjugated eld (which corresponds to a unidirectionally
coupled bulk reservoir) and show that the scaling behavior is characterized by
the DP critical exponents. The static universal scaling behavior of the PCP
is presented in subsection 10.2.2. The obtained universal equation of state
is compared to the results of a two loop renormalization group approach of
the corresponding Langevin equation [49]. The dynamical scaling behavior
of the PCP is compared to that of DP in subsection 10.2.3. Finally we
derive the equation of state of the PCP within a mean-eld approximation
in subsection 10.2.4. Therefore we consider the PCP with particle creation at
randomly selected sites. This random neighbor interaction suppresses long
range correlations and the model is analytically tractable.
The results of this section were obtained in collaboration with S. L ubeck and
published in ref. [10].
10.2.1 Model denition
The PCP as introduced by Jensen [145] is one of the simplest models with
innitely many absorbing states showing a continuous phase transition. At
time t sites on a lattice of length L with periodic boundary conditions can
either be occupied (ni(t) = 1) or empty (ni(t) = 0). Pairs of adjacent occu-
pied sites i;i + 1, linked by an active bond, annihilate each other with rate
p or create an ospring with rate 1   p at either site i   1 or i + 2 provided
the target site is empty (see g. 10.13). The density of active bonds a is
the order parameter of a continuous phase transition from an active state for
p < pc to an inactive absorbing state without particle pairs. The behavior of
the PCP order parameter and its uctuations are plotted in gure 10.14. The
data are obtained from simulations on various system sizes L  131072 with
periodic boundary conditions. Our analysis reveals that the critical value is
pc = 0:077093(3) which agrees with the value pc = 0:077090(5) [146] obtained
from a nite-size scaling analysis of the lifetime distribution. In contrast to
DP there is no unique absorbing state (empty lattice) but innitely many,
as any conguration with only isolated inactive particles is absorbing. Thus
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Figure 10.13: In the pair-contact process (PCP) sites can be empty or oc-
cupied. Adjacent pairs of particles are regarded as active and may either
annihilate with rate p or create an ospring with rate 1  p. Single particles
without an occupied neighbor are inactive. Particles can be spontaneously
created by an external eld at rate h.
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Figure 10.14: The one-dimensional pair contact process order parameter a
as a function of the particle density for zero-eld (symbols) and for various
values of the external eld from (h = 10 4;210 4;510 4;10 3) (lines). The
inset displays the order parameter uctuations a for zero eld (symbols)
and for various values of the external eld h (lines).
in the thermodynamic limit the system will be trapped in one of an innite
number of absorbing congurations for p > pc. Despite the dierent struc-
ture of the absorbing states the steady state scaling behavior of the PCP is
believed to be characterized by the DP critical exponents , 0,  etc. On the
other hand the dynamical scaling behavior, associated with activity spread-
ing of a localized seed depends on the details of the system preparation [45].
Recently, Dickman et al. [147] considered the PCP with an external eld
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Figure 10.15: The eld dependence of the order parameter and its uctu-
ations (inset) at the critical value pc for the one-dimensional pair contact
process. The dashed lines correspond to the expected power-law behavior of
eqs. (10.8) and (10.10).
that randomly creates isolated particles. Thus the external eld couples to
the particle density but not to the order parameter itself, i.e., the external
eld is not conjugated to the order parameter. The authors observe that the
external eld shifts the critical values pc continuously and that the critical
exponents are unaected by the presence of the particle source. In order to
investigate the PCP in a conjugated eld the implementation of the external
eld of [147] has to be modied. Several modications of the external eld
are possible. For instance in absorbing phase transitions with particle con-
servation [41] the conjugated eld triggers movements of inactive particles
which can be activated in this way [148]. As shown below spontaneous par-
ticle creation with rate h acts as a conjugated eld analogous to DP. Figure
10.14 shows how the spontaneous particle creation smoothens the critical
zero eld curves similar to the DP behavior (see gure10.3). We simulated
the PCP at the critical value pc for various elds. The order parameter and
its uctuations as a function of the external eld h are presented in gure
10.15. Approaching the transition point, a and a scale according to the
equations (10.8) and (10.10) where the exponents = and 0= agree with
the DP values. Furthermore we assume that the order parameter and the
order parameter uctuations obey analogous to DP the scaling forms
a(p;h)   ~ rPCP(p 
 1=;h 
 =); (10.48)
a(p;h)  
0 ~ dPCP(p ;h
); (10.49)
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where the distance to the critical point is now given by p = (pc   p)=pc.
Using the DP values of the critical exponents ,  and 0 we get convincing
data collapses (see gure10.16). As pointed out above, the validity of the
scaling ansatz (10.48) implies the singular behavior of the linear response
function
 =
@a
@h
! 1; (10.50)
i.e., the spontaneous particle creation in the PCP can be interpreted as an
external eld conjugated to the order parameter. The data collapse conrms
again that the steady state scaling behavior of the PCP is characterized by
the DP exponents.
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Figure 10.16: The scaling plot of the order parameter and its uctuations
(inset) for the one-dimensional pair contact process.
10.2.2 Universal steady-state scaling behavior
In the case of absorbing phase transitions the universality hypothesis states
that systems exhibiting a continuous phase transition to a unique absorbing
state generally belong to the universality class of directed percolation [39,40].
Following the concept of universality two models belong to the same uni-
versality class if the critical exponents and the universal scaling functions
are identical. The universal scaling functions ~ RDP and ~ DDP of the one-
dimensional DP universality class can be easily determined by measuring
the non-universal metric factors ap, ah and a according to equations (10.8),
(10.9) and (10.10).
In the case of one-dimensional directed site percolation in the Domany-
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Figure 10.17: The universal order parameter scaling function ~ RDP(x;1) of the
universality class of one-dimensional directed percolation. The dotted line
corresponds to the result of a two loop renormalization group analysis of the
Langevin equation [49].
Kinzel automaton we have obtained the values a
sDP
p = 2:489, a
sDP
h = 0:114,
and a
sDP
 = 9:382 For the PCP on a square lattice we have determined the
values a
PCP
p = 0:665, a
PCP
h = 0:181, and a
PCP
 = 3:467.
Analogous to the previous scaling analysis we set ap h = = 1 and con-
sider for both models the rescaled order parameter a (ahh) = as a function
of the rescaled control parameter ap(ahh) 1= as well as the rescaled or-
der parameter uctuations (a a (ahh)0= as a function of app(ahh) 1=,
respectively. The corresponding data are presented in gure10.17 and g-
ure10.18. In both cases we get a perfect data collapse of the curves showing
that the one-dimensional PCP steady state scaling behavior belongs to the
universality class of directed percolation.
Additionally to the universal scaling function ~ RDP(x;1) we plot in g-
ure10.17 the corresponding curve of a second order -expansion obtained
from the renormalization group analysis of a Langevin equation [49]. As can
be seen the signicant dierence indicates that the O(3) corrections to the
scaling function are relevant, i.e., higher orders than O(2) are necessary to
describe the scaling behavior of directed percolation. As demonstrated in
the previous subsection, this dierence decreases with increasing dimension,
i.e., for  ! 0.
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Figure 10.18: The universal scaling function ~ DDP(x;1) of the order parameter
uctuations of the universality class of directed percolation.
10.2.3 Dynamical scaling behavior
In this subsection we show that the dynamical scaling behavior of the PCP
belongs to the DP universality class too if the spreading of a localized seed is
considered at the so-called natural particle density [44]. Examining spreading
activity one usually considers the survival probability Pa of the activity as
well as how the number of active particles Na = La increases in time. In
the case of DP the simulations are started with a single seed on an empty
lattice. For the PCP an absorbing state at pc is prepared to which a particle
is added in order to create one seed (one active pair). At the critical point
the following power-law behaviors are expected
Na / t
; Pa / t
 : (10.51)
Finite systems sizes limit these power-law behaviors and Pa and Na obey the
nite-size scaling ansatzes
Na(p = 0;L)   ~ n(
 1=t;
 1=zL) (10.52)
Pa( = 0;L)   ~ p(
1=t;
1=zL) (10.53)
where z denotes the dynamical exponent. Analogous to the above analysis
the universal scaling curves ~ N and ~ P are obtained by introducing appropriate
non-universal metric factors. Using the values z = 1:580745,  = 0:313686,
and  = 0:159464 [48] we get convincing data collapses and the universal
scaling functions are plotted in gure 10.19.
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Figure 10.19: The DP universal nite-size scaling function ~ P and ~ N. Both
quantities describe the activity spreading of a localized seed (see text).
10.2.4 Mean-eld scaling behavior
The mean-eld equation of state of DP has already been derived from the
corresponding Langevin equation in subsection 10.1.2.
Let us now consider the following modication of the PCP. An active bond
produces an ospring with rate (1  p) at an empty site selected at random.
The rules for annihilation and action of the external eld remain unchanged.
This random neighbor interaction suppresses long range correlations and the
model is therefore expected to be characterized by the mean-eld scaling
behavior. We denote the density of inactive bonds between an occupied
and an empty site as i. Bonds between empty sites are denoted as e.
Normalization requires e + i + a = 1. Depending on the sites adjacent to
the target site the number of active bonds na, inactive bonds ni or empty
bonds ne is changed. For instance if the adjacent sites are empty, for which
the probability in absence of correlations is 2
e, the number of empty bonds
decreases by two (ne =  2). On the other hand there are two new inactive
bonds (ni = +2). The total probability for this event is (1  p)a2
e. A list
of all possible processes and their mean-eld probabilities is given in table
10.3. Thus we obtain rate equations for the expectation values E[nx] of
the changes in active, inactive and empty bond numbers. These expectation
values are zero in the steady state, i.e.,
E[nx] =
X
nx
nx p(nx) = 0 (10.54)
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with x 2 fa;i;eg. In the case of E[na] we get
E[na] =  3p
3
a   4p
2
ai   pa
2
i + 2(1   p)a
2
i (10.55)
+2(1   p)aie + 2h
2
i + 2hie = 0;
whereas we get for the for inactive bonds
E[ni] =  2(1   p)a
2
i + 2(1   p)a
2
e + 2p
3
a (10.56)
 2pa
2
i   2h
2
i + 2h
2
e = 0:
Using this equations together with the normalization allows for calculating
the order parameter for zero-eld (h = 0) which yields the non-trivial (a > 0)
solution
a =
8   3p2   5p   2
p
2p(1   p)(3p   4)2
9p2   9p + 8
: (10.57)
This solution is valid below the mean-eld critical point pc = 8=9 whereas
the trivial solution a = 0 is valid for all p but unstable above pc. Expanding
(10.57) around the critical point leads to
a =
3
8
p + O(p
2) (10.58)
with p = (pc   p)=pc. Thus the mean-eld exponent of the PCP is  = 1
and the non-universal metric factor c
PCP
1 = 3=8. In order to obtain the order
parameter in presence of an external eld h equations (10.55) and (10.56)
are solved for i which yields
4h + 4a   4ha   4pa   4
2
a (10.59)
+

 12p
2
2
a + (2h + 2a   2ha   2pa   2
2
a   2p
2
a)
2	1=2
 

( 2h   2a + 2pa + 2
2
a   2p
2
a)
2 + :::
::: + 4pa(h + a   2ha   pa   2
2
a + h
2
a + 2p
2
a + 
3
a)
	1=2 = 0:
To obtain the eld dependence of the order parameter a series expansion
around h = 0 at pc = 8=9 is performed which results in leading order
a =
r
3
8
h; (10.60)
i.e., the mean-eld values of the PCP are given by c
PCP
2 =
p
3=8 and  = 2.
Finally we derive the mean-eld universal scaling function ~ R of the PCP.
Therefore we write (10.59) as a function of the reduced control parameter p
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Table 10.3: The conguration of a PCP lattice before (C) and after (C0) an
event. Only the sites left and right of those changed by particle creation
(top), pair annihilation (middle) or particle creation due to the the external
eld (bottom) are shown. Empty sites are marked by , and occupied sites
by . Here, na denotes the change of the number of active bonds, ni the
respective change of inactive bonds, ne that of empty bonds and P is the
corresponding probability of the event if spatial correlations are neglected.
C C0 na ni ne p(C ! C0)
      +2  2 0 (1   p)a2
i
      +1 0 -1 (1   p)aie
      +1 0 -1 (1   p)aie
      0 +2 -2 (1   p)a2
e
      -3 +2 +1 p3
a
      -2 0 +2 p2
ai
      -2 0 +2 p2
ai
      -1  2 +3 pa2
i
      +2  2 0 h2
i
      +1 0 -1 hie
      +1 0 -1 hie
      0 +2 -2 h2
e
and perform the limits a ! 0,  ! 0 and h ! 0 with the constraint that
a=
p
h and a=p are nite. Thus we remain in leading order with
3
8
pa   
2
a +
3
8
h = 0: (10.61)
Solving this equation yields
a =
1
2
3
8
p +
s
3
8
h +

1
2
3
8
p
2
= ~ RDP(a
PCP
p p;a
PCP
h h): (10.62)
This functional form is up to non-universal metrical factors identical to the
solution for DP (see eq. (10.14)).
10.2.5 Conclusion
In this section we have investigated the critical exponents and universal scal-
ing functions for the pair contact process in an external eld in D = 1 and
above the upper critical dimension. We have shown that both DP and the
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PCP are characterized by the same critical exponents and scaling functions.
Thus the PCP belongs in D = 1 and above the upper critical dimension to
the universality class of directed percolation.
This is an explicit demonstration that the DP conjecture due to Janssen and
Grassberger (see subsection 2.3), which demands a unique absorbing state,
does not uniquely dene the DP universality class.
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167Summary / Zusammenfassung
168Summary
In this work the inuence of bulk reservoirs on lattice models for many-
particle systems far from equilibrium is studied.
A hydrodynamic equation is presented that allows to compute the steady
state density prole for single species driven diusive systems with open
boundaries and a coupling of the bulk reservoir scaling with the inverse sys-
tem size. Furthermore, a related model for a limit order market as well as
the case of periodic single species driven models with a weak coupling to the
reservoir are treated.
New results on driven systems with two particle species are presented both for
the cases with and without coupling to a bulk reservoir. For a two species
model with periodic boundaries and conserving dynamics a novel type of
phase transition is observed that is formally similar to Bose-Einstein con-
densation.
In absence of a bulk reservoir, the existence of a spontaneously symmetry
broken phase in a two species model with open boundaries and deterministic
bulk behavior is demonstrated by regarding the dynamics of the system. For
a related model with non-conserving bulk dynamics a rich phase diagram is
found.
In systems with an absorbing phase transition the action of the reservoir is
that of an external eld. For the universality class of directed percolation
the scaling functions are determined in several dimensions.
Zusammenfassung
Gegenstand der vorliegenden Arbeit ist das Studium des Einusses von Teil-
chenreservoirs, die unabh angig an jeden Platz von Vielteilchen-Gittermodellen
fern des Gleichgewichtes koppeln.
F ur eindimensionale getrieben diusive Systeme mit einer Teilchensorte wird
f ur den Fall einer Skalierung der Kopplungsst arke mit der inversen Sys-
temgr oe eine hydrodynamische Gleichung zur Berechnung des station aren
Dichteproles eines Systems mit oenen R andern eingef uhrt. Ferner werden
ein verwandtes Modell f ur einen Limit-Order-Markt sowie getrieben diu-
sive Systeme mit einer Teilchensorte und periodischen Randbedingungen bei
schwacher Kopplung an ein Reservoir betrachtet.
Getrieben diusive Systeme mit zwei Teilchensorten werden sowohl mit als
auch ohne Teilchenzahlerhaltung im Inneren des Systems behandelt. F ur
ein periodisches System mit zwei erhaltenen Teilchensorten wird eine neue
Art von Phasen ubergang demonstriert, die mathematisch analog zur Bose-
169Einstein Kondensation ist.
In einem oenen System mit zwei erhaltenen Teilchensorten wird durch Be-
trachtung der Dynamik die Existenz einer Phase mit spontan gebrochener
Symmetrie nachgewiesen. Ein  ahnliches Modell ohne Teilchenzahlerhaltung
zeigt ein reichhaltiges Phasendiagramm.
F ur Systeme mit einem absorbierenden Phasen ubergang wirkt die platzweise
Kopplung an ein Teilchreservoir wie ein externes Feld. F ur die Univer-
salit atsklasse der gerichteten Perkolation werden die Skalenfunktionen um
den kritischen Punkt in verschiedenen Dimensionen bestimmt.
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