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For decades, researchers have sought to understand how the irreversibility of the surrounding
world emerges from the seemingly time symmetric, fundamental laws of physics. Quantum mechan-
ics conjectured a clue that final irreversibility is set by the measurement procedure and that the time
reversal requires complex conjugation of the wave function, which is overly complex to spontaneously
appear in nature. Building on this Landau-Wigner conjecture, it became possible to demonstrate
that time reversal is exponentially improbable in a virgin nature and to design an algorithm artifi-
cially reversing a time arrow for a given quantum state on the IBM quantum computer. However,
the implemented arrow-of-time reversal embraced only the known states initially disentangled from
the thermodynamic reservoir. Here we develop a procedure for reversing the temporal evolution of
an arbitrary unknown quantum state. This opens the route for general universal algorithms sending
temporal evolution of an arbitrary system backwards in time.
An origin of the arrow of time, the concept coined for
expressing one-way direction of time is inextricably asso-
ciated with the Second Law of Thermodynamics 1, which
declares that entropy growth stems from the systems en-
ergy dissipation to the environment 2–6. Thermodynamic
considerations 7–17, combined with the quantum mechan-
ical hypothesis that irreversibility of the evolution of the
physical system is related to measurement procedure 18,19
and to the necessity of the anti-unitary complex conju-
gation of the wave function of the system for the time-
reversal 20 led to understanding that the energy dissipa-
tion can be treated in terms of the system’s entanglement
with the environment 1,21–24. The quantum mechanical
approach to the origin of the entropy growth problem was
crowned by finding that in a quantum system initially
not correlated with an environment, the local violation of
the Second Law can occur 25. Extending then the solely
quantum viewpoint on the arrow of time and elaborat-
ing on the implications of the Landau-Neumann-Wigner
hypothesis 18–20, enabled to quantify the complexity of
reversing the evolution of the known quantum state and
realize the reversal of the arrow of time on the IBM quan-
tum computer 26.
In all these past studies, a thermodynamic reservoir at
finite temperatures has been appearing as a high-entropy
stochastic bath thermalizing a given quantum system and
increasing thus its thermal disorder, hence entropy. Here
we demonstrate that most unexpectedly, it is exactly the
presence of the reservoir acting in a concert with an aux-
iliary quantum system with the identical Hamiltonian,
H, enables to devise the operator of the backward-time
evolution U = exp(iHt) reversing the temporal dynam-
ics of the given quantum system. Importantly, we need
not to know the quantum state of this system in order to
implement the arrow of time reversal. A dramatic qual-
itative advance of new protocol is that it eliminates the
need of keeping an exponentially huge record of classi-
cal information about the values of the state amplitudes.
Moreover, the crucial step compared to the protocol of
time reversal of the known quantum state 26 is that we
now lift the requirement that initially the evolving quan-
tum system must be a pure uncorrelated state. Here,
we develop a procedure where the initial state can be a
mixed state and, therefore, include correlations due to
system’s past interaction with the environment.
The necessary requirement is that the dynamics of
the both, auxiliary and given, systems were governed
by the same Hamiltonian H. The time reversal pro-
tocol comprises the cyclic sequential process of quan-
tum computation on the combined auxiliary and the
given systems and the thermalization process of the aux-
iliary system. A universal time-reversal procedure of
an unknown quantum state defined through the den-
sity matrix ρˆ(t) of a quantum system S will be de-
scribed as a reversal the temporal system evolution
ρˆ(t) = exp(−iHˆt/~)ρˆ(0) exp(+iHˆt/~) returning it to sys-
tem’s to original state ρˆ(0). The only required prior in-
formation about the system is its Hamiltonian Hˆ which
is assumed to be completely known. This task is to be ac-
complished by constructing the backward-evolution uni-
tary operator Uˆ†(t) = exp(+iHˆt/~), and this, in prin-
ciple, can be done with the help of the universal quan-
tum computer. We first describe how such a procedure
can be implemented in a universal manner and estimate
its computational complexity. Next, we outline a some-
what more resource-demanding procedure, where, how-
ever, one can relax the need of knowing the Hamiltonian
Hˆ. We show that if in addition to the quantum sys-
tem S one is provided by an auxiliary system A, so that
dimS = dimA, whose dynamics is governed by the same
Hamiltonian Hˆ, one can devise Uˆ†(t) without knowing
an exact form of Hˆ. Finally, we discuss how the partial
knowledge on the state ρˆ(t) can reduce and optimize the
complexity of the time-reversal procedure.
The starting point of the reversal procedure is drawn
from the observation of S. Lloyd and co-authors, see
Ref. [27] that having an ancilla system in a state σˆ
one can approximately construct a unitary operation
exp(−iωσˆδt) acting on a system S simulating its evolu-
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2tion under Hamiltonian Hˆa = ~ωσˆ during the infinitesi-
mal time interval δt. Here, ω refers to some arbitrary rate
which for a moment we leave unspecified. Having N iden-
tical copies of ancillas, one generates a finite time evolu-
tion ρ(t) → ρ(t + τ) = e−iωτσˆρˆ(t)e+iωτσˆ over the time
interval τ = Nδt with an accuracy ∝ (ωτ)2/N (see Ap-
pendix 1). The first step of the time-reversal procedure
is then constructing the density matrix σˆ. Consider the
density operator defined by the given finite-dimensional
Hamiltonian Hˆ having the maximal eigenvalue max:
σˆ =
1
Z
(
1max − Hˆ
)
, (1)
where Z = max dimS −Tr{Hˆ} is the normalization fac-
tor. Then the Lloyd (LMR) procedure maps the initial
density matrix ρˆ(t) to
ρˆ(t)→ exp
( iω
Z
Hˆτ
)
ρˆ(t) exp
(
− iω
Z
Hˆτ
)
. (2)
One sees that application of the LMR procedure with
the specific density matrix σ realizes approximately the
time-reversed evolution of the system
ρˆ(t)→ ρˆ
(
t− ~ω
Z
τ
)
+ δρˆ(τ) (3)
to a backward delay τR = (~ω/Z)τ . The accuracy δρˆ(τ)
of such a time-reversal procedure is given by (see Ap-
pendix 1),
||δρˆ(τ)|| ≤ (ωτ)
2
N
(
||σˆ||+ ||ρˆ(t)||+ 2||ρˆ(t)|| ||σˆ||2
)
, (4)
where ||Aˆ|| is the operator norm: ||Aˆ|| =
sup|ψ〉
√
〈ψ|Aˆ|ψ〉/〈ψ|ψ〉.
From Eqs.(3) and (4) one draws two important con-
clusions. First, the above time-reversal procedure for a
backward delay τR requires itself the time τ to be com-
pleted. Therefore, while exercising the reversal, the sys-
tem still maintain the forward evolution governed by its
own Hamiltonian. Taking this into account, one has to
modify Eq. (3) to
ρˆ(t)→ ρˆ
(
t− τ ~ω
Z
+ τ
)
, (5)
which immediately poses the constraint on the operation
rate ω of the LMR procedure: the actual time rever-
sal occurs only for ~ω > Z. If this constraint is not
satisfied, the time-reversal procedure only slows down
the forward time evolution of the system. For a quan-
tum system S, the threshold rate Z/~ is proportional to
the Hilbert space dimension dimS: Z = ~ω˜ dimS with
~ω˜ =
(
max−Tr{Hˆ}/dimS
)
, which is typically an expo-
nentially large number. In particular, in order to make
the time-reversal with the same rate as the forward time
evolution one has to demand ω > 2Z/~. This brings
straightforwardly the second conclusion: as far as ω is
large, the infinitesimal time step δt of the procedure has
to be small so that ωδt  1, therefore the number N
has to be large. Indeed, fixing the backward delay τR,
the operation rate ω = 2Z/~, and setting the reversal
accuracy : ||δρˆ(τ = τR)|| ≤  one finds from Eq.(4):
N =
||ρˆ(t)||

(
dimS τR
τ˜
)2
, (6)
where τ˜ = ω˜−1 is the typical time-scale of the system
dynamics and ||σˆ|| ∝ (dimS)−1  ||ρˆ(t)|| is assumed.
Equation (6) implies that the computational complex-
ity of the time-reversal procedure for an unknown quan-
tum state is proportional to the square of the system’s
Hilbert space dimension. In contrast, the time rever-
sal of a known pure quantum state ρˆ(t) = |ψ(t)〉〈ψ(t)|
is proportional of the dimension of the Hilbert space
which is swept by the system in the course of its for-
ward time evolution |ψ(0)〉 → |ψ(t)〉26. As follows from
Eq. (6), the time-reversal computational cost of an un-
known pure state is maximal as long as ||ρˆ|| = 1 in
this case. For a mixed high-entropy state ρˆ, the reversal
complexity is reduced: given a state ρˆ with the entropy
Sρ = ln(dimS) − k ln(2) where only k  log2(dimS)
bits of information is known, the upper estimate for the
reversal complexity is given by (see Appendix 2)
N ≤ k
 log2(dimS)
(
dimS τR
τ˜
)2
. (7)
Having a complete information about the Hamilto-
nian Hˆ allows one to construct a corresponding quan-
tum circuit realizing the forward time evolution operator
Uˆ = exp(−iHˆt/~) through a specific fixed set G of uni-
versal quantum gates: Uˆ = Uˆ1 · · · UˆN , Uˆi ∈ G. As far
as G is an universal set, for every Uˆi ∈ G one can con-
struct the inverse gate Uˆ†i . Therefore, the time-reversed
evolution operator Uˆ† can be constructed in a purely al-
gorithmic way given the gate decomposition of Uˆ . Thus,
the above procedure may appear an extremely ineffec-
tive for a practical the time-reversal task. However, the
situation turns completely different if we relax the re-
quirement of the exact knowledge of Hˆ and assume what
one, instead, is provided by the equivalent copy of the
system S governed by the same Hamiltonian Hˆ.
Let us let one be equipped with the thermodynamic
bath at the temperature T = β−1 in addition to the an-
cilla. One can then thermalize the ancilla and prepare
it in the equilibrium state σβ = Z
−1
β exp(−βHˆ) with
Zβ = Tr{exp(−βHˆ)} being a statistical sum. For high-
enough temperature β → 0, one has βmax ∼ 1 and,
therefore, σβ ≈ Z−1β (1 − βHˆ) which gives the desired
state of the ancilla to implement the reverse evolution
through the LMR procedure. In this case
ρˆ(t)→ ρˆ
(
t− ~ωβ
Zβ
τ + τ
)
+ δρˆ(τ). (8)
3As can be seen from the above equation the actual time
reversal requires the operation rate of the LMR procedure
to exceed the threshold
ω > ωth =
T
~
Zβ ≈ T~ dimS. (9)
The approximation error δρˆ splits now to two contribu-
tions, δρˆ = δρˆ1 + δρˆ2, where δρˆ1 is the approximation
error resulting from the LMR procedure, see Eq.(4) with
σˆ → σˆβ , while the error δρˆ2 describes the error due to the
β expansion of the thermal state σˆβ . Assuming ω = 2ωth,
i.e. the backward evolution goes with the same rate as
the forward time evolution one finds
δρˆ2(τ) = −i τβ~
[
Hˆ2, ρˆ
(
t− τ)]. (10)
Then for ||σˆβ ||  ||ρˆ(t)|| one can estimate the net error
as
||δρˆ(τ)|| ≤
(
4
Z2β
N
( τ
τβ
)2
+
τ
τβ
(βmax)
2
)
||ρˆ(t− τ)||. (11)
where τβ = ~β. The temperature dependence of two er-
ror contributions in Eq.(11) oppositely depends on the
inverse temperature: the error due to thermal expansion
(second term) reduces as β → 0 while the error due to
LMR dynamics (first term) increases with decreasing β.
For a given reverse time delay τ and the number of LMR
iterations N  Z2β ≈ (dimS)2, one has an optimal tem-
perature
βmax =
(
8
Z2β
N
maxτ
~
)1/3
, (12)
and the corresponding net accuracy of the reversal pro-
cedure is then given by
||δρˆ(τ)|| =  = 3
(
Z2β
N
)1/3(maxτ
~
)4/3
||ρˆ(t− τ)||. (13)
Comparing with the case of the known Hamiltonian time-
reversal procedure, see Eq.(6), the reversal complexity
here is again proportional to the square of the system’s
Hilbert space dimension, but, at the same time, has more
adverse scaling with the reversal duration and the net
accuracy.
The above analysis does not need any prior information
about the state ρˆ which would require very high temper-
ature of the auxilliary thermostat in order to cover all the
possible energy states of the system’s Hilbert space that
finally results in a tremendously high rate ∼ ~β dimS
of the LMR procedure. If, however, some information
about the energy content of the state ρˆ is available, one
can appreciably reduce the reversal cost. Indeed, let the
state ρˆ have the average energy E¯ = Tr{ρHˆ} with an
energy variance (δE)2 = Tr{ρˆ(Hˆ − E¯)}. Then one can
present the density matrix as the result of the low-energy
contribution, ρˆ< = Pˆ ρˆPˆ /Tr{Pˆ ρˆ} and the high-energy
remainder ρˆ> = (1 − Pˆ )ρˆ(1 − Pˆ )/Tr{(1 − Pˆ )ρˆ} where
Pˆ =
∑
E<Emax
|E〉〈E| is a projection operator to the sub-
space with energies below some cut-off energy Emax > E¯:
ρˆ = (1− E)ρˆ< + Eρˆ>. The additional error due to trun-
cating the system Hilbert space to the low-energy sub-
space is given by the constant E which is a probability
for the system to be found in the energy state E > Emax,
and, according to the Chebyshev inequality, is bound by
E ≤
(Emax − E¯
δE
)−2
. (14)
Next, we consider an exemplary time-reversal proce-
dure for a spreading single-particle wave packet with the
quadratic spectrum. Let the packet at the time t = 0
be localized at the origin and have the Lorentzian shape
with the width ξ0:
Ψ(x, 0) =
√
ξ0
2pi
2ξ0
x2 + ξ2
≡
∑
p
√
2piξ0e
−|p|ξ0eipx. (15)
A subsequent free evolution with quadratic Hamiltonian
Hˆ = ~2pˆ2/2m during the time interval τ > 0 broadens
the particle’s wave function into
Ψ(x, τ) ≈ e
−|x|mξ0/~τ√
2pi~τ/m
exp
( imx2
2~τ
)
, (16)
having the typical size ξτ = ~τ/mξ0 or, equivalently,
ξτ/ξ0 = 4E¯τ/~, where E¯ = ~2/4mξ20 is the average en-
ergy carried by the wave-packet. The statistical sum Zβ
within the volume ∼ ξτ is given by
Zβ ∼ ξτ
∫
dEν1D(E)e
−βE ∼ τ
~
√
E¯
β
, (17)
where ν1D(E) = (m/2pi
2~2E)1/2 is one-dimensional den-
sity of states. Assuming Emax ∼ E¯, the reversal com-
plexity for the time-reversal procedure with the accuracy
 is given by [see Eqs.(12) and (13)]
N ∼ 1
4
( E¯τ
~
)7
=
1
4
(ξτ
ξ0
)7
. (18)
The optimal inverse temperature of the thermostat is
then given by
β ∼ 1
E¯

ξτ/ξ0
. (19)
Comparing this with the reversal complexity of a known
state of the wave-packet, N ′∼−1(ξτ/ξ0), see Ref. [26],
one finds that the reversal of an unknown wave-packet
state is a more laborious computational task.
In conclusion, we have described the time-reversal pro-
cedure of an unknown mixed quantum state. The proce-
4dure relies on the ability to perform the LMR protocol
and on the existence of an ancilla system whose dynam-
ics is governed by the same Hamiltonian as the Hamil-
tonian of the reversed system, which is not required to
be known to us. The reversal procedure is comprised of
N  1 sequential applications of the LMR procedure to
the joint state of the system and ancilla prepared in a
thermal state. In contrast to the known state reversal
procedure, the introduced algorithm does not require to
keep an information about all amplitudes of the reversed
state. Yet the reversal complexity given by N scales typ-
ically as squared dimension of a Hilbert space spanned
the unknown state. Moreover, the operation rate of the
LMR procedure has to be sufficiently high to overrun
the forward time evolution of the reversed system during
the execution of the reversal protocol. We expect that
this protocol will be experimentally implemented on the
few-qubit system in the nearest future and will become
a subject of forthcoming publications.
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1. LMR procedure
The LMR procedure goes as follows: one considers a
combined system of the system in question and an ancilla
ρˆ ⊗ σˆ and performs the joint unitary evolution over an
infinitesimal time instant δt under a Hamiltonian ~ωSˆ,
ρˆ⊗ σˆ → exp(−iωδtSˆ)[ρˆ⊗ σˆ] exp(+iωδtSˆ), (20)
where Sˆ is a unitary SWAP operator28 acting on the
system and ancilla: Sˆ
(|x〉S ⊗ |y〉a) = |y〉S ⊗ |x〉a. The
operator Sˆ is itself Hermitian and, therefore, the uni-
tary operator exp(−iωδtSˆ) can be implemented. Mak-
ing use of its property Sˆ2 = 1ˆ, one gets exp(−iωδtSˆ) =
1ˆ cos(ωδt)− iSˆ sin(ωδt) and, therefore, its computational
complexity is equivalent to the complexity of the unitary
swap operator acting on the direct product of Hilbert
spaces with the dimensions dimS. Next, we trace out
the ancilla and get the quantum channel for the system’s
density matrix
ρ→ Φδt[ρˆ] = cos2(ωδt)ρˆ+ sin2(ωδt)σˆ (21)
−i sin(ωδt) cos(ωδt)[σˆ, ρˆ].
At the infinitesimal time instant ωδt → 0 one gets the
channel, Φδt
[
ρˆ
]
= ρˆ− iωδt[σˆ, ρˆ], describing an infinitesi-
mal time evolution under the Hamiltonian ~ωσˆ. Keeping
O
(
(ωδt)2
)
terms, one gets
Φδt
[
ρˆ(t)
] ≈ e−iωδtσˆρˆ(t)e+iωδtσˆ (22)
+(ωδt)2
(
σˆ +
1
2
[
σˆ
[
σˆ, ρˆ(t)
]]− ρˆ(t)).
Repeating the above procedure N times one can generate
the forward time evolution exp(−iωτ σˆ) over a finite time
interval τ = Nδt
ΦNδt[ρˆ(t)] ≈ exp(−iωτ σˆ)ρˆ exp(+iωτ σˆ) + δρˆ(τ), (23)
where the approximate accuracy is given by
δρˆ(τ) =
(ωτ)2
N
(
σ +
1
2
[
σˆ
[
σˆ, ρˆ(t+ τ)
]]− ρˆ(t+ τ)), (24)
with ρˆ(t + τ) = exp(−iωτ σˆ)ρˆ(t) exp(+iωτ σˆ) being the
final state of the system.
2. High entropy state reversal complexity
Here we derive the Eq. (7) for the time-reversal com-
plexity of the state ρˆ with the entropy S = ln dim(N)−
k ln(2), where N = dim(S) is the Hilbert space dimension
of the system. The norm ||ρˆ|| is given by its maximum
eigenvalue ||ρˆ|| = p1 > pi, i = 2, . . . N of the density op-
erator. The von Neumann entropy can be decomposed
into a sum
S = H(p1) + (1− p1)
N∑
i=2
p˜i ln(p˜i), (25)
where p˜i = pi/(1 − p1) with
∑N
i=2 p˜i = 1, H(x) =−x ln(x)− (1− x) ln(1− x) ≤ ln(2). Let us find a maxi-
mal possible p1 for a given S. One sees straightforwardly
that p1 is maximal if all p˜i, i = 2, . . . N are uniform and
Eq.(25) is reduced to
ln(N)− k ln(2) = H(p1) + (1− p1) ln(N − 1). (26)
For N1 one can assume p11 and get the approximate
solution p1≈k/ log2(N) that results in Eq. (7).
