Computational neuroimaging methods aim to predict brain responses (measured e.g. with 32 functional magnetic resonance imaging [fMRI]) on the basis of stimulus features obtained 33 through computational models. The accuracy of such prediction is used as an indicator of 34 how well the model describes the computations underlying the brain function that is being 35 considered. However, the prediction accuracy is bounded by the proportion of the variance of 36 the brain response which is related to the measurement noise and not with the stimuli (or 37 cognitive functions). The bound to the performance of a computational model to the 38 prediction of brain responses has been referred to as the noise ceiling. In previous 39 neuroimaging applications two methods have been proposed for estimating the noise ceiling 40 based on either a split-half procedure or Monte Carlo simulations. These methods make 41 different assumptions over the nature of the effects underlying the data, and, importantly, 42 their relation has not been clarified yet. Here, we use a two-level generative framework to 43 formally describe the partition between the variance of measurement noise and the stimulus 44 related variance. In this framework we derive an analytical form for the noise ceiling that 45 does not require computationally expensive simulations or a splitting procedure that reduce 46 the amount of data. We describe the relation between the newly introduced noise ceiling 47 estimator and the previous methods for variable levels of measurements noise using 48 simulated data. Additionally, as the relation to the noise ceiling is used to make conclusions 49 on the validity of a model with respect to others, we evaluate the effect the interplay between 50 regularization (often used to estimate model fits to the data when the number of 51 computational features in the model is large) and model complexity on the performance with 52 respect to the noise ceiling. Finally, we show the differences between the methods on real 53 fMRI data acquired at 7 Tesla. We demonstrate that while the split half estimator provides a 54 pessimistic estimate of the noise ceiling due to the small amount of data available in 55 conventional fMRI datasets, the parametric nature of the Monte Carlo estimator results in 56 overly optimistic estimates. For this reason, for real data, we propose a robust procedure to 57 the estimation of the noise ceiling based on bootstraps. 58 59 3 Author Summary 60
The experimental noise corrupts the observation of the brain responses to the stimuli resulting in two different measurements (green curves) in the two disjoint sets (fMRI run1 and run2). Fig 1) . 175 Nevertheless, the measurement of brain responses is affected by experimental/measurement 176 noise such that the estimate of the responses of a given voxel to the same stimuli in two 177 independent measurements (fMRI run1 and 2 in Fig 1) differs. Fitting a computational model 178 to the measured brain responses allows linking the model features to the measurements and 179 thus predicting voxel responses to new (test) stimuli. When this procedure is used on noisy 180 measurements, the experimental noise imposes a limit to the performance of the model in 181 predicting the measured responses. 182 In what follows we first describe the two-level fitting approach and the different 183 metrics used to evaluate model fitting in order to introduce some relevant concepts, next we 184 introduce a generative framework and derive the bound to the performance. At the first level, the observed fMRI response is assumed to be linearly dependent on the 188 stimuli (design matrix) [20, 21] and the estimation (for every voxel) is achieved using e.g.
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Ordinary Least Squares (OLS): 
Where is the ratio between the estimated variances of the observed and predicted response 250 vectors and * represents the bias in the mean of the predicted response vector (i.e. how 251 much the mean of the predicted response vector differs from zero, Appendix I). The
252
Euclidean distance between the vectors and * , which is also a frequently used metric 253 is closely related to the explained variance by: = ( − 1) (1 − ).
255
Generative framework for linearized encoding 256 We consider a generative framework that matches the assumptions of the linearized 
At this second level the noise variance describes only mismodelling effects at the level of 269 the computational model (i.e the effect of features not comprised by ) and is the 270 population receptive field corresponding to the features contained in .
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Note that this generative framework assumes a multivariate normal distribution for .
272
As a consequence each component of (the response to each stimulus) can have different Note that the SPnc is defined only for positive split half correlation values. Here we define 288 the SPnc to be zero for negative split half correlations, which is equivalent to assuming that 289 in the case in which the observed correlation between two independent measurements of the 290 same stimuli is negative the maximum performance that any encoding model can achieve is 291 the chance level. 
In the framework of multi-level models, the noise ceiling is equal to the intraclass correlation 323 coefficient [31], which is defined as the ratio between the standard deviations of level 1 (Eq. Noticing that the expected value of the estimation error each is 0, and that and are 874 independent, the expected value of the noise ceiling becomes:
The estimator of is obtained by substituting and by its corresponding estimators. 
