Abstract. We obtain an exact modularity relation for the q-Pochhammer symbol. Using this formula, we show that Zagier's modularity conjecture holds for hyperbolic knots K = 72 with at most seven crossings. For K = 41, we also prove a complementary reciprocity formula which allows us to prove a law of large numbers for the values of the colored Jones polynomials at roots of unity. Finally, we show that the corresponding distribution result holds for all knots under the assumption of a suitable version of Zagier's conjecture.
1. Introduction 1.1. Modularity conjecture for knots. Among knot invariants, the colored Jones polynomials {J K,n } n≥2 and the Kashaev invariants { K N } N ≥2 are of particular interest, by their relation to quantum field theory, and the geometry of hyperbolic manifolds [40, 28] . We refer to e.g. [28, 42] for their definitions; by [28] , the two invariants are related by K N = J K,N (e 2πi/N ). We refer to [21, 22, 12] for more results and references on this topic.
The Kashaev invariant is extended to a function on roots of unity by setting, for (h, k) = 1, J K,0 (e 2πih/k ) := J K,k (e 2πih/k ). For fixed k, the values (J K,0 (e 2πih/k )) (h,k)=1 are the Galois conjugates of K N in Q(e 2πi/k ). In the case of K = 4 1 , the simplest hyperbolic knot, we have explicitly
for a root of unity q. In general, J K,0 (q) can be written as a series of this kind, involving a ratio of q-Pochhammer symbols. See Section 2.4 for some more examples and the precise definition of J K,0 (q) in the cases we will consider. The volume conjecture [28, Section 5] predicts that
where K is related to the Gromov simplicial volumes of the complement of K, and v 3 is a suitable constant (the volume of the ideal regular tetrahedron in H 3 ). All the knots we will refer to in this paper will be hyperbolic; in this case, the asymptotic formula (1.2) was conjectured by Kashaev [23] , and K v 3 = Vol(K), the hyperbolic volume of the complement of K in the 3-sphere. This is motivated by the analogy between the usual dilogarithm, which measures volumes of tetrahedra in the hyperbolic space, and the quantum dilogarithm, which are the building blocks of Kashaev's invariant. This conjecture was extended in [19] to a full asymptotic expansion, referred to as the arithmeticity conjecture in [11] , whereas the corresponding question for the imaginary part of the logarithm is conjectured to involve the Chern-Simons invariant cs(K) of K [29, 19] . The arithmeticity conjecture has been proved for all knots with up to seven crossings in [2, 32, 34, 33] . We refer to [14, 31, 30, 27, 24] and the references therein for more results and information on the volume conjecture.
In [44] , Zagier studies several examples of what is called "quantum modular forms". Motivated by extensive numerical computations, he predicts that J K,0 satisfies an approximate modularity property which relates, in the limit as x → ∞ among rationals of bounded denominator, J K,0 (e 2πi(ax+b)/(cx+d) ) with J K,0 (x) for any ( a b c d ) ∈ SL(2, Z). More specifically, given a hyperbolic knot K, the following conjecture is made (cf. also [16] ).
Conjecture 1 (Zagier's modularity conjecture for K). For all γ ∈ SL 2 (Z) such that α := γ(∞) ∈ Q, there exist C K (α) ∈ C and a sequence (D K,n (α)) n≥0 of complex numbers such that, for all M ∈ N and x ∈ Q, with x → ∞, there holds (1.3) J K,0 (e(γ(x))) J K,0 (e(x)) = 2π 3/2 e i Vol(K)−i cs(K)
, where e(x) := e 2πix and the implied constant depends at most on α, on the denominator of x and on M . Moreover, if F K is the invariant trace field of K, and F K,α := F K (e(α)), then:
• C K (α) is a product of rational powers of elements of F K,α ;
• D K,n (α) ∈ F K,α for n ≥ 0.
Our first result is a proof of this conjecture for hyperbolic knots K = 7 2 with at most seven crossings. Given a rational number α = p q in reduced form, we recall from [20, p.45 ] that the Dedekind sum s(α) is defined by Theorem 1. Let K = 7 2 be a hyperbolic knot with at most 7 crossings. Then Conjecture 1 holds for K. The constant C K (α) has the shape
The constant term can be worked out from our arguments as an explicit product of algebraic numbers. In the case K = 4 1 , we obtain where ω g = 1 − e(gα − 5 6c ). In the case of K = 5 2 , let τ ≈ 0.665 + 0.562i solve τ 3 − τ + 1 = 0, and let µ 1 ≈ 0.224+0.045i and µ 2 ≈ 0.164−0.067i be such that e(µ 1 ) = τ 2 and e(µ 2 ) = τ 2 +τ . Then c ), and the logarithms are taken with principal determination. Note that F 5 2 = Q(τ ) (see [32] ). The fact that Λ K,α ∈ F K,α in these two cases is implied by Lemma 14 below (see also [13, Theorem 2.6] for related computations).
In the case K = 4 1 , a proof of Theorem 1 was announced independently by Garoufalidis and Zagier [17] . They also numerically investigated the conjecture for other knots and examined further the algebraic nature of the constants. Recently, Calegari, Garoufalidis and Zagier [11] made a more precise conjecture on C K (α), predicting it naturally factors as µ K,8c · ε K (α) 1/c / √ δ K , where c is the denominator of α, µ K,8c is a 8c root of unity, ε K (α) is a unit of F K,α and δ K ∈ F K . We do not at present have such a precise description of C K (α). This would presumably require a fine understanding of the congruence sums (3.7) .
Note that in the case K = 4 1 , the summands in (1.1) are positive; a main feature of our arguments is that they do not rely on positivity, but instead exploit the analyticity properties of error terms. This is key to obtaining Theorem 1 for knots other than 4 1 . By the work of Ohtsuki and Yokota [32, 34, 33 ] the arithmeticity conjecture is known for all knots with up to seven crossings. Their arguments combine Poisson summation, the saddle-point method, and an explicit study of some linear combinations of dilogarithms. Their starting point is an approximation formula for the q-Pochhammer symbol at roots of unity,
which is valid for x = 1/N , N → ∞ (see [32] , eq. (8)). Our proof of (1.3) uses a new reciprocity formula for (x) n , whose precise shape and dependence on the parameters are particularly well-suited for this problem. The formula, which closely resembles the reciprocity formula for the Dedekind eta function [20, below for the precise statement)
where k = denom(γN/d), λ := {rd/k}, p is any multiplicative inverse of p (mod q), s is the Dedekind sum (1.4), and E r (λ, κ) is holomorphic with respect to λ, of logarithmic size in 0 < Re(λ) < 1 and depends only on γ and on r (mod q). Also, Li 2 denotes the dilogarithm; see [43] for a nice survey on this function in the context of geometry and number theory. In the basic case x = N ∈ N and γ = 0 −1 1 0 , the formula (1.7) reduces to an approximation of the asymptotic formula for ( 1 N ) r referred to above, see eq. (8) and Proposition A.1 of [32] . Our proof of (1.7) proceeds via the Abel-Plana summation formula [1, p.23] , [37, p.408] , [36, Chapter 8.3 .1], which is a form of Euler-Maclaurin summation with an explicit form of the error term. The dual object (N/d) rd/k appears through a residue computation of the "summation kernel" function π cot(πz), associated with summation on integers. The selfduality eventually comes from the fact that the function log(1 − e(z)), implicit in (1.6), is close to a primitive of π cot(πz). As we have mentioned, the exact shape and holomorphicity of the error term is a crucial feature in the application to the modularity conjecture for knots other than 4 1 .
As it will be clear from the proof of Theorem 1, the reciprocity formula (1.7) essentially reduces the proof of Zagier's conjecture for any knot K to the proof of the arithmeticity conjecture for K. However, there is some additional input needed for the proof of modularity, compared with the proof of the arithmeticity conjecture. In our case, this is provided by the simple Lemma 12 below, whereas in general one needs to bound a sum very close (and of similar difficulty) to that arising in the arithmeticity conjecture. In particular, we expect that one could prove Theorem 1 also for K = 7 2 by following the same method used in [33] ; for simplicity, however we decided to exclude this case. In general, our work indicates that a proof of the modularity conjecture for any knot could be achieved if the arithmeticity conjecture is known for that knot.
1.2.
Second reciprocity relation and value distribution. From the relation (1.3), one could hope to deduce an expression for J K,0 (h/k), at any fraction h/k ∈ [0, 1), in terms of the continued fraction expansion of h/k. However, the lack of uniformity in the error term prevents a direct argument along this line. Our second result is a complementary reciprocity formula relating J K,0 (e(h/k)) and J K,0 (e(k/h)) in the case K = 4 1 . The formula we obtain, despite not giving a full asymptotic expansion, is completely uniform, and thus permits to be successfully iterated for "typical" roots of unity.
The formula we obtain (see also (1.13) below) involves the cotangent sum
This function is itself a quantum modular form [8] and has been widely studied due to its connection to the Báez-Duarte-Nyman-Beurling criterion for the Riemann hypothesis (see, for example, [5, 3, 4, 39] ). Its size and distribution are also well understood by the works [26, 7] .
where
and the overline indicates the multiplicative inverse modulo the denominator.
Note that cs(4 1 ) = 0, so there is no corresponding contribution on the right-hand side of (1.8). As for Theorem 1, the proof of Theorem 2 is also based on a reciprocity formula for the q-Pochhammer symbol, given in Proposition 3 below. We expect a formula analogous to (1.8) to hold for any knot. Our proof however depends crucially on the positivity of the summands in (1.1) which is missing if K = 4 1 .
The difference between the reciprocity relations in the two theorems can be better understood in terms of the continued fraction expansions [0; b 1 , . . . , b m ] of h/k (for simplicity we assume m odd). Indeed, (1. Because of its greater uniformity, Theorem 2 can be successfully iterated and provides an asymptotic formula for log J Theorem 3. As Σ(α)/r(α) → ∞, we have
Theorem 3 gives an asymptotic formula in several cases, e.g. when α is restricted to rational numbers with bounded r(α) as the denominator of α goes to infinity, and thus generalises the volume conjecture (1.2) which corresponds to the case α = 1/N = [0; N ]. It is very likely that the assumption Σ(α)/r(α) → ∞ cannot be removed in general. Indeed, if for example α n = F n−1 /F n with F n the n-th Fibonacci number so that Σ(α n ) = r(α n ) + 1 = n − 1, then Theorem 1.10 would give log |J 4 1 ,0 (e(α n ))| ∼ Cn, with C = Vol(4 1 ) 2π
≈ 0.323 . . . , whereas numerically it appears that F (α n ) grows like C n, for C ≈ 1.1 (cf. also [44, Figure 6] ).
In [9] , the authors have computed the distribution of Σ, showing in particular that
Since r(h/k) ≤ 3 log(k + 1), we then obtain that the condition of Theorem 3 is almost always satisfied, thus giving the following analogue of the volume conjecture for a typical root of unity.
Corollary 1.
For almost all roots of unity q of order n ≤ N , one has
Vol(4 1 ) 2π log n log log n as N → ∞.
The fact that the asymptotic formula (1.10) holds for almost all roots of unity does not imply that the two quantities are distributed to the second order according to the same probability law. Nonetheless, we believe that the latter holds in this case. More generally, we expect the following statement to hold. Conjecture 2. Let K be a hyperbolic knot. There exists a constant D K ∈ R such that for any interval [a, b] ⊂ R there holds
as N → ∞, where Q N is the set of roots of unity of order ≤ N , and c → f 1 (c; 6 π , 1, 0) is the density of the stable law S 1 (
Vol(K) 2π log n log log n for almost all roots of unity q of order n ≤ N as N → ∞.
We also expect that the analogue of Theorem 3 holds for a generic hyperbolic knot K.
In [44] Zagier discusses the continuity with respect to the real topology of
and suggests that H 4 1 is discontinuous but C ∞ from the right and the left at non-zero rationals 1 and continuous but not differentiable as one approaches irrational numbers. Using Lebesgue's integrability condition and [9] , one can easily show that this continuity condition together with a suitable continuity condition at zero implies Conjecture 2.
Theorem 4. Let K be a hyperbolic knot. Assume the following:
(e(k/h))| has a limit as h/k tends to any positive irrational number,
Then Conjecture 2 holds with
dt, the function H K being extended to R >0 by taking limits over the rationals. Remark 1. One could replace the second assumption in Theorem 4 with the assumption that
) is left and right continuous as h/k approaches any rational number.
In the case of torus knots, the invariant J K,0 can still be constructed and a formula of type (1.3) is expected to hold with Vol(K) replaced by 0. In this situation, the works [6, 9] would suggest that log |J K,0 (q)| √ log n becomes distributed according to a Gaussian law. In this case however, the conditions of Theorem 4 are not sufficient to conclude.
It is natural to wonder if the function H * 4 1 (h/k) := log |J 4 1 ,0 (e(h/k))| − log |J 4 1 ,0 (e(k/h))| is regular at irrational points. We can answer this question in the negative by the following supplementary version of (1.8) which, by [10, Lemma 4] , becomes effective in the extreme cases when h/k has abnormally large continued fraction coefficients.
cot π nk h n hk .
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Notation
Given D ⊂ R and f : D → R, we write f ∞,D := sup t∈D |f (t)|. Also, given t ∈ R, we write t := dist(t, Z) and {t} := t − t , where t is the integer part of t. Given a property P , we define 1 P (or 1(P )) to be 1 if the property P is satisfied and 0 otherwise.
All the implicit constants of the error terms are understood to be uniform in the various parameters unless otherwise indicated.
2. Two reciprocity formulae for the q-Pochhammer symbol 2.1. Abel-Plana's summation formula. Our argument is based on the Abel-Plana summation formula.
We denote by γ ε the following integration contour.
Lemma 3. Let α, β, β ∈ R with α ≤ β < β . Let f be an analytic function on a neighborhood of U := {z ∈ C | α ≤ Re(z) ≤ β } \ {α, β}. Assume that the following holds :
(1) f (z) is holomorphic at β if β is an integer, and otherwise
Then we have
Proof. The arguments in [36, Chapter 8, eq. (3. 01)] are readily adapted.
where {t} is the fractional part of t and B k is the k-th Bernoulli polynomial, and letB 1 (t) = B 1 ({t}) for t / ∈ Z andB 1 (n) = 0 for n ∈ Z. We require the following computation. Moreover, for all ω ∈ C (−∞, 1], we have
with log being the principal determination.
Proof. The second claim is easy to prove by expanding the fraction as a power series in ω, first for ω ∈ (1, ∞], and then by analytic continuation. To show the first claim, first we note that for = 0, v = 0, the fraction is a real number, and both sides evaluate to 0. We may therefore assume that ≥ 1 or v = 0. Then
by [18, eq. 
2.2.
First reciprocity formula for the q-Pochhammer symbol. We fix the notations as follows. Let N, d ≥ 1 be coprime. Let α = p/q in reduced form, and γ = p −p for some (p, q) satisfying pp += 1. Throughout the rest of Section 2.2, all error terms will be allowed to depend on d and γ (but not on N ). We write h = N p − dq, k = N q + dp, so that
taking the determination which is real on the positive imaginary axis. Notice that with this choice we have
Moreover, if t ∈ (0, 1), expanding the logarithm in its Taylor series
and the same formula holds for t ∈ (C \ R) ∪ (0, 1) by analytic continuation. Finally, for λ ∈ (C \ R) ∪ (0, 1), we let
The function L is holomorphic in (C \ R) ∪ (0, 1). Note that Li 2 (1) = π 2 /6, so that whenever Im(λ) < 0,
Before stating the main theorem of this section, we define (2.10)
whereas if v ∈ Z and 0 < u < 1 then
as can seen by isolating the contribution of the two circular paths, which are both πi/2 times the residue at 0.
Theorem 6. For 1 ≤ r < k, letting L := rd/k , and λ = {rd/k}, we have
where s is the Dedekind sum [20, p.45] and for λ ∈ [0, 1), κ > 0 and, for s ∈ Z/qZ,
with n indicating the representative of n (mod q) in [1, q] . Moreover, for all s (mod q) and κ ∈ (0, 1], the function λ → E s (λ, κ) is defined and holomorphic in the strip {Re(λ) ∈ [0, 1)}, and
uniformly for Re(λ) ∈ [0, 1) and Im(λ) 1.
Remark 3. Notice that by (2.3) we have e(
In order to prove Theorem 6, we require some properties of the function H κ (u, v).
Lemma 5. We have :
(
By (2.5), Lemma 4 and (2.7) we have
Also, by (2.6), we have
Finally, by (2.5) and (2.6) as ε → 0 + we have
The last two integrals can be easily computed and contribute − respectively. The contributions of the interval (ε, ∞) in the first two integral cancel out. Thus, since f(itκ) = log(2πtκ) + o(1) as |t| → 0 with −π/2 < arg t < π/2, we have that the first two integral contribute
where C ε is the semicircle centered at the origin going from −iε to iε counter-clockwise. We then have
uniformly in u, κ with Im(u) ≤ A.
is an easy consequence of the bound
Now assume v ∈ Z and Re(u) ∈ (0, 1/2]. We recall (2.12). By (2.16) the contribution to the integral from the interval [2A, ∞) is O(log(2/κ)). Next, we write
Note that cot(πz) = 1/(πz)+O(1) uniformly for Re(z) ∈ [0, 1/2], and that
Changing variables z ← |u|z and t ← t|u|/κ, we get
where |u | = 1. For t ≤ 1/2, we may bound the z-integral by O(t), while for t ≥ 2, we have
The double integral here is bounded independently of u , and so finally
We deduce
On the other hand, by computations similar to Lemma 5, we get
from which we get the claimed behaviour for all u.
First we focus on the case 0 ≤ < L. By (2.2) and by periodicity we have
where g a is the representative of the class pa (mod q) contained in [ + 1, + q], so that in the last line each e( ) is computed at a number in (0, 1). It follows that we can write
kq < 1 whenever
is an integer. We can then apply Abel-Plana formula in the form of Lemma 3. Note that
by (2.8). Therefore, by Lemma 3, equation (2.10 ) and the definition of r ,
, thus by a change of variable and multiplying this equality over 0 ≤ < L, we get
We treat P L L in the same way. First,
where we recall that λ = {rd/k}. Applying Lemma 3, we therefore find
Multiplying the equalities (2.17) and (2.18) and recalling that (γx
By Lemma 5 (1) we have
and B 2 (0) = 1/6. Also, by Lemma 5 (3) and (2) we have
Thus,
By (2.3) and (2.11) we then obtain the claimed result. The bound (2.14) follows by Lemma 6.
Sums of cotangents.
In this section and the next, we introduce the following extension of the Landau O-symbol. Let D 1 ⊂ D 2 ⊂ C be two sets given by the context, and g : D 2 → R + . We will write
whenever, for any fixed choice of the parameters p 1 , p 2 , . . . , there exists a function ϕ holomorphic on D 2 , which satisfies ϕ(z) = f (z) for z ∈ D 1 , and |ϕ(z)| g(z) for z ∈ D 2 , the implied constant being uniform in the parameters p 1 , p 2 , . . . . The additional information is the holomorphic behaviour in z, which may become useful when studying knots other than 4 1 . However we stress that, in the present work, a later obstacle (possible cancellation of main terms) imposes the restriction K = 4 1 , and in this case, we do not require holomorphicity of error terms.
Thus, it suffices to show the bounds
The second is trivial, while the third follows from elementary properties of cot. For the first, we note that by the Taylor expansion of cot [18, 1.411 .7], we have φ(α) :=
, where c j > 0. In particular φ is increasing, and we conclude by φ(
Proof. If |z| ≤ 1/2, expanding in Taylor series we obtain
and the claimed result follows. If |z| ≥ 1/2, we observe that the left hand side is equal to cot(πα)(tan(πα) − tan(παz)) and so, since cot(πα)πα = 1 + O ε (α 2 ), we are required to show that
This follows for |Im(αz)| ≤ 1 by the estimate cos(πv) 2 = exp{O ε (|v| 2 )} for | Re(v)| ≤ Lemma 9. Let α ∈ R with 0 < |α| < 1/2, and
3|α| < Re(z) < 1}. Then, taking the determination of the logarithm which is real on the real axis, the function given by ψ α (z) := log(1 − cot(πα) tan(παz)) + cot(πα) tan(παz) (2.23)
is holomorphic on D α , where it satisfies
Proof. We can assume α ∈ (0, 1/2), since ψ α is even in α. For |Re(z)| < 1 2α , let g α (z) := cot(πα) tan(παz). Since, for z = x + iy, we have tan(παz) = tan(παx)(1 − tanh 2 (παy)) + i tanh(παy)(1 + tan 2 (παx)) 1 + tan 2 (παx) tanh 2 (παy)
In particular, the function z → ψ α (z) = log(1 − g α (z)) + g α (z) is well-defined and holomorphic in D α , and moreover Im(log(1 − g α (z))) < π/2. We observe that if αy → ±∞ (and so z → ∞), then g α (z) ∼ ±i cot(πα) uniformly in x, so that ψ α (z) 1/α |z| and (2.24)-(2.25) follow trivially. Thus, we can assume αy 1. Also, by (2.26) and Lemma 7 we obtain
In particular, recalling (2.27), we have g α (z) |z|. Now, assume α ≤ 
By (2.28), it then follows that |1 − g α (z)| ε min(1 − x, 1 − c ε x) + |y| ε |1 − z|, and so
and so (2.25) follows since u α (z) − 1 = O ε (α 2 (|z| 2 + |z|)) by Lemma 8 (and since αz 1). We now move to (2.24). Since g α (z) |z|, then if |z| < δ with δ > 0 sufficiently small, then by Taylor expansion one trivially has that (2.24) holds for |z| < δ. By the assumption |αy| 1 we have that (2.25) implies (2.24) for |z| ≥ δ and α ≤ 1 2 − ε. It follows that we can also assume α 1 (and so also |z| α|z| 1). Finally, we observe that under the above assumptions we have that (2.26) implies also
which inequality Re(1 − g α (z)) |1 − z| 2 is also trivially true if x < 0. The bound (2.25) follows since g α (z) |z|, Im(log(1 − g α (z))) < π/2, and log(1 − w) + w min{|w| 2 , |w| + log|1 − w|} for w ∈ C [1, ∞).
Lemma 10. Let γ ≤ δ and let a ∈ N with γ ≤ a − 1 2 ≤ δ. Let g(z) be holomorphic on a neighborhood of γ ≤ Re(z) ≤ δ, where it satisfies |g(z)| ≤ C 1 |z| m + C 2 for some m, C 1 , C 2 ≥ 0. Then, with z = r, we have
using the notation (2.19) with
Proof. We apply Lemma 3 with
Denoting by ϕ(r)−g(r) the right hand side, we immediately see that ϕ extend to a holomorphic function in γ + 1 2 ≤ Re(z) ≤ δ and that ϕ(z) C 1 ((|a| + |z|) m+1 + 1) + C 2 (|a| + |z| + 1) in this strip.
Lemma 11. Let
using the notation (2.19) with D 2 = {z ∈ C, 0 ≤ Re(z) < 1}. Moreover, the error term
. Proof. In this proof, the notation O will stand for O z (k,h,r 0 ) relative to the set D 2 = {z, Re(z) ∈ [0, 1)}. We divide the sum into congruence classes n ≡ k (mod h), | | < h/2, where the possible term = h/2 is excluded since the summand is zero in this case. With the notation (2.23), we write the sum to be computed as
We consider each separately. We first consider = 1. Let δ := { r 0 −k h }, and
Then by Lemma 3, we have
.
Note that β (r) = r−r 0 h + β (r 0 ), the right-hand side of which depends holomorphically on r. Splitting the integral as Next, we have
This also defines a holomorphic function of z for Re(z) ∈ [0, 1), by Lemma 9. Since = 1, it is bounded by O(
2 ). Grouping the above discussion, we deduce for = 1 the estimate
Consider now the case = 1. We recall the notation δ from above. Since h ≥ 3, by (2.25) and Lemma 10 we have , we have
Secondly, we have
Note that in both cases, as well as in the following computations, the error term |log(1 − z)| can be omitted if z ∈ [0, 1 − h k (1 − δ 1 )] (which is the case when z = r/k). Finally,
We turn to the contribution of the term n/k in (2.31). By a direct computation, we find
On the other hand, we note that by (2.25),
Grouping the above estimates, we deduce (2.32)
We now sum the estimates (2.30), (2.32) over , getting
The main term is evaluated by (2.25) (for | | ≤ h/3) and (2.24) (for h/3 < | | < h/2) as
πt . Moreover, for 0 ≤ z < 1 we have
by (2.9). Collecting the previous estimates, we conclude that
as claimed.
2.4.
Second reciprocity formula for the q-Pochhammer symbol.
Theorem 7. Let 4 ≤ h < k with (h, k) = 1 and r 0 ∈ {0, . . . , h − 1}. Let 0 ≤ r < k with r ≡ r 0 (mod h). We have
where z = r/k, using the notation (2.19) with domain Thus, since
First, we examine M. We have
h n log cos πn hk .
We split the second sum as 1≤n≤r − 1≤n≤r−r 0 , h|n . For any ε > 0 we have log(cos( πw hk )) ε ( |w| hk ) 2 for |Re(w/(hk))| ≤ (1 − ε)/2 and so applying Lemma 10 we obtain, with z = r/k,
We then move to P = exp(log P). Taking the determination which is real on the negative imaginary axis, we have that log( Thus, by Lemma 10,
Write log(Γ(1+w)) = (w+1/2) log(w+1)−w+E 1 (w) with E 1 holomorphic and O(| log(w+1)|) on Re(w) > −1. Abbreviating temporarily q = r−r 0 h , it follows that
Note that the terms |log(z)| can be omitted if z ∈ [ r 0 k , 1). It remains to study L. By Lemma 7 we have | tan( πn hk ) cot(π nk h )| < 1 and so we can write L = exp(log L) with the principal determination. First, we consider
where E 2 (z) := tan(πz)−πz. Clearly, E 2 (z) is holomorphic and O ε (|z| 2 ) in | Re(z)| < (1−ε)/2. Thus, dividing in congruence classes modulo h, the second summand above is
Also, 
where the error term 
Proof of Theorem 1
Throughout the rest of the section, K will denote any hyperbolic knot K = 7 2 with at most 7 crossings.
We will use the same notation as in Section 2.2. In particular, all error terms will be allowed to depend on d and γ.
For n ∈ N ≥0 and α = h k ∈ Q, with (h, k) = 1, we let
where n ≡ n (mod k), 0 ≤ n < k.
There exist m, m 1 , . . . , m 4 ∈ N, ι, υ ∈ Z and linear functions i,j (r) = m u=1 κ i,j (u)r u with κ i,j ∈ {0, ±1} such that
where * indicates that the sum is restricted to the terms with 0 ≤ i,j (r) < k and, here and what follows, we put
The Kashaev invariants for the knots under consideration has been given for example in [32, 34, 33] . In all these cases, m + 3 coincides with the number of crossings of K, moreover
and the values of m i , i,j are as in Figure 4 , where we used the formula [α] n [α] denom(α)−n = 1 to write the Kashaev invariants given in [32, 34, 33] [41] ). In the context of the modularity conjecture it is natural to always take υ = 0, which we shall do in the following. This choice will lead to the expression (1.3) for the reciprocity formula, as conjectured by Zagier. Using (2.3) one can then easily deduce the suitable modified reciprocity formula corresponding to other choices of υ. (2, 1, 4, 4) 1,1 = r 1 + r 2 , 1,2 = r 3 + r 4 2,1 = r 2 + r 3 , ∀j ∈ {1, 2, 3, 4}, 3,j = 4,j = r j Figure 4 . Parameters of the Kashaev invariants We divide the sum over r restricting the r i into congruence classes modulo q and in intervals of length k/d:
By Theorem 6 and Remark 3, we have
where for s ∈ Z/qZ, λ ∈ [0, 1), we define
It follows that
The next lemma shows that the contribution of the terms for which i,j (λ) / ∈ [0, 1) for some i, j is negligible.
Lemma 12.
There exists δ > 0 such that
We postpone the proof of Lemma 12 to Section 3.1. Since [x] r 1 for 0 ≤ r < d, applying (2.14) and the above lemma we obtain
We notice that the condition 0 ≤ i,j (r) < k, which is implicit in the summation * , can be written as 0
where we used { i,j (r)d/k} = i,j (rd/k − L) to rewrite the summation conditions. This sum is essentially the same sum which arises when taking d = 1, γ = ( 0 1 −1 0 ), i.e. the conjugate of the sum arising in the volume conjecture. The only difference in the general case is that r is summed over a box with sides of length k/d and along arithmetic progressions modulo q. For fixed d, q these restrictions are negligible from the analytical point of view, and the works [32, 34, 33] can be adapted. For z ∈ (C R) ∪ (0, 1), define
and let µ = (µ 1 , . . . , µ m ) be the solution described in [32 
∀u ∈ {1, . . . , m} (3.6) satisfying 0 < Re( i,j (µ)) < 1 for all i, j. We write
It is known [32, 34, 33] that Q(ν) = F K , the trace field of K. It will be useful to denote
The following lemma will be proven in Section 3.2.
, where 0 = D ∈ F K , ω s,0 := 1 and
where B 1 is the 1-st Bernoulli polynomial. Moreover, for all n ≥ 1, ω s,n ∈F K,q , and for all σ ∈ Gal(F K,q /F K,q ), we have σ(ω s,n ) = ω s−pu,n if σ is given by
Applying Lemma 13, by (3.3) and (3.5), and recalling the condition 0 ≤ i,j (L) < d for all i, j, we obtain
, for all N ≥ 0. Now, 6q s(p, q) is an integer, so A(p, q) is a 24q root of unity, and letting ν = −m 1 − m 4 + m 2 + m 3 , we have ν ≡ m + 1 (mod 2). We deduce
where ω ∈ {1, i} is independent of α. Thus, keeping track of the factor i implicit in 2π = −i k dq , the proof of Theorem 1 follows from the following lemma, upon possibly multiplying the value of D by −1. Lemma 14. There exists 0 = U ∈ F K such that defining
we have S q n ∈ F K,q for all n ≥ 0. If moreover S n = 0, then for all n ≥ 0 we have S −1 n S n ∈ F K,q .
Note that in Theorems 2.2 and 2.6 of [13] , similar computations are carried out for coefficients of power series constructed by a different process, which are conjectured to match those in the modularity conjecture.
where in the last equality we used (2.8). Then,
where we used that, by (3.6),
is independent of s. In particular, writing U = exp(E), by the definition of ψ i , (3.10)-(3.11) and Lemma 13, we have S q n ∈F K,q . The extensionF K,q /F K,q is Galois and Gal(F K,q /F K,q ) consists of automorphisms of the form (3.8). Thus, it suffices to show that S q n is invariant under any such automorphism σ. Now, by Lemma 13,
The same computation as above gives
By the change of variables g → g + p i,j (u) one obtains C σ i,j (s) = C(s − pu), so that, after the change of variables s → s + pu, one obtains σ(S q n ) = S q n , and so S q n ∈ F K,q , as desired. Now, assume S n = 0. By (3.12) we have
and so S −1 n S n ∈F K,q . Moreover, given an automorphism σ as in (3.8), one shows as above that σ(S −1 n S n ) = S −1 n S n and so S −1 n S n ∈ F K,q . 3.1. Proof of Lemma 12. For λ ∈ R, let Λ denote the Lobachevsky function
where the last equality follows by (2.7) and (2.9). Note that Λ is 1-periodic and odd. We need to bound
We will require the following simple inequalities: for α, β ∈ [0, 1],
The bound (3.21) is proved by optimizing at β = min( We consider the situation case by case; in each case, we work under the extra assumption that for some (i, j), we have i,j (λ) ∈ [0, 1).
• Case K = 5 2 . We have
for some i ∈ {1, 2}, so that using (3.16) and (3.17), we get
• Case K = 6 1 . We have
− 0.01 is enough. Thus, by (3.17), we may assume
for all i ∈ {1, 2, 3}. Assume λ 1 + λ 2 + λ 3 ≥ 1. Then by concavity of Λ on [0, λ 3 ) ). The bound (3.21) can then be applied with (α, β) = (
− 0.05 is enough. Because of (3.17), we may assume λ 1 > 
. We obtain in all cases W K (λ) ≤ 4M.
• Case K = 6 3 . We have
− 0.09 is enough. By symmetry, we may assume λ 2 ≤ λ 3 . Suppose first λ 2 ≥ 
If, finally, λ 3 < 1 2 , then by (3.17) we have Λ(λ 2 − λ 3 ) ≤ 0, so that W K (λ) ≤ 5M . In all cases, we find W K (λ) ≤ 5M.
• Case K = 7 3 . We have
A bound of 4M ≤ Vol(K) 2π − 0.08 is enough. Thus, by (3.17), we may assume λ j < 1 2 for all j ∈ {1, 3, 4}, and λ 2 > 
• Case K = 7 4 . We have
− 0.01 is enough. By (3.17) and (3.16) we may assume without loss of generality λ 2 , λ 3 < We find in all cases that W K (λ) ≤ 5M.
• Case K = 7 5 . We have
− 0.05 is enough. We may assume λ 3 > 
, and Λ(λ 3 − λ 2 ) ≤ 0. In all cases, we find by (3.16) and (3.17) that
• Case K = 7 6 . We have
− 0.03 is enough; note that 0.59 + 3M < 0.45 + 4M . In particular, we may assume that λ 1 < 1 2 , since otherwise, by (3.17) and (3.18)-(3.19), we get W K (λ) ≤ 0.59 + 2M . Assume first λ 3 + λ 4 ≥ 1. Then by (3.19) , we obtain W K (λ) ≤ 5M , which is acceptable. Next, assume that • Case K = 7 7 . We have
Assume λ i + λ j ≥ 1 for some (i, j) ∈ {(1, 2), (2, 3) , (3, 4) }. Then by (3.19) and (3.16), we have
Summarizing the above, we find that in all cases considered for K, there holds
This proves Lemma 12.
Remark 4. The analogue of Lemma 12 for the knot 7 2 is false as stated. It is likely that this obstacle can be lifted by processing the contour integral arguments underlying Lemma 13 more carefully (see [33, Remark 8.1] ). For sake of clarity, and since our main point is rather to stress how the modularity conjecture can be reduced to the arithmeticity conjecture, we chose to omit the case K = 7 2 .
3.2. Proof of Lemma 13.
In particular we can write the conjugates of Φ r (λ) and g d (λ) given in (3.4) and (2.15) ((2.13) if λ = 0) as
In particular, we can extend Φ r (λ) to a holomorphic function of λ in the strip 0 < Re(λ) < 1.
In the following lemmas we give some properties of the expansion of E r and E * r . Lemma 15. Assume Re(λ) ∈ (ε, 1 − ε) with ε ∈ (0, 1/2) and let s ∈ Z/qZ. Then, for all M ≥ 0 uniformly in λ we have
Proof. For Re(λ) ∈ (ε, 1 − ε) we have inf g∈Z g−λ q ε 1. Thus, since
we have that f (ν) ( g−λ+it q
) q,ν,ε (1 + |t| ε ) for all ν ≥ 0, t ∈ R. The Lemma then follows immediately by expanding in Taylor series and applying Lemma 4.
Lemma 16. Assume Re(λ) ∈ (0, 1) and let s ∈ Z/qZ. Let h s, be either E s, or E * s, . Then, for all , M ≥ 0, and all λ in a neighborhood ofλ, we have
where, for (v, ) = (0, 0),
is such that σ(e(λ/q)) = e((λ + u)/q) for some u ∈ {0, . . . , q − 1}, then
Proof. The equations (3.24)-(3.26) follow immediately by Taylor expansion. Moreover, if ≥ 1, v ≥ 0 and h r, = E r, then
1−e(−z) and (3.27) follows by the change of variables g → g + j. The case = 0, v ≥ 1 and the analogous property forẼ r, can be proven in the same way.
Proof of Lemma 13. As mentioned in the introduction, for the knots under consideration, the asymptotic expansion stated in Lemma 13 will be essentially reduced to a proof of the asymptotic expansion in the volume conjecture for those knots. Thus, we shall frequently refer to [32, 34, 33] where this asymptotic expansion was proven for hyperbolic knots with 5, 6 and 7 crossings. The case of the knot 4 1 is easier, since there is a dominant critical point on (0, 1), and the method of stationary phase can be applied, similarly as in the proof of Theorem 2 below. Thus, we will focus here on the case K = 4 1 . Recall also that we assume K = 7 2 .
The functionV (n) coincides, up to conjugation, with the limiting value of the potential function of the hyperbolic structure of the knot complement given in [32, (10) We remark that the expressions forV given there differ from the one we have here, however it is easy to see that the two expressions actually coincide upon using the dilogarithm identity (or the formula (2.5))
In on the boundary of D. More precisely, there exists a domain D ⊂ D with dist(D , ∂D) > 0 such that Re(V (n)) < Vol(K) 2π −δ for all n ∈ D \ D and some δ > 0. Thus, by (2.14), we have
We now apply Poisson summation formula in the form of [32, Proposition 4.6] (with k/d playing the role of N of [32] [32] to V s,L,d/k (n) rather thanV (n). We find
for some δ > 0, where the extra factor q −m comes from the restriction to the congruence classes. One can then apply the saddle point method in the form of [32 Notice that both V s,d/k (z) and the corresponding functions studied in these papers converge uniformly toV , so the same computations apply. We then find that for all N ≥ 1 the first summand on the right of (3.28) is equal to 2πk qd
where µ is a critical point ofV (z) (and thus satisfies (3.6)) with 0 < Re( i,j (µ)) < 1 for all i, j, such thatV (µ) =
and Hess is the Hesse matrix ofV at µ. In particular, det(− Hess) ∈ (πi) m F K . By Lemma 16 the coefficients ω s,n are inF K,q for all n ≥ 1 and if σ is as in (3.8), then σ(ω s,n ) = ω s−pu,n . Finally, by (3.25)-(3.26) we have that C(s) is as in (3.7).
Proof of Theorems 2 and 5
We proceed in a similar way as in the proof of Theorem 1. For x = h/k, with (h, k) = 1 andpoint as 6) where the first step is justified in a standard way [15, p.517 ], e.g. by smoothly restricting the sum to the terms where r/k is in a neighborhood of 5/6, using (4.5) and applying the Poisson summation formula. The second step instead follows immediately by positivity. By (4.1), (4.4) and (4.6) we then find
as desired.
To prove (1.13) first we observe we can assume k > 2h since otherwise the result is trivial. Also, we observe that, bounding trivially Φ † s , one can write (4.3) as
and so
Now, if x ≥ 0, we have 0≤n≤m e nx = e mx+O(m) , and thus if x is large the sum is roughly dominated by the last term. Then for c 0 (k/h) < 0, we have
where r is the maximum integer satisfying 0 ≤ r < k with r ≡ s (mod h). Then, k − h ≤ r < k and so in particular 
Proof of Theorem 3
Before starting, we state some basic properties of continued fractions (see [25] for a reference). Given h/k ∈ Q ∩ (0, 1) with h, k ∈ N, (h, k) = 1, we denote by Now, we fix an ε > 1/k and we take s to be the least integer in {1, . . . , r} such that v s ≥ 1/ε and notice that, since v m 2 m/2 , we have s = O ε (1). Then, the above computations and (1.9) give log J 4 1 ,0 (e(h/k)) = Proof of Theorem 4. We extend H K to a function on R >0 by setting H K (x) := lim y→x,y∈Q H K (y) for all x ∈ R >0 \ Q. By hypothesis H K (x) is well defined and it is easy to prove that H K is continuous on R \ Q. and this goes to −∞ as n, X, Y → ∞ with Y nB 2n = o(log X).
