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Abstract
We consider two-dimensional smooth vector elds dx=dt = P (x; y); dy=dt =
Q(x; y) and estimate the maximal number of limit cycles with special proper-
ties which are dened by means of generalized Dulac and Cherkas functions.
In case that P and Q are polynomials we present results about the weakend
16-th problem of Hilbert.
1 Introduction
We consider two-dimensional systems of autonomous dierential equations
dx
dt
= P (x; y);
dy
dt
= Q(x; y) (1.1)
in some region D  R2. Throughout the paper we assume that P and Q are
continuously dierentiable in D, that is, P;Q 2 C1(D). If D is bounded and such
that the boundary of D has no contact with the trajectories of system (1.1), then
according to the skeleton method of A.A. Andronov and E.A. Leontovich [1] the
topological structure of the trajectories of (1.1) in D is determined by the singular
trajectories of system (1.1), that is, by the equilibria, the separatricies and the limit
cycles of (1.1) in D.
There are suÆciently eective methods to study equilibria and separatricies, there
are also methods to prove that (1.1) has no limit cycle or at least one limit cycle
in D (see, e.g. [7, 29, 41, 42]), but there is no general method to localize all limit
cycles and to prove the existence or absence of multiple limit cycles. Therefore, the
problem to estimate the number of limit cycles of general systems (1.1) is an open















with real coeÆcients aij; bij.
It is well-known that the problem to estimate the maximal number H(n) of limit
cycles of the polynomial system (1.2) and to localize their relative position represents
the famous 16-th problem of D. Hilbert [18]. Since linear systems (1.2) have no limit
cycle, it holds H(1) = 0. But even in the case n = 2 we don't know any upper bound
for H(2).
1
H. Dulac [14] formulated in 1923 a theorem claiming that any individual system
(1.2) can have only a nite number of limit cycles. Later, it has been noted that
his proof is not correct. In the eighties of the last century, R. Bamon [3] and V.
Romanovskij [31] gave a proof of the above mentioned theorem for the case n = 2.
Yu. Ilyashenko [20] proved Dulac's theorem in 1991 for any n, another proof has
been published by J. Ecalle [15] in the same year. But to this very day we do not
know any upper bound for H(n) even in the case n = 2.
L.S. Chen and M.S. Wang [6] and S.L. Shi [37] published examples of quadratic
systems with four limit cycles. Thus, 4 is a lower bound for H(2). Concerning H(3)
we have H(3)  11 , since H. _Zo ladek [43] gave a cubic system with eleven limit
cycles (see also [29]).
Several authors considered the rate of growth of H(n) as n increases. Yu. Ilyashenko
[22] has established that H(n) grows at least as n2. C. Christopher and N. Lloyd [13]
have improved this lower bound by n2 log2 n. More information about the centennial
history of Hilbert's 16-th problem can be found in [22].
Due to its theoretical and practical importance, Hilbert's 16-th problem has been
included by S. Smale into the list of the 18 most important mathematical problems
of the 21-th century [38].
The goal of this paper is to estimate the maximal number of limit cycles for system
(1.1) belonging to some classes which are distinguished by the property that some
expression does not change sign on a limit cycle, that is, we treat weakened versions
of Hilbert's 16-th problem. Especially, we are able to estimate the number of regular
limit cycles that have been introduced by P.N. Papusch [28]. The proofs are based
on generalized Dulac and Cherkas functions.
Our paper is organized as follows: In section 2 we compose some known simplied
or restricted versions of Hilbert's 16-th problem. Section 3 is devoted to generalized
Dulac and Cherkas functions. In the nal section 4 we present estimates of the
maximal number of limit cycles with special properties.
2 Weakened versions of Hilbert's 16-th problem
2.1 The Hilbert-Arnold problem
We consider the autonomous dierential system (1.2) in a compact region G  D
and assume that the set of admissible parameters cijkl := (aij; bkl) represents a
compact set K  Rn
2+3n+2. Additionally, we suppose that the boundary of G has
no contact with the vector eld f := (P;Q) for all cijkl 2 K. The Hilbert-Arnold
problem can be formulated as follows: Find an upper bound for the maximal number
of limit cycles of system (1.2) when cijkl varies in K.
Taking into account that under our assumptions the number of limit cycles of system
(1.2) changes only when a limit cycle bifurcates from
(i) an equilibrium point (Andronov-bifurcation),
2
(ii) a multiple limit cycle (saddle-node bifurcation),
(iii) a polycycle (homoclinic, heteroclinic bifurcation),
then the main concern is to estimate the maximal number of limit cycles which can
bifurcate from these singular trajectories (cyclicity of a singular trajectory).
We would like to mention a special program proposed by R. Roussarie [32] for solving
the Hilbert-Arnold problem and that Yu. Ilyashenko and S. Yakovenko proved [21]
that all elementary polycyles of a smooth generic family have nite cyclicity.
2.2 The innitesimal Hilbert problem
Let F (x; y) be a real polynomial of degree at most n, let H(x; y) be a real polynomial
of degree m + 1. V. I. Arnold formulated in [2] the following problem:




F (x; y)dx dy: (2.1)
In the case F (x; y)   (Px(x; y) + Qy(x; y)) we get by means of Green's formula




Q(x; y)dx  P (x; y)dy; (2.2)
where  c is the boundary of the region dened by H(x; y)  c. Under the condition
that H(x; y) = c represents a limit cycle of system (1.1) we have I(c) = 0. Thus,
an upper bound for the zeros of the Abelian integral (2.2) provides an upper bound
for the maximal number of limit cycles of system (1.1).
We note that the innitesimal Hilbert problem is closely related to the problem of













+ "Q(x; y); (2.3)
where 0 < " 1:
The relationship between both problems comes from the following two facts [24]:
1. If there exists a constant c such that I(c) = 0 and I 0(c) 6= 0, then the oval
 c generates a family of hyperbolic limit cycles  c;" of (2.3) for suÆciently
small ". On the other hand, if there exists a family of hyperbolic limit cycles
 " of system (2.3), then as " ! 0 we get the existence of a number c
 such
that I(c) = 0.
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2. The maximal number of isolated zeros ck of I(c) = 0 (taking into account
their multiplicity) is an upper bound for the number of limit cycles of system
(2.3) with suÆciently small positive " which tend to some closed orbits  ck of
system (2.3) as "! 0:
The number V (n;m) has been estimated only in case of some non-generic low-
degree Hamiltonians ( see, e.g., [19]). The rst general result has been achieved by
A. Varchenko [39] and A. Khovanskij [23]. They proved independently that V (n;m)
is nite, but they did not obtain an explicit expression for V (n;m). The paper [24]
contains the following result with respect to system (2.3):




xm+1, P (x; y)  0; and let Q(x; y) :=
yQ(x; y) be a polynomial with degree at most n  1. Additionally, let m and n to be
odd. Then the maximal number b(m;n) of isolated zeroes (taking into account their





  1 if n  m;
(m+1)(2n m+3)
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  1 if n  m:
Moreover, there are perturbations of system (2.3) such that b(m;n) continuous fam-
ilies of limit cycles exist. Consequently,
b(m;n)  V (m;n)  H(maxfm;ng):
In general, the innitesimal Hilbert problem remains open.
2.3 Abel's dierential equation
If we consider system (1.2) in a neighborhood of a focus, then we can introduce
polar coordinates and obtain a scalar dierential equation whose right hand side is
analytic in the radius with periodic coeÆcients. A truncation of the right hand side







j; y 2 R1; x 2 S1; (2.4)
where the coeÆcients aj are continuous. The corresponding weakened Hilbert's
problem is to nd an upper bound on the number of limit cycles of (2.4). In [36] it
has been proven that for n  3 the number of limit cycles of (2.4) is not greater
than n. For n  4, equation (2.4) can have arbitrarily many limit cycles [26]. If the
coeÆcients aj are trigonometric polynomials of degree not greater than m, than the
bound should be expressed only by means of the numbers n and m. This problem
is unsolved even for m = 1.
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2.4 Lienard systems
We consider the Lienard system
dx
dt




where F (x) =
P2l+1
i=1 aix
i. The weakened Hilbert problem consists in nding an
upper bound for the number of limit cycles of (2.5) which depends only on l.
The following results are known:
Theorem 2.2 [25]. System (2.5) with F (x) = a1x + a2x
2 + a3x
3 and a1a3 < 0 has
exactly one limit cycle. It is stable for a1 < 0 and unstable for a1 > 0.
Theorem 2.3 [33]. System (2.5) with F (x) = a1x + a3x
3 + a5x
5 has at most two
limit cycles.
Theorem 2.4 [4]. The origin of system (2.5) has the maximal cyclicity l, that is,
system (2.5) has at most l small limit cycles. There are coeÆcients a1; a3; a5; : : : ; a2l+1
with alternating sign such that (2.5) has l (small) limit cycles.
Theorem 2.5 [29]. For suÆciently small " dierent from 0, system (2.5) with
F (x) = "
P2l+1
i=1 aix
i has at most l limit cycles. It has exactly l limit cycles if and




















has l positive roots %j = r
2
j
; j = 1; : : : ; l: In that case, the limit cycles tend to circles
of radius rj; j = 1; : : : l; centered at the origin, as "! 0.
S. Smale conjectures in the case of Theorem 2.5 that l is an upper bound on the num-
ber of limit cycles. This conjecture has been conrmed in the cases l = 1; 2; 3; 4; 5
by using Dulac functions (see [17, 12]).
We would like to mention that S. Lynch [26] computed the cyclicity of the origin of
the Lienard system
_x = y; _y =  g(x)  f(x)y
for dierent degrees of the polynomials f and g using a Maple-package for some
algebraic approach.
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2.5 Algebraic limit cycles
Another approach to weaken Hilbert's 16th problem is to estimate the number of
limit cycles with a special property. One possibility is to ask for limit cycles which
are algebraic curves, that is, we want to estimate the maximal number of limit cycles
which are algebraic curves, and to estimate their maximal degree . We recall that an
irreducible algebraic curve dened by the equation f(x; y) = 0 is called an invariant







Q = g(x; y) f(x; y)
holds. The following result has been established by N. Sadovskaia and R. Ramirez
[34].
Theorem 2.6 Suppose system (1.2) has s (s > 1) invariant nonsingular algebraic
curves of degree m  2. Then, the maximal number V (n) of algebraic limit cycles
of (1.2) satises V (n) = n  1.
The problem of estimating the maximal degree m(n) of an algebraic limit cycle for
system (1.2) is open until now, even for quadratic systems (n = 2). In that case
only the inequality m(2)  4 is known (see [5]).
3 Generalized Dulac function, Cherkas function
We consider system (1.1) in some region D  R2 under the assumption that P and
Q are continuously dierentiable in D. A rst step in nding an upper bound for
the number of limit cycles of (1.1) in D is to characterize classes of systems (1.1)
having no limit cycle in some subregion in D. The following theorem represents the
classical criterion of Dulac.
Theorem 3.1 Let G  D be a simply-connected region, let f := (P;Q). If there
exists a function B 2 C1(G) such that div(Bf) does not change sign in G and is
not identically zero, then (1.1) has no closed orbit lying entirely in G.
Remark 3.1 The proof of Theorem 3.1 is based on Green's Theorem. For B  1,
Theorem 3.1 represents the well-known criterion of Bendixson. In that case, under
the additional conditions that G is bounded and that divf is strictly positive or
negative in the closure of G there is another proof Theorem 3.1 based on the Poincare-
Bendixson theory (see [41]).
Denition 3.1 A function B 2 C1(D) such that div(Bf) has the same sign in
some connected region G  D and is not identically zero is called a Dulac function
to system (1.1) in G.
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The following well-known result (see [40]) show that a Dulac function can be used
to estimate the number of limit cycles of system (1.1) in some regions.
Theorem 3.2 Let G  D be a p-connected region. If there exists a Dulac function
in G, then system (1.1) has at most p  1 limit cycles in G.
The following denition provides some generalization of a Dulac function.
Denition 3.2 Let 
  D be a connected region containing nitely many equilibria
E1; :::; Es of system (1.1). Let ~
 := 
nE, where E := fE1; :::; Esg. A function
B 2 C1(~
) such that








(Bf; ni)ds = 0;
where S"
i
is a circle with radius " centered at Ei, ni the unit-normal vector to
S"
i
, and (; ) denotes the scalar product in R2,
is called a generalized Dulac function to system (1.1) in 
.
As an example of a generalized Dulac function we may consider the function ( see
[35])
B(x; y) := fP (x; y)2 + Q(x; y)2g 1=2:
In analogy to Theorem 3.1 and Theorem 3.2 we have:
Theorem 3.3 Let 
 be a region as in Denition 3.2, moreover, let 
 be simply-
connected. If there exists a generalized Dulac function in 
nE, then (1.1) has no
closed orbit lying entirely in 
.
Theorem 3.4 Let 
 be a doubly-connected region. If there exists a generalized
Dulac function in 
nE, then system (1.1) has at most one limit cycle in 
.
Now we present a generalization of Dulac's criterion which is due to L.A. Cherkas
[8]. For this purpose we introduce the following denition.
Denition 3.3 A function 	 2 C1(G); G  D, is called a Cherkas function of
system (1.1) in G if there exists a real number k 6= 0 such that






Q > 0 (< 0) in G: (3.1)
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Remark 3.2 The condition (3.1) can be relaxed by assuming that the function 
vanishes on a set measure zero, where this set satises some additional condition.
In what follows we recall some ways to construct a Cherkas function 	 for system
(1.2) with degree n.
1. As a polynomial of degree 2 in the case n = 3 in the full plane [9] and in case
n = 2 in a half-plane [10];
2. As a polynomial of degree 3 in the full plane in the cases n = 2 [11] and n = 4
[16];
3. As the product 	(x; y) = 	l11 (x; y):::	
lm
m
(x; y) in the case n = 2 [11] in the full







4. As a spline consisting of two polynomials of degree 2 for the case n = 3 [11];
5. As a spline consisting of four linear polynomials for system in the case n = 3
[11];




m i, where m   i is even in case n = 2 in
a half-plane and for the Lienard system (2.5) in the full plane in the cases
l = 1; 2; 3; 4; 5: [17], [12].
The following result gives a connection between a Cherkas function and a Dulac
function (see [8]).
Lemma 3.1 Let G  D be connected, let 	 be a Cherkas function of system (1.1)
in G. Then B := j	j1=k is a Dulac function in each subregion of G, where 	 is
positive or negative.
We note that in case k = 1 we have
 = sign	 div(j	jf): (3.2)
This relation suggests to introduce the notation of a generalized Cherkas function.
Denition 3.4 A function 	 2 C1(
), where 
 is a subregion of D containing
nitely many equilibria of (1.1) is called a generalized Cherkas function in 
 if there
exists a real number k 6= 0 such that
 The function  dened in (3.1) satises









(j	j1=kf; ni)ds = 0:
Analogously to Lemma 3.1 we have
Lemma 3.2 Let 	 be a generalized Cherkas function of system (1.1) in 
. Then
B := j	j1=k is a generalized Dulac function in each subregion of 
, where 	 is
positive or negative.
For the sequel we introduce the set W by
W := f(x; y) 2 G : 	(x; y) = 0g:
We denote by a branch of the curve W a subset of W which is either a simple
closed curve (oval) or a simply connected subset which intersects @G in exactly two
dierent points.
Lemma 3.3 Let 	 be a Cherkas function of system (1.1) in G  D. Then any
trajectory of system (1.1), which meets W , intersects W transversally.
Proof. We denote by d	
dt




= j	=0 6= 0: (3.3)
Thus, any trajectory of (1.1) which meets the curve W crosses W transversally. 2
Lemma 3.4 Let 	 be a Cherkas function of system (1.1) in G  D. Then the
curve W does not contain any equilibrium of system (1.1).
Proof. Let E be an equilibrium point of system (1.1) located on W . Then, by
the denition of the function  in (3.1) we have (E) = 0 which contradicts the
inequalities in (3.1). 2
Lemma 3.5 Let 	 be a Cherkas function of system (1.1) in G  D. Then the
curve W consists in G of branches which do not meet.
Proof. Assume W contains two branches W1 and W2 meeting in the point T .
Then the trajectory T of system (1.1) through T intersects W1 and W2 transversally.
Then each trajectory close to the trajectory T intersects W1 and W2. According to
(3.3) and (3.1), d	
dt
has the same sign on W1 and W2. Thus, T cannot intersect W1
and W2. The obtained contradiction proves the Lemma. 2
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Remark 3.3 By Lemma 3.5 the set W consists of two disjoint sets, the set Wcl
consisting from ovals and the set Wnc consisting from non-closed branches.
From the Lemmata 3.3 and 3.5 we get
Corollary 3.1 Let 	 be a Cherkas function of system (1.1) in G  D. Then W
separates in G regions, where 	 is positive from regions, where 	 is negative.
Furthermore, Lemma 3.3 implies the following result:
Lemma 3.6 Let 	 be a Cherkas function of system (1.1) in G  D. Then any limit
cycle of system (1.1) which is entirely located in G does not intersect the curve W .
Proof. Suppose system (1.1) has a limit cycle    G intersecting the curve W .
Without loss of generality we can assume  > 0 in G, otherwise we replace f by  f .
According to Lemma 3.3, the limit cycle   intersects W transversally. From  > 0
in G we get that the derivative of 	 along system (1.1) is positive in any point G.
Thus, the limit cycle   enters at any intersection point with W the region 	 > 0
for increasing t. Consequently,   can meet W only once in G. But this contradicts
the property that   is a closed curve in G. 2
The following theorem represents a generalization of Dulac's criterion on the non-
existence of a limit cycle.
Theorem 3.5 Let 	 be a Cherkas function for system (1.1) in G  D. Further-
more, we suppose that W decomposes G in simply connected subregions Gi; i =
1; :::; l. Then system (1.1) has no limit cycle in G.
Proof. Let Gi be one of the simply connected subregions. By denition, 	
is dierent from zero in Gi. Thus, by Lemma 3.1, B := j	j
1=k is a classical Dulac
function in Gi, and, consequently, system (1.1) has no limit cycle located completely
in Gi. By Lemma 3.6, any limit cycle of system (1.1) entirely located in G does not
intersect W . Therefore, we can conclude that G contains no limit cycle of system
(1.1). 2
We note that in Theorem 3.5 the sign of the constant k in the expression  plays no
role. This is due to the property that the subregions Gi are simply connected and
	 does not vanish in these regions. The following generalization of Dulac's criterion
admits that 	 can change sign in a simply connected region, but then the sign of k
is essential.
Theorem 3.6 Let G  D be a simply-connected region and let 	 be a Cherkas
function for system (1.1) in G, where k is positive. Then system (1.1) has no limit
cycle in G.
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Proof. Without loss of generality we may assume  > 0 in G. If W divides G
only in simply connected subregions, then we can apply Theorem 3.5. Therefore,
we suppose that the decomposition of G by W contains a multiply connected region
~G where all interior boundaries are closed branches (ovals) of W .
Next we establish that there is no limit cycle of (1.1) in ~G that does not surround an
oval of W . If we suppose that (1.1) has a limit cycle   in ~G that does not surround
any oval of W , then   is located in a simply connected region G1 of ~G, where 	
is either positive or negative. This contradicts the property that j	j1=k is a Dulac
function in G1.
Now, we assume that there is a limit cycle   of system (1.1) containing in its interior
an oval W0 of W . Without loss of generality we may assume that in the annulus
AW0;  formed by W0 and   there is located neither an oval of W dierent from W0
nor a limit cycle of (1.1) dierent from  . According to Lemma 3.6,   is entirely
located either in a region where 	 is strictly positive or negative.
First we consider the case that   is located in a region, where 	 > 0. In that
case, under our assumptions 	 is positive in the interior of AW0; , where W vanishes
on W0 but is positive on  . Since d	=dt is positive on W0 we can conclude by
Lemma 3.3 that the trajectories of (1.1) enter for increasing t transversally on W0
the annulus AW0;  which is positively invariant.






Under our assumption we have
Z
 

















dt > 0; (3.5)
hence,   is orbitally unstable. Therefore, the interior of AW0;  must contain an
attractor. Under our assumptions, we can conclude from to the Poincare-Bendixson
theory that the attractor consists either from a stable equilibrium or from a stable
polycycle (closed heteroclinic or homoclinic orbit).










holds. Therefore, in AW0;  there is no stable equilibrium and no stable polycycle.
This contradiction proves that there is no limit cycle in the domain 	 > 0 surround-
ing an oval of W . The case that   is lying in a region with 	 < 0 can be treated
similarly by replacing t by  t. 2
From Theorem 3.6 it follows that we cannot replace a Dulac function by a Cherkas
function in Theorem 3.1 without any restriction on k.
The following generalization of Theorem 3.2 requires assumption on the decompo-
sition of the underlying region by the curve W .
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Theorem 3.7 Let G  D be a p-connected region with the interior boundaries @Gi,
i = 1; :::; p   1, and with the outer boundary @Gp. Let 	 be a Cherkas function in
G. If we additional assume that W has no oval in G, then system (1.1) has at most
p  1 limit cycles in G.
Proof. Under our assumptions and taking into account Remark 3.3, the set W
consists only of non-closed branches intersecting the outer boundary @Gp of G in
























where the upper indices characterize the connectivity. It can easily be shown by
induction that the relation
q2 + 2q3 + ::: + (p  1)qp = p  1
is valid. Since 	 is positive or negative in G
(i)
ki
, we can conclude by Lemma 3.1 that






contains at most i   1 limit
cycles, and G not more than p  1 limit cycles. 2
If we admit that W has ovals in G we have the following result:
Theorem 3.8 Let G  D be a p-connected region with the interior boundaries @Gi,
i = 1; :::; p  1, and with the outer boundary @Gp. Let 	 be a Cherkas function such
that W has s ovals in G. Then system (1.1) has at most p  1 + s limit cycles in G.
Proof. We denote the ovals by @O1, ..., @Os. In case s = 0 Theorem 3.8 coincides
with Theorem 3.7.
Next we consider the case that no oval @Oj contains any interior boundary @Gk or
another oval @Ol. Since 	 is positive or negative in the region Oj bounded by any
@Oj, we can conclude that no oval contains a limit cycle in its interior and that no
limit cycle intersects any oval. Thus, the number of limit cycles in G and in the
region ~G := G n
S
s
j=1Oj is the same. Since
~G is a p + s-connected region and since
	 is either positive or negative on ~G, we get by Lemma 3.1 and Theorem 3.2 that
G contains not more than p  1 + s limit cycles. If we admit that W contains also
non-closed branches, then the assumptions of Theorem 3.7 are satised concerning
the region ~G such that it contains not more than p  1 + s limit cycles.
Next we consider the case that one oval, say @Or surrounds m interior boundaries,
while all other ovals satisfy the assumptions as above. Then the region bounded by
@Or and the m interior boundaries of G contains not more than m limit cycles. The
region ~G := G n
S
s
j=1Oj is now p  1 m+ s-connected and contains not more than
p 1 m+s limit cycles.Hence, the region G contains at most p 1+s limit cycles.
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If we suppose that one oval surrounds another oval, then similar considerations lead
to the same upper bound of limit cycles.
2
The proof of Theorem 3.6 does not work in case k < 0. The following result include
the case k < 0.
Theorem 3.9 Let 
  D be a connected subset of R2, and let 	 be a Cherkas
function for system (1.1) in 




  W [@
, that means any point of the boundary of ~
 belongs to W or to @
, the
number of limit cycles is at most p  1 and any limit cycle in ~
 is stable (unstable)
if k sign (	) < 0 (k sign (	) > 0):
Proof. The proof of this theorem follows the same line as in the proof of Theorem
3.6. 2
Remark 3.4 The substantial dierence of our approach to estimate the number of
limit cycles from the classical one is that we must not localize limit cycles because
this localization follows from the topological analysis of the curve 	(x; y) = 0.
Remark 3.5 In the denition of the Cherkas function we can relax the condition
 > 0(< 0) by   0( 0), where we have to assume that  is not identically
zero and that the curve  = 0 will be intersected transversally by the trajectories of
system (1.1), that is,  = 0 is not a trajectory of (1.1) [40].
4 Estimate of the number of limit cycles with spe-
cial properties
In the preceding section we estimated the number of all limit cycles of (1.1) in some
regions of the phase plane under the assumption that there exists an appropriate
Dulac or Cherkas function. In section 2 we described some possibilities how we can
relax the problem to estimate the number of all limit cycles in some given region.
In what follows we present further possibilities to weaken Hilbert's 16-th problem.
At rst we dene some class of limit cycles by means of a function which can be
considered as a generalized Dulac function.
Denition 4.1 Let 
  D be a simply connected region containing a nite number
of equilibria E1; :::; Es. Let ~
 := 
nE, where E := fE1; :::; Esg. Let there exists a
function ~B 2 C1(~
) such that
13
 div( ~Bf) vanishes in ~








( ~Bf; ni)ds = 0 for i = 1; :::s; (4.1)
where S"
i
is a circle with radius " centered at Ei, ni is the unit-normal vector
to S"
i
and (:; :) denotes the scalar product in R2.
We say a limit cycle   of (1.1) in 
 belongs to the class B if div( ~Bf) is positive or
negative on  .
The following theorem provides an upper bound for the number of limit cycles
belonging to the class B.
Theorem 4.1 The number of limit cycles of system (1.1) in 
 belonging to the
class B is not greater than the number of closed curves of div( ~Bf) = 0 in 
, where
div( ~Bf) changes sign.
Proof. Suppose   is a limit cycle of (1.1) in 
 belonging to the class B and
bounding the region 
 . If div( ~Bf) does not change sign in 














where n is the normal unit vector to  . By (4.1), the integral along Si vanishes as "





div( ~Bf)dxdyj = 0:
The obtained contradiction proves that a limit cycle of (1.1) belonging to the class
B contains in its interior at least one closed orbit of div ~Bf = 0 on which div ~Bf
changes sign.
Next we assume that  1 and  2 are two limit cycles of (1.1) belonging to the class B,
where  1 is located in the interior of  2. By the same way as before we can establish
that there is a closed curve dened by div ~Bf = 0, located between  1 and  2 and
surrounding  1, on which div( ~Bf) changes sign. This completes the proof. 2
Remark 4.1 If we consider the case
~B(x; y)  fP (x; y)2 + Q(x; y)2g 1=2;
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then it can be checked that div ~Bf represents the curvature h(x; y) of those trajec-







= P (x; y) (4.2)
(see [35]). It is interesting to note that a limit cycle of system (1.1) on which h(x; y)
does not change sign represents a so-called regular limit cycle, a notation introduced
by P.N. Papusch [28].
The number N of regular limit cycles of a polynomial system (1.2) can be estimated
as follows.
Theorem 4.2 Let P and Q be polynomials of degree n. Then the number N of
regular limit cycles can be estimated by
N 
9n2   15n + 8
2
: (4.3)
Proof. According to Theorem 4.1 and taking into account the expression for
h(x; y) we get that N is not greater than the number of simple closed curves of
h(x; y) := P 2Qy   PQ(Py + Qx) + Q
2Px:
Under our assumptions, this curve is an algebraic curve of degree 3n  1. Due to a
theorem of A. Harnack, a plane algebraic curve of genus p has not more than p + 1
isolated connected curves. Since for a plane algebraic curve of degree m the relation
p + 1 
(m  1)(m  2) + 2
2
(4.4)
holds, we get for m = 3n  1 the estimate (4.3). 2
Remark 4.2 If we know more about the location of the closed curves of h = 0,
then we can improve the estimate (4.3). For example, if we know that they form two
groups of nested ovals, then there exists a straight line having at least two intersection
points with each of these closed curves. According to the theorem of Bezout, this
straight line has at most 3n   1 intersection points with h = 0. Therefore, there
exist not more than [3n   1=2] regular limit cycles, where [z] means the greatest
integer not bigger than z.
Next we dene another class of limit cycles by means of a function 	 which can be
interpreted as a Cherkas function near a limit cycle.
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Denition 4.2 Let 	 be continuously dierentiable in D, let the function  be
dened by (3.1). We say that a limit cycle   of system (1.1) in the region D belongs
to the class L	 if (x; y) is positive or negative on  .
It is obvious that a limit cycle of the class L	 does not meet the curve V := f(x; y) 2
D : (x; y) = 0g. The following lemma shows that   does also not intersect the
curve W .
Lemma 4.1 A limit cycle of the class L	 does not intersect the curve W .
Proof. Suppose   intersects W in the point T and assume  > 0 on  . Then we
get by (3.1) and Denition 4.2.




This inequality is valid for any intersection point of W and  . Thus,   cannot
intersect W twice. The obtained contradiction proves the lemma. 2
These considerations show that 	 represents a Cherkas function near a limit cycle
belonging to the class L	.
In what follows we will exploit these properties to estimate the number of limit
cycles belonging to the class L.
Theorem 4.3 Let G  D be open and simply connected. Let 	 2 C1(G). Then
the number of limit cycles belonging to the class L	 is not greater than the number
of closed curves of (x; y)	(x; y) = 0 in G.
Proof. Let   be a limit cycle of (1.1) located in G on which  has constant sign.
Without loss of generality we can assume (x; y) > 0 on  . By Lemma 4.1 	 is
positive or negative on  . Without loss of generality we can assume 	(x; y) > 0 on
 . Let G  be the simply connected region bounded by  . Suppose 	 > 0 in G ,
that is, there is no closed curve of 	 = 0 in G . Then, by (3.4) and (3.5) any limit
cycle and any equilibrium point in the interior of G  have the same stability as  .
This contradiction proves the theorem. 2
Corollary 4.1 Suppose the assumptions of Theorem 4.3 are satised. Furthermore
we assume that 	 is a Cherkas function in G. Then the number of limit cycles in 

belonging to the class L	 is not greater than the number of closed curves of 	 = 0
in 
.
Corollary 4.2 Suppose the assumptions of Theorem 4.3 are satised. Furthermore
we assume 	 > 0 or 	 < 0 in G. Then the number of limit cycles in G belonging
to the class L	 is not greater than the number of closed curves of  = 0 in G.
16
Example 4.1 Consider the dierential system
dx
dt
=  y + x(x2 + y2   1);
dy
dt
= x + y(x2 + y2   1):
(4.5)
Using polar coordinates x = rcos'; y = rsin', system (4.5) is equivalent to
dr
dt




and it is easy to see that (4.5) has the unique limit cycle r = 1. From (4.5) we obtain
Px + Qy  2(2r
2
  1): (4.7)
Since Px + Qy < 0 for 0  r < 0:5, system (4.5) has no limit cycle in that region.
Setting k = 1;	(x; y) = r2, we get from (3.1) and (4.7)
(x) = 2r2(3r2   2):
From this relation it follows that (x; y) = 0 has exactly one closed curve in the
region r  0:4 and which can be described by r =
q
2=3. Hence,
(x; y) > 0 for r > 0:83;
that is, all limit cycles of (4.5) in that region belong to the class L	. Since 	 is
positve for r > 0:83, system (4.5) has by Corollary 4.2 system at most one limit
cycle in that region. As (4.6) has exactly one limit cycle, this estimate cannot be
improved.
If we assume that P and Q are polynomials in x and y of degree n, and if we
additionally suppose that 	 is also a polynomial in x and y of degree m, then it
follows from (3.1) that  is a polynomial of degree s0 := m + n   1 and 	 is a
polynomial of degree s := 2m + n   1. By (4.4) we have that the genus p of the
algebraic curve 	 = 0 satises
p + 1 
(s  1)(s  2) + 2
2
:
Hence, we have the following result:
Theorem 4.4 Let P and Q be polynomials of degree n. Then the number N of
limit cycle of system (1.2) belonging to the class L	 can be estimated by
N 




From Theorem 4.4 we get:
Corollary 4.3 Suppose the assumptions of Theorem 4.4 are satised. Furthermore
we assume 	(x; y) > 0 or 	(x; y) < 0 in G. Then the number of limit cycles of
system (1.2) belonging to the class L	 satises
N 
(s0   1)(s0   2) + 2
2
: (4.9)
Theorem 4.5 Let G  D be p-connected and let 	 2 C1(G). Then the number of
limit cycles in G belonging to the class L	 is not greater than p  1 + q, where q is
the number of closed curves of 	 = 0 in G.
Proof. We consider the decomposition of 
 by the curve 	 = 0. If we get p  1
doubly connected regions, then it is possible that there is a limit cycle of the class
L	 surrounding an interior boundary of G.
If we suppose that there are two limit cycles  1 and  2 of the class L	 where one
limit cycle is located in the interior of the other limit cycle, then it follows from the
proof of Theorem 4.3 that an oval of 	(x; y)(x; y) = 0 must be located between
 1 and  2. Taking into account Theorem 4.3, the proof of Theorem 4.5 is complete.
2
Corollary 4.4 Suppose the assumptions of Theorem 4.5 are satised. Furthermore
we assume that 	 is a Cherkas function in G. Then the number of limit cycles in
G belonging to the class L	 is not greater than p   1 + l, where l is the number of
closed curves of 	(x; y) = 0 in 
.
Corollary 4.5 Suppose the assumptions of Theorem 4.5 are satised. Furthermore
we assume 	 > 0 or 	 < 0 in G. Then the number of limit cycles in G belonging
to the class L	 is not greater than p  1 + r, where r is the number of closed curves
of (x; y) = 0 in G.
References
[1] A. A. Andronov, E. A. Leontovich, I. I. Gordon, A. G. Maier,
Qualitative theory of second order dynamical systems, John Wiley and Sons,
New York, 1973.
[2] V. I. Arnold, Loss of stability of self-oscillations close to resonance and versal
deformations of equivariant vector elds (in Russian), Funct. Anal. Appl. 11
(1977), 1-10.
18
[3] R. Bamon, Quadratic vector elds in the plane have a nite number of limit
cycles, Publ. Math., Inst. Hautes Etud. Sci. 64 (1986), 111-142.
[4] T. Blows, N. Lloyd, The number of small amplitude limit cycles of Lienard
equations, Math. Proc. Cambridge Phil. Soc. 95 (1984), 751-758.
[5] J. Chavarriga, H. Giacomini, J. Llibre, Uniqueness of algebraic limit cycles for
quadratic systems, J. Math. Anal. Appl. 261 (2001), 85-99.
[6] L. S. Chen, M. S. Wang, The relative position and number of limit cycles of
quadratic dierential systems, Acta Math. Sinica. 22 (1979), 751-758.
[7] L. A. Cherkas, Estimation of the number of limit cycles of autonomous sys-
tems, Dierential Equations 13 (1977), 529-547.
[8] L. A. Cherkas, Dulac function for polynomial autonomous systems on a
plane, J. Dierential Equations 33 (1997), 692-701.
[9] L. A. Cherkas, A. A. Grin, Dulac function in the form of a second-degree
polynomial for a cubic system on a plane, Dierential Equations 33 (1997),
1443-1445.
[10] L. A. Cherkas, A. A. Grin, A Dulac function in a half-plane in the form
of second-order polynomial for a quadratic system, Dierential Equations 34
(1998), 1346-1348.
[11] L. A. Cherkas, A. A. Grin, Algebraic aspects of nding a Dulac function for
polynomial autonomous systems on the plane, Dierential Equations 37 (2001),
411-417.
[12] L. A. Cherkas, A. A. Grin, Dulac functions and D. Hilbert's 16th prob-
lem for some polynomial families of Lienard systems (in Russian), Bulletin of
Grodno State University. 2 (6), (2001), 7-17.
[13] C. J. Christopher, N. G. Lloyd, Polynomial systems: a lower bound for
the Hilbert numbers, Proc. Roy. Soc. London Ser. A 450 (1995), no. 1938, 219-
224.
[14] H. Dulac, Sur les cycles limites, Bull. Soc. Math. France 51 (1923), 45-188.
[15] J.P. Ecalle, The acceleration operators and their applications to dierential
equations, quasianalytic functions, and the constructive proof of Dulac's con-
jecture, Proceedings of the International Congress of Mathematicians, Vol. II
(Kyoto, 1990), 1249{1258, Math. Soc. Japan, Tokyo, 1991.
[16] A. A. Grin, A cubic Dulac function for a polynomial autonomous system on
the plane with right-hand sides that are fourth-order nonlinearities, Dierential
Equations 36 (2000), 625-628.
19
[17] A. A. Grin, L. A. Cherkas, Dulac function for Lienard systems (in Rus-
sian), Transactions of Math. Inst. of Belorussian National Academy of Sciences,
Minsk, 4 (2000), 29-38.
[18] D. Hilbert, Mathematical Problems. Lecture delivered before
the International Congress of Mathematicians at Paris in 1990.
Reprinted english translation: Bull. Amer. Math. Soc. 37 (2000), 407-436.
[19] E. Horozov, I. Iliev, Linear estimate for the number of zeroes of Abelian
integrals with cubic Hamiltonians, Nonlinearity 11 (1998), 1521-1537.
[20] Yu. Ilyashenko, Finiteness theorems for limit cycles, American Mathematical
Society, Providence, RI, 1991.
[21] Yu. Ilyashenko, S. Yakovenko, Finite cyclicity of elementary polycycles,
C.R. Acad. Sci., Paris, Ser. I 316 (1993), 1081-1086.
[22] Yu. Ilyashenko, Centennial history of Hilbert's 16th problem, Bulletin of the
American Mathematical Society 39 (2002), 301-354.
[23] A. Khovanskij, Real analytic manifolds with the property of niteness, and
complex Abelian integrals, (in Russian), Funct. Anal. Appl. 18 (1984), 119-127.
[24] C. Li, W. Li, J. Llibre, Z. Zhang, Polynomial systems: A lower bound for
the weakened 16th Hilbert problem, Extracta Mathematicae 16 (2001), 441-447.
[25] A. Lins, W. de Melo, C. Pugh, On Lienard's equation, Lecture Notes in
Mathematics 597 (1977), 335-357.





j; 0  t  1, for which x(0) = x(1), Invent. Math. 59 (1980),
67-76.
[27] S. Lynch, Dynamical systems with applications using Maple, Boston,
Birkhauser, 2001.
[28] P.N. Papusch, On nding of regular semi-stable limit cycles, Usp. Mat. Nauk
VII, Nr. 4 (1952), 165-168.
[29] L. Perko, Dierential Equations and Dynamical Systems, Texts in Applied
Mathematics 7, Springer-Verlag, New York, 2001.
[30] H. Poincare, Memoire sur les courbes denies par une equation dierentielle,
J. Mathematiques 7 (1881), 375-422.
[31] V. G. Romanovskij, Finiteness of the number of limit cycles of a quadratic
system, Dier. Equations 24 (1988), 1271-1277.
[32] R. Roussarie, Bifurcations of planar vector elds and Hilbert's sixteenth
problem, Basel, Birkhauser, 1998.
20
[33] G. S. Rychkov, The maximum number of limit cycles of the system _x =
y   a0x   a1x
3   a2x
5; _y =  x is two (in Russian), Dier. Uravn. 11 (1973),
390-391.
[34] N. Sadovskaia, R. Ramirez, On the 16th Hilbert problem, Proceedings of
the Steklov Institute of Mathematics 236 (2002), 506-514.
[35] K. R. Schneider, Uber eine Klasse von Grenzzyklen, Monatsber. DAW 10
(1968), 738-748.
[36] S. Shahshahani, Periodic solutions of polynomial rst order dierential equa-
tions, Nonlinear Anal. 5 (1981), 157-165.
[37] S. L. Shi, A concrete example of the existence of four limit cycles for plane
quadratic systems, Sci Sinica 23 (1980), 153-158.
[38] S. Smale, Mathematical problems for the next century, Math. Intelligencer 20,
No. 2 (1998), 7-15.
[39] A. Varchenko, Estimate of the number of zeros of an Abelian integral de-
pending on a parameter, and limit cycles, Funkt. Anal. Appl. 18, No. 2 (1984),
98-108.
[40] K. Yamato, An eective method of counting the number of limit cycles, Nagoya
Math. J. 76 (1979), 35-114.
[41] Ye Yanqian, Theory of limit cycles, Transl. of AMS Monographs, Providence,
RI, 66, 1986.
[42] Zhang Zhifen et al, Qualitative theory of dierential equations, Translations
of Mathematical monographs, Vol. 101, Providence, RI, American Mathemati-
cal Society, 1992.
[43] H. _Zo ladek , Eleven small limit cycles in a cubic vector eld, Nonlinearity 8
(1995), 843-860.
21
