is Q pullback and p is a subobject, then p ' is a subobject. Proof. (1~(33) obvious.
(4) UE is invertible. Put f = (&)'I. We have Up of = Up'. The cp with U+ = f is inverse to E.
(5) Let pi : X Ai -+ Ai. pi : X B, + B, be the projei*:tions, f : UC + U(X 13, ), $:C-+XA, such that UJ/ = Ugof. Wehave U(p,+>=U@i~)f= U~,~(Up:o~) so that there are pi : C --, A, with Uq, = f,. One sees easily that for the 9 such that p,cp = vi we have Uq = f, (6) Let p = Equ (cu,j3). If Up of = U9, we have U(crtt) = U(ap )of = U(&Ip$of = U&k) so that cr$ = PG. Hence, there is a cp with ycp = 9.
(7) Let Up'rf= UJI',$':C--+B'. Wehave UpoUaof= U(P$')sothat there is a cp : C -+ /"i with U(p = Ucr of. Consequently, U(II,Q) = Up 0 Up'of = U@$').
hence h.cp = @tJ ' and hence there is a cp 'such that p 'q ' = $I'. Obviously, UQ ' = f. 1.3 . Let (bf, U) be a concrete category. For a set X define a preordered class SkUX=((A:UA =X}, <) putting A < B iff there is an ar : A -+ B with Ua = lx (in this case we sometimes w,rite Q: : A x B.) A meet ( =S infimum) of Ai (i E 1) in .CI UX, if it exists, wilt be denoted by A,, i A,. If A is an object of $1, we write .cit UA for $1 U(UA).
1.4. A concrete category @, U) is said to be regular if it has the following pN?perties: (Rl) U preserves limits.
(R2) If Y is a set and 1 : X -+ CIA an invertible mapping, then there is an isomorphisrn sg with Vu, = f.
@KS)
Ef UC is an isomorphism and Uu = kx therr cy = IA.
(R4) Ev&y RUX is a set al;d it is finite for finite X.
(RS) Every subcategory of 3t closed with respect to products and subobjects is refkctke in 9.
(R6) For every morphism Q : A -+ B there is a decomposition (called suhhject ~~~tp~~-#ky) q =tprp,*tp2 with rp, a subobject and UQ, onto. ,(@i,'i.I) is said to pe krditary if, moreover, ($3) for every object A and every subset X C UA there is a subobject p : B -,4 witk Up :X C:UA.
I_!$, g&marlrr, (1) In particular. by (RI), .CI in a regular ($I', U) preserves monomorphisms, i.e. every monomorphism is one-one.
(2) By (R2) and (H), in a hereditary category for every one-one f : X -+ UA there i9 a Subobject ~1 : B -B A with Up = f. By (R3) there is exactly one such p.
(3) a hereditary category with (finite) products is (finitely) complete. Indeed; let @S : A --+ P be morphisms. consider the subobject CL : E -3 A such that U'fi :(x:(k)(x)= (f.@)(x),CA.
One sees immediately that it is an equalizer of cy, & we that in everyday-life concrete categories the conditions (Rl-R5) are ly sati&ed (in particular the conditions R2 and R3; in [I] they are in the definition of concrete category). For (RS) it sutkes e.g. that 8 is reflective in a (finitely, resp.) complete and c~~~~rnplet~ category which is locally and colocally small (finite, rasp.) -see , (W6) ia fairly common. The condition (Hj is more restrictive (excluding, c categories of algebras, compact spaces, etc.); in the categories in which it is ed, howwr, it is usually satisfied very obviously, and therefore it can serve as criterjon for the more general (R6).
1.6. By (R2), (R3), (R41 and (R6) we obtain immediately P tlon. In a regular (9, U), every St UX is a partiully ordered set and every 
I%&.
By IPz+~ition 1.2(4) p is an isomorphism. Consider ar : A 4 8. tp := P 'a : A -+ A is a monomorphkm. Thus, since X is link, there is an IL 5 0 such that cc_* = 1. Hence, cp is an isontorphism, consequently so also is Q, arid by (R3) (1 I= I,. If pb,p is monomorphic we can by (R2) assume ttGlt UB,, = UA and Uph,p = I, and hence A 2 B,, which is a contradiction. ,(lt) Let A be non-maximai and suppost: it is St. Ry Proposition 1.8 and Ltxnma we have (see Proposition 1.6) an I : A 4 C and /3 such that fi 0 L = p. Put 4 = rg 2 p. On the other hand, let the condition of the theorem hold. Suppose there is a wbobject ~1 : A -,XA, such that each pip is onto and non-isomorphic.
Pm&. (I)
We have I, : A -$ C, and y1 : C, + A, such that pihi f= p,~ (for pip one-one use PrqwsirGon I .6 and Lemma 1.7, otherwise use the condition). Consider 1. : A --* X Ci such thai P:L = k (pi : XC, -+ C, are the projections). We have pip = riple = p,"Xyi 9~ so that p = (Xyi)o~ and hence t is a subobject by Proposition 1.2(2). Thus, A = A Ci by Proposition 1.8, which is a contra.diction, 3.4. Remark. 13j the condition on monomorphic systems one sees immediately that:
ff there is a cogenerator C in (a, U ), then no maximal A with card A > card C is subdirectly irreducible. On the other hand, any maximal A with card A G 2 is always subdirectly irreducible.
a. sI4me oppIications 4.1. Let F be a covariant or a contravariant functot of Set into itself. The category S(F) (cf. e.g. 13)) is defined as follows: The objects are couples (X9 r) with r CF(X), the morphisms (X, I)+ (Y, s) are triples ((X, r), f, (I', s)) wit! f : X -+ Y such that FUf)(rKs QFffM)C r in the contravariant case). The composition is the obvious one. S(f=') is viewed as a concrete category endowed with the forgetfull functcr ending ((X, r),f, (Y, s)) to f.
If F has the property that F(X) is finite for finite x, S(F) is hereditary in the sense of 1.4. From now on, this will be assumed without further mentioning.
PropoMon.
If F is covariant, the finite S1 (see 2.1) objects of S(F) are the (X, F(X )) wirh card X s 2 and #he (X, F(X) , (w }), where u is such fhaf for every f : X + Y with card Y < card X there is a u $ u with F@(w ) = Fu')(v ).
If F is contravariant, the finite SI objects of S(F) are the (X, fl) with card X G 2 crnd the (X,(u)) with u E F(X), U{F(f)(F(Y))f:X+X,card Y <cardX}.
P-f. Since (2, F (2)) ((2, f9), resp.) is a cogenerator in S(F), we have by ,Remark 3.4 the maximal SI (X, F(X)) ((X, 0) , resp.) with card X 6 2. The non-maximal meet irreducible are We see that .S(P:) is &he category of symmetric graphs, S(P' 1 is the category of hypergraphs. A,~(~t,U) ).**).
Prod.
Obviously, (1) .=+ (2) An(x,y)ER withx = y is called an II-edge (in -edge. nl -edge, nn -edcc, resp.) if
x, y E l(A) (x E I(A ) and y E n(A ). x E n(A) and y E /(A ), x, y E n( 4). rcsp.).
A couple {(x, y ). (y, x)} E R will be referred to as a double edge. {(x, z ), (z, y )) CR or {(y, z 1, (2, x ) t CR, pd.
Since every A with n(A) = 8 is in %,1 the first alternative is obvious. Now, Iet n (A ) = 8. Obviously, for (x, y ) E I (A ) x n {A ) at most one of (x, y ) and (y, x ) is in R, If there were none, A is meet reducible (add once (x, y ) and once (y.r )I. If an If-edge or an nn-edge is missing, A is again meet reducible (we can add once all the mi+ng loops, once the missing edge), Thus, the meet irreducible A with n(A)#Bare & actly those A satisfying the conditions above with the possible exception of ;he IA one. Now. let t$e last -condition be satisfied. Let f : A -+ 23 be a homomorphism onto a ~naller R E %. Thus, we have x, y E A, x # y, such that f(x) = f(y). Whereever thcrsc x. y are, they yield a t E n(A) such that f(z )E l(B), But therl necessarily f(u ) E I(B ) for every u E n(A ) (since we have the double edge between IA and x ) and hence f is a homomorphism also with respect to R U((x,x): x E R). On the other hand, let there be x, y E I(A ), x # y, such that the edges between x and t, and y and z for z E n(A ), are always in the same directlon. Then we have obviously a homomorphism f : A -+ B identifjring exactly x and y which fails to be a hc)momarplrkm with respect to any A' 3 A. Thus, the statement follows by 'I'hcorem 3.3.
6.6. Conventions. A (reflexive) tournament is a graph (X, R) such that for every 0. Y 1 E X x X, card ({(x, y ), (y, x )} n R ) = 1. An equivalence relation E on X is ~tld It) be a cotlgruence on (X, R ) if xEx ', yEy ' and (x, y ) E R implies (x ', y ') E R 0.c.. if the corresponding factorgraph is again a tournament). As usual, we will use the symbol A to indicate the trivial (diagonal) congruence. BFW& First, let us list the meet irreducible graphs A = (X, R ).
For t(A) = 0 we have cardn(A) G 1 (the other such graphs are intersections of graphs obtained adding single Icrops).
For card f(A) = I all (x, y ) with x # y belong to R with the possible excestiqn of one cc~1I;Bse in n$A> jb3Gqgj r>N i3 mqde Ernm j>)A)X n)A)>i.J)n)P,jX >$-?b~) yields a meet reducibfe graph since we can then add a loop at the critical point from n (A 1).
For card I(A) 3 2 we see that [(A ) is a tournament and with one possible exception all (x, y ) with x # y and card ({x, y ) I"I C(A )) f I are in R.
Let card /(A ) = 1. fn the case of a maximal A {i.e.. no edge missing) we have always the monomorphic system
defined by Q~(x) = 1, Q,(Y) = Q otherwise. Thus (by Theotern 3.3). in such a SI object, necessarily card n(A )G 1 (and this condition obviously suffices). In the non-maximal case one checks easily that for card n(A ) = 2 one has a SI object. while this is not the case for card n(A ) > 2 (the endomotphism sending the non-critical paints of n(A ) to I(A) cannot be extended to an A ' $ A ). Now. Iet cardI(A)z+&. Let us consider, first, the maximal case. Let
Qi : A 4 f?,.
i E J, be a monomorphic system. We see immediately that if cpi(x) = Q,(y) for x E /(A ) and y CZ n(A ) or for distinct X, y E n(A j, One has necessarily ip1 (l(A )) -Q, (x ). Defincecanprumc~~ E, 0x1 I$A)by xX$9 i% vt,)x) = pjy).W chave Ca El = i9, I$ 'Ihe condition holds, one of the E, is A, and hence the corresponding vi is one-one on the whole A, Qn the other hand, if the condition does not hold, we construct in an obvious way a monomorphic system consisting of non-monomorphisms.
Next, suppose that an edge (x, y ) with x, y E n(A ) is missing. Then one has a homomorphism shrinking I(A) to a single point and leaving the rest untouched. Since such a homomorphism cannot be extended to an A ' $ A, no SI object of this kind can exist.
Remark. On any set with at least three points there are tournaments such that far every system of congruences Ei with n Ei = A one of the Ei is A. Moreover, on sets with at least five points there are very many tournaments with no non-trivial congruences at all (see [S] Prcrsf. Obviously, the first condition is simply a reformulation of meet irreducibiliry. Since a nan-symmetric (X, R) is not maximal, it suffices to show that the second coudition is the second condition from the second part of Theorem 3.3. Obviously, uf there is an A') (X, R) with respect to which rp is still a homomorphism, the required (x, y) o g viously exists. On the other hand, if there is an (x, y ) E (q >I g )--r(S).t R, we have (X, (cp x q)-'(S)) 2 (X, R ) ((X, (q x q )-l(S)) is indeed in 5: Suppose we have x, y, z such that (q(u ), 'p(u)) E S for u, u E (x, y, z} with the exception of (u, v) = (x, y ). But then rp or IdA ) is non -symmetric SI (concerning these graphs see Lemma k8 and Remark hi.%?), n(A ) is arbitrarily large and et!ery (x, y ) with (x, y )E I(A) is in R.
Since G, is in &, by Remark 3,4 the only maximal Si objects are G1 1.
