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Graphes Equilibres et Arboricite Rationnelle
C. PAYAN
INTRODUCTION
Pour les definitions et les notations non precisees, on pourra se referer a[I], [2].
Soit G = (V, E) un graphe. Posons IVI= n( G), lEI = m( G). Soit G" = (V, Eq) Ie multi-
graphe obtenu apartir de G en multipliant chaque arete par q c'est adire en remplacant
chaque arete par q aretes paralleles. Soit G y designe Ie sous-graphe de G engendre par
Y s V. GF designe Ie sous-graphe partiel de G engendre par F £ E. (; designe le graphe
complementaire de G. VY £ V( G), Y,e 0, soit les fonctions suivantes:
m(Gy)
t( G y ) = IYII_I '
[pour \YI=I, t(Gy)=1 si m(Gy)=O, t(Gy) = 00 sinon.]
d(G )=m(Gy)
y IYI
[d (G y ) est Ie demi-degre moyen de G y ]
f( G )=m(Gy)+lw(Y)1
y IYI
ou w( Y) designe Ie cocycle defini par Y. Lorsqu'il n'y aura pas de risque d'ambiguite
ces fonctions seront notees t( Y), d (Y),f( Y).
Nash Williams [3] a montre que ron pouvait couvrir les aretes d'un graphe G par k
forets si et seulement si V Y £ V( G),
t(Gy)~ k:
Done si de plus t( G) = k; il existe une partition des aretes de G en k arbres. Si VY £ V,
t( G y ) ~ p = pi q(p, q EN) alors on peut couvrir les aretes de G" par p arbres. Si, de plus,
t( G) = p, il existe une partition des aretes de G" en p arbres. Dans ce cas on dira que
G est p-decomposable (ou plus simplement, decomposable).
Si VY £ V, d (G y ) ~ d ( G) =d, autrement dit si Ie degre moyen de tout sous-graphe est
inferieur ou egal au degre moyen du graphe, on dira que G est d-equilibre (ou plus
simplement, equilibre],
Soit
dmax(G)= max d(Gy)
Y sV(G )
tmax(G) = max t( G y )
Y sV(G)
i arboricite rationelle de G).
On voit que G est decomposable si et seulement si t( G) = tmax(G) et G est equilibre si
et seulement si d (G) = dmax( G) .
Au 3eme symposium tchecoslovaque de Theorie des Graphes, Karoriski et Rucinski
[4] ont propose la conjecture suivante:
CONJECTURE. Tout graphe G connexe est sous-graphe d 'un graphe equilibre de demi-
degre moyen dmax(G).
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Dans un premier temps, nous allons montrer que tout graphe G est sous graphe d 'un
graphe decomposable d' arborcite rationnelle egale acelie de G.
Nous prouverons ensuite la conjecture de Karoriski et Rucinski
RESULTATS
Nous appellerons pseudo-arbre un graphe dont toutes les composantes connexes
possedent un seul cycle. Les graphes partiels de pseudo-arbres seront appeles pseudo-forets
(chaque composante connexe possede au plus un cycle) . Alors qu'une foret F est un
graphe tel que pour tout sous-graphe Fy , t(Fy ) ~ 1, il est clair qu'une pseudo-foret Pest
un graphe tel que pour tout sous-graphe Py , d (Py ) ~ 1.
Soh G = (V, B) un graphe. VFr;; B, soit VF l'ensemble de sommets de GF • Soit r
l'application de PCB) dans N definie par r(F) = IVFI- Pa(F) ou Pa(F) est le nombre de
composantes connexes acycliques de GF • Cette application est la fonction rang d'un
matroide 'bicirculaire' M defini sur B dont les independants sont les pseudo-forets de
G [5], [6]. D'apres Edmonds [7], on peut done couvrir les aretes de G par k pseudo-forets
si et seulement si VF r;; B, IFI ~ kr(F).
On obtient ainsi pour les pseudo-arbres, un theoreme analogue acelui de Nash-Williams
pour les arbres.
Par ailleurs, les conditions suivantes sont equivalentes (k ~ 1):
(a) VF r;; B, rlt;) ~ k,
IFI(b) V.Fr;; B, d(GF ) = IVFI ~ k,
(c) VYe V,d(Gy)~1e.
(b)~(a). En effet, soit F'e F le sous-ensemble des aretes qui appartiennent a une
composante connexe de GF possedant un cycle, et s le nombre de sommets qui appartien-
nent a des composantes acycliques de GF •
IFI = IF'I + s - Pa(F),
IVFI = IVF'I + s,
IFI IF'I+s-Pa(F)
r(F) =IVF,I + s - Pa(F)
Puisque k ~ 1 et s ~ Pa(F),
Les autres implications (a)~(b) et (b)~(c) sont evidentes.
On voit done que l'on peut couvrir les aretes d'un graphe G par k pseudo-forets si et
seulement si V Y r;; V( G), d (G y ) ~ k: Si de plus d ( G) =k; il existe une partition des
aretes de G en k pseudo-arbres.
Si VYr;; V(G), d(Gy)~p=p/q (p,qeN), on peut couvrir les aretes de Gq par P
pseudo-forets, Si, de plus d( G) =p, c'est a dire si G est equilibre, on peut partitionner
less aretes de Gq en p-pseudo-arbres.
On a ainsi:
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PROPOSITION. Soit P =pi q (p, q EN). G est p-decomposable (respectivement p-
equilibre) si et seulement si 3 une partition des aretes de G" en p arbres (respectivement
pseudo-arbres) .
LEMME 1.
t( G y) < t( G)~f(GV\ y) > t( G),
t( G y) = t( G)~f(Gv\ y) = t( G).
Demonstration immediate.
LEMME 2.
d(Gy) < d(G)~f(GV\y) > d(G),
d(Gy) = d(G)~f(Gv\y) = d(G).
Demonstration immediate.
COROLLAIRE. Un graphe G est decomposable si et seulement si 'IfY ~ V( G), f( G y ) ;;'
«o;
Un graphe G est equilibre si et seulement si 'If Y <;; V( G),f( G y ) ;;' d (G).
Tout graphe decomposable est equilibre.
LEMME 3. Si pour tout bloc B d 'un graphe G, t(B) =s;; p alors t( G) =s;; p.
Demonstration immediate.
Nous allons montrer Ie resultat suivant:
THEOREME 1. Tout graphe connexe G tel que 'If Y <;; V( G), t( G y) =s;; p(p E Q) est sous-
graphe d' un graphe p-decomposable.
GRAPHES EQUILIBRANTS. Soit P = pi q ou p et q sont des entiers premiers entre eux
tels que »>q. Soit le graphie pointe H = (V, E, eo) ou Vest l'ensemble des sommets, E
l'ensemble des aretes et eoE E une arete distinguee. H[p/q) = H[p) est Ie multigraphe
obtenu apartir de H en remplacant l'arete eo par p -1 aretes paralleles et chaque autre
arete par q aretes paralleles.
DEFINITION. H est dit p-equtlibrant (p = pi q) si H[p) est p-decomposable.
LEMME 4. 'IfP EQ(p ;;'1)3 un graphe pointe H p-equilibrant.
DEMONSTRATION. (a) Cas entier: p = kEN. Soit I;;. 2k et K, Ie graphe complet de
sommets ao, al> ... , a'_I. Soit D1> D2 , ••• , Dk k chaines hamiltonniennes disjointes de
K I (de telles chaines existent pour I;;.2k). Soit H le graphe pointe a 1+1 sommets
(V(H )= {v, ao, ai , . . . , ai-I}) obtenu en ajoutant a l'union des chaines D" .. . , Dk l'arete
{v, a l } et l'arete distinguee eo={v, ao}. H est bien k-equilibrant puisque H[k) obtenu en
remplacant dans H l'arete eo par k -1 aretes paralleles est l'union de k arbres disjoints.
(b) Cas rationnel. Soit p =pi q; p, q sont des entiers premiers entre eux (p;;. q). On
a: p = kq+ r, q> r;;'l, k ;;'1, q et r sont premiers entre eux. Considerons l'equation:
qJL - 1= r(1-1),
r et q etant premiers entre eux, il existe des solutions entieres de la forme:
JL = JLo+ hr,
1= 10 + hq.
(1)
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Nous choisirons h de maniere que I'on ait
1-£~2 et 1~2k+1.
Soit Ie graphe complet K I de sommets ao. at •...• al-t. Soit Co un cycle hamiltonien et
Dt. D2 • • • • • Dk - t des chaines hamiltoniennes de K , deux a deux disjoints. (Ceci est
possible pour 1~2k+1.) Soit Ho Ie graphe pointe d'arete distinguee eo. a1+1 sommets
obtenu a partir du cycle Co= (ao• at. ...• al-t) en ajoutant un sommet v et les aretes
{e, ail telles que
i E {uo. U t • • • • , uJ.t -t},
avec
jE{O.I, ...• I-£-I}.
c'est adire
(2)
Remarquons que Uo = O.
Nous distinguerons l'arete eo = {v. ao}. Montrons que Ho est (q + r)j q equilibrant, c'est
adire que Ie multigraphe H~(q+r)/ql obtenu apartir de Ho en remplacant l'arete {e, ao}
par q + r -I aretes paralleles et chaque autre arete par q aretes paralleles est partitionnable
en q + r arbres.
Nous allons montrer que t(H~(q+r)/ql) = q + r et que V Y C V(Ho). t(H~(q+r)/ql) que
nous noterons t( Y) est inferieur ou egal aq + r.
Ce qui donne en utilisant l'egalite (1)
(H [(q+r)/ ql ) _ (1-I)r+ lq + r _t 0 - 1 -q+r.
(b) Y=(VHo-{v))={ao.at. . . .• a,_I}.
f({v}) =degre (v) = (1-£ -I)q+q+ r-1.
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Puisque f.L ;;;. 2, «> 2,
f({v} ) > q+ r.
D'apres le Lemme 1, t( Y) < q + r
(c) Y~{ao,a1> ... ,a'-l}
t(Y),,;;: q < q+ r
(Hoy est dans ce cas un ensemble chaines),
(d) v E Y, Y ~ V(Ho).
D'apres le Lemme 3, il suffit de considerer les sous-graphes 2-connexes, done les sous-
graphes de la forme K 1 ou K 2 (Toutes les aretes sont multipliees par q sauf {v, ao} qui
est multipliee par q + r -1}.
v~---------l 00
K,
V~---------.
m(K1) = (Uk+s - Uk + s + l)q,
n(K1) = (Uk+s - Uk +2),
( ) (uk+s-uk+l)q+sqt K 1 = -'---':....:...:..._-"-----'--=--:-----'O(Uk+s - Uk +1)
sq
q+ ,
Uk+s - Uk+ 1
Or (2) ruj =jq - Pj, Pj < r. On a done
sqr
t( K 1 ) = q +------=-------:----(k+s)q - PHs - kq+ Pk+ r
sqr
= q +-------''----
sq+ r- Pk+s+Pk
'-v--' '--v-'
>0 ;;;:;,0
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m(K2 ) = (1- Uk+s + Uk + IL - s)q+ (q+ r-1),
D'ou., en utilisant (1),
(K) (qlL-l-sq+r)rt 2 = q+ ,(1- Uk+s + Uk +1)r r>O.
() (r(I-1)-sq+r)rt K 2 = q+ .
rl- ruk+s + rUk + r
Ce qui donne, en utilisant (2),
(K) (rl-sq)rt 2 = q+----'--~--­
rl- sq+ Pk+s +r- Pk
'-v--' '-.r--'
~o >0
D'ou t(K2 ) < q + r puisque Pk+s+r-Pk>O. Ho est done bien (q+r)/q-equilibrant.
Soit H le graphe pointe obtenu en ajoutant a Ho les k - 1 chaines disjointes
D I , D 2 , ••• , Dk - I • L'arete distinguee est eo= {v, ao} .
Le graphe H[p/q] obtenu a partir de H en multipliant l'arete eo par p -1 (p = kq + r)
et les autres aretes par q est partitionnable en p arbres.
En effet
(a) Hb(q+r)/q] est partitionnable en q + r arbres.
(b) H[(kq+r)/q] s'obtient en ajoutant aHb(q+r)/q] (k-1)q arbres disjoints Aij (1:s;; j:s;; k-l,
1:S;;j:S;; q). Aij s'obtient en ajoutant le sommet v et une arete {vao} ala chaine D i •
On vient ainsi de construire un graphe H(p/ q l-equilibrant.
DEMONSTRATION DU THEOREME 1. Soit
G= (V, E)IVY~ V,
Soh une partition II en p forets des aretes de G"
Soit C, le nombre de composantes connexes de F i . Si L~=I (C;) = p, chaque foret est un
arbre et done le graphe G est p-decomposable. Sinon, soh F I une foret non connexe.
Soh x et y deux sommets de G dans deux composantes connexes differentes de Fl' Soit
Hun graphe p-equilibrant d'arete distinguee eo= {z, t}. Soh G' le graphe obtenu apartir
de G et de H auquel on a retire l'arete distinguee eo= [z, t}, en identifiant x et z d'une
part, y et t d'autre part.
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G H
Soit {Tt. T 2 , • • • , T p} une partition des aretes de H[p /q] en p arbres. Un seul arbre (TI )
ne contient pas l'arete distinguee eo={z, t}. Pour 2~ i ~ P soit T: = 1i\eo (T: est une foret
adeux eomposantes eonnexes). Soit F; =F I UTI, F: =F; u n. {F~, F~, . .. , F~} constitue
une partition de (G,)q en p forets, Soit C: le nombre de composantes eonnexes de F:.
F; a une eomposante eonnexe de moins que Fl' (TI 'relie' deux eomposantes connexes
differentes de Fl ') F: a le meme nombre de eomposantes connexes que F i • On a done
p p
I C:= I Cj - 1.
i =l i=l
En repetant I C, - p fois eette operation, on obtient al'aide d'un graphe H p-equilibrant
un graphe K p-deeomposable dont G est un sous-graphe.
THEOREME 2. Tout graphe G tel que V Y s;; V( G ), d (Gy ) ~ p (p E Q) est sous-graphe
d' un graphe p-equilibre.
COROLLAIRE. Ceci demontre la conjecture de Karonski et Rucinski.
DEMONSTRATION. Pour p < 1, G est une foret. Le resultat est immediat. Pour p ~ 1,
la preuve est en tout point semblable acelie du Theoreme 1. Soit
Soit une partition II des aretes de G" en p-pseudo-forets . II = {PI, P2 , •• • , Pp } . Soit C,
Ie nombre de eomposantes eonnexes aeycliques de Pj. Si I:=I C, =0, Gq est partionnable
en p pseudo-arbres et done G est p-equilibre. Sinon, soit PI une pseudo-forst comportant
une eomposante eonnexe aeyelique. Soit x un sommet de eette composante. Soit y ¥- x
un sommet de G. Soit H un graphe p-equilibrant. Soit G' Ie graphe obtenu apartir de
G et H de la meme maniere que dans la demonstration du Theoreme 1. Soit
{Tt. T 2 , • • • , T p} une partition des aretes de H[p /q] en p-arbres, TI etant Ie seul arbre ne
eontenant pas l'arete distinguee eo. Soit T; = Tj\{eo}. Soit P; = PI U Tt. P; = Piun.
{P;, P~, ... , P~} est une partition de G" en p pseudo-forets, P; a une eomposante eonnexe
aeyclique de moins que PI' P; a Ie meme nombre de composantes connexes aeycliques
que Pi' En repetant I C fois eette operation on obtient un graphe K p-equilibre dont G
est un sous-graphe,
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QUELQUES REMARQUES
Pour un graphe, le fait d'etre equilibre (ou decomposable) correspond intuitivement a
une 'bonne repartition' des aretes, II est possible de demontrer que "rim, n tels que
n -I";;; m a n(n -1)/2, il existe un graphe simple decomposable (done equilibre) a n
sommets et m aretes, On peut done par deplacement d'aretes passer d'un graphe non
equilibre aun graphe equilibre. Mais existe-til une fonction du type entropie qui traduirait
la plus ou moins bonne repartition des aretes d'un graphe? Peut-on definir une fonction
que l'on pourrait ameliorer strictement par deplacement d'une seule arete jusqu'a l'obten-
tion d'un graphe decomposable?
FONCTION ENTROPIE
Soit G = (V, E) un graphe a n sommeta m aretes tel que m = k(n -1) (k EN). Soit
d = {A c E IIAI = n -I}. Soit C(A) Ie nombre de composantes connexes du graphe partiel
GA engendre par A. Soit II = {A I , A 2 , ••• , A k } une partition des aretes de G en elements
de d. Soit e(II)=L~=IC(AJ-k, e(II)~O. Soit e(G)=minrre(II) [e(G)=O si et
seulement si G est decomposable].
CONJECTURE. Soit G = (V, E) un graphe simple an sommets, m aretes tel que
(i) m=k(n-1).
Si e( G) > 0 alors 3e E E( G), f e E( G) Ie( V, E\{e} u {J1) < e( G).
EXTENSION AU CAS RATIONNEL. Soit G = (V, E) tel que
m(G) l!.
n(G)-1 q
ou p et q sont des entiers premiers entre eux. Soit G" = (V, Eq). Soit d =
{A c E" IIAI = n -t}. Soit II = {AI, A 2 , ••• ,Ap } une partition des aretes de G" en elements
de d. Comme precedemment on definit e(II) et e( G) = min-, e(II). On peut etendre la
conjecture precedente au cas rationnel, c'est adire aux graphes quelconques en supprimant
la condition (i).
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