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1. Introduction
We are interested in the growth of Sobolev norms of solutions of the time dependent linear Schrödinger equation
i∂tu − gu + V (x, t)u = 0 (1.1)
on the sphere Sd (d  2, d ∈ N), where −g is the Laplace–Beltrami operator on the sphere. In Nenciu [9] and Barbaroux
and Joye [1], the authors have showed in the abstract form of an operator P (instead of −g ) and a perturbation V (t) acting
on elements of a Hilbert space when the spectrum of P is discrete and satisﬁes strictly increasing gaps that, the Hs-norm
of the solution of (1.1) has an O (t)-type upper bound, for any  > 0. In particular, it does not apply a priori to the case
when P = − on the torus Td . Nevertheless, Bourgain [3] used lattice cluster separation to overcome non-increasing gaps
on the torus and showed that a similar result holds for the solution of (1.1) on the torus Td . Recently, Delort [4] published a
simpler proof of the results of Bourgain including for other examples of compact manifolds than the torus. We also mention
that in Duclos, Lev and Št’ovícˇek [5], similar results have been obtained in the abstract framework when the spectrum of P
satisﬁes decreasing gaps and when the perturbation V (t) is time periodic and satisﬁes some other convenient conditions.
Since the Hs-norm of the solution grows like t to any positive power, a natural question is: could one get an upper bound of
logarithmic type? Such logarithmic upper bound has been obtained by Wang [10] in one dimension under some convenient
conditions. In high dimensions, the special case of quasi-periodic potentials were handled by Bourgain [2] while the general
case by the authors [7]. One natural question is whether such results concerning logarithmic growth for solutions of linear
Schrödinger equations would hold for the sphere. We give in this paper a positive answer to this question.
Let us also mention that uniformly bounded Sobolev norms for the solution of (1.1) have been obtained by Eliasson and
Kuksin [6] on the torus Td under some convenient assumptions on the potential V (x, t) and by Wang [11] on the circle
S
1 with some special potential V (x, t). A similar result for the harmonic oscillator has also been obtained by Grébert and
Thomann [8] recently.
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a uniform constant C such that in any local coordinate (we identify x ∈ Sd with its homeomorphism image in Euclidean
space)∣∣∂αx ∂kt V (x, t)∣∣ C |α|+k+1(k!)μ(α!)ν, ∀k ∈N, ∀α ∈Nd. (1.2)
The main result is the following:
Theorem 1.1. There exists ζ > 0 independent of μ and ν such that for any s > 0, there is a constant Cs,d,μ,ν > 0 such that∥∥u(t)∥∥Hs  Cs,d,μ,ν[log(2+ |t|)]ζμνs‖u0‖Hs , (1.3)
where u(t) is the solution to (1.1) with initial datum u(0) = u0 ∈ Hs(Sd).
In [9,1], the condition of strictly increasing gaps allows us to conjugate the operator i∂t + P + V (t) to a diagonal operator
i∂t + P +W (t) commuting to P , up to a remainder of very negative order. This is the key point in obtaining O (t) bound. The
method of proof in [3] is quite different and relies on reduction to a time periodic potential and study of the eigenfunctions
of the corresponding operator on S1 × Td . There the main technical ingredient is a partition of Zd in clusters, which are
well separated for the distance |n − n′| + ||n|2 − |n′|2| naturally associated to the Schrödinger operator. In this paper, we
shall not use in the proof any speciﬁc knowledge of the eigenfunctions, which is one of the main differences with our
preceding paper [7] where we used Fourier series to deal with the case of torus. Moreover, the geometry of the manifold
is quite different with that of torus, in which case the metric is ﬂat so that it is easier to deal with. However, we are able
to implement a diagonalization method to obtain logarithmic growth results for the case of spheres. Such type results are
expected for Zoll manifolds.
One uses a similar idea as in [7] to prove the theorem. For the convenience of the reader, let us explain the main idea
here. For any given natural number N , we ﬁrst “diagonalize” the operator i∂t −g + V up to a remainder operator of order
−N , that is, we may ﬁnd operator Q N such that(
I + Q N)∗(i∂t − g + V )(I + Q N)= i∂t − g + V DN + RN , (1.4)
where V DN is a diagonal operator, i.e., ΠnV
D
N Πn′ = 0 for n,n′ ∈N with n 	= n′ , so that it commutes with the Laplace–Beltrami
operator, RN is an operator of order −N which implies that it is a bounded linear operator from L2(Sd) to HN (Sd). Here
Πn is the spectral projection to the eigenspace of −g which is associated to eigenvalue λ2n given by (2.1). This allows one
to reduce (i∂t − g + V (x, t))u = 0 to a new equivalent equation(
i∂t − g + V DN
)
w = f , (1.5)
where∥∥ f (t)∥∥HN  CN∥∥u(t)∥∥L2 = CN∥∥u(0)∥∥L2 , and ∥∥u(t)∥∥HN ∼ ∥∥w(t)∥∥HN ,
with a constant CN depending on the operator norms of Q N , RN . By the energy inequality for (1.5) and the fact that V DN
commutes with the Laplace–Beltrami operator
∥∥w(t)∥∥HN  CN∥∥w(0)∥∥HN + CN
t∫
0
∥∥ f (t)∥∥HN dt
 CN
∥∥w(0)∥∥HN + CN∥∥u(0)∥∥L2 |t| (1.6)
whence∥∥u(t)∥∥HN  CN∥∥u(0)∥∥HN + CN |t|∥∥u(0)∥∥L2
 CN
(
1+ |t|)∥∥u(0)∥∥HN . (1.7)
If one interpolates between this inequality and L2-norm conservation one get a O ((1+ t)) bound for Sobolev norms. To
obtain a logarithmic bound, we have to obtain precise estimates for CN when N → +∞, of type CN = O ((N!)ζμν). To do so,
we must control the norms of the operators Q N , RN . These operators are constructed solving recursively equations of type
RNDN−1 +
[
Q ′N ,g
]= 0,
where RNDN−1 is the non-diagonal part of RN−1. The classes of operators we use have to reﬂect the Gevrey-estimates we
want to obtain for CN . The diﬃculty is to design classes of operators in such a way that we may have good estimates for
those constants CN which appear above so that we can make interpolation to obtain the required result.
The paper is organized as follows. In Section 2, we introduce the spaces and give their properties we shall use. Then we
construct the operator in these spaces to conjugate the original equation in Section 3. The last section is dedicated to the
proof of the main theorem.
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We work on the unit spheres Sd ⊂Rd+1. The eigenvalues of −g on Sd are given by λ2n , where
λn =
√
n(n + d − 1), n ∈N. (2.1)
We denote by En the eigenspace associated to λ2n , and by Πn the orthogonal projection of L
2(Sd) onto En . For a ∈ R and
b ∈Rd , we set a to be the smallest integer that is not less than a and
a+ = max{a,0}, 〈b〉 =
(
1+ |b|2)1/2. (2.2)
By A  B we mean that there is an absolute constant C > 0 such that A  C B . For s ∈ R, denote by Hs(Sd) the Sobolev
space consisting of u ∈ L2(Sd) with its norm
‖u‖Hs =
(∑
n∈N
〈λn〉2s‖Πnu‖2L2
)1/2
< +∞. (2.3)
Let μ,ν ∈ [1,+∞) be the same as in the previous section and ﬁxed throughout the paper. We also ﬁx throughout the
paper the positive constant ρ (depending on ν) which will be deﬁned by Proposition 3.2. We now give operator spaces and
their properties we shall use later.
Deﬁnition 2.1. Let F > 0, δ ∈ {0,1} and j ∈ N. We denote by L− j(F , δ) the space of smooth families in time of linear
operators Q (·, t) from C∞(Sd) to D ′(Sd) such that there is a constant C > 0 independent of F , for which one has
sup
t∈R
∥∥Πn∂kt Q (·, t)Πn′∥∥L(L2)  C Fk+( j+δ−1)+[(k + ( j + δ − 1)+)!]max (2,μ)
× e−ρ|λn−λn′ |
1
4ν 〈λn − λn′ 〉−(4−δ)
(
1+max (λn, λn′)
)− j
1{|λn−λn′ |
max (λn ,λn′ )
10(1+ j) }
(2.4)
for any k,n,n′ ∈N. The best constant C will be denoted by ‖Q ‖(F )j,δ . This deﬁnes a seminorm of L− j(F , δ).
The notation ‖Q ‖(F )j,δ will be abbreviated to ‖Q ‖ j,δ when F is ﬁxed and there is no confusion.
Deﬁnition 2.2. Let F > 0, δ ∈ {0,1} and j ∈ N. We denote by L˜− j(F , δ) the subspace of L− j(F , δ) consisting of those
elements Q (·, t) ∈L− j(F , δ) such that (2.4) holds with the cut-off 1{|λn−λn′ |max (λn ,λn′ )10(1+ j) } replaced by 1{|λn−λn′ |max (λn ,λn′ )10(2+ j) } .
Deﬁnition 2.3. Let F > 0, δ ∈ {0,1} and j ∈ N. We denote by L˜− jD (F , δ) (resp. L˜− jND(F , δ)) the subspace of L˜− j(F , δ) given
by those operators Q (·, t) ∈ L˜− j(F , δ) such that for any n,n′ ∈ N with n 	= n′ (resp. any n ∈ N) ΠnQ (·, t)Πn′ ≡ 0 (resp.
ΠnQ (·, t)Πn ≡ 0).
We shall also need the following remainder operators which raise the order of regularity as much as we want.
Deﬁnition 2.4. Let F > 0 and j ∈N. We denote by R−∞j (F ) the space of smooth families in time of linear operators R(·, t)
from C∞(Sd) to D ′(Sd) such that there is a constant C > 0 independent of F , for which one has
sup
t∈R
∥∥Πn∂kt R(·, t)Πn′∥∥L(L2)  C F N+ j+k(( j + k)!)max (2,μ)N!
× 〈λn − λn′ 〉−3
(
1+max (λn, λn′)
)− N8ν (2.5)
for any k,n,n′,N ∈N. The best constant C will be denoted by |R|(F )j . This deﬁnes a seminorm of R−∞j (F ).
Using the same abbreviations as before, the notation |R|(F )j will be abbreviated to |R| j when F is ﬁxed and there is no
confusion.
Let us give some properties of the operators which follows by deﬁnition.
Proposition 2.5. Let F > 0, δ ∈ {0,1} and j ∈N;
1. If F > 0, δ ∈ {0,1}, j ∈N, and Q ∈ L˜− j(F , δ), then [g, Q ] = 0.D
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(i) for any Q ∈L− j(F ,0), [−g, Q ] ∈L−( j−1)(F ,1),‖[−g , Q ]‖ j−1,1  2‖Q ‖ j,0;
(ii) for any Q ∈ L−( j−1)ND (F , δ) with δ ∈ {0,1}, the equation [−g, S] = Q deﬁnes an element S ∈ L− jND(F ,0). Moreover,‖S‖ j,0  ‖Q ‖ j−1,δ .
3. If F  1, j > 0 and Q ∈L− j(F ,0), then
[i∂t, Q ] = i∂t Q ∈ L− j(F ,1) and
∥∥[i∂t, Q ]∥∥ j ,1  ‖Q ‖ j,0.
4. For any element Q ∈ L˜− j(F , δ), we may decompose
Q = Q D + QND
with
Q D =
∑
n∈N
ΠnQ Πn, QND =
∑
n,n′∈N,n 	=n′
ΠnQ Πn′ ,
so that
Q D ∈ L˜− jD (F , δ), QND ∈ L˜− jND(F , δ).
We next list in this section some propositions which shall be used in the rest of the paper. Their proofs will be omitted
for they are similar to the corresponding ones in [7].
Mimicking the proofs of Proposition 2.5 and Proposition 2.6 in [7] we see that the operators given in the above deﬁnition
may be extended as bounded linear operators acting on Sobolev spaces.
Proposition 2.6. Let F > 0, δ ∈ {0,1} and j ∈ N. Let Q ∈ L− j(F , δ). Then for any k ∈ N, ∂kt Q extends as a bounded linear operator
from Hs(Sd) to Hs+ j(Sd) for any s ∈R. Moreover, its operator norm, denoted by ‖∂kt Q ‖L(Hs,Hs+ j) , satisﬁes∥∥∂kt Q ∥∥L(Hs,Hs+ j)  C |s|1 ‖Q ‖ j,δ Fk+( j+δ−1)+((k + ( j + δ − 1)+)!)max (2,μ), (2.6)
where C1 > 1 is an absolute constant. Recall that by A  B we mean that there is a constant C independent of any other quantities
such that A  C B.
Proposition 2.7. Let F > 0 and j ∈ N. Let R ∈R−∞j (F ). Then for any k ∈ N, operators ∂kt R(·, t) and [−g, R] may be extended as
bounded linear operators from H−s(Sd) to H m8ν (Sd) for any s 0 and any m ∈N. Moreover,∥∥∂kt R∥∥L(H−s,H m8ν )  |R| j Fm+8νs+ j+k(( j + k)!)max (2,μ)(m + 8νs)!,∥∥[−g, R]∥∥L(H−s,H m8ν )  |R| j Fm+8ν(s+1)+ j( j!)max (2,μ)(m + ⌈8ν(s + 1)⌉)!, (2.7)
where 8νs is given by the line above (2.2).
One has to compute the composition of operators of the above type. To give a precise description of that, let us introduce
some notation.
Notation 1. Recall that Q ∗ denotes the adjoint of Q ∈ L− j(F , δ) (δ ∈ {0,1}, at ﬁxed time, for the usual L2-pairing). If
Q i ∈L− ji (F , δi), ji ∈N, δi ∈ {0,1}, i = 1,2, we then write Q 1 ◦ Q 2 =M(Q 1, Q 2) +R(Q 1, Q 2), where
M(Q 1, Q 2) =
∑
n,n′∈N
Πn(Q 1 ◦ Q 2)Πn′1{|λn−λn′ | max (λn ,λn′ )10(2+ j1+ j2) }
,
R(Q 1, Q 2) =
∑
n,n′∈N
Πn(Q 1 ◦ Q 2)Πn′1{|λn−λn′ |> max (λn ,λn′ )10(2+ j1+ j2) }
. (2.8)
We shall also write Q 1 ◦ Q 2 + (Q 1 ◦ Q 2)∗ =M′(Q 1, Q 2) +R′(Q 1, Q 2), where
M′(Q 1, Q 2) =M(Q 1, Q 2) +
[
M(Q 1, Q 2)
]∗
,
R′(Q 1, Q 2) =R(Q 1, Q 2) +
[
R(Q 1, Q 2)
]∗
. (2.9)
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composing Q 1 and Q 2. As we shall see, it falls into the same operator class as the original ones up to a remainder part
R(Q 1, Q 2), which is a regularizing operator. Moreover, M′(Q 1, Q 2) and R′(Q 1, Q 2) are obviously self-adjoint. Denote for
ρ > 0, c  1,
θ1(ρ) = 1+max
c1
[
θ0(ρ, c)
]−1
, (2.10)
where
θ0(ρ, c) = min
(
2
601/(2c)
(
log
162
100
) 1
2
ρ
1
2 ,
ρ
(30
√
2)1/c
)
. (2.11)
We have the following propositions whose proofs are respectively similar to that of Corollaries 2.1, 2.2, Propositions 2.9,
2.10, Corollary 2.3 in [7].
Proposition 2.8. Let F > θ1(ρ), j1, j2 ∈N, and j = j1 + j2 . Assume Q 1 ∈L− j1 (F ,0) and Q 2 ∈L− j2 (F ,0). Then one has
Q 1 ◦ Q 2 + (Q 1 ◦ Q 2)∗ =M′(Q 1, Q 2) +R′(Q 1, Q 2). (2.12)
Moreover,M′(Q 1, Q 2), R ′(Q 1, Q 2) are self-adjoint and we have
M′(Q 1, Q 2) ∈ L˜− j(F ,0), R ′(Q 1, Q 2) ∈R−∞j (F ),∥∥M′(Q 1, Q 2)∥∥ j,0  (‖Q 1‖ j1,0‖Q 2‖ j2,0 + ∥∥Q ∗1∥∥ j1,0∥∥Q ∗2∥∥ j2,0),∣∣R′(Q 1, Q 2)∣∣ j  (‖Q 1‖ j1,0‖Q 2‖ j2,0 + ∥∥Q ∗1∥∥ j1,0∥∥Q ∗2∥∥ j2,0). (2.13)
Proposition 2.9. Let F > θ1(ρ), j1, j2 ∈N∗ , and j = j1 + j2 . Assume Q 1 ∈L− j1 (F ,0) and Q 2 ∈L− j2 (F ,1). Then one has
Q 1 ◦ Q 2 + (Q 1 ◦ Q 2)∗ =M′(Q 1, Q 2) +R ′(Q 1, Q 2),
Q 2 ◦ Q 1 + (Q 2 ◦ Q 1)∗ =M′(Q 2, Q 1) +R ′(Q 2, Q 1). (2.14)
Moreover, M′(Q 1, Q 2), R ′(Q 1, Q 2) are self-adjoint and (2.13) holds with M′(Q 1, Q 2) ∈ L˜− j(F ,0) replaced by M′(Q 1, Q 2) ∈
L˜− j(F ,1). M′(Q 2, Q 1), R′(Q 2, Q 1) respectively have the same properties as that ofM′(Q 1, Q 2), R′(Q 1, Q 2).
Proposition 2.10. Let F > θ1(ρ) and j ∈N∗ . Let Q ∈L− j(F ,1). Then one may decompose
Q = Q˜ + R˜ (2.15)
with
Q˜ ∈ L˜− j(F ,1), ‖Q˜ ‖ j,1  ‖Q ‖ j,1,
R˜ ∈R−∞j (F ), |R˜| j  ‖Q ‖ j,1. (2.16)
Moreover, if we further assume that Q is self-adjoint (for ﬁxed t, Q extends as a bounded linear operator on L2(Sd) by Proposition 2.6),
so are Q˜ and R˜.
Proposition 2.11. Let F > 1, j1, j2 ∈N, and j = j1 + j2 . Assume Q ∈L− j1 (F ,0) and R ∈R−∞j2 (F ). Then
Q ◦ R ∈R−∞j (2F ), R ◦ Q ∈R−∞j (2F ),
|Q ◦ R|(2F )j + |R ◦ Q |(2F )j  ‖Q ‖ j1,0|R| j2 . (2.17)
Recall the notation |R|(F )j in Deﬁnition 2.4.
Proposition 2.12. Let F > θ1(ρ) , j1, j2, j3 ∈ N and j = j1 + j2 + j3 . Assume Q i ∈ L− ji (F ,0), i = 1,2,3. Then one may ﬁnd
self-adjoint operators Q ∈ L˜− j(F ,0), R ∈R−∞j (2F ) such that
Q 1 ◦ Q 2 ◦ Q 3 + (Q 1 ◦ Q 2 ◦ Q 3)∗ = Q + R (2.18)
with
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(
3∏
i=1
‖Q i‖ ji ,0 +
3∏
i=1
∥∥Q ∗i ∥∥ ji ,0
)
,
|R|(2F )j 
(
3∏
i=1
‖Q i‖ ji ,0 +
3∏
i=1
∥∥Q ∗i ∥∥ ji ,0
)
. (2.19)
3. Conjugating the equation
The goal of this section is to obtain the following: Roughly speaking, for any given N ∈ N∗ , we want to conjugate the
operator i∂t − g + V into i∂t − g + V ′N + R ′N with V ′N commuting with the modiﬁed Laplacian and R ′N essentially being
a bounded linear operator from L2(Sd) to HN (Sd). To do that, we need some preparation.
Let Sd = {(ξ1, . . . , ξd+1) ∈ Rd+1: ∑d+1j=1 ξ2j = 1} and NS , NN be respectively small neighborhoods of south pole
(0, . . . ,0,−1) and north pole (0, . . . ,0,1). Set U+ = Sd\NS , U− = Sd\NN and deﬁne map φ± : U± →Rd as follows:
(x1, . . . , xd) = φ+(ξ1, . . . , ξd+1) =
(
ξ1
1+ ξd+1 , . . . ,
ξd
1+ ξd+1
)
,
(y1, . . . , yd) = φ+(ξ1, . . . , ξd+1) =
(
ξ1
1− ξd+1 , . . . ,
ξd
1− ξd+1
)
.
Then (U+, φ+; xi) and (U−, φ−; yi) forms compatible atlases. The induced metric on U+ and U− from Euclidean metric are
given by
g+ =
d∑
i, j=1
g+i j dxi dx j, g
− =
d∑
i, j=1
g−i j dxi dx j,
where
g+i j =
d+1∑
α=1
∂ξα
∂xi
∂ξα
∂x j
= 4δi j
(1+ |x|2)2 , g
−
i j =
d+1∑
α=1
∂ξα
∂ yi
∂ξα
∂ y j
= 4δi j
(1+ |y|2)2 .
Thus in local coordinate (U+, φ+; xi), if we denote by (g+i j ) the matrix, then
g = |g|− 12
∑
i, j
∂i|g| 12 gij∂ j = −d − 24
d∑
j=1
a(∂ ja)∂ j +
d∑
j=1
1
4
a2∂2j ,
where |g| = det(g+i j ), (gij) = (g+i j )−1 and a = 1+ |x|2 = 1+
∑d
j=1 x2j .
Lemma 3.1. Denote V˜ = ∂kt V . Let Ad(g)N V˜ be inductively deﬁned by
Ad(g)V˜ = [g, V˜ ], Ad(g)N V˜ = Ad(g)N−1
(
Ad(g)V˜
)
.
Then in any local coordinate, say, (U+, φ+; xi), we have for any N ∈N
Ad(g)
N V˜ =
N∑
C(k, α)ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )∂α4 (3.1)
where
∑N stands for the sum over
k0 + k1 + k2 = 2N, k0,k1,k2 ∈N,
|α1| = 1, |α2| = 2, |α4| N, α1,α2,α4 ∈Nd,
k1 + 2k2 + |α3| + |α4| = 2N, α3 ∈Nd, (3.2)
and C(k, α) are constants satisfying
N∑∣∣C(k, α)∣∣ CN+1(N!)4 (3.3)
for some large constant C which depends only on the dimension d. Here k = (k0,k1,k2) and α = (α1, . . . ,α4).
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∂αa = 0 if α ∈Nd with |α| 3. (3.4)
We shall prove the lemma by induction. For N = 1,
[g, V˜ ] = −d − 2
4
d∑
j=1
a(∂ ja)(∂ j V˜ ) +
d∑
j=1
1
4
a2
(
∂2j V˜
)+ d∑
j=1
1
2
a2(∂ j V˜ )∂ j.
Thus (3.1), together with (3.3), holds true for N = 1 if C is large. We now assume that (3.1) holds with C(k, α) satisfying
(3.3). To show that (3.1) holds true for N + 1, we have to compute for those indices satisfying (3.2)
I= [a(∂ ja)∂ j,ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )∂α4],
II= [a2∂2j ,ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )∂α4].
We then claim that I may be written as
N+1∑
C ′
(k′, α′)ak′0(∂α′1a)k′1(∂α′2a)k′2(∂α′3 V˜ )∂α′4 (3.5)
where
∑′ stands for the sum over k′ = (k′0, . . . ,k′2), α′ = (α′1, . . . ,α′4) satisfying (3.2) with N replaced by N + 1 and
N+1∑∣∣C ′(k′, α′)∣∣ N3.
Actually, since
[A, BC] = [A, B]C + B[A,C], [AB,C] = A[B,C] + [A,C]B
with A, B,C being differential operators, we compute by (3.4)
I= [a(∂ ja)∂ j,ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )]∂α4
+ ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )[a(∂ ja)∂ j, ∂α4]
= k0ak0(∂ ja)2
(
∂α1a
)k1(
∂α2a
)k2(
∂α3 V˜
)
∂α4
+ k1ak0+1(∂ ja)
(
∂α1a
)k1−1(
∂ j∂
α1a
)(
∂α2a
)k2(
∂α3 V˜
)
∂α4
+ ak0+1(∂ ja)
(
∂α1a
)k1(
∂α2a
)k2(
∂ j∂
α3 V˜
)
∂α4
+ ak0(∂α1a)k1(∂α2a)k2(∂α3 V˜ )[a(∂ ja)∂ j, ∂α4].
Thanks to (3.4), we see that [a(∂ ja)∂ j, ∂α4 ] may be written as the sum of the following ﬁve terms of form
a
(
∂α1∂ ja
)
∂β, |β| = |α4| − 1, |α1| = 1, α1, β ∈Nd,(
∂α1a
)
(∂ ja)∂
β, |β| = |α4| − 1, |α1| = 1, α1, β ∈Nd,(
∂α1a
)(
∂α
′
1∂ ja
)
∂β, |β| = |α4| − 2, |α1| =
∣∣α′1∣∣= 1, α1,α′1, β ∈Nd,(
∂α2a
)
(∂ ja)∂
β, |β| = |α4| − 2, |α2| = 2, α2, β ∈Nd,(
∂α2a
)(
∂α1∂ ja
)
∂β, |β| = |α4| − 3, |α1| = 1, |α2| = 2, α1,α2, β ∈Nd
with their coeﬃcients respectively not larger than( |α4|
1
)
,
( |α4|
1
)
,
( |α4|
1
)( |α4| − 1
1
)
,
( |α4|
2
)
,
( |α4|
2
)( |α4| − 2
1
)
.
(Of course, when |α4|  2, some of the above terms do not appear.) Therefore, since |α4|  N , we conclude that
[a(∂ ja)∂ j, ∂α4 ] may be written as the sum of at most a constant times N3 terms. From this we deduce that the claim
holds with
N+1∑∣∣C ′(k′, α′)∣∣ k0 + k1 + 1+ N3  N3.
With the same reasoning, we see that
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N+1∑
C ′′
(k′′, α′′)ak′′0(∂α′′1a)k′′1(∂α′′2a)k′′2(∂α′′3 V˜ )∂α′′4
with k′′ = (k′′0, . . . ,k′′2) and α′′ = (α′′1 , . . . ,α′′4 ) satisfying (3.2) with N replaced by N + 1 and
∑′′ |C(k′′, α′′)| N4. Taking all
the constants into account, we obtain
Ad(g)
N+1 V˜ =
N+1∑
C ′′′
(k′′′, α′′′)ak′′′0 (∂α′′′1 a)k′′′1 (∂α′′′2 a)k′′′2 (∂α′′′3 V˜ )∂α′′′4
with (k′′′, α′′′) satisfying (3.2) with N replaced by N + 1 and
N+1∑∣∣C ′′′(k′′′, α′′′)∣∣ N∑∣∣C(k, α)∣∣CN4
 CN+1(N!)4CN4
 CN+2
(
(N + 1)!)4
if C is large with respect to d. This concludes the proof of the lemma. 
Proposition 3.2. Let V (x, t) be the potential in Eq. (1.1) so that it satisﬁes (1.2). Then the multiplication operator generated by V (x, t)
may be written as Q V + RV with self-adjoint operators Q V ∈ L˜0(F ,0), RV ∈R−∞0 (F ) for some F ,ρ . Moreover,
‖Q V ‖0,0  h(ν), |RV |0  h(ν), (3.6)
where h(ν) is a constant depending on ν .
Proof. We need to estimate ‖Πn∂kt VΠn′ ‖L(L2) . Using the compactness of the manifold and a partition of unity, we may
restrict ourselves to local coordinates so that by Lemma 3.1 Ad(g)N∂kt V is given by (3.1). Noting that α3! (2N)! and that
(2N)! CNN! due to Stirling’s formula N! ∼ √2πN( Ne )N , we then have by (1.2) and the fact that ‖∂α4Πn′ ‖L(L2)  〈λn′ 〉|α4|∣∣λ2n′ − λ2n∣∣N∥∥Πn∂kt VΠn′∥∥L(L2) = ∥∥Πn Ad(g)N∂kt VΠn′∥∥L(L2)

N∑∣∣C(k, α)∣∣‖a‖k0L∞∥∥∂α1a∥∥k1L∞∥∥∂α2a∥∥k2L∞∥∥∂α3∂kt V ∥∥L∞∥∥∂α4Πn′∥∥L(L2)
 CN+1(N!)4C2NC2N+k+1(k!)μ(α3!)ν〈λn′ 〉N
 CN+k+1(k!)μ(N!)4ν 〈λ′n〉N ,
where the constants may vary and the constant in the last line may depend on ν . From this, we see that for any N ∈N
|λn − λn′ |N
∥∥Πn∂kt VΠn′∥∥L(L2)  CN+k+1(k!)μ(N!)4ν,
that is,
1
N!
( |λn − λn′ |
C
) N
4ν ∥∥Πn∂kt VΠn′∥∥ 14νL(L2)  C k+14ν (k!) μ4ν .
Multiplying 2−N in both sides and taking a sum over N ∈N, we get
exp
( |λn − λn′ | 14ν
2C1/4ν
)∥∥Πn∂kt VΠn′∥∥ 14νL(L2)  2C k+14ν (k!) μ4ν , (3.7)
which is equivalent to∥∥Πn∂kt VΠn′∥∥L(L2)  24ν exp(−ρ0(ν)|λn − λn′ | 14ν )Ck+1(k!)μ, (3.8)
where ρ0(ν) = 4ν(2C 14ν )−1. Therefore we obtain∥∥Πn∂kt VΠn′∥∥L(L2)  h(ν)Ck(k!)μ exp(−ρ(ν)|λn − λn′ | 14ν )〈λn − λn′ 〉−4
for some constants h(ν), ρ(ν) depending on ν . We then deﬁne
Q V =
∑
′
ΠnVΠn′1{|λn−λn′ |
max(λn ,λn′ )
20 }
, RV =
∑
′
ΠnVΠn′1{|λn−λn′ |>
max(λn ,λn′ )
20 }n,n ∈N n,n ∈N
Q. Zhang, D. Fang / J. Math. Anal. Appl. 390 (2012) 165–180 173and get Q V ∈ L˜0(F ,0) for any F  C and some ρ(ν) > 0 with ‖Q V ‖0,0  h(ν). For k ∈N, we know that∥∥Πn∂kt RV Πn′∥∥L(L2)  h(ν)Ck(k!)μ exp(−ρ(ν)|λn − λn′ | 14ν )〈λn − λn′ 〉−41{|λn−λn′ |>max(λn,λn′ )20 }
 h(ν)Ck
(
40/ρ(ν)
)N
(k!)μN!〈λn − λn′ 〉−4
(
1+max(λn, λn′)
)− N4ν
holds for any N ∈N, where we have used
max(λn, λn′)1{|λn−λn′ |>
max(λn,λn′ )
20 }
 1
2
(
1+max(λn, λn′)
)
.
If F max {C,40/ρ(ν)}, then RV ∈R−∞0 (F ) with |RV |0  h(ν). This concludes the proof. 
The main result of this section is the following:
Proposition 3.3. Let m ∈ N∗ and denote P0 = i∂t − g . Let K be a large constant. There are sequences (Q ′j)1 jm, (Q ′′j )1 jm
satisfying
Q ′j ∈ L− j(F ,0), Q ′ ∗j = −Q ′j,
∥∥Q ′j∥∥ j,0  K j− 12j 2 h(ν) j, (3.9)
Q ′′j ∈ L−( j+1)(F ,0), Q ′′ ∗j = Q ′′j ,
∥∥Q ′′j ∥∥ j+1,0  K j+ 12( j + 1)2 h(ν) j+1, (3.10)
such that if we set Q j = Q ′j + Q ′′j , Q m =
∑m
j=1 Q j(
I + Q m)∗(P0 + V )(I + Q m)
= i∂t − g + Vm + 1
2
2m+1∑
j=m+1
(S j P0 + P0S j) + 12
2m+1∑
j=1
(R j P0 + P0R j)
+ S˜m+1 +
2m+3∑
j=m+1
S j +
2m+3∑
j=2
R j (3.11)
where the terms in the right-hand side of (3.11) satisfy the following conditions:
• Vm, S j , R j , S˜ j , S j , R j are self-adjoint;
• [Vm,g] = 0;
• S j ∈ L˜−( j+1)(F ,0), ‖S j‖ j+1,0  K j( j+1)2 h(ν) j+1 , m+ 1 j  2m + 1;
• R j ∈R−∞j+1(F ), |R j | j+1  K
j
( j+1)2 h(ν)
j+1 , 1 j  2m + 1;
• S˜m+1 ∈ L˜−m(F ,1), ‖˜Sm+1‖m,1  K
m− 12
(m+1)2 h(ν)
m;
• S j ∈ L˜−( j−1)(F ,0), ‖S j‖ j−1,0  K j−1j 2 h(ν) j , m+ 1 j  2m + 3;
• R j ∈R−∞j−1(4F ), |R|(4F )j−1  K
j−1
j2
h(ν) j , 2 j  2m+ 3.
The notation |R|(4F )j−1 is explained in Deﬁnition 2.4 and recall that by A  B we mean there is an absolute constant C such that A  C B.
Let us ﬁrst compute the left-hand side of (3.11).
Lemma 3.4. Let Q ′j , Q
′′
j be given operators satisfying (3.9), (3.10) for 1 j m. Denote Q ′m =
∑m
j=1 Q ′j , Q
′′m =∑mj=1 Q ′′j . Then
one may ﬁnd
• Elements (S j)1 j2m+1 , (R j)1 j2m+1 satisfying
(1) S j ∈ L˜−( j+1)(F ,0), ‖S j‖ j+1,0  K j( j+1)2 h(ν) j+1,1 j  2m+ 1;
(2) R j ∈R−∞j+1(F ), |R j | j+1  K
j
( j+1)2 h(ν)
j+1 , 1 j  2m + 1;
(3) S j , R j are self-adjoint and depend only on Q ′ , 1 min ( j,m), Q ′′ , 1  < min ( j,m+ 1);
• Elements (˜S j)2 jm+1 , (S j)2 j2m+3 , (R j)2 j2m+3 satisfying
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j− 32
j2
h(ν) j−1 , 2 j m+ 1;
(5) S j ∈ L˜−( j−1)(F ,0), ‖S j‖ j−1,0  K j−1j 2 h(ν) j , 2 j  2m + 3;
(6) R j ∈R−∞j−1(4F ), |R j |(4F )j−1  K
j−1
j 2
h(ν) j , 2 j  2m+ 3;
(7) S˜ j , S j , R j are self-adjoint and depend only on Q ′, Q ′′ , 1  < min ( j,m+ 1),
such that(
I + Q m)∗(P0 + V )(I + Q m)
= i∂t − g + V +
[
Q ′m,g
]+ Q ′′mP0 + P0Q ′′m
+ 1
2
2m+1∑
j=1
(S j P0 + P0S j) + 12
2m+1∑
j=1
(R j P0 + P0R j)
+
m+1∑
j=2
S˜ j +
2m+3∑
j=2
S j +
2m+3∑
j=2
R j. (3.12)
Proof of Lemma 3.4. The proof is similar to that of Lemma 3.1 in [7]. However, for completeness we give it here. Using that
(Q ′m)∗ = −Q ′m , (Q ′′m)∗ = Q ′′m , we write(
I + Q m)∗(P0 + V )(I + Q m)= i∂t − g + V
+ [Q ′m,g]− [Q ′m, i∂t]+ Q ′′mP0 + P0Q ′′m (3.13)
+ 1
2
((
Q m
)∗
Q mP0 + P0
(
Q m
)∗
Q m
)
(3.14)
+ 1
2
((
Q m
)∗[
i∂t, Q
m]+ [(Q m)∗, i∂t]Q m) (3.15)
+ 1
2
((
Q m
)∗[−g, Q m]+ [(Q m)∗,−g]Q m) (3.16)
+ (Q m)∗V + V Q m + (Q m)∗V Q m. (3.17)
Let us show how the right-hand side contributes to that of (3.12). We deal with it term by term.
Let us ﬁrst study (3.13). By Proposition 2.5 and 2.10 one may decompose
−[Q ′j−1, i∂t]= S˜ j + R˜ j, 2 j m+ 1 (3.18)
with self-adjoint operators Q˜ , R˜ satisfying
S˜ j ∈ L˜−( j−1)(F ,1), ‖˜S j‖ j−1,1  K
j− 32
( j − 1)2 h(ν)
j−1, 2 j m+ 1;
R˜ j ∈R−∞j−1(F ), |R˜ j| j−1 
K j− 32
( j − 1)2 h(ν)
j−1, 2 j m+ 1. (3.19)
S˜ j contribute to the ﬁrst term in the fourth line of (3.12) and R˜ j to R j .
To deal with (3.14), we write by Notation 1 and Proposition 2.8
(
Q m
)∗
Q m = 1
2
2m−1∑
j=1
∑
j1+ j2= j+1
1 j1, j2m
M′
(
Q ′ ∗j1 , Q
′
j2
)+R′(Q ′ ∗j1 , Q ′j2)
+
2m∑
j=2
∑
j1+ j2= j
1 j1, j2m
M′
(
Q ′′ ∗j1 , Q
′
j2
)+R′(Q ′′ ∗j1 , Q ′j2)
+ 1
2
2m+1∑
j=3
∑
j1+ j2= j−1
M′
(
Q ′′ ∗j1 , Q
′′
j2
)+R′(Q ′′ ∗j1 , Q ′′j2)
1 j1, j2m
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2m−1∑
j=1
(
S(1)j + R(1)j
)+ 2m∑
j=2
(
S(2)j + R(2)j
)+ 2m+1∑
j=3
(
S(3)j + R(3)j
)
(3.20)
for self-adjoint operators S(i)j ∈ L˜−( j+1)(F ,0), R(i)j ∈R−∞j+1(F ), i = 1,2,3, j = 1, . . . ,2m + 1. We make the following conven-
tion: we set the terms that do not appear to be zero. For instance, we set S(1)j = R(1)j = 0, j = 2m,2m+ 1.
We shall use such a convention throughout the proof of Lemma 3.4. Using (2.13), (3.9), (3.10) and the fact that∑
j1+ j2= j+1
1 j1, j2m
1
j21
· 1
j22
+ 2
∑
j1+ j2= j
1 j1, j2m
1
j 21
· 1
j22
+
∑
j1+ j2= j−1
1 j1, j2m
1
j21
· 1
j22
 1
( j + 1)2 , (3.21)
we obtain
3∑
i=1
(∥∥S(i)j ∥∥ j+1,0 + ∣∣R(i)j ∣∣ j+1) K j( j + 1)2 h(ν) j+1, 1 j  2m+ 1.
Deﬁning
S j =
3∑
i=1
S(i)j , 1 j  2m+ 1; R j =
3∑
i=1
R(i)j , 1 j  2m+ 1,
we know by construction that S j , R j satisfy (1), (2) and (3). Therefore, (3.14) contributes to the third line of (3.12).
For (3.15), according to Notation 1, Propositions 2.5, 2.9, we may write
(3.15) = 1
2
2m+1∑
j=3
∑
j1+ j2= j−1
1 j1, j2m
M′
(
Q ′ ∗j1 ,
[
i∂t, Q
′
j2
])+R′(Q ′ ∗j1 , [i∂t, Q ′j2])
+ 1
2
2m+2∑
j=4
∑
j1+ j2= j−2
1 j1, j2m
M′
(
Q ′′ ∗j1 ,
[
i∂t, Q
′
j2
])+R′(Q ′′ ∗j1 , [i∂t, Q ′j2])
+ 1
2
2m+2∑
j=4
∑
j1+ j2= j−2
1 j1, j2m
M′
(
Q ′′ ∗j1 ,
[
i∂t, Q
′′
j2
])+R′(Q ′ ∗j1 , [i∂t, Q ′′j2])
+ 1
2
2m+3∑
j=5
∑
j1+ j2= j−3
1 j1, j2m
M′
(
Q ′′ ∗j1 ,
[
i∂t, Q
′′
j2
])+R′(Q ′′ ∗j1 , [i∂t, Q ′′j2])
=
2m+1∑
j=3
(
S(1)j + R(1)j
)+ 2m+2∑
j=4
(
S(2)j + R(2)j
)+ 2m+3∑
j=5
(
S(3)j + R(3)j
)
(3.22)
for self-adjoint operators S(i)j ∈ L˜−( j−1)(F ,1), R(i)j ∈R−∞j−1(F ), 1 i  3, 3 j  2m + 3. Here we have used the convention
made on page 175. By Propositions 2.9, 2.10, (3.9), (3.10) and an analogue of (3.21), we obtain
3∑
i=1
(∥∥S(i)j ∥∥ j−1,1 + ∣∣R(i)j ∣∣ j−1) K j−2j2 h(ν) j−1, 3 j  2m+ 3. (3.23)
For (3.16), using Notation 1, Propositions 2.5, 2.9, (3.9), (3.10), we write
(3.16) = 1
2
2m∑
j=2
∑
j1+ j2= j
1 j1, j2m
M′
(
Q ′ ∗j1 ,
[−g, Q ′j2])+R′(Q ′ ∗j1 , [−g, Q ′j2])
+ 1
2
2m+1∑
j=3
∑
j1+ j2= j−1
M′
(
Q ′′ ∗j1 ,
[−g, Q ′j2])+R′(Q ′′ ∗j1 , [−g, Q ′j2])
1 j1, j2m
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2
2m+1∑
j=3
∑
j1+ j2= j−1
1 j1, j2m
M′
(
Q ′ ∗j1 ,
[−g, Q ′′j2])+R ′(Q ′ ∗j1 , [−g, Q ′′j2])
+ 1
2
2m+2∑
j=4
∑
j1+ j2= j−2
1 j1, j2m
M′
(
Q ′′ ∗j1 ,
[−g, Q ′′j2])+R ′(Q ′′ ∗j1 , [−g, Q ′′j2])
=
2m∑
j=2
(
S(4)j + R(4)j
)+ 2m+1∑
j=3
(
S(5)j + R(5)j
)+ 2m+2∑
j=4
(
S(6)j + R(6)j
)
for self-adjoint operators S(i)j ∈ L˜−( j−1)(F ,1), R(i)j ∈ R−∞j−1(F ), 4  i  6, 2  j  2m + 2, using the convention made on
page 175. By (2.13), (3.9), (3.10) and an analogue of (3.21) we have
6∑
i=4
(∥∥S(i)j ∥∥ j−1,1 + ∣∣R(i)j ∣∣ j−1) K j−1j2 h(ν) j, 2 j  2m + 2.
Let us now analyze (3.17). By Propositions 3.2, 2.8, 2.11, we write
(
Q m
)∗
V + V Q m =
m+1∑
j=2
[
Q ′ ∗j−1(Q V + RV ) + (Q V + RV )Q ′j−1
]
+
m+2∑
j=3
[(
Q ′′j−2
)∗
(Q V + RV ) + (Q V + RV )Q ′′j−2
]
=
m+1∑
j=2
(
S(7)j + R(7)j
)+m+2∑
j=3
(
S(8)j + R(8)j
)
with self-adjoint operators S(i)j ∈ L˜−( j−1)(F ,0), R(i)j ∈R−∞j−1(2F ), 7 i  8, 2 j m + 2. In this case the convention reads
that
S(7)m+2 = R(7)m+2 = S(8)2 = R(8)2 = 0.
Moreover, by (2.13), (3.6), (3.9), (3.10) and an analogue of (3.21)
8∑
i=7
(∥∥S(i)j ∥∥ j−1,0 + ∣∣R(i)j ∣∣(2F )j−1 ) K j− 32j 2 h(ν) j, 2 j m+ 2. (3.24)
Similarly, by Propositions 3.2, 2.11, 2.12, we also have
(
Q m
)∗
V Q m = 1
2
2m+1∑
j=3
∑
j1+ j2= j−1
1 j1, j2m
Q ′ ∗j1 (Q V + RV )Q ′j2 + Q ′ ∗j2 (Q V + RV )Q ′j1
+
2m+2∑
j=4
∑
j1+ j2= j−2
1 j1, j2m
Q ′′ ∗j1 (Q V + RV )Q ′j2 + Q ′ ∗j2 (Q V + RV )Q ′′j1
+ 1
2
2m+3∑
j=5
∑
j1+ j2= j−3
1 j1, j2m
Q ′′ ∗j1 (Q V + RV )Q ′′j2 + Q ′′ ∗j2 (Q V + RV )Q ′′j1
=
2m+1∑
j=3
(
S(9)j + R(9)j
)+ 2m+2∑
j=4
(
S(10)j + R(10)j
)+ 2m+3∑
j=5
(
S(11)j + R(11)j
)
for self-adjoint operators S(i)j ∈ L˜−( j−1)(F ,0), R(i)j ∈R−∞j−1(4F ), 9 i  11, 3 j  2m + 3 and by (2.19), (2.17), (3.6) (3.9),
(3.10) and an analogue of (3.21)
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(∥∥S(i)j ∥∥ j−1,0 + ∣∣R(i)j ∣∣(4F )j−1 ) K j−2j2 h(ν) j, 3 j  2m+ 3. (3.25)
Using the convention made on page 175, we set
S j =
11∑
i=1
S(i)j , R j = R˜ j +
11∑
i=1
R(i)j , 2 j  2m+ 3.
Since R−∞j−1(F ) ⊂R−∞j−1(4F ), we see from (3.19) to (3.25) that (S j)2 j2m+3, (R j)2 j2m+3 satisfy the conditions listed in
the lemma and contribute respectively to the second and last terms in the last line of (3.12). This concludes the proof. 
Proof of Proposition 3.3. We shall recursively construct Q ′1, Q ′′1 , . . . , Q ′m, Q ′′m with the required estimates so that the left-
hand side of (3.11) may be written for r = 1, . . . ,m+ 1
i∂t − g + V r−1 +
m∑
j=r
[
Q ′j,g
]+ m∑
j=r
(
Q ′′j P0 + P0Q ′′j
)
+ 1
2
2m+1∑
j=r
(S j P0 + P0S j) + 12
2m+1∑
j=1
(R j P0 + P0R j)
+
m+1∑
j=r
S˜ j +
2m+3∑
j=r
S j +
2m+3∑
j=1
R j, (3.26)
where V 0 = 0, (V j)∗ = V j and [g, V j] = 0 for j  1, S˜1 = 0, S1 = Q V , R1 = RV . Here Q V , RV are deﬁned in Proposi-
tion 3.2. Remark that without regard to all the estimates, (3.26) with r = 1 is the conclusion of Lemma 3.4 and (3.26) with
r =m+ 1 is the conclusion we want to reach. Assume that (3.26) has been obtained at rank r and we have already had the
estimates (3.9), (3.10) for Q ′1, . . . , Q ′r−1, Q ′′1 , . . . , Q ′′r−1. By Lemma 3.4, we have determined S, R , 1  r − 1, S˜ , S , R ,
1  r and they also satisfy the estimates listed in Lemma 3.4. By Proposition 2.5 we set V r = V r−1 + (˜Sr)D + (Sr)D and
let Q ′r satisfy[
Q ′r,g
]= −(˜Sr)ND − (Sr)ND. (3.27)
Then we get [V r,g] = 0 and by Proposition 2.5 we deduce from (3.27) that Q ′r ∈L−r(F ,0) with∥∥Q ′r∥∥r,0  ∥∥(˜Sr)ND∥∥r−1,1 + ∥∥(Sr)ND∥∥r−1,0  Kr−1r2 h(ν)r  Kr−
1
2
r2
h(ν)r, (3.28)
if K is larger than the square of the implicit constant. The formula Q ′ ∗r = −Q ′r is implied by the fact that (˜Sr)ND , (Sr)ND are
self-adjoint. Thus Q ′r satisﬁes (3.9).
We also have to ﬁnd Q ′′r satisfying (3.10) such that
Q ′′r P0 + P0Q ′′r = −
1
2
[Sr P0 + P0Sr].
Since by Lemma 3.4, Sr depends only on Q ′1, . . . , Q ′r , Q ′′1 , . . . , Q ′′r−1 which have been already determined, we may deﬁne
Q ′′r = − 12 Sr . We see by Lemma 3.4 that Q ′′r obeys (3.10) if K is chosen to be much larger than the square of the implicit
constant. Therefore we obtain (3.26) at rank r + 1 with terms satisfying the corresponding estimates. This concludes the
proof. 
4. Proof of the main theorem
For any given N ∈N∗ , once one has conjugated the operator i∂t − g + V into i∂t − g + V ′N + R ′N with V ′N commuting
with the modiﬁed Laplacian and R ′N essentially being a bounded linear operator from L2(Sd) to HN (Sd), which has already
been done in the previous section, we need to invert the transformation in order to get an estimate for the Hs-norm of
the solution of the original Cauchy problem. Moreover, we have to compute the norms of the operators in order to obtain
logarithmic growth of Sobolev norms from the energy inequality as we have already mentioned in the introduction. To
realize this, we need the following lemma whose proof is the same as that of Lemma 4.1 in [7].
Lemma 4.1. Let m ∈ N∗ and assume Q j ∈ L− j(F ,0), j = 1,2, . . . ,m. Then there are sequences P j ∈ L− j(F ,0), 1  j m, T j ∈
L− j(F ,0), m+ 1 j  2m, R ′ ∈R−∞(F ), 2 j  2m such thatj j
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2m∑
j=m+1
T j +
2m∑
j=2
R ′j (4.1)
with
‖P j‖ j,0 
j∑
=1
∑
j1+···+ j= j
1 j1,..., jm
C−12 ‖Q j1‖ j1,0 . . .‖Q j‖ j,0, 1 j m,
‖T j‖ j,0 
j∑
=2
∑
j1+···+ j= j
1 j1,..., jm
C−12 ‖Q j1‖ j1,0 . . .‖Q j‖ j,0, m + 1 j  2m,
∣∣R ′j∣∣ j  j∑
=2
∑
j1+···+ j= j
1 j1,..., jm
C−12 ‖Q j1‖ j1,0 . . .‖Q j‖ j,0, 2 j  2m, (4.2)
where C2 is an absolute constant.
Proof of the main theorem. For any N ∈N∗ , set
m = 8νN. (4.3)
Let the operators Q ′j , Q
′′
j , 1  j  m be given by Proposition 3.3. Applying Lemma 4.1 to Q 1 = Q ′1, Q j = Q ′j + Q ′′j−1,
2 j m, Q m+1 = Q ′′m , we may ﬁnd
P j ∈ L− j(F ,0), 1 j m+ 1,
T j ∈ L− j(F ,0), m + 2 j  2m+ 2,
R ′j ∈R−∞j (F ), 2 j  2m+ 2
such that if we set Pm+1 =∑m+1j=1 P j , Q m =∑m+1j=1 Q j
(
I + Q m)(I + Pm+1)= I + 2m+2∑
j=m+2
T j +
2m+2∑
j=2
R ′j. (4.4)
Moreover, (4.2) with m replaced by m+ 1 are satisﬁed by those operators. Since by (3.9), (3.10)
‖Q j‖ j,0  2K
j− 12
j2
h(ν) j, 1 j m + 1, (4.5)
we get by (4.2)
‖P j‖ j,0 
j∑
=1
∑
j1+···+ j= j
C−12
2K j1− 12
j21
· · · 2K
j− 12
j2
h(ν) j  C jν,d, 1 j m+ 1,
‖T j‖ j,0  C jν,d, m+ 2 j  2m+ 2,∣∣R ′j∣∣ j  C jν,d, 2 j  2m+ 2 (4.6)
if K is large enough so that Proposition 3.3 holds. As pointed out before, the constant Cν,d may change from line to line
here and after. For the solution u of (1.1), we set
w = (I + Pm+1)u. (4.7)
Then by Proposition 2.6, (4.6), for any σ ∈R,
∥∥w(t)∥∥Hσ 
(
1+ C |σ |1
m+1∑
j=1
‖P j‖ j,0F j−1
[
( j − 1)!]max (2,μ))∥∥u(t)∥∥Hσ
 C |σ |Cm+1(m!)max (2,μ)∥∥u(t)∥∥ σ , (4.8)1 ν,d H
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
∥∥∂tu(t)∥∥Hσ +m+1∑
j=1
∥∥[∂t, P j]u(t)∥∥Hσ +m+1∑
j=1
∥∥P j∂tu(t)∥∥Hσ
 C |σ |1 C
m+1
ν,d
(
(m + 1)!)max (2,μ)∥∥u(t)∥∥Hσ + C |σ |1 Cm+1ν,d (m!)max (2,μ)∥∥∂tu(t)∥∥Hσ , (4.9)
and by (4.4), (4.7), Proposition 2.6, Proposition 2.7, (4.5), (4.6), (4.3)∥∥u(t)∥∥HN

∥∥(I + Q m)w(t)∥∥HN + 2m+2∑
j=m+2
∥∥T j u(t)∥∥HN + 2m+2∑
j=2
∥∥R ′j u(t)∥∥HN
 Cm+1ν,d (m!)max (2,μ)
∥∥w(t)∥∥HN + C3m+2ν,d ((2m+ 2)!)max (2,μ)+ 12 ∥∥u(t)∥∥L2 , (4.10)
where we used the fact that m! (2m)! 12 . By (3.11), (4.4), (4.7) and (1.1)(
i∂t − g + Vm
)
w = f + g, (4.11)
where
f = −
[
1
2
2m+1∑
j=m+1
(S j P0 + P0S j)w + 12
2m+1∑
j=1
(R j P0 + P0R j)w
+
(
S˜m+1 +
2m+3∑
j=m+1
S j +
2m+3∑
j=2
R j
)
w
]
, (4.12)
g = (I + Q m)∗[i∂t − g + V , 2m+2∑
j=m+2
T j +
2m+2∑
j=2
R ′j
]
u. (4.13)
Therefore by the property of Vm , we have(
i∂t − g + Vm
)
(1− g) N2 w = ψ,
where
ψ = (1− g) N2 ( f + g).
By Propositions 2.5–2.7, 3.3, (4.3), (4.6), (4.8)–(4.10), (1.1) and the L2-norm conservation law of (1.1), we use the same
argument as the proof of Lemma 4.2 in [7] to obtain
‖ψ‖L2  C5m+5ν,d
[
(2m+ 3)!] 32 max (2,μ)+ 12 ‖u0‖L2 .
Since Vm is self-adjoint, this implies the energy inequality
∥∥w(t)∥∥HN  ∥∥w(0)∥∥HN +
t∫
0
C5m+5ν,d
[
(2m + 3)!] 32 max (2,μ)+ 12 ‖u0‖L2 dt

∥∥w(0)∥∥HN + |t|C5m+5ν,d [(2m+ 3)!] 32 max (2,μ)+ 12 ‖u0‖L2 . (4.14)
Now using (4.10), (4.14), (4.8), the conservation law of the L2-norm of (1.1) and (4.3), we deduce for some constant Cν,d
independent of m and N∥∥u(t)∥∥HN  CNν [(2m + 3)!]2max (2,μ)+ 12 (2+ |t|)‖u0‖HN , (4.15)
if we use
(m!)max (2,μ)  [(2m)!] 12 max (2,μ).
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 + 3)N , we deduce from (4.15)∥∥u(t)∥∥HN  CNν,d[((28ν + 3)N)!] 52 max (2,μ)(2+ |t|)‖u0‖HN . (4.16)
By Stirling’s formula there is a constant pν depend on ν such that ((28ν + 3)N)!  pNν (N!)28ν+3, which allows us to
rewrite (4.16) for some constant Cν,d independent of m, N , μ and for some constant ζ independent of m, N , μ and ν as∥∥u(t)∥∥HN  CNν,d(N!)ζμν(2+ |t|)‖u0‖HN . (4.17)
Since (4.17) holds for any N ∈N∗ , we deduce, for any s > 0, from the conservation law of the L2-norm and interpolation∥∥u(t)∥∥Hs  CθNν,d(N!)ζμνθ (2+ |t|)θ‖u0‖Hs
where θ satisﬁes s = θN , θ ∈ [0,1]. Assuming ‖u0‖Hs 	= 0, we obtain for any N ∈N with N  s and for some other constant
Cs,ν,d independent of N(
1
Cs,ν,d
(‖u(t)‖Hs
‖u0‖Hs
) 1
ζμν s
)N
 N!(2+ |t|) 1ζμν .
From this we deduce for some other constant Cs,μ,ν,d∥∥u(t)∥∥Hs  Cs,μ,ν,d[log(2+ |t|)]ζμνs‖u0‖Hs ,
thus end the proof of the main theorem. 
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