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. . .
Sehet die Vo¨gel unter dem Himmel an:
sie sa¨en nicht, sie ernten nicht,
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das kannst Du verhindern.
(Chinesische Weisheit)
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4Adaptive Schrittweitensteuerung zur robusten numerischen Simulation aeroelastischer An-
wendungen
In dieser Arbeit wird eine Zeitschrittweitensteuerung fu¨r einen adaptiven Stro¨mungslo¨ser entwickelt,
um in algebraischer Kopplung (partitioniertes Verfahren) mit einem Lo¨ser fu¨r die Strukturdyna-
mik (a)synchrone (pseudo)transiente Probleme der Stro¨mungs-Struktur-Interaktion numerisch ro-
bust lo¨sen zu ko¨nnen. Sie ermo¨glicht durch analytisch bestimmte APRIORI-Zeitschrittweiten die
Konvergenz des verwendeten Newton-Verfahrens und durchla¨uft erfahrungsgema¨ß stets physika-
lisch zula¨ssige Iterationszusta¨nde. Die APRIORI-Zeitschrittweiten sind jedoch nicht gro¨ßtmo¨glich
gewa¨hlt. Daher scheint es sinnvoll, die lokalen Zeitschrittweiten sukzessive zu erho¨hen bis eine
gewisse obere Grenze u¨berschritten wird, oberhalb welcher Divergenz oder ein physikalisch un-
zula¨ssiger Iterationszustand auftritt. In diesem Fall muss der Zeitintegrationsschritt a posteriori mit
geeignet verrringertem Faktor wiederholt werden. Dieses Trial-and-Error-Prinzip wird durch den
Kalman-Filter oder Gla¨ttungsverfahren verbessert, um den Grenzfaktor genauer scha¨tzen und so-
mit den (sprunghaften) Verlauf der Konvergenzhistorie gla¨tten zu ko¨nnen. Zudem wird die optimale
Update-Schrittweite des Newton-Verfahrens iterativ bestimmt, was sich stark reduzierend auf die An-
zahl wiederholter Zeitschritte auswirkt. Als Spezialfall der asynchronen Zeitintegration verwendet
die synchrone Zeitintegration die kleinste APRIORI-Zeitschrittweite und vergro¨ßert diese solange
das vom Benutzer vorgegebene Konvergenzgu¨tekriterium erfu¨llt und dabei jeweils nur physikalisch
zula¨ssige Iterationszusta¨nde durchlaufen werden. Ansonsten wird der aktuelle Zeitintegrationsschritt
mit verringerter Zeitschrittweite wiederholt. Der Benutzer gibt zudem eine physikalisch relevan-
te Zeitschrittweite als obere Schranke vor. Im Rahmen der aeroelastischen Anwendungen werden
ein 2D-Paneel sowie beweglich gelagerte 2D-Profile mit NLR-7301- und BAC-3-11-Formgebung in
transsonischer Anstro¨mung untersucht. Unter Variation fluid- und strukturseitiger Parameter werden
Stabilita¨tskurven erstellt. Fu¨r die numerische Simulation eines Fluid-Struktur-Interaktionsproblems
ist ein ra¨umlich sowie zeitlich konservativer Last-, Momenten- sowie Energietransfer zu gewa¨hr-
leisten. Es werden sowohl fu¨r abschnittsweise krumm- als auch geradlinig parametrisierte Rand-
fla¨chengitter ra¨umlich konservative Gitterinterpolationsmethoden hergeleitet und mit einer (schnel-
len) octree-Nachbarschaftssuche kombiniert. Die betrachteten Interpolationsmethoden ermo¨glichen
einen Transfer von diskreten bzw. linearen Lastverteilungen vom Fluid- zum Strukturrandgitter hin.
Fu¨r die Kopplung von Stro¨mungs- und Strukturlo¨ser werden ein ”loses”, ein Extrapolations- sowie
ein Fixpunktiterations-Kopplungsschema untersucht. Nur das Fixpunktschema kann einen anwach-
senden Zeitversatz zwischen Fluid- und Strukturteillo¨sung verhindern. Der Fixpunktsatz von Banach
impliziert hierfu¨r die Existenz einer oberen Schranke der Zeitschrittweite. Das Fixpunktschema ist
von den betrachteten Kopplungsschemata zwar das numerisch aufwendigste, zugleich aber auch das
genaueste und unverzichtbar fu¨r zeitabha¨ngige Probleme. Die stete ¨Uberpru¨fung eines vorgegebe-
nen Konvergenzkriteriums und die daraus resultierende Zeitschrittweitensteuerung erzwingen dabei
die Konvergenz. Auf eine Reihe von Detailverbesserungen, die durch die Verwendung von Kalman-
Filter und gewissen Gla¨ttungsmethoden sowie die Einfu¨hrung differenzierbarer Limiter mit iterativer
Monotoniekorrektur wurde hier aus Platzgru¨nden nicht na¨her eingegangen.
5An Adaptive Increment Control for the Robust Numerical Simulation of Aeroelastic Applica-
tions
In this work the concept of a new time step control is developed for an adaptive flow solver to sol-
ve (a)synchronously (pseudo)transient problems of the fluid-structure interaction numerically robust
while coupling the flow solver with a structure solver algebraically (partitioned coupling). By the
analytically determined APRIORI time steps it facilitates the convergence of the applied Newton
method and it is emperically observable, that the numerical method generates only physically correct
iteration states. The APRIORI time steps are not chosen maximum possible. Thus it seems rational
to increase the local time steps gradually until some certain upper limit is exceeded, above which
divergence or a physical illegitimate iteration state appears. In this case the time integration step has
to be repeated a posteriori with adequately decreased time step size. This principle of trial and error
is improved by the Kalman filter and other smoothing methods to estimate the limiting factor more
accurately and therefore to smooth the (erratic) convergence history. Furthermore the optimal upda-
ting Newton step is iteratively determined, which reduces the number of time step repetitions and
consequently the simulation time. As a special case of asynchronous time integration the synchro-
nous integration uses the smallest APRIORI time step and increases it, as long as the convergence
criterium is fulfilled and only physically admissible iteration states are generated. Otherwise the
actual time integration step is repeated with adequately decreased time step size. The upper limit
for this time step control is prescribed by the user in form of a physically relevant maximum time
step. Within the scope of aeroelastic applications the flows around a 2D panel and 2D profiles with
NLR-7301 and BAC-3-11 shapes are investigated. Stability regions are determined by numerical si-
mulation of these aeroelastic problems varying fluid and structure relevant parameters. The correct
and stable numerical simulation of fluid-structure problems requires conservative transfers of load,
torsional moment and energy in space and time. The spatially conservative interpolation of loads for
section by section linear or curved grid elements is derived and combined with a (fast) octree based
neighborhood search. It is used for the simulation of the transonic panel problem. These interpolation
methods make a transfer of discrete or linear load distributions between fluid and structure boundary
mesh feasible. The partitioned fluid-structure coupling in this work consists of staggered calls of the
fluid and structure solvers. Three different coupling schemes have been investigated: the loose, the
extrapolation and the fixed-point iteration coupling scheme. Only the fixed-point scheme can dimi-
nish the accumulating time lag of the other two coupling schemes completely. Banachs fixed-point
theorem implies the existence of an upper limit in the choice of time steps for a convergent fixed-
point iteration coupling. The surveillance of a prescribed convergence criterium forces the fixed-point
scheme to converge successfully. Although the fixed-point coupling scheme is numerically the most
expensive of all considered coupling schemes, it is the most accurate one and also indispensable for
an exact energy transfer between fluid and structure in time. Several other improvements have been
implemented in the flow solver QUADFLOW, for example the Kalman filter and some smoothing
and damping methods. Also new differentiable limiters with iterative monotony correction have been
introduced, which can not be described in detail here due to space restrictions.
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Verzeichnis der Konventionen, Abku¨rzungen, Operatoren, Sym-
bole und Variablen
Tensorielle Summenkonvention
In dieser Arbeit wird auf die Einsteinsche Summenkonvention verzichtet. Deshalb wir nur summiert,
wenn der Summenoperator
∑
explizit vorangestellt ist. Ansonsten ist das Tensorelement als allein-
stehende Gro¨ße zu betrachten. Die multiplikative Verknu¨pfung von Tensoren 1. - 3. Stufe erfolgt hier
durch den bina¨ren Operator . , welcher definitionsgema¨ß den Operator
∑
verwendet.
Abku¨rzungen
AB := OB−OA : Vektor, welcher durch die Punkte A und B definiert wird
a posteriori : Lateinisch ”von dem, was nachher kommt”, im Nachhinein, nachtra¨glich
a priori : Lateinisch ”vom Fru¨heren her”, im Voraus
C. S. : Cauchy-Schwarz (-Ungleichung)
CFL-Zahl : Courant-Zahl (nach Courant, Friedrichs und Lewy)
FEAP : A Finite Element Analysis Program, s. [128, 129]
N.-K. : Newton-Kantorowitsch
ZSW : Zeitschrittweite
Operatoren
Logikoperatoren
A ∨ B : Logisches Oder; ”(Aussage) A oder (Aussage) B”
A
.∨ B : Ausschließendes logisches Oder; ”entweder (Aussage) A oder (Aussage) B”
A ∧ B : Logisches Und, (Aussage) A und (Aussage) B
A⇒ B : Logisches Folgerung in Hinrichtung; ”Aus (Aussage) A folgt (Aussage) B”
A⇐ B : Logisches Folgerung in Ru¨ckrichtung;”Aus (Aussage) B folgt (Aussage) A”
A⇔ B : Logische ¨Aquivalenz; ”(Aussage) A und (Aussage) B sind gleichwertig”
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Mengenoperatoren
A × B : Kartesisches Produkt der Mengen A und B;
es gilt: A × B = {(a, b) | a ∈ A, b ∈ B}.
n×
i=1
Vi : Kartesisches Produkt der Mengen Vi, i ∈ Nn;
es gilt:
n×
i=1
Vi := V1 × V2 × · · · × Vn
Ω : Abschluss (Vervollsta¨ndigung) der Menge Ω ⊂ Rn
∂Ω : Randfla¨che der Menge Ω ⊂ Rnsp, nsp ∈ N
N(i) := N(Ωi) : Menge der (direkten) Fla¨chennachbarzellen von
Zelle Ωi, i ∈ {1, . . . , nCells}
N(Ω) : Menge der Fa¨chennachbarzellen von Polyederzelle Ω
N(∂Ω) : Menge der Teilfla¨chen im Rand ∂Ω der Polyederzelle Ω
V ⊗W : Tensorielles Produkt der Vektorra¨ume V und W ;
die Dimension von V ⊗W ist gleich dem Produkt der Dimensionen
von V und W . Es seien E = {ei|i ∈ I} und F = {fj|j ∈ J} die Basen
von V bzw. W . Die Basis G von V ⊗W ist gegeben durch das kartesische
Produkt der Basen E und F : G := E × F = {(ei, fj) | i ∈ I, j ∈ J}.
m⊗
i=1
Vi : Tensorielles Produkt der Vektorra¨ume Vi, i ∈ {1, 2, . . . , m}, m ∈ N;
es gilt:
m⊗
i=1
Vi = V1 ⊗ V2 ⊗ · · · ⊗ Vm
R
n1×n2 = Rn1 n2 : Tensorielles Produkt der reellen Vektorra¨ume Rn1 und Rn2 , n1, n2 ∈ N;
es gilt: Rn1×n2 = Rn1 ⊗ Rn2
|Ω| = vol(Ω) : Lebesgue-Maß (Volumen) der Menge Ω ⊂ Rn;
es gilt: |Ω| = vol(Ω) = ∫
Ω
dV
χ(x,Ω) : Charakteristische Funktion der Menge Ω ⊂ Rn, n ∈ N;
es gilt: χ(x,Ω) =
1, x ∈ Ω0, x /∈ Ω
χ(k,N(i)) : Diskrete charakteristische Funktion der Menge N(i); es gilt:
χ(k,N(i)) =
1, k ∈ N(i)0, k /∈ N(i)
und
χ(k,N(i)) =
∑
j∈N(i)
δkj
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Vergleichsoperatoren
A≫ B, (A≪ B) : ”A ist sehr viel gro¨ßer, (kleiner) als B”
A ≈ B : ”A ist ungefa¨hr gleich B”
A ' B, (A / B) : ”A ist gro¨ßer (kleiner) oder fast gleich B”
Operatoren der additiven und multiplikativen Verknu¨pfungen
n∑
i=1
xi : Summe u¨ber die Komponenten xi von x ∈ Rn;
n∏
i=1
xi : Produkt u¨ber die Komponenten xi von x ∈ Rn;
A . B : Matrixmultiplikation; es gilt: (A . B)ik =
∑n
j=1Aij Bjk
fu¨r A ∈ Rm ⊗ Rn,B ∈ Rn ⊗ Rq, i, j, k,m, n, q ∈ N
X⊗Y : Tensorielles (dyadisches) Produkt der Vektoren X ∈ Rm,Y ∈ Rn, m, n ∈ N;
es gilt: (X⊗Y)i,j = Xi Yj = (X .YT )i,j, i ∈ Nm, j ∈ Nn
X ∧Y : ¨Außeres Produkt (auch Kreuzprodukt) der Vektoren X,Y ∈ R3;
es gilt: X ∧Y =
X2Y3 −X3Y2X3Y1 −X1Y3
X1Y3 −X3Y1
 oder: (X ∧Y)i = 3∑
j,k=1
ǫi,j,k Xj Yk
X .Y : Inneres Produkt von Vektoren (Skalarprodukt);
es gilt:X .Y =
n∑
i=1
Xi Yi ∀X,Y ∈ Rn
Skalare Funktionen u¨ber R
abs(. . . ) = |. . .| : Betragsfunktion
exp(. . . ) : Exponentialfunktion: exp(x) = ex, x ∈ R
log(. . . ) : natu¨rlicher Logarithmus: log(exp(x)) = x, x ∈ R
max(. . . ) : Maximumfunktion
min(. . . ) : Minimumfunktion
sup(. . . ) : Supremumfunktion
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Differenzial-, Integral- und andere Funktionaloperatoren
δ(x− x0) : Dirac- oder Delta-Funktion bzw. Distribution;
es gilt: δ(x− x0) = 0 fu¨r x 6= x0, δ(x− x0)→∞ fu¨r x = x0
und
∫
R
f(x) δ(x− x0) dnx = f(x0).
.
x =
dx
dt
: Ableitung von x nach der Zeit t
∂ fi
∂zj
: Partielle Ableitung der i-ten Komponente von f
nach der j-ten Komponente von z
div(F(x)) : Divergenz des Vektorfeldes F(x); es gilt: div(F(x)) =
n∑
i=1
∂Fi(x)
∂xi
,
oder in allgemeiner Tensorschreibweise: div(F(x)) = gi .
(∂F(x)
∂xi
)
grad(F(x)) : Gradient des Vektorfeldes F(x); es gilt: grad(F(x)) = ∂F(x)
∂x
,
oder in allgemeiner Tensorschreibweise: grad(F(x)) = ∂F(x)
∂xi
⊗ gi∫
R
n
f dV =
∫
R
n
f dnx : Integral von f u¨ber Rn, n ∈ N∫
Ω
f dV =
∫
Ω
f dnx : Integral von f u¨ber Ω ⊂ Rn∫
∂Ω
f . n dS =
∫
∂Ω
f . n dn−1x : Integral von f u¨ber den Rand ∂Ω
∆f : Finite Differenz der Funktion f ; es gilt: ∆f(x) = f(x2)− f(x1)
◦ : Verkettungsoperator; es gilt: f2 ◦ f1(x) = f2(f1(x)) ∀ x ∈ R
Skalare Operatoren von Tensoren
‖ . . . ‖ : Normabbildung
‖ X ‖2 : Euklidische (l2-)Norm des Tensors 1. Stufe X ∈ Rn;
es gilt: ‖ X ‖2=
√
X2 =
√
X .X =
√∑n
i=1 |Xi|2
‖ A ‖2 : Spektrale Operatornorm eines Tensors 2. Stufe A ∈ Rn, welche durch
die euklidische Vektornorm ‖ x ‖2 induziert wird: ‖ A ‖2:= sup
x 6=0
‖A . x‖2
‖x‖2
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‖ . . . ‖F : Frobeniusnorm (angeha¨ngter Index F); die Frobeniusnorm wird in dieser Arbeit
fu¨r Tensoren 1. - 3. Stufe verwendet.
Fu¨r Tensoren 1. Stufe bzw. Vektoren X ∈ Rn gilt:
‖ X ‖F=‖ X ‖2=
√
X .X =
√∑n
i=1 |Xi|2
Fu¨r Tensoren 2. Stufe bzw. Matrizen X ∈ Rm ⊗ Rn, m, n ∈ N gilt:
‖ X ‖F=
√∑m
i=1
∑n
j=1 |Xi,j|2
Fu¨r Tensoren 3. Stufe X ∈ Rm ⊗ Rn ⊗ Rq, m, n, q ∈ N gilt:
‖ X ‖F=
√∑m
i=1
∑n
j=1
∑q
k=1 |Xi,j,k|2
‖ A ‖Z : Zeilensummennorm;
es gilt: ‖ A ‖Z := max
i
{
n∑
j=1
|Ai,j|
∣∣ i ∈ Nm}
δW = F . δx : Virtuelle Arbeit δW , hervorgerufen durch die virtuelle Verru¨ckung δx
in Anwesenheit der Kraft F
det(A), |A| : Determinante der quadratischen Matrix A ∈ Rn ⊗ Rn, n ∈ N
O(‖ x ‖k) : Restterme einer Reihenentwicklung von mindestens k-ter Ordnung in ‖ x ‖
ρ
(
A
)
: Spektralradius (betraglich gro¨ßter Eigenwert) der Matrix A ∈ Rn ⊗ Rn
σ
(
A
)
: Spektrum (Menge der Eigenwerte) der Matrix A ∈ Rn ⊗ Rn in Anwesenheit
der Kraft F
Tensoroperatoren
f i(z) : Lokales instationa¨res Residuum in Zelle Ωi, i ∈ {1, . . . , nCells}
f(z) : Globales instationa¨res Residuum; Fehler des instationa¨ren Problems
Ri(z) : Flussbilanzfunktion in Zelle Ωi, i ∈ {1, . . . , nCells}
R(z) : Globale Flussbilanzfunktion fu¨r das aus den Zellen Ωi, i ∈ {1, . . . , nCells};
Fehler des stationa¨ren Problems bestehende Stro¨mungsgitter
δx : virtuelle Verru¨ckung des Ortsvektors x ∈ Rnsp
(v1,v2 . . . ,vn) : (m× n)-Matrix, bestehend aus den n Spaltenvektoren vi ∈ Rm, i ∈ Nn, m, n ∈ N
AT : Transposition der Matrix A ∈ Rm ⊗ Rn. Es giltAT ∈ Rn ⊗ Rm, m, n ∈ N mit:
(AT )i,j = (A)j,i = Aj,i ∀ (i, j) ∈ Nm ⊗ Nn
A−1 : Invertierung der Matrix A ∈ Rn ⊗ Rn. Falls A−1 ∈ Rn ⊗ Rn existiert, gilt:
(A−1 .A)i,j = (A .A
−1)i,j = δij ∀ (i, j) ∈ Nn ⊗ Nn, m, n ∈ N.
A−T : Transposition der Inversen zur Matrix A ∈ Rn ⊗ Rn.
Es gilt:A−T = (A−1)T = (AT )−1
INHALTSVERZEICHNIS 15
D : Diagonalmatrix D = diag
(
∆ti
Vi
)
, i ∈ {1, . . . , nCells}
δ = I : Kroneckertensor; es gilt:
δij =
1, i = j0, i 6= j
ǫ : Levi-Civita`-(Pseudo)-Tensor; es gilt:
ǫi,j,k =

+1, falls (i, j, k) gerade Permutation von (1, 2, 3)
−1, falls (i, j, k) ungerade Permutation von (1, 2, 3)
0, sonst
I : Matrix der Identita¨t
I
n
: Matrix der Identita¨t u¨ber dem Rn, n ∈ N
Ω : Gradientenabbildungsmatrix, welche die Gradienten mit Gewichtsfunktion versieht
σ : Spannungstensor
Symbole
∞ : Unendlich
∀ . . . : ”Fu¨r alle. . . ”
∃ . . . : ”Es existiert ein . . . ”
∃! . . . : ”Es existiert genau ein . . . ”
a ∈ A : ”Element a ist in Menge A enthalten.”
a /∈ A : ”Element a ist nicht in Menge A enthalten.”
A : Tensor von 1. Stufe. Wenn En = {ei | i ∈ Nn} die Standardbasis des Rn ist,
so hat A ∈ Rn die folgende Darstellung bzgl. En: A =
n∑
i=1
Ai ei.
A : Tensor von 2. Stufe. Wenn En = {ei | i ∈ Nn} die Standardbasis des Rn ist,
so hat A ∈ Rm ⊗ Rn die folgende Darstellung bzgl. Em ×En:
A =
m∑
i=1
n∑
j=1
Ai,j ei ⊗ ej .
A : Tensor von 3. Stufe. Wenn En = {ei | i ∈ Nn} die Standardbasis des Rn ist,
so hat A ∈ Rm ⊗ Rn ⊗ Rq die folgende Darstellung bzgl. Em × En × Eq:
A =
m∑
i=1
n∑
j=1
q∑
k=1
Ai,j,k ei ⊗ ej ⊗ ek.
dS = dn−1x : (n− 1)-dimensionales Oberfla¨chenelement im Rn, n ∈ N
dV = dnx : n-dimensionales Volumenelement im Rn, n ∈ N, es gilt: dnx = dx1 dx2 . . . dxn
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En : En = {ei | i ∈ Nn} ist Standardbasis des Rn.
Es gilt: ei . ej = δij, ∀ i, j ∈ Nn.
e : Eulersche Zahl e ≈ 2.718281
g
i
: Kovarianter Basistensor
gi : Kontravarianter Basistensor
ei, i ∈ Nn, n ∈ N : Standardbasisvektor des Rn
g
i
, i ∈ Nn, n ∈ N : Allgemeiner Basisvektor des Rn
ΓFS : Virtuelle Grenzfla¨che zwischen Fluid- und Strukturgebiet
L : Lipschitz-Parameter, beno¨tigt fu¨r die Konvergenz von Fixpunkt- und
Intervallmethode zur iterativen Erfu¨llung des Monotoniekriteriums
fu¨r die Rekonstruktion
lim : Limes
nFaces : Anzahl der Zellrandfla¨chen im Stro¨mungsgitter
neq : Anzahl der Gleichungen (equations) des Stro¨mungsmodells
fu¨r das nsp-dimensionale Volumen Ω
nsp : Dimension des Raumes (space), in dem die Stro¨mung simuliert wird
n : Normalenvektor
Ω(t) Zeitlich vera¨nderliches Volumen der Menge Ω ∈ Rnsp, nsp ∈ N
N : Menge der natu¨rlichen Zahlen
N0 : Menge der natu¨rlichen Zahlen mit Null: N0 = N ∪ {0}
Nn : Menge der natu¨rlichen Zahlen von 1 bis n: Nn = {1, 2, . . . , n}
R : Menge der reellen Zahlen
R+ : Menge der positiven reellen Zahlen: R+ = {x ∈ R| x > 0}
R
n
+ : n-dimensionale Teilmenge von Rn: Rn+ =
n×
i=1
R+
R
n : Reeller n-dimensionaler Vektorraum
span
({
vi
∣∣ i ∈ Nm}) : Von den Vektoren vi aufgespannter Unvervektorraum des Rn mit m ≤ n
Variablen der Stro¨mungssimulation
cp : Spezifische Wa¨rmekapazita¨t bei konstantem Druck
cv : Spezifische Wa¨rmekapazita¨t bei konstantem Volumen
Cp : Druckbeiwert
Cw : Widerstandsbeiwert
e : spezifische innere Energie
E : spezifische Gesamtenergie, E = e+ 1
2
‖ v ‖22
ǫ : Gesamtenergiedichte ǫ = ρ E
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Variablen der Stro¨mungssimulation (Fortsetzung)
γ : Adiabatenindex (auch Isentropenexponent); es gilt: γ = cp
cv
h : Spezifische innere Enthalpie
κheat : Wa¨rmeleitfa¨higkeit
M,Ma : Machzahl
M∞ : Machzahl im Fernfeld
m : Impulsdichtem = ρ v
µvisc = µvisc(T ) : Dynamische Viskosita¨t, deren Temperaturabha¨ngigkeit
durch das Sutherland-Gesetz beschrieben wird.
µvisc,∞ : Dynamische Viskosita¨t im Fernfeld
p : Druck
p∞ : Druck im Fernfeld
Pr : Prandtl-Zahl
q : Wa¨rmestromvektor gema¨ß Fourierschem Gesetz
R : Spezifische Gaskonstante
Re : Reynoldszahl
ρ : Dichte des Stro¨mungsmediums
ρ∞ : Dichte der Stro¨mung im Fernfeld
T : Temperatur
T∞ : Temperatur im Fernfeld
TS : Sutherland-Konstante
T
visc
: Viskoser Spannungstensor
u : Vektor mit konservativen Variablen u ∈ Rneq , neq ∈ N
u∞ : Geschwindigkeit der Stro¨mung im Fernfeld
vg : Gittergeschwindigkeitsvektor
V : Volumen
Vi = vol(Ωi) : Volumen von Menge Ωi
x : Ortsvektor x ∈ Rnsp, nsp ∈ N
Variablen der Struktursimulation von 2D-Paneel bzw. 2D-Profil
c : Paneella¨nge
D = E c
3
12 (1−ν2) : Biegesteifigkeit des ebenen Paneels
E : Elastizita¨tsmodul (Young’s Module)
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Ekin : Kinetische Energie
Eel : Potenzielle, elastische Energie
G : Schermodul
γS : Scherwinkel
h : Paneeldicke
hrel =
h
c
: Dimensionslose Paneeldicke
κRM : Faktor, welcher in der Theorie zur Reissner-Mindlin-Platte
zur Mittelung der Schubspannungsverteilung
in einer Plattenquerschnittsfla¨che verwendet wird
λ = ρ∞ U∞ c
3
D
: Dimensionsloser dynamischer Druck
µpanel =
ρ∞ c
ρS h
: Dimensionsloses Massenverha¨ltnis zwischen Fluid- und Paneeldichte
N0 : Vorspannung des ebenen Paneels
Nx : Nichtlineare Spannung des ebenen Paneels
ν : Poisson- oder Querkontraktionszahl
ρS : Dichte des Paneels
θ : Rotation der Paneelquerschnitte
w(x) : Paneelauslenkung an Position x
α0 : Anstellwinkel des Profils ohne Wind
α : Anstellwinkel des Profils im Gleichgewicht
b : Profilspannweite
c : Profilsehnenla¨nge
Dα : Drehda¨mpfung des Profils
Dh : Hubda¨mpfung des Profils
F : Hubkraft des Profils
Fi =
u∗
F√
µprofile
: Flatterindex fu¨r ein 2D-Profil
h : Hub des Profils im Gleichgewicht
Iα,c/4 : Tra¨gheitsmoment des Profils, bezogen auf c/4-Punkt (Position der Profildrehachse)
h : Hub des Profils
Kα : Drehsteifigkeit des Profils
Kh : Hubsteifigkeit des Profils
m : Schwingende Masse des Profils
M : Drehmoment des Profils
µprofile =
ρm
ρ∞
= 4 m
π ρ∞ c2 b
: Massenverha¨ltnis von Profil- und Stro¨mungsmassendichte
ωα =
√
Kα
Iα
: Kreisfrequenz der Drehschwingung fu¨r das Profil
ωh =
√
Kh
m
: Kreisfrequenz der Hubschwingung fu¨r das Profil
Sα : Statisches Moment des Profils
u∗F =
2 u∞
c ωα
: Dimensionslose Geschwindigkeit im Fernfeld fu¨r das Profil
Kapitel 1
Einleitung
Die Bedeutung der adaptiven numerischen Stro¨mungs-Struktur-Simulation
In einer Welt zunehmender Globalisierung nimmt der Luftverkehr stetig zu, wodurch auch die Nach-
frage nach Großraumflugzeugen anwa¨chst. Der Treibstoffverbrauch eines Großraumflugzeuges ha¨ngt
maßgeblich von seinem aerodynamischen Widerstand ab. Daher ist es ein wichtiges Forschungsziel
der Luftfahrtindustrie, einem neuen Flugzeugtyp ein stro¨mungsoptimiertes Design zu verschaffen.
Dieses soll den notwendigen Auftrieb bei minimalem Widerstand im Reiseflug liefern. Fu¨r das De-
sign neuartiger und gro¨ßerer Flugzeuge, wie z. B. des Airbus A380, spielt die numerische Stro¨mungs-
simulation (CFD = Computational Fluid Dynamics) eine sehr große Rolle, siehe hierzu [58]. Denn
sie hilft, die Anzahl der notwendigen und kostenintensiven Versuche im Windkanal zu reduzieren,
fu¨r die stets verkleinerte Modelle eines neuen Prototypen angefertigt werden mu¨ssen. Das CFD-
Konzept ist eng an die zeitliche Entwicklung der numerischen Verfahren und der Rechnerleistung
gekoppelt und hat sich, was die optimale Nutzung der vorhandenen Rechnerressourcen betrifft, seit
den 1970er Jahren stetig weiterentwickelt. Mit der kontinuierlichen Zunahme der Leistungsfa¨higkeit
der mathematischen Methoden und der Computer sind die Mo¨glichkeiten der Simulation in der virtu-
ellen Realita¨t komplexer und damit rechenintensiver geworden. Die Entwicklung eines neuen Flug-
zeugtyps kann heutzutage aus Sicht der Fluid- und Strukturberechnung sowie der Konstruktion sehr
weitgehend am Computer vorgenommen werden. Die numerische Simulation des gekoppelten Fluid-
und Strukturverhaltens (Aeroelastik) ist heute fu¨r die Analyse und Pra¨diktion des Strukturverhaltens
einzelner Flugzeugbauteile, wie z. B. der Tragflu¨gel, sowie die Konstruktion des Gesamtflugzeu-
ges unverzichtbar geworden, siehe hierzu [58]. Die computergestu¨tzte Konstruktion CAD (Computer
Aided Design) und Entwicklung CAE (Computer Aided Engineering) verku¨rzen die Entwurfspha-
se eines neuen Flugzeugtyps. Trotz stetigen Wachstums der Leistungsfa¨higkeit moderner Computer
sind Probleme aeroelastischer Art nahe oder bereits jenseits der Grenze der Fa¨higkeiten existierender
Codes zur dynamischen Stro¨mungssimulation. Mehrere Schwierigkeiten kommen an dieser Stelle
zusammen:
• Die Stro¨mungssimulation vieler Prozesse ist zeitabha¨ngig.
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• Die Randgeometrie weist meist eine hohe Komplexita¨t auf.
• Die Kopplung unterschiedlicher charakteristischer Eigenschaften oder verschiedenartiger
ra¨umlicher Skalierung. Das Strukturgebiet kann relativ grobskalig diskretisiert werden, weil
die Strukturlo¨sung hinreichend glatt ist. Die Stro¨mungslo¨sung hingegen entha¨lt oft ra¨umliche
Bereiche mit unstetigem Lo¨sungsverhalten, Grenzschichtbereiche mit großen Geschwindig-
keitsgradienten oder Wirbel. Diese Regionen entwickeln eine große Aktivita¨t wa¨hrend des
Lo¨sungsprozesses und ko¨nnen nur mit relativ feinskaliger Diskretisierung in Raum und Zeit
hinreichend genau aufgelo¨st werden.
Das zentrale Ziel eines adaptiven Stro¨mungslo¨sers ist es daher, physikalisch relevante Pha¨nomene
mit mo¨glichst wenig numerischem und speichertechnischem Aufwand hinreichend genau zu erfas-
sen. Der von der deutschen Forschungsgemeinschaft in den Jahren 1996-2008 gefo¨rderte Sonderfor-
schungsbereich SFB 401 bescha¨ftigte sich mit grundlegenden Problemen [7, 8] von Großraumflug-
zeugen hinsichtlich der Stro¨mungsbeeinflussung und Stro¨mungs-Struktur-Wechselwirkung an Trag-
flu¨geln. Ein Bestandteil der in dem SFB 401 gefo¨rderten Projekte war die Entwicklung des neuartigen
Stro¨mungslo¨sers QUADFLOW [26, 27, 28, 29, 30, 31, 58]. Bei diesem aus verschiedenen Softwa-
rebausteinen verschmolzenen Programm handelt es sich um einen adaptiven multiskalenbasierten
Stro¨mungslo¨ser, welcher nach der finite-Volumen-Methode stationa¨re wie instationa¨re kompressible
Stro¨mungen auf unstrukturierten Multiblockgittern ra¨umlich sowie zeitlich adaptiv berechnen kann.
In QUADFLOW sind eine Vielzahl von Turbulenzmodellen, Techniken zur Fluid-Struktur-Kopplung,
Konzepte zu bewegten Gittern, sowie das Konzept der anisotropen Gitterverfeinerung verfu¨gbar.
Weiterfu¨hrende Details zu QUADFLOW ko¨nnen dem Benutzerhandbuch [30] und der technischen
Dokumentation [31] sowie [26, 27, 28, 29] entnommen werden. Bei der numerischen Lo¨sungsbe-
rechnung stellen ra¨umliche Regionen mit fast singula¨rem Lo¨sungscharakter eine große Fehlerquelle
dar. Der Fehler kann durch Erho¨hung der ra¨umlichen Auflo¨sung, z. B. durch h-Adaption, deutlich
verringert werden. Es wird eine Multiskalenanalyse gema¨ß [28, 29, 111] der intern abgespeicherten
Lo¨sung durchgefu¨hrt, welche eine sehr feine Skalierung an Stellen hoher Adaption und Aktivita¨t der
Stro¨mungslo¨sung liefert. In Gebieten, in denen die Lo¨sung glatt ist, wird das Stro¨mungsfeld hin-
gegen grobskalig, d. h. mit geringer Adaption aufgelo¨st. Der Hauptnutzen dieser Methode ist, dass
lokal verfeinerte Gitter erzeugt werden ko¨nnen, ohne dass u¨ber die umstro¨mte Geometrie und ein
theoretisches Grundwissen hinaus eine Vorkenntnis der zu berechnenden Stro¨mungslo¨sung erforder-
lich ist. Eine derartige Herangehensweise erlaubt es, die Stro¨mungsberechnungen auf einem sehr
groben Gitter zu beginnen und das Ausgangsgitter schrittweise lokal zu verfeinern bis eine vorge-
gebene Fehlerschranke unterschritten wird. Diese entspricht trotz der relativ geringen Zellenanzahl
der Lo¨sungsgenauigkeit eines global mit feinster Diskretisierungsstufe generierten Gitters und ist
daher aus o¨konomischer Sicht hinsichtlich Speicherbedarf, Rechenaufwand und Genauigkeit opti-
mal. Um das Multiskalenkonzept der lokalen Gitteradaption anwenden zu ko¨nnen, ist eine durch
die Wavelettheorie begru¨ndete Hierarchie von ineinander geschachtelten Gittern erforderlich, damit
die Erhaltungseigenschaften der Stro¨mungsgleichungen wa¨hrend des Verfeinerungs- bzw. Vergro¨be-
rungsprozesses gewahrt bleiben. Das hierfu¨r beno¨tigte Gittergenerierungskonzept wird ausfu¨hrlich
21
in der Dissertation von P. Lamby [97] beschrieben. Die Analyse von reibungsbehafteten Stro¨mungen
mit hoher Reynoldszahl beno¨tigt Abmessungen in der Na¨he des strukturellen Randes in der Gro¨ßen-
ordnung von ca. 10−9 der Abmessungen des Gesamtmodells, moderne CAD-Programme lo¨sen die
geometrischen Abmessungen in Strukturrandna¨he nur bis 10−6 auf, was jedoch noch viel zu grob ist
und eine Untersuchung der Randgrenzschicht laut [97] daher unmo¨glich macht. P. Lamby beschreibt
in [97] ein neuartiges Konzept der blockstrukturierten Gittergenerierung, welches diese Ma¨ngel be-
hebt. Zentrale Idee in [97] ist es, die klassische, strukturierte Gittergenerierung mit den Vorzu¨gen der
rechnergestu¨tzten Konstruktion (CAD) zu verbinden. Deshalb werden parametrische Gitterdarstel-
lungen und konsistente ra¨umliche Diskretisierungen in krummlinig berandeten, zeitlich vera¨nderli-
chen Gebieten miteinander kombiniert. Das Gitter wird hierzu durch eine invertierbare parametrische
Abbildung vom computergerecht zerlegten auf das physikalisch relevante Gebiet dargestellt. Die Par-
titionierung des Gitters entspricht einem Multiblockkonzept zum Zwecke der optimalen Parallelisie-
rung von QUADFLOW. Es ist ein steter Austausch zwischen CAD-System und zeitabha¨ngiger Git-
terverfeinerung erforderlich. Der Prozess der Gittergenerierung ist somit kein Pra¨prozessor, sondern
ein immanenter Bestandteil der Stro¨mungsberechnung. Weil durch die B-Spline-Parametrisierung
die ra¨umliche Diskretisierung lediglich auf einer vereinfachten Darstellung der Randgeometrie einer
Konfiguration beruht, ist laut [97] der Speicherbedarf eines solchen Multiblockgitters deutlich ge-
ringer als der einer bereits vollsta¨ndig vernetzten Konfiguration. So beno¨tigt der B-Spline-basierte
Gittertyp z. B. zur ra¨umlichen Diskretisierung eines 2D-Profils im Ausgangszustand nur wenige
Kilobyte an Festplattenspeicher, ein uniform diskretisiertes Gitter derselben Konfiguration hinge-
gen mehrere Megabyte. Der Stro¨mungslo¨ser QUADFLOW wird in dieser Arbeit verwendet, um das
Stro¨mungsfeld u¨ber der Platte bzw. um die 2D-Profile herum zu berechnen. QUADFLOW lo¨st die
hier verwendeten Euler- bzw. Navier-Stokes-Gleichungen mittels eines unstrukturierten, zellzentrier-
ten Finite-Volumen-Ansatzes auf bewegten Rechengittern. Die Stro¨mungsberechnung auf bewegten
Gittern ist fu¨r eine aeroelastische Anwendung unbedingt erforderlich. Das Netz wird mittels Multis-
kalentechnik an die Erfordernisse der Lo¨sung adaptiert. Die Adaption wird in jedem physikalischen
Zeitschritt vorgenommen. Die Berechnung der Flu¨sse des Stro¨mungsfeldes erfolgt durch Upwind-
Verfahren von 2. Ordnung. Fu¨r die hier durchgefu¨hrten aeroelastischen Simulationen wurde der Van-
Leer-Ansatz [132] gewa¨hlt. Zur Berechnung des instationa¨ren Stro¨mungsfeldes wird ein implizites
Zeitintegrationsschema nach der Mittelpunktregel benutzt, welches zeitlich von zweiter Ordnung ist.
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Ausgangspunkt und Konzept dieser Arbeit
Wie eingangs beschrieben, nutzt QUADFLOW die bereitgestellten Computerressourcen wie Spei-
cher und Rechenleistung durch seine ra¨umliche Adaptivita¨t in sparsamer Weise. Bezu¨glich der Lauf-
zeit zeigt QUADFLOW in der dieser Arbeit zugrunde liegenden Fassung ein zu langsames bzw.
teilweise auch numerisch instabiles Verhalten, was sich in Programmabstu¨rzen oder Konvergenz-
schwierigkeiten a¨ußert. Fu¨r die implizite Zeitintegration eines nichtlinearen Stro¨mungsproblems gibt
es bisher keine Literatur, in welcher Stabilita¨tskriterien fu¨r den Lo¨sungsprozess analytisch hergeleitet
oder sogar bewiesen werden. Es existiert jedoch Literatur [69, 88, 112, 116, 134], in welcher heuristi-
sche Vorgehensweisen zur Erho¨hung der lokalen Zeitschrittweite im Zeitintegrationsprozess erla¨utert
werden. Diese garantieren aber nicht immer ein numerisch stabiles Laufzeitverhalten. Gewisse fu¨r die
zeitliche Simulation relevante Parameter mu¨ssen in QUADFLOW entsprechend einiger heuristischer
Annahmen vorgegeben werden. Diese lassen in mehreren Testfa¨llen die Simulation unwiederbring-
lich abbrechen. Andere Simulationen verlaufen zwar erfolgreich, aber zu langsam. In einigen Fa¨llen
stagniert der Lo¨sungsprozess. Mehrere Wiederholungen mit anschließender Parametermodifikation
sind in solchen Fa¨llen erforderlich, um mit der hieraus gewonnenen Erfahrung eine sichere und an-
gemessen schnell verlaufende Simulation zu starten. An dieser Stelle erscheint es notwendig, die
bisherigen heuristischen Mechanismen durch eine neue, methodische Schrittweitensteuerung zu er-
setzen.
In der vorliegenden Dissertation wird zuna¨chst durch analytische und anschließend durch algo-
rithmisch adaptive Methodik eine Zeitschrittweitenverteilung bestimmt, welche den Stro¨mungslo¨ser
QUADFLOW die in dieser Arbeit studierten (in)stationa¨ren Stro¨mungsprobleme robust und schnel-
ler als bisher lo¨sen la¨sst, s. Abschnitt 3.1.
Die analytische Vorgehensweise garantiert in konstruktiver Weise die Existenz einer Zeitschrittwei-
tenverteilung (fu¨r (in)stationa¨re Probleme in Raum und Zeit), welche die Konvergenz des Newton-
Verfahrens in jedem Zeitintegrationsschritt ermo¨glicht. Mit dieser Verteilung startet die algorithmi-
sche Korrekturmethode, welche durch Multiplikationen die lokalen Zeitschrittweiten geeignet kor-
rigiert, um stets die Konvergenz des iterativen Verfahrens sowie die physikalische Zula¨ssigkeit der
numerischen Lo¨sungszusta¨nde sicherzustellen, s. Abschnitte 3.1.1.5 - 3.1.3.
Bei der Lo¨sung der nach der Finite-Volumen-Methode diskretisierten nichtlinearen Stro¨mungsglei-
chungen wird das Newton-Verfahren eingesetzt. In jedem Newton-Iterationsschritt muss ein lineares
Gleichungssystem gelo¨st werden, was mit der Software PETSc geschieht, s. [4, 5, 6]. Weil a priori
nicht klar ist, ob die fu¨r das Newton-Verfahren bedeutende Jacobi-Matrix eines stationa¨ren Problems
stets regula¨r ist, muss dies durch eine pseudotransiente Formulierung [39, 47, 62, 69, 91] des sta-
tiona¨ren Problems sichergestellt werden. Hierzu wird die Zeitschrittweite lokal entsprechend der
lokalen Aktivita¨t des Residuums im Lo¨sungsprozess angepasst. In einigen Regionen des Stro¨mungs-
gebiets schwankt das Residuum der numerischen Lo¨sung hochfrequent (z. B. in der Na¨he von Ver-
dichtungssto¨ßen), in anderen verha¨lt es sich dagegen deutlich niederfrequent (z. B. im Fernfeld). Eine
solche Vorgehensweise erlaubt es, die niederfrequenten Schwankungen des Residuums mit ange-
messen großen, die hochfrequenten Schwankungen hingegen mit hinreichend kleinen Zeitschrittwei-
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ten aufzulo¨sen. Im Falle einer stationa¨ren Stro¨mungsberechnung wird der asynchrone Lo¨sungspro-
zess im Vergleich zu einer Zeitintegration mit einer einzigen (globalen) Zeitschrittweite (synchroner
Lo¨sungsprozess) deutlich beschleunigt. In dieser Arbeit wird deutlich, dass hinreichend kleine Zeit-
schrittweiten stets ein konvergentes Verhalten der Newton-Iteration erzwingen. Ebenso ko¨nnen sie
das Auftreten unphysikalischer Lo¨sungszusta¨nde verhindern. Die lokale Zeitschrittweite kann fu¨r
ein linear-hyperbolisches, zeitlich explizit formuliertes Problem durch Vorgabe einer CFL-Zahl be-
stimmt werden, s. [42].
Die algorithmische Schrittweitensteuerung, welche zuna¨chst fu¨r stationa¨re Probleme entwickelt wird,
kann durch eine gerinfu¨gige Modifikation auch fu¨r instationa¨re Probleme der Stro¨mungssimulation
verwendet werden. Denn diese erfordern im Gegensatz zu stationa¨ren Problemen die Gleichzeitig-
keit des Zeitintegrationsschrittes im ganzen Gebiet. Hierzu wird aus der analytisch bestimmten lo-
kalen Zeitschrittweitenverteilung im Lo¨sungsgebiet die kleinste Zeitschrittweite gewa¨hlt. Diese wird
gema¨ß der vorhin erwa¨hnten algorithmischen Methodik durch einen Erho¨hungsfaktor so modifiziert,
dass die zu u¨berpru¨fenden numerischen Stabilita¨tskriterien in jedem Lo¨sungsschritt erfu¨llt sind. Bei
gekoppelten aeroelastischen Simulationen muss die globale Zeitschrittweite des Stro¨mungslo¨sers
auch fu¨r den Strukturlo¨ser geeignet sein. Erfolgt der Informationsaustausch zwischen den beiden
softwaretechnisch separiert voneinander agierenden Programmen entlang der gemeinsamen Grenz-
fla¨che durch ein Fixpunktkopplungsschema, so ha¨ngt die Konvergenz der Fixpunktiteration ebenfalls
von der physikalisch relevanten, globalen Zeitschrittweite ab. Diese muss daher hinreichend klein
gewa¨hlt werden, damit sowohl die nichtlinearen Teilprobleme der separierten Lo¨ser jeweils durch
ein konvergentes Newton-Verfahren, als auch das nichtlineare Kopplungsproblem durch ein konver-
gentes Fixpunktverfahren unter Einhaltung individuell festgelegter Konvergenzgu¨tekriterien gelo¨st
werden ko¨nnen.
Fu¨r die numerisch stabile Simulation der Fluid-Struktur-Interaktion muss ein ra¨umlich wie zeitlich
konservativer Energietransfer garantiert sein. Ansonsten ko¨nnen sich rein numerisch bedingte, jedoch
physikalisch falsche Oszillationen, da¨mpfende oder anregende Effekte einstellen. Aus dem Prinzip
der virtuellen Arbeit ergeben sich in dieser Arbeit mit dem geforderten konservativen Energietrans-
fer in a¨quivalenter Weise die konservativen Transfers von Last und Moment in Raum und Zeit. Diese
ra¨umlich konservativen Transfers werden durch elementweise vorgenommene Interpolationsmetho-
den, begu¨nstigt durch eine schnelle octree-basierte Nachbarschaftssuche, fu¨r beliebige Kombinatio-
nen von geradlinig sowie krummlinig parametrisierten Gitterelementen sichergestellt, s. Abschnitt
3.3.2. Der zeitlich konservative Transfer wird von allen untersuchten zeitlichen Kopplungsschemata
allein durch das Fixpunktkopplungsschema garantiert, denn nur dieses verringert hinreichend genau
den zeitlichen Versatz der zwischen Fluid- und Strukturteillo¨sung, s. Abschnitt 3.3.1. Ein derartiger
Versatz wu¨rde na¨mlich die beim Prinzip der virtuellen Arbeit geforderte Gleichzeitigkeit der unter-
suchten physikalischen Gro¨ßen wie Kraft, Moment und den (instantanen) virtuellen Verru¨ckungen in
Fluid- sowie Strukturrandfla¨chengitter, verletzen, s. [32, 84, 99].
In dieser Arbeit werden bei der Lo¨sung der Euler-Gleichungen hochauflo¨sende Verfahren von ra¨um-
lich zweiter Ordnung verwendet, welche in der Na¨he von Diskontinuita¨ten durch den Einsatz von Li-
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miterfunktionen das Auftreten von rekonstrukionsbedingten Oszillationen unterdru¨cken sollen. Die
Limiterfunktionen mu¨ssen zudem differenzierbar sein, damit die auf dem Newton-Verfahren basie-
rende, zeitlich implizite Lo¨sungsmethode wohldefiniert ist. Durch die spa¨ter beschriebenen parame-
terabha¨ngigen Modifikationen werden die hier verwendeten Limiter u¨berhaupt erst differenzierbar
und ko¨nnen zudem hinsichtlich ihrer Dissipativita¨t justiert werden, s. Abschnitt 3.1.6. Die Mono-
tonie der auf der gewichteten Gradientenmethode basierenden Limiter wird in dieser Arbeit durch
neuartige iterative Monotoniekorrekturen sichergestellt.
Die zuvor beschriebenen Maßnahmen zur numerischen Simulation der Fluid-Struktur-Wechsel-
wirkung werden in dieser Arbeit in Kapitel 4 fu¨r die in der Literatur gut dokumentierten Testbei-
spiele verwendet, wie das 2D-Paneel sowie 2D-Profile mit NLR-7301- bzw. BAC-3-11-Formgebung
in reibungsfrei angenommener transsonischer Stro¨mung, siehe hierzu [16] - [21] und [49, 50, 80, 92,
93, 121, 122].
Kapitel 2
Physikalische Modelle
2.1 Allgemeines zur Aeroelastik
In der Aeroelastik wird die Wechselwirkung flexibler Strukturen, z. B. der Tragflu¨gel eines Flug-
zeuges, mit einer Stro¨mung untersucht. Durch die Wirkung von Stro¨mungskra¨ften ko¨nnen statische
Verformungszusta¨nde instabil werden. Dieses Pha¨nomen wird als statische Divergenz bezeichnet.
Ebenso ko¨nnen Schwingungen der Struktur (Flattern) hervorgerufen werden, die so stark anwach-
sen, dass sie zur Zersto¨rung der Struktur oder einzelner Komponenten fu¨hren ko¨nnen. Reduzierte,
gut angepasste Quasi-1D-Strukturmodelle ko¨nnen in der Kopplung mit einem Stro¨mungslo¨ser, der in-
stationa¨re Stro¨mungsprobleme um zeitabha¨ngig deformierte Strukturen physikalisch und numerisch
zuverla¨ssig lo¨st, gute Na¨herungen der aerodynamischen Lasten unter Beru¨cksichtigung der durch die
Strukturverformung verursachten Wechselwirkung mit der Umstro¨mung liefern [25, 32, 33, 34, 90].
Zum Zweck der Validierung standen zuna¨chst gut dokumentierte Referenzprobleme im Vordergrund.
Ein solches ist das ebene panel flutter Problem. Nach Kopplung des Stro¨mungslo¨sers QUADFLOW
mit dem kommerziellen Finite-Elemente-Programmpaket FEAP (Abku¨rzung fu¨r ”A Finite Element
Analysis Program”), s. hierzu [128, 129, 130], wurde die dabei zugrunde liegende Wechselwirkung
einer ebenen, instationa¨ren Gasstro¨mung mit einer Platte numerisch simuliert. Es wurde die Annah-
me getroffen, dass die Verformung der Platte nur von der Koordinate in Hauptstro¨mungsrichtung
und der Zeit abha¨ngt (1D-Plattenproblem). Deshalb genu¨gte es, einen Einheitsstreifen der Platte zu
betrachten, s. Abbildung 4.1. Im Trans- und ¨Uberschallbereich ko¨nnen in diesem aeroelastischen
System Fluid-Struktur-Instabilita¨ten wie statische Divergenz und Flattern auftreten. Die Simulati-
on des Systemverhaltens im Zeitbereich wird durch die numerische Integration der beschreibenden
dynamischen Gleichungen fu¨r Stro¨mung und Struktur bewerkstelligt, wobei zuna¨chst noch die Euler-
Gleichungen zur Beschreibung der Stro¨mungsdynamik eingesetzt und in jedem Zeitschritt unter
Anwendung der multiskalenbasierten Adaption mit QUADFLOW gelo¨st werden. Zur Berechnung
der geometrisch nichtlinearen Plattendynamik diente das Reissner-Mindlin-Modell (RM), welches
im Gegensatz zu dem von-Ka´rma´n-Modell den Einfluss der Scherung bei der Strukturdeformation
beru¨cksichtigt. Es wird das Standardelement FRAME des FE-Software-Pakets FEAP verwendet, um
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die eindimensionale Plattenstruktur zu modellieren. Es kann Torsion, Biegung und Scherung erfassen
und ist auch fu¨r ra¨umliche Rahmenstrukturen geeignet [128, 129, 130]. Die Torsion ist bei dem hier
betrachteten ebenen panel flutter Problem jedoch gegenstandslos. Weil bei der Berechnung der Struk-
turdynamik die Scherung zu beru¨cksichtigen war, wurde die entsprechende Option fu¨r das Element
FRAME gewa¨hlt. Die in [84, 85, 99, 100, 101, 102] verwendete Einteilung der Kopplungsschemata
in drei Klassen wird hier beibehalten. Bei der ersten Klasse (Schema A) handelt es sich um ein soge-
nanntes loses oder schwaches Kopplungsschema (Loose Coupling), welches einen Versatz von einem
Zeitschritt zwischen Stro¨mung und Struktur einfu¨hrt. Die zweite Klasse (Schema B) unterscheidet
sich von der ersten dadurch, dass das Auftreten des Zeitversatzes iterationslos, also ohne Konvergenz-
kriterium, vermieden wird, z. B. durch eine passende Extrapolation der Daten des Stro¨mungslo¨sers.
In der dritten Klasse (Schema C) werden Iterationsansa¨tze im Sinne einer Fixpunktiteration dazu ver-
wendet, eine starke Kopplung (Tight Coupling) zwischen Stro¨mung und Struktur zu erreichen. Hier
wird also ein Residuum, welches den Fehler im gekoppelten System beschreibt, unter eine vorge-
gebene Schranke gebracht. Der systematische Vergleich dieser Verfahrensklassen soll auch hier mit
der Kopplung QUADFLOW-FEAP durchgefu¨hrt und mit Ergebnissen von [19, 84, 99] verglichen
werden.
2.2 Stro¨mungsmodell
Mo¨gliche Betrachtungsweisen der Kontinuumsbewegung
Um die Bewegung eines Kontinuums beschreiben zu ko¨nnen, sind hauptsa¨chlich zwei Betrachtungs-
weisen denkbar, na¨mlich der materielle Ansatz nach Joseph Louis Lagrange oder der ra¨umliche An-
satz nach Leonhard Euler. Bei der materiellen Betrachtungsweise wird die Bewegung der materi-
ellen Punkte beschrieben. Hierzu wird das Koordinatensystem des Betrachters materiell fixiert. Der
Vorteil dieser Betrachtungsweise liegt in der einfachen Beschreibung von zeitabha¨ngigen Struktur-
gebietsra¨ndern. Sollte die Materie jedoch starken Deformationen unterliegen, wie dies zum Beispiel
in der Fluiddynamik anhand von großen Geschwindigkeiten sowie Verwirbelungen deutlich wird, so
offenbart diese Methode große Schwierigkeiten. Die Lagrangesche Betrachtungsweise wird daher
bevorzugt in der Strukturmechanik verwendet. Bei der Eulerschen Betrachtungsweise, die vorzugs-
weise in der Stro¨mungsmechanik verwendet wird, wird das Koordinatensystem ra¨umlich am um-
stro¨mten Gegenstand fixiert. Aus der Kombination der beiden Betrachtungsweisen resultiert der Be-
griff Arbitrary-Lagrangian-Eulerian-Betrachtungsweise (ALE-Formulierung), welcher fu¨r die einfa-
che Beschreibung sowohl von strukturellen Gebietsra¨ndern als auch von Stro¨mungsregionen geeignet
ist.
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2.2.1 ALE-Formulierung der Navier-Stokes-Gleichungen
Die Reynolds-gemittelten Navier-Stokes-Gleichungen werden z. B. in [37, 51, 81, 82, 136] hergelei-
tet. Eine ausfu¨hrliche Herleitung der Navier-Stokes-Gleichungen in ALE-Betrachtungsweise wird in
[51] vollzogen. Sie lassen sich in folgender Form darstellen:
d
dt
∫
Ω(t)
ρ dV +
∫
∂Ω(t)
ρ (v − vg) . n dS = 0, (2.1)
d
dt
∫
Ω(t)
ρ v dV +
∫
∂Ω(t)
(ρ v ⊗ (v − vg) + p I−Tvisc) . n dS = 0, (2.2)
d
dt
∫
Ω(t)
ρ E dV +
∫
∂Ω(t)
(ρ E (v − vg) + p v − vT . Tvisc − q) . n dS = 0. (2.3)
Die Gleichungen (2.1), (2.2) und (2.3) beschreiben die Massen-, Impuls- und Energieerhaltung fu¨r
ein zeitabha¨ngiges Kontrollvolumen Ω(t), dessen geschlossene Randfla¨che ∂Ω(t) sich mit der Ge-
schwindigkeit vg bewegt. Es bezeichnen Tvisc den viskosen Spannungstensor, q den Wa¨rmestrom-
vektor, ρ die Dichte, v die Geschwindigkeit des Fluids und E die spezifische totale Energie. Im Falle
eines isotropen Newtonschen Fluids, z. B. Luft, gilt fu¨r den viskosen Spannungstensor der Ansatz:
T
visc
= µvisc
(
grad(v) + grad(v)T
)− 2
3
µvisc div(v) I, (2.4)
wobei µvisc die dynamische Viskosita¨t bezeichnet. Der Wa¨rmestromvektor q berechnet sich nach
dem Fourierschen Gesetz der Wa¨rmeleitung, wie folgt:
q = −κheat grad(T ). (2.5)
Es bezeichnet hier κheat die Wa¨rmeleitfa¨higkeit des betrachteten Gases. Die dynamische Viskosita¨t
µvisc ist temperaturabha¨ngig und wird i. Allg. durch das Sutherland-Gesetz beschrieben:
µvisc = µvisc,∞
(
T
T∞
)3/2
T∞ + TS
T + TS
. (2.6)
In (2.6) ist TS = 110.6K die Sutherland-Konstante. Die mit ∞ indizierten Gro¨ßen T∞ und µvisc,∞
bezeichnen in (2.6) die Temperatur und die dynamische Viskosita¨t im Fernfeld der ungesto¨rten an-
kommenden Stro¨mung. Die Wa¨rmeleitfa¨higkeit κheat, die dynamische Viskosita¨t µvisc sowie die iso-
bare Wa¨rmekapazita¨t cp sind miteinander durch
Pr =
µvisc cp
κheat
(2.7)
verknu¨pft. Hier bezeichnet Pr die sogenannte Prandtl-Zahl. Fu¨r Luft wird fu¨r diese dimensionslose
Kennzahl der Wert Pr = 0.72 angenommen. Im Folgenden sei ferner angenommen, dass Luft in
vereinfachter Weise als perfektes Gas beschrieben werden kann. Die innere Energie des Gases ist
dann nur von der Temperatur abha¨ngig und die spezifischen Wa¨rmen sind konstant. Es bezeichnen R
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die spezielle Gaskonstante und γ Verha¨ltnis der spezifischen Wa¨rmen bei konstantem Druck cp und
konstanter Dichte cv:
R = cp − cv, γ = cp/cv. (2.8)
Die Zustandsgleichung fu¨r ideale und perfekte Gase lautet
p = R ρ T. (2.9)
Die spezifische innere Energie e und die spezifische Enthalpie h sind in folgender Weise durch die
absolute Temperatur T bestimmt:
e = cv T, h = cp T. (2.10)
Die spezifische totale Energie E berechnet sich gema¨ß
E = e+
v2
2
= e +
m2
2ρ2
mit m = ρ v. (2.11)
Fu¨r den statischen Druck p gilt dann mit (2.8) - (2.11):
p = (γ − 1) ρ e = (γ − 1)
(
ρ E − m
2
2 ρ
)
. (2.12)
2.2.2 ALE-Formulierung der Euler-Gleichungen
Werden zur Beschreibung der reibungsfreien Stro¨mung die Euler-Gleichungen verwendet, siehe hier-
zu [10, 11, 12, 13, 81, 82], so besitzt der Lo¨sungsvektor wie fu¨r die Navier-Stokes-Gleichungen im
dreidimensionalen Raum die Form:
u = (ρ,m, ǫ)T , m = (ρu, ρv, ρw)T , ǫ = ρE. (2.13)
In den Euler-Gleichungen werden Reibung und Wa¨rmeleitung vernachla¨ssigt, so dass dann aus (2.1)
- (2.3) folgt:
d
dt
∫
Ω(t)
u(x, t) dV +
∫
∂Ω(t)
dS
 ρ(v − vg) . n(ρv ⊗ (v − vg) + p I) . n
(ǫ (v − vg) + pv) . n
 = 0. (2.14)
Die Gleichung (2.14) la¨sst sich auf die folgende formale Darstellung reduzieren:
0 =
d
dt
∫
Ω(t)
u(x, t) dV +
∫
∂Ω(t)
dS
( nsp∑
i=1
ni Fi
)
= 0, (2.15)
mit n = (n1, . . . , nnsp)T ∈ Rnsp , Fi ∈ Rneq ∀ i ∈ {1, . . . , nsp}.
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Fu¨r nsp = 3, neq = 5 folgt dann aus (2.14) und (2.15):
F1 =

m1
1
ρ
m21 + p
1
ρ
m2m1
1
ρ
m3m1
(γǫ
ρ
+ (1− γ)m2
2ρ2
)m1
− vg,1

ρ
m1
m2
m3
ǫ
 , F2 =

m2
1
ρ
m2m1
1
ρ
m22 + p
1
ρ
m3m2
(γǫ
ρ
+ (1− γ)m2
2ρ2
)m2
− vg,2

ρ
m1
m2
m3
ǫ
 ,
F3 =

m3
1
ρ
m3m1
1
ρ
m3m2
1
ρ
m23 + p
(γǫ
ρ
+ (1− γ)m2
2ρ2
)m3
− vg,3

ρ
m1
m2
m3
ǫ
 . (2.16)
2.3 Strukturmodelle
2.3.1 Reissner-Mindlin-Platte
Zur Modellierung der Platte sei angenommen, dass das Paneel fu¨r die angenommene ebene Stro¨mung
durch ein eindimensionales Plattenmodell beschrieben werden kann, siehe Abbildung 4.1. Es han-
delt sich hierbei um den eindimensionalen Spezialfall der Reissner-Mindlin-Plattentheorie. Diese
Theorie beru¨cksichtigt die Drehtra¨gheit der Plattenquerschnitte und die Scherverformungen, wie in
[105, 117, 118] beschrieben. Die Reissner-Mindlin-Theorie stellt eine Verallgemeinerung der An-
nahmen des 1D-Timoshenko-Balkenmodells auf das 2D-Plattenproblem dar, siehe [9, 65, 84, 99].
Fu¨r die 1D-Analysis einer Reissner-Mindlin-Platte der Dicke h lassen sich die Rotation der Plat-
tenquerschnitte θ und die Auslenkung aus der Plattenebene w (in y-Richtung) durch die folgenden
Differenzialgleichungen beschreiben:
ρsh
3
12
∂2θ
∂t2
−D∂
2θ
∂x2
− κRMGh
(
∂w
∂x
− θ
)
= 0, (2.17)
ρsh
∂2w
∂t2
− κRMGh
(
∂2w
∂x2
− ∂θ
∂x
)
−N ∂
2w
∂x2
−∆p = 0, (2.18)
wobei N = N0 +Nx und bei beidseitiger Festlagerung der Platte gelte:
Nx =
Eh
2c
c∫
0
(
∂w
∂x
)2
dx′. (2.19)
Hierbei bezeichnen N0 eine eventuelle Vorspannkraft in der Plattenebene und Nx die infolge der
Plattenbiegung verursachte innere Last in der Plattenebene. Im Folgenden wird N0 = 0 ange-
nommen. Die Gleichungen (2.17) und (2.18) stellen eine eindimensionale nichtlineare Version der
Reissner-Mindlin-Plattengleichungen dar. Die (geometrische) Nichtlinearita¨t (2.19) in Gleichung
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(2.18) wird durch die Dehnung der Plattenmittelebene verursacht, die sich bei unverschieblich an-
genommenen An- und Abstro¨mkanten der Platte durch die Plattenbiegung ergibt. Ferner bezeichnen
c, ∆p = p−p∞, D, E, G und ρs die Plattenla¨nge, den aerodynamischen Druck auf die Platte, die Bie-
gesteifigkeit, den Elastizita¨tsmodul, den Schermodul und die Dichte der Platte. κRM ist ein Faktor,
der aus der Umrechnung der Schubspannungsverteilung u¨ber dem Querschnitt in eine a¨quivalente,
konstant verteilte Querschubspannung resultiert. Im Rahmen der Reissner-Mindlin-Theorie ist der
Scherwinkel γs durch γs = ∂w∂x − θ gegeben. Die kinetische und potentielle Energie pro La¨nge, Ekin
und Eel sind fu¨r die 1D-Reissner-Mindlin-Platte, wegen der vorausgesetzten Unabha¨ngigkeit von der
z-Richtung, gegeben durch:
Ekin =
1
2
c∫
0
[
ρsh
(
∂w
∂t
)2
+
ρsh
3
12
(
∂θ
∂t
)2]
dx′, (2.20)
Eel =
1
2
c∫
0
[
D
(
∂θ
∂x
)2
+ κRMGh
(
∂w
∂x
− θ
)2
+
N0 +Nx
2
(
∂w
∂x
)2]
dx′. (2.21)
Unter Anwendung des Hamiltonschen Prinzips, siehe hierzu [9], erha¨lt man durch Variation des
Wirkungsintegrals δI in (2.22) die Bewegungsgleichungen (2.17) und (2.18).
δI =
t2∫
t1
(δEkin − δEel + δWfluid)dt = 0, δWfluid =
c∫
0
∆p δw dx′, (2.22)
wobei die virtuelle Arbeit der aerodynamischen Drucklast auf die Platte in (2.22) durch δWfluid gege-
ben ist. Unter Verwendung des aus dem Hamilton-Prinzip (2.22) abgeleiteten Lagrange-Formalismus
(siehe hierzu auch [9, 21]) werden die Gleichungen (2.17) und (2.18) sehr ausfu¨hrlich in [57] herge-
leitet. Auch in [84] wird dieser Formalismus angewendet, um die 1D-Reissner-Mindlin-Platte unter
Verwendung des Timoshenko-Balkenelements von Friedman und Kosmatka [63] durch finite Ele-
mente zu modellieren.
2.3.2 Elastisch aufgeha¨ngte 2D-Profile
Als weitere ebene Probleme werden die in zwei Freiheitsgraden (Hub und Drehung) beweglichen
Profile vom Typ NLR-7301 und BAC-3-11 als Feder-Masse-Systeme mit starrem aerodynamischen
Profil in transsonischer Stro¨mung betrachtet. Die Aufha¨ngung an einer Torsions- und Translations-
feder (Anstellwinkel α, Hub h) erlaubt dem Profil unter dem Einfluss der u¨ber den Profilumfang
verteilten Luftlast eine Bewegung in den beiden Freiheitsgraden. Das Referenzproblem zum BAC-3-
11-Profil wurde bereits experimentell in [80] untersucht, jedoch mit einer Aufha¨ngung, bei welcher
der Translationsfreiheitsgrad weitgehend unterdru¨ckt wurde. Die Bewegung der hier zuna¨chst an-
genommenen Anordnung mit zwei Freiheitsgraden wird durch das folgende System gewo¨hnlicher,
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nichtlinearer Differenzialgleichungen zweiter Ordnung beschrieben:
m
..
h− Sα ..α +Dh
.
h+Kh(h− h0) = F (t, α, .α, ..α,
.
h,
..
h,Ma∞, p∞, T∞)− FV , (2.23)
−Sα
..
h+ Iα
..
α +Dα
.
α +Kα(α− α0) = M(t, α, .α, ..α,
.
h,
..
h,Ma∞, p∞, T∞)−MV . (2.24)
Sα und Iα bezeichnen das statische Massenmoment und das Tra¨gheitsmoment bezogen auf die Dreh-
achse. Die u¨brigen Bezeichnungen ko¨nnen den Bildern 2.1 entnommen werden. h0 und α0 stel-
len die voreingestellten Auslenkungen des Profils (Neutralstellung bzw. Offset ohne Wind) dar. Die
Gro¨ßen F und M entsprechen den stro¨mungsinduzierten Lasten. FV und MV bezeichnen hingegen,
unabha¨ngig von der Neutralstellung (h0, α0), die Vorspannungen der beiden Federn. Sind beide Null
(FV = 0,MV = 0), so stellt sich eine stro¨mungsabha¨ngige, freie Gleichgewichtslage des Profils ein,
welche durch die Lo¨sung (h, α) der beiden Gleichungen (2.25) bestimmt ist:
Kh(h− h0) = F (α,Ma∞, p∞, T∞)− FV = F (α,Ma∞, p∞, T∞)− 0,
Kα(α− α0) = M(α,Ma∞, p∞, T∞)−MV = M(α,Ma∞, p∞, T∞)− 0. (2.25)
Soll jedoch nur eine, durch das Parameterpaar (h, α) := (h0, α0) fest vorgegebe Gleichgewichtslage
beibehalten werden, so mu¨ssen die nun stro¨mungsabha¨ngigen (d. h. von den Parametern Machzahl
Ma∞, Druck p∞ und Temperatur T∞ im Fernfeld abha¨ngigen) jedoch zeitunabha¨ngigen Vorspan-
nungen FV und MV gema¨ß (2.26) stets ”manuell” nachjustiert werden:
FV := F (α0,Ma∞, p∞, T∞), MV :=M(α0,Ma∞, p∞, T∞), (2.26)
womit im Gleichgewicht mit h := h0, α := α0 die rechten Seiten in (2.23) - (2.24) verschwinden.
Die Nichtlinearita¨t des Profilproblems (2.23) - (2.24) besteht darin, dass die aerodynamische Kraft
F und das Moment M von den gesuchten Gro¨ßen einschließlich ihrer Zeitableitungen nichtlinear
abha¨ngen. Entsprechend den beim DLR durchgefu¨hrten Experimenten [49, 50, 121, 122] wird das
Profil so gelagert, dass die Drehachse bei 25 % der Profiltiefe liegt. Prinzipskizzen des jeweiligen
Versuchsaufbaus sind in den Abbildungen 2.1 dargestellt.
Bild 2.1: Prinzipskizzen des elastisch aufgeha¨ngten NLR-7301-Profils (linkes Teilbild) und des BAC-
3-11-Profils (rechtes Teilbild).
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2.4 Fluid-Struktur-Kopplungsmodelle
Bei der algorithmischen Kopplung der unabha¨ngig voneinander entwickelten Programme fu¨r die
instationa¨re Stro¨mung und die Strukturdynamik sind zwei Gesichtspunkte besonders zu beachten,
na¨mlich zum einen die Konservativita¨t der Last-, Energie- und Verformungsu¨bergabe zwischen
Stro¨mung und Struktur, und zum anderen der Erhalt der zeitlichen Ordnung der Verfahren fu¨r die Ein-
zelgebiete Fluid- und Strukturfeld auch fu¨r das gekoppelte Verfahren. Ein Algorithmus zum konser-
vativen Lasttransfer wurde etwa in [36] vorgeschlagen. Dieser wandelt die mit einem Stro¨mungslo¨ser
berechnete Druckverteilung in den globalen Finite-Elemente-Lastvektor der Platte um, so dass bei
einer Datenu¨bergabe die von der Stro¨mung ausgeu¨bte Gesamtkraftverteilung auch in der Struktur
ankommt. Varianten dieses Algorithmus werden in [25, 32, 84, 85] und in QUADFLOW verwen-
det. Wie in der Einleitung erla¨utert wurde, werden im Zusammenspiel QUADFLOW-FEAP die in
[25, 32, 84, 99] bezeichneten drei Klassen von Kopplungsschemata A, B und C untersucht. Ihr Ab-
lauf wird an einem Zyklus erla¨utert, der zum Zeitpunkt tn mit Un und Wn als Fluid- und Struk-
turlo¨sung auf dem Zeitniveau tn beginnt. Die Stro¨mungsberechnung erfolgt mit dem QUADFLOW-
Euler-Lo¨ser adaptiv, wobei die unterste und die ho¨chste Verfeinerungsstufe des Netzes bekannt seien.
Auf der umstro¨mten Oberfla¨che wird sofort schon die feinste Auflo¨sung gewa¨hlt, nicht dagegen im
Feld. Dadurch bleibt die Zuordnung der fluid- und strukturseitigen Zellen des Gitters wa¨hrend der
Rechnung erhalten. Ferner wird die Finite-Elemente-Diskretisierung der Platte so vorgenommen,
dass alle Plattenknoten mit Ecken von Volumenzellen der Stro¨mung zusammenfallen. Im Schema A,
der schwachen Kopplung, wird der aus der Stro¨mungsdruckverteilung pn berechnete Lastvektor Fn
dazu verwendet, den Stro¨mungsrand und das Stro¨mungsgitter fu¨r den na¨chsten Zeitschritt zu definie-
ren und die Stro¨mungslo¨sung zum Zeitpunkt tn+1 berechnet, s. Abbildung 2.2. Die so berechneten
Verschiebungen Wn+1 der Struktur werden im folgenden Schritt sofort, d. h. ohne wechselseitige
Iteration, dazu verwendet, den Stro¨mungsrand und das Stro¨mungsgitter fu¨r den na¨chsten Zeitschritt
zu definieren und die Stro¨mungslo¨sung auf das Zeitniveau tn+1 zu bringen. Daraus resultiert der fu¨r
das Schema A bekannte Zeitversatz oder Phasenfehler der beiden Lo¨sungen um einen Zeitschritt.
Im Schema vom Typ B wird die Stro¨mungslo¨sung Un auf das neue Zeitniveau tn+1 extrapoliert und
die Strukturbewegung mit der extrapolierten Lastverteilung berechnet, siehe Abbildung 2.3. Danach
wird mit dem Ergebnis fu¨r die Strukturbewegung die tatsa¨chliche Stro¨mungslo¨sung zum Zeitpunkt
tn+1 berechnet. Es folgt dann sofort der ¨Ubergang zum na¨chsten Zeitschritt. Fu¨r die Extrapolati-
on der Stro¨mungslo¨sung wurden hier zwei Varianten erprobt, eine lineare und quadratische gema¨ß
Gleichungen (2.27). Beide Gleichungen sind nur fu¨r den Spezialfall gu¨ltig, dass die verwendete Zeit-
schrittweite stets konstant bleibt.
Uextr.n+1 = 2Un − Un−1, bzw. Uextr.n+1 = 3Un − 3Un−1 + Un−2, (2.27)
Im allgemeinen Fall variiert die Zeitschrittweite wa¨hrend der Simulation. Fu¨r lineare und quadrati-
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sche Extrapolation besitzen die verallgemeinerten Extrapolationsformeln Gu¨ltigkeit:
Uextr.n+1 = α + β tn+1, α =
Un−1b−Una
b−a , β =
Un−Un−1
b−a , (lineare Extrapolation),
Uextr.n+1 = α + β tn+1 + γ t
2
n+1, α =
ab(a−b)Un+ac(c−a)Un−1+bc(b−c)Un−2
(b−c)(b−a)(c−a) ,
β = (b
2−a2)Un+(a2−c2)Un−1+(c2−b2)Un−2
(b−c)(b−a)(c−a) , γ =
(a−b)Un+(c−a)Un−1+(b−c)Un−2
(b−c)(b−a)(c−a) ,
wobei a := tn−2, b := tn−1 und c := tn, (quadratische Extrapolation). (2.28)
Die verallgemeinerten Extrapolationsformeln (2.28) gehen fu¨r einheitliche Zeitschrittweitenwahl in
die Formeln (2.27) u¨ber. Das Schema B ist vom Rechenaufwand a¨hnlich effizient wie das Schema
A, hat aber gegenu¨ber diesem den Vorteil, dass der dort vorhandene Zeitversatz zwischen Stro¨mung
und Struktur durch die Extrapolation wenigstens abgeschwa¨cht wird. Die spa¨ter in dieser Arbeit
(Abschnitt 4.1.1.5) gezeigten Ergebnisse wurden mit der quadratischen Variante berechnet, nachdem
ein Vergleich der Extrapolation fu¨r diese den kleineren Phasenfehler aufwies. Das Verfahren der
Klasse C (Abbildung 2.4) wird hier zuerst dadurch realisiert, dass wie in [84] in Schema A ein
Korrektorschritt eingefu¨gt wird (Schritt 5), in dem mit der Lo¨sung Un+1 die Lo¨sung Wn+1 verbessert
wird, und die Schritte 2 bis 5 des Schemas danach solange wiederholt werden, bis ein vorgegebenes
Konvergenzkriterium erfu¨llt ist (Fixpunktiteration (FPI)). Man verlangt hier, dass√(
XΓr −XΓr−1
)
.
(
XΓr −XΓr−1
) ≤ ǫtol (2.29)
erfu¨llt wird, wobeiXΓr die (dimensionslosen) Verschiebungen der Gitterpunkte des Stro¨mungsgitters
auf der Grenzfla¨che zwischen Stro¨mung und Struktur entha¨lt und der Index r die Iterationen des
Schemas za¨hlt. Fu¨r die spa¨ter pra¨sentierten Berechnungsergebnisse wird ǫtol = 10−10 gesetzt, was in
der Anwendung hier typischerweise drei bis vier Iterationen pro Zeitschritt verlangt. Eine Beschleu-
nigung der Fixpunktiteration mit Schema A innerhalb eines Kopplungszeitschrittes erha¨lt man durch
eine Modifikation, nach welcher der erste Schritt nach Schema B berechnet und dann mit Schema A
die weiteren Iterationen ausgefu¨hrt werden, bis das Genauigkeitskriterium (2.29) erfu¨llt ist. Da die
zwei voneinander verschiedenen Kopplungsschemata B und A miteinander zu einem Kopplungssche-
ma der Klasse C vereint werden, spricht man hier vom hybriden Kopplungsschema. Der Vorteil eines
Schemas der Klasse C liegt darin, dass der zeitliche Versatz zwischen den beiden Lo¨sungsgebieten
beliebig klein gemacht werden kann und - bei ausreichend vielen Iterationen - sowohl Stro¨mung
als auch Struktur mit konsistenten Randinformationen integriert werden ko¨nnen. Hinsichtlich der
Genauigkeit sollte also Klasse C von den drei hier betrachteten Klassen die besten Resultate liefern.
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Struktur
Fluid
Wn
Un
Wn+1
Un+1
Wn+2
Un+2
pn
wn+1
1
3
✍✌
✎☞
✍✌
✎☞
2
4
✍✌
✎☞
✍✌
✎☞
5✍✌
✎☞
6✍✌
✎☞
=⇒
Zeit
Der Rechenablauf erfolgt entsprechend der Numerierung 1,2,...,6.
Bild 2.2: Kopplungsschema A (schwache Kopplung)
Struktur
Fluid
Wn
Un
Wn+1
Un+1
Wn+2
Un+2
pextr.n+1
wn+1
1
2
✍✌
✎☞
✍✌
✎☞
3
5
✍✌
✎☞
✍✌
✎☞
4✍✌
✎☞
6✍✌
✎☞
=⇒
Zeit
Die Rechenschritte erfolgen in der Reihenfolge der Numerierung, dabei sind die Schritte 1. und 6.
Extrapolationsschritte.
Bild 2.3: Kopplungsschema B (Extrapolation)
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Struktur
Fluid
Wn
Un
Wr →Wn+1
Ur → Un+1
Wn+2
Un+2
pn1
3,7,...
wr
5,9,...
pr
2,6,...
4,8,...
1 pn+1 =⇒Zeit
Bild 2.4: Kopplungsschema C (Fixpunkiteraton)
Schema C folgt bis Schritt 4 dem Schema A. Mit der Stro¨mungslo¨sung aus Schritt 4 startet ein
Iterationszyklus 5, 6, 7, 8, 9, ... , der die Lo¨sung innerhalb des Zeitschrittes von t bis t+∆t sukzessive
verbessert. Wenn eine vorgegebene Genauigkeitsschranke erreicht ist, wird der na¨chste Zeitschritt
begonnen, im Bild wieder mit 1. bezeichnet.
Kapitel 3
Numerische Modellierung und Verfahren
3.1 Stro¨mungssimulation mit QUADFLOW
3.1.1 Zeitschrittweitensteuerung fu¨r (a)synchron-(pseudo)transiente Proble-
me
Der Stro¨mungslo¨ser QUADFLOW verwendet zur Lo¨sung der diskretisierten instationa¨ren Navier-
Stokes- bzw. Euler-Gleichungen ein iteratives Newton-Krylov-Verfahren, siehe hierzu [27]. In den
Abschnitten 3.1.1 - 3.1.1.3 werden sowohl die Navier-Stokes- als auch die Euler-Gleichungen fu¨r
die Zeitschrittweitensteuerung zugelassen, ab Abschnitt 3.1.1.4 werden jedoch nur noch die Euler-
Gleichungen verwendet, deren Lo¨sung den hauptsa¨chlichen Gegenstand dieser Arbeit bildet. Die
Gleichungen werden hierzu entsprechend der Finite-Volumen-Methode ra¨umlich und durch die im-
plizite Euler-Zeitintegrationsmethode zeitlich diskretisiert. Das Newton-Krylov-Verfahren lo¨st in je-
dem Zeitschritt das resultierende nichtlineare Gleichungssystem in mehreren Schritten, indem das
Krylov-Unterrraum-Verfahren in jedem Newton-Schritt das zugeho¨rige linearisierte Gleichungs-
system iterativ lo¨st. Die durch die implizite Euler-Zeitintegrationsmethode zeitlich diskretisierten
Euler- bzw. Navier-Stokes-Gleichungen lassen sich in vereinfachter Weise in folgender Form dar-
stellen:
f(z) = 0, wobei f = (f1, . . . , fnCells)T mit f i(z) := (zi − u(n)i )
Vi
∆ti
+Ri(z)
und f i, zi,u
(n)
i ,Ri(z) ∈ Rneq ∀ i ∈ {1, ..., nCells}. (3.1)
Es bezeichnen R(z) = (R1, . . . ,RnCells) die nichtlineare Flussbilanzfunktion, f = (f1, . . . , fnCells)
das instationa¨re Residuum, u(n) = (u(n)1 , . . . ,u
(n)
nCells) die Lo¨sung zum aktuellen Zeitniveau n sowie
z = (z1, . . . , znCells) die gesuchte Lo¨sung zum na¨chsten Zeitniveau n+ 1.
nCells entspricht der Anzahl der finiten Volumina (Zellen) Vi im ra¨umlich diskretisierten Stro¨mungs-
gebiet, neq ∈ N der Anzahl der Gleichungen des Stro¨mungsmodells, die fu¨r die Zelle Ωi ⊂ Rnsp ,
nsp ∈ N mit dem Volumen Vi zu formulieren sind. ∆ti ist die fu¨r Zelle i ∈ {1, . . . , nCells} ver-
wendete Zeitschrittweite der zeitlichen Diskretisierung. Zwischen der Anzahl der Gleichungen neq
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und der Raumdimension nsp besteht fu¨r die reibungsfreien Euler- bzw. reibungsbehafteten Navier-
Stokes-Gleichungen (ohne Turbulenzmodell) der Zusammenhang neq = nsp + 2.
Man definiere:
D := diag
({
∆ti
Vi
I
neq
}nCells
i=1
)
, (I
neq
)j,k = δjk, j, k ∈ {1, ..., neq},
g(z) := D . f(z) = z− u(n) +D .R(z). (3.2)
Fu¨r n˜eq := neq nCells und g ∈ Rn˜eq formuliert man das Newton-Verfahren, wie folgt:
Newton-Verfahren:
Start: z(0) := u(n).
Fu¨r l ∈ N0
Lo¨se:
(
∂g
∂z
)∣∣∣∣
z(l)
. s(l+1) = −g(z(l)).
Update: z(l+1) = z(l) + s(l+1). (3.3)
Wenn ∀ i ∈ {1, . . . , nCells} ∆ti 6= 0 und Vi 6= 0 gilt, dann ist D regula¨r. Das fu¨r g formulierte
Newton-Verfahren konvergiert somit genau dann gegen die Nullstelle z, wenn auch das fu¨r f formu-
lierte Verfahren gegen diese konvergiert. Beide Verfahren liefern dieselbe Newton-Folge
{
z(l)
}
l∈N0 ,
wie man mit
g
∣∣
z(l)
= D . f
∣∣
z(l)
und
(
∂g
∂z
)∣∣∣∣
z(l)
= D .
(
∂f
∂z
)∣∣∣∣
z(l)
, (3.4)
in (3.3) wegen
− z(l+1) + z(l) =
(
∂g
∂z
)−1∣∣∣∣
z(l)
. g(z(l)) =
(
∂f
∂z
)−1∣∣∣∣
z(l)
.D−1 .D . f(z(l)) =
(
∂f
∂z
)−1∣∣∣∣
z(l)
. f(z(l)),
(3.5)
erkennen kann.
Wenn das Newton-Verfahren fu¨r g konvergiert, dann konvergiert ‖ g(z) ‖22= (g . g)
∣∣
z
notwendiger-
weise gegen 0. Leider ist das Newton-Verfahren nur lokal konvergent. Dies bedeutet, dass die Konver-
genz des Newton-Verfahrens von der Wahl des Startvektors abha¨ngt. Ist der Startvektor hinreichend
nahe an der Nullstelle von g gewa¨hlt, so ist die Konvergenz des Newton-Verfahrens sichergestellt.
Andernfalls kann Divergenz oder Stagnation der Folge ‖ g(z(l)) ‖22 auftreten.
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Der Abstand des Startvektors z(0) = u(n) von der Lo¨sung zum na¨chsten Zeitlevel z = liml→∞ z(l)
ha¨ngt explizit von der Wahl der lokalen Zeitschrittweite ∆ti ab, wie man dies anhand der folgenden
Gleichungen erkennen kann:
0 = g(z) = z− u(n) +D .R(z)
⇒ ‖ z− u(n) ‖2 ≤ ‖ D ‖2 ‖ R(z) ‖2 ≤ max
i
{
∆ti
Vi
}
‖ R(z) ‖2, (3.6)
wobei ‖ D ‖2:= sup
‖x‖2=1
‖ D . x ‖2= max
i
{
∆ti
Vi
}
die Spektralnorm von D bezeichne. Daher muss
die lokale Zeitschrittweite hinreichend klein gewa¨hlt werden, damit die Konvergenz des Newton-
Verfahrens gesichert ist. Im Folgenden soll nun ein Zusammenhang zwischen der lokalen Zeit-
schrittweite und der Konvergenz des Newton-Verfahrens hergeleitet werden. Ist der Update-Vektor
s˜ := s(l+1) = −[(∂g
∂z
)−1
. g
]∣∣
z(l)
hinreichend klein, so stellt er eine Abstiegsrichtung fu¨r das Funk-
tional ‖ g ‖22 dar:
‖ g(z(l) + s˜) ‖22 − ‖ g(z(l)) ‖22 ≈
[
∂‖ g ‖22
∂z
]∣∣∣∣
z(l)
. s˜,
und
∂‖ g ‖22
∂z
∣∣∣∣
z(l)
s˜ =
[
− 2 gT .
(
∂g
∂z
)
.
(
∂g
∂z
)−1
. g
]∣∣∣∣
z(l)
= −2 ‖ g ‖22 |z(l) ≤ 0. (3.7)
Es erscheint sinnvoll, ein Quotienten- bzw. Majorantenkriterium zu fordern, damit die Folge der
Betragsquadrate ‖ g(z(l)) ‖22 stets streng monoton fallend ist, siehe hierzu [47, 48, 59]:
∀ l ∈ N0 : ‖ g(z(l+1)) ‖2 = ‖ g(z(l) + s(l+1)) ‖2 ≤ α̂ ‖ g(z(l)) ‖2 mit α̂ ∈ (0, 1). (3.8)
Die Konvergenz des Newton-Verfahrens la¨sst sich somit durch das sichere lineare Konvergenzverhal-
ten der Majorantenfolge α̂l garantieren. Denn aus (3.8) ergibt sich induktiv das Majorantenkriterium:
‖ g(z(l)) ‖2 ≤ α̂l ‖ g(z(0)) ‖2 = α̂l ‖ DR(u(n)) ‖2→ 0 fu¨r l →∞,
womit die Konvergenz des Newton-Verfahrens garantiert werden kann, falls (3.8) erfu¨llt ist.
Fu¨r den nun folgenden Existenznachweis des Konvergenzparameters α̂ ∈ (0, 1) in (3.8) muss
vorausgesetzt werden, dass die Funktion g mindestens zweimal differenzierbar ist. Dann ist auch die
Funktion ‖ g(z) ‖22 mindestens zweimal differenzierbar. Es gilt dann fu¨r l ∈ N0 mit z˜ := z(l) und
s˜ := s(l+1) die Na¨herung:
‖ g(z˜+ s˜) ‖22=‖ g(z˜) ‖22 +
(
∂
∂z
‖ g ‖22
)∣∣∣∣
z˜
. s˜+
1
2
s˜
T
.
(
∂2
∂z2
‖ g ‖22
)∣∣∣∣
z˜
. s˜+O(‖ s˜ ‖32).
(3.9)
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Mit n˜eq := neq nCells gilt dann:
‖ g ‖22 = g . g =
n˜eq∑
i=1
g2i ,
∂‖ g ‖22
∂z
= 2
n˜eq∑
i=1
gi
∂gi
∂z
= 2 gT .
∂g
∂z
, (3.10)
∂2‖ g ‖22
∂z2
= 2
(
∂g
∂z
)T
.
(
∂g
∂z
)
+ 2
n˜eq∑
i=1
gi
(
∂2gi
∂z2
)
. (3.11)
Aus (3.9) - (3.11) und
s˜ = −
[(
∂g
∂z
)−1
. g
]∣∣∣∣
z˜
(3.12)
folgt:
‖ g(z˜+ s˜) ‖22 =
[
s˜
T
.
{ n˜eq∑
i=1
gi
(
∂2gi
∂z2
)}
. s˜
]∣∣∣∣
z˜
+O(‖ s˜ ‖32). (3.13)
Falls ‖ g(z˜) ‖2 6= 0 gilt, so folgt aus (3.12) bzw. (3.13):
‖ g(z˜+ s˜) ‖22
‖ g(z˜) ‖22
≤ ‖ s˜ ‖
2
2
‖ g(z˜) ‖22
∥∥∥∥[ n˜eq∑
i=1
gi
(
∂2gi
∂z2
)]∣∣∣∣
z˜
∥∥∥∥
F
+O(‖ s˜ ‖2). (3.14)
Wegen (3.12) und der Kompatibilita¨t der Frobenius-Tensornorm mit der L2-Vektornorm, siehe hierzu
[124], folgt aus (3.14):
‖ g(z˜+ s˜) ‖22
‖ g(z˜) ‖22
≤
[∥∥∥∥(∂g∂z
)−1∥∥∥∥2
F
∥∥∥∥(∂2g∂z2
)∥∥∥∥
F
‖ g ‖2
]∣∣∣∣
z˜
+O(‖ g ‖2) = O(‖ g ‖2). (3.15)
Es gilt:
∂2g
i
∂z2
=
∆ti
Vi
∂2Ri
∂z2
∀ i ∈ {1 . . . , nCells}. (3.16)
Wenn die beschra¨nkte Matrix
(∂g
∂z
)∣∣
z˜
invertierbar ist, so existiert
(∂g
∂z
)−1∣∣
z˜
und ist ebenfalls be-
schra¨nkt, d. h. es existiert eine von den Zeitschrittweiten ∆ti, i ∈ {1, . . . , nCells} abha¨ngige obere
Schranke β ∈ (0,∞) mit: ∥∥∥∥(∂g∂z
)−1∣∣∣∣
z˜
∥∥∥∥
F
≤ β. (3.17)
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Setzt man voraus, dass die gesuchte Lo¨sung z˜ zeitlich mindestens zweifach stetig differenzierbar ist,
dann gilt die Darstellung:
zi = u
(n)
i +
∂u
(n)
i
∂t
∆ti +
1
2
∂2u
(n)
i
∂t2
∆t2i +O(|∆ti|3) ∀ i ∈ {1, . . . , nCells}. (3.18)
Setzt man (3.18) in (3.2) ein, so erha¨lt man:
g
i
(z) =
[
∂u
(n)
i
∂t
Vi +Ri(z)
]
∆ti
Vi
+
1
2
∂2u
(n)
i
∂t2
∆t2i +O(|∆ti|3) ∀ i ∈ {1, . . . , nCells}.
(3.19)
Fu¨r z = u(n) verschwindet der Term in den eckigen Klammern von Gleichung (3.19) aufgrund der
zeitlichen Diskretisierung der zugrundeliegenden Differenzialgleichung durch die implizite Euler-
Zeitintegrationsmethode. Ansonsten ist er im Allgemeinen von Null verschieden. Gibt man die noch
zu bestimmende Zeitschrittweitenverteilung ∆t˜i, i ∈ {1, . . . , nCells} mit dem positiven Zeitfaktor
µ ∈ (0,∞) vor, so dass
∆ti = µ∆t˜i, i ∈ {1, . . . , nCells} bzw. D = µ D˜, (3.20)
gilt, dann ergibt sich aus (3.19) und (3.20) die allgemeingu¨ltige Darstellung:
‖ g ‖2 = ‖ g(z˜(µ)) ‖2= O(µ). (3.21)
Mit (3.16), (3.17), (3.20) und (3.21) folgt aus (3.15):
‖ g(z˜+ s˜) ‖22
‖ g(z˜) ‖22
≤
[
µ β2
∥∥∥∥(∂2
(
D˜ .R
)
∂z2
)∥∥∥∥
F
‖ g ‖2
]∣∣∣∣
z˜
+O(‖ g ‖2) = O(µ) ≤ α̂2,
(3.22)
weshalb der Term in eckigen Klammern sowie der Restterm O(‖ g ‖2) fu¨r µ → 0 wegen (3.21) auf
der rechten Seite der Ungleichung (3.22) verschwinden. Wenn µ ∈ (0,∞) hinreichend klein gewa¨hlt
wird, existiert die gesuchte Konstante α̂ ∈ (0, 1) des Quotientenkriteriums (3.8). Bei geeigneter Wahl
der Zeitschrittweiten ∆ti bzw. des Faktors µ und der a priori vorgegebenen Zeitschrittweiten ∆t˜i fu¨r
i ∈ {1, . . . , nCells} kann das in (3.8) dargestellte Quotientenkriterium stets erfu¨llt werden. Mit
der Aussage (3.22) weiß man jedoch noch nicht, wie man die APRIORI-Zeitschrittweiten ∆t˜i sinn-
voll wa¨hlt, um damit bei Erfu¨llung des Kriteriums (3.22) durch ∆ti = µ∆t˜i die APOSTERIORI-
Zeitschrittweiten ∆ti bzw. den Zeitfaktor µ festzulegen, unter denen die Konvergenz des Newton-
Verfahrens garantiert wird. Zuna¨chst sollen die APRIORI-Zeitschrittweiten ∆t˜i in dem nun folgen-
den Abschnitt 3.1.1.1 durch Anwendung des Satzes von Newton-Kantorowitsch bestimmt werden.
Die APOSTERIORI-Zeitschrittweiten sollen spa¨ter jedoch durch iterative Methoden bestimmt wer-
den.
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3.1.1.1 Monolithische und separierte Newton-Verfahren
Um die Lo¨sung des n˜eq := neq nCells-dimensionalen nichtlinearen Problems in (3.1) zu bestim-
men, wird ein Newton-artiges Verfahren verwendet. Das Problem (3.1) la¨sst sich durch ein Newton-
Verfahren in seiner Gesamtheit lo¨sen, wie dies auch im Stro¨mungslo¨ser QUADFLOW vollzogen
wird. Diese Vorgehensweise sei als monolithischer Lo¨sungsansatz bezeichnet. Es besteht jedoch
auch die Mo¨glichkeit, das Problem (3.1) in nCells kleine, voneinander separierte, Probleme zu zer-
legen, von denen jedes die Dimension neq besitzt. Jedes Teilproblem wird nun durch ein eigenes
Newton-Verfahren gelo¨st. Die Gesamtlo¨sung besteht aus der Kombination der Lo¨sungen der Teil-
probleme. Eine derartige Vorgehensweise entspricht der DIVIDE-ET-IMPERA-Strategie und sei als
separierter Lo¨sungsansatz bezeichnet. Beim monolithischen Ansatz entha¨lt die Jacobi-Matrix des
Newton-Verfahrens nach (3.1) zusa¨tzlich zu den Blockmatrizen entlang der Diagonale auch sol-
che außerhalb der Diagonalen (off-diagonal). Letztere entstehen durch die Differenziation der lo-
kalen Flussbilanzfunktion Ri(z) von Zelle i nach den Lo¨sungszusta¨nden ihrer Nachbarzellen. Die
off-diagonal-Blockmatrizen kennzeichen die starke Abha¨ngigkeit der lokalen Flussbilanzfunktion
Ri(z) von den Zusta¨nden der Nachbarzellen k ∈ N(i) einer Zelle i. Diese besitzen die Darstellung:(∂Ri
∂zk
)
, i 6= k ∈ N(i). Beim separierten Ansatz soll die Jacobi-Matrix im Gegensatz zum monoli-
thischen Ansatz nur in der Diagonalen Blockmatrizen enthalten, wodurch die starke Abha¨ngigkeit
der Zelle i von ihren Nachbarzellen unterbunden wird. Es bleibt jedoch eine schwache Abha¨ngig-
keit bestehen, denn die Lo¨sungszusta¨nde der Fla¨chennachbarzellen k ∈ N(i) einer Zelle i be-
sitzen noch ihren Einfluss auf die Berechnung des instationa¨ren Residuums g
i
, nicht jedoch auf
seine Differenziation, weshalb nur die diagonalen Blockmatrizen in der Jacobi-Matrix von Null
verschieden sind. Beim separierten Ansatz ko¨nnen die nCells Teilprobleme aufgrund der Block-
diagonalgestalt der Jacobi-Matrix durch nCells voneinander separierte Newton-Verfahren mit Di-
mension neq gelo¨st werden. Durch Zusammenfu¨gen der Teillo¨sungen ergibt sich in jedem Newton-
Schritt die approximierte Gesamtlo¨sung. Fu¨r den monolithischen Ansatz verwendet man hingegen
nur ein einziges Newton-Verfahren der Dimension n˜eq = neq nCells zur Bestimmung der Ge-
samtlo¨sung. Fu¨r diese beiden Typen von Lo¨sungsansa¨tzen werden in den Abschnitten 3.1.1.2 und
3.1.1.3 APRIORI-Zeitschrittweitenverteilungen angegeben, mit deren Hilfe die Konvergenz der bei-
den Newton-Verfahrenstypen sowie die Eindeutigkeit der gesuchten stationa¨ren Lo¨sung sicherge-
stellt werden ko¨nnen. Bei den hier zu untersuchenden Konvergenzkriterien findet die physikalische
Zula¨ssigkeit der Iterationszusta¨nde des Newton-Verfahrens bei der Wahl der lokalen Zeitschritt-
weiten keine Beachtung. Sie wird jedoch bei der Konstruktion der sogenannten APOSTERIORI-
Zeitschrittweitenverteilung in dem Abschnitt 3.1.1.5 mitberu¨cksichtigt. Es sollen nun in den Ab-
schnitten 3.1.1.2 und 3.1.1.3 mit Hilfe des Satzes von Newton-Kantorowitsch a priori bestimmba-
re Zeitschrittweitenverteilungen sowohl fu¨r monolithische als auch fu¨r separierte Newton-Verfahren
hergeleitet werden. Die Ergebnisse sind die Gleichungen (3.62), (3.63) bzw. (3.69). Der Faktor τmon.
stellt einen Korrekturfaktor der lokalen APRIORI-Zeitschrittweiten ∆t̂i fu¨r die separierten Newton-
Verfahren dar, welche gema¨ß den Gleichungen (3.55) - (3.57) in die APRIORI-Zeitschrittweiten
∆t˜i, i ∈ {1, . . . , nCells} des hier relevanten monolitischen Newton-Verfahrens u¨bergehen.
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Der Satz von Newton-Kantorowitsch (N.-K.) und seine Anwendung auf monolithische und se-
parierte Newton-Verfahren
(siehe hierzu z. B. : Dahmen u. Reusken in [45], S. 193, Isaacson u. Keller in [87], S. 125, Deuflhard
in [47], S. 11-12, Stoer u. Bulirsch in [126], S. 314, und Ortega u. Rheinboldt in [115]).
Die Funktion f : C → Rn, C ⊂ Rn, sei auf einer konvexen Teilmenge C0 ⊂ C von C stetig
differenzierbar und erfu¨lle fu¨r ein z(0) ∈ C0 die Bedingungen:∥∥∥∥(∂g∂z
)∣∣∣∣
z=x
−
(
∂g
∂z
)∣∣∣∣
z=y
∥∥∥∥ ≤ γ ‖ x− y ‖ ∀ x,y ∈ C0, (3.23)
(∂g
∂z
)−1∣∣
z=z(0)
existiert und es gilt: ∥∥∥∥(∂g∂z
)−1∣∣∣∣
z=z(0)
∥∥∥∥ ≤ β, (3.24)
∥∥∥∥[(∂g∂z
)−1
. g
]∣∣∣∣
z=z(0)
∥∥∥∥ ≤ α. (3.25)
Mit den Konstanten
h := α β γ, r1,2 :=
1∓√1− 2h
h
α (3.26)
und
Sr(z
(0)) := {z| ‖ z− z(0) ‖< r} (3.27)
folgt dann, falls h ≤ 1
2
und Sr1(z(0)) ⊂ C0, besitzt g(z) genau eine Nullstelle ẑ ∈ C0∩Sr2(z(0)),
die Folge {z(k)},
z(k+1) := z(k) −
[(
∂g
∂z
)−1
. g
]∣∣∣∣
z=z(k)
, k ∈ N0, (3.28)
ist wohldefiniert, bleibt in Sr1(z(0)) und konvergiert gegen ẑ,
d. h.
z(k) ∈ Sr1(z(0)) ∀ k ∈ N0 (3.29)
und
∃! ẑ ∈ Sr2(z(0)) ∩ C0 : lim
k→∞
z(k) = ẑ ∈ Sr1(z(0)), f(ẑ) = 0. (3.30)
Ferner gilt fu¨r h < 1
2
nach Kantorowitsch die Fehlerabscha¨tzung (siehe hierzu S. 125 in [87]):
∀ k ∈ N0 : ‖ z(k) − ẑ ‖ ≤ (2 h)
2k−1
2k−1
α (3.31)
welche die quadratische Konvergenzgeschwindigkeit des Newton-Verfahrens verdeutlicht.
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3.1.1.2 Analytische APRIORI-Steuerung fu¨r monolithische Newton-Verfahren
Im Folgenden soll der Satz von N.-K. auf das aus den Gitterzellen Ωi, i ∈ {1, . . . , nCells} beste-
hende Gesamtsystem angewendet werden. Es seien u(n), z,R ∈ Rneq nCells :=
nCells⊗
i=1
R
neq
, wobei
u(n) der globale Lo¨sungsvektor zum Zeitpunkt t(n) > 0, z der globale Lo¨sungsvektor des Systems
zum Zeitpunkt t(n+1) > t(n) > 0 und R die globale Flussbilanzfunktion sind. Ri gibt die lokale
Flussbilanzfunktion fu¨r das Zellvolumen Vi = |Ωi| an. u(n)i und zi geben den lokalen Lo¨sungszu-
stand in der Zelle Ωi an.
Dann gilt fu¨r i ∈ {1, . . . , nCells}:
u(n) = (u
(n)
1 ,u
(n)
2 , ...,u
(n)
nCells)
T , u
(n)
i ∈ Rneq , (3.32)
R = (R1,R2, ...,RnCells)
T , Ri ∈ Rneq . (3.33)
Das globale instationa¨re Residuum g fu¨r das implizite Euler-Zeitintegrationsschema berechnet sich
fu¨r i ∈ {1, ..., nCells} nach:
g = (g
1
, g
2
, ..., g
nCells
)T , g
i
∈ Rneq , (3.34)
g
i
(z) = (zi − u(n)i ) +
∆t˜i
Vi
Ri(z) = 0. (3.35)
Zu (3.23):
Es sei angenommen, dass g eine glatte Funktion ist. Dann existiert ein γ ≥ 0, so dass
0 ≤
∥∥∥∥(∂2g∂z2
)∣∣∣∣
z=z(0)
∥∥∥∥
F
≤ max
{∥∥∥∥(∂2g∂z2
)∣∣∣∣
z=ξ
∥∥∥∥
F
∣∣∣∣ ξ ∈ C0 ⊆ Rneq nCells} ≤ γ
erfu¨llt sein muss.
Man bestimmt γ ∈ [0,∞) durch
γ := max
ξ∈C0
∥∥∥∥(∂2g∂z2
)∣∣∣∣
z=ξ
∥∥∥∥
F
. (3.36)
Durch geeignete Vorgabe der konvexen Menge C0 kann die Konstante γ beliebig genau approximiert
werden. Man wa¨hlt C0 := Sr(z(0)) als eine Kugel mit Radius r > 0 und Mittelpunkt z(0) gema¨ß
den Gleichungen (3.65) - (3.66). Die n˜eq = neqnnCells-dimensionale Kugel wird dazu ra¨umlich
diskretisiert und die Funktion ‖ (∂2g
∂z2
)∣∣
z=ξ
k
‖F in den Gitterknoten ξk, k ∈ N ausgewertet. Bei
konstanter Interpolation zwischen den Gitterknoten kann γ durch die Bestimmung des Maximums
der Funktionalwerte umso genauer approximiert werden, je feiner die Kugel diskretisiert wird.
Wenn man jedoch eine lineare Interpolation zwischen den Knoten durchfu¨hrt, so muss das Gitter
in Simplexe unterteilt werden. Bei der softwaretechnischen Umsetzung der analytischen APRIORI-
Zeitschrittweitenbestimmung wurde die einfachst mo¨gliche Approximation von γ verwendet:
γ :=‖ (∂2g
∂z2
)∣∣
z=z(0)
‖F , welche fu¨r eine APRIORI-Bestimmung der lokalen Zeitschrittweite stets
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hinreichend war, da die algorithmisch bestimmten APOSTERIORI-Zeitschrittweiten bei allen
in dieser Arbeit untersuchten Testfa¨llen stets um mehrere Zehnerpotenzen gro¨ßer sind als die
entsprechenden APRIORI-Zeitschrittweiten.
Zu (3.24):
Es gilt: (
∂g
i
∂z
)∣∣∣∣
z=z(0)
= I+
∆t˜i
Vi
(
∂Ri
∂z
)∣∣∣∣
z=z(0)
, i ∈ {1, ..., nCells}. (3.37)
Damit
(∂g
i
∂z
)−1∣∣
z=z(0)
existiert, mu¨ssen die ∆t˜i geeignet gewa¨hlt werden.
Mit
D˜ := diag
({
∆t˜i
Vi
I
neq
}nCells
i=1
)
(3.38)
la¨sst sich (3.37) in folgender Form formulieren:(
∂g
∂z
)∣∣∣∣
z=z(0)
= I+ D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
. (3.39)
Man erkennt anhand von (3.39), dass −1 kein Eigenwert von (D . (∂R
∂z
)∣∣
z=z(0)
) sein darf, also:
− 1 /∈ σ
(
D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)
, (3.40)
denn sonst wu¨rde gelten:
det
((
∂g
∂z
)∣∣∣∣
z=z(0)
)
= det
(
I+ D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)
= 0, (3.41)
und
(∂g
∂z
)∣∣
z=z(0)
wa¨re somit singula¨r.
Ein hinreichendes Kriterium fu¨r die geforderte Regularita¨t von ∂g
∂z
(z(0)) ist durch
ρ
(
D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)
< 1 (3.42)
gegeben. ρ bezeichne hier den betraglich gro¨ßten Eigenwert (Spektralradius). Der Spektralradius ρ
la¨sst sich nach dem Satz von Hirsch (s. Stoer u. Bulirsch [127], S. 84) durch jede beliebige Operator-
norm abscha¨tzen:
ρ
(
D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)
≤
∥∥∥∥D˜ . (∂R∂z
)∣∣∣∣
z=z(0)
∥∥∥∥. (3.43)
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Wa¨hlt man in (3.43) als Norm die durch die L2-Vektornorm induzierte Operatornorm, so folgt aus
der Kompatibilita¨t der Frobeniusnorm zur L2-Vektornorm die folgende Ungleichung, s. hierzu S. 220
in [126]:
ρ
(
D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)
≤
∥∥∥∥D˜ . (∂R∂z
)∣∣∣∣
z=z(0)
∥∥∥∥
2
≤
∥∥∥∥D˜ . (∂R∂z
)∣∣∣∣
z=z(0)
∥∥∥∥
F
. (3.44)
Ist nun die Ungleichung
0 <
∥∥∥∥D˜ . (∂R∂z
)∣∣∣∣
z=z(0)
∥∥∥∥
F
< 1, (3.45)
erfu¨llt, so ist wegen (3.44) auch (3.42) erfu¨llt.
Die Inverse
(∂g
∂z
)−1∣∣
z=z(0)
la¨sst sich dann durch die Neumannsche Reihe darstellen:
(
∂g
∂z
)−1∣∣∣∣
z=z(0)
=
∞∑
i=0
(
− D˜ .
(
∂R
∂z
)∣∣∣∣
z=z(0)
)i
. (3.46)
Durch geeignete Verkleinerung der lokalen Schrittweiten ∆t˜i, i ∈ {1, . . . , nCells} kann (3.45) stets
erfu¨llt werden. Wegen (3.45) und (3.46) ist (∂g
∂z
)−1∣∣
z=z(0)
beschra¨nkt:
0 <
∥∥∥∥(∂g∂z
)−1∣∣∣∣
z=z(0)
∥∥∥∥
F
≤ 1
1− ‖ D˜ . (∂R
∂z
)∣∣
z=z(0)
‖F
< ∞. (3.47)
Da also g differenzierbar und bei geeigneter Wahl von ∆t˜i > 0, i ∈ {1, ..., nCells}, ( s. (3.45) )
(
∂g
∂z
(z)) in einer Umgebung Sr1(z(0)) ⊂ C0, z(0) ∈ C0 auch invertierbar ist, existiert (∂g∂z (z))−1 und
ist lokal stetig in Sr1(z(0)). Dies folgt aus dem Satz von der Umkehrfunktion (und ihrer Differen-
zierbarkeit), s. [60], S. 76. Daher ist die inverse Ableitung beschra¨nkt und somit die Voraussetzung
(3.24) des Satzes von N.-K. erfu¨llt. Man definiert deshalb die Konstante β ∈ (0,∞) durch
β :=
1
1− ‖ D˜ . (∂R
∂z
)∣∣
z=z(0)
‖F
, (3.48)
wobei (3.45) fu¨r die Wohldefiniertheit von (3.48) vorausgesetzt werden muss. Wenn nun die ∆t˜i
gema¨ß (3.45) geeignet gewa¨hlt werden, sind die Eigenwerte von (∂g
∂z
)|z=z(0) von Null verschieden
und beschra¨nkt. Das Spektrum der inversen Ableitung σ((∂g
∂z
)−1|z=z(0)) besteht somit ebenfalls aus
endlichen und von Null verschiedenen Eigenwerten. Daher sind die inverse Ableitung (∂g
∂z
)−1|z=z(0)
beschra¨nkt und die Voraussetzung (3.24) des Satzes von N.-K. erfu¨llt.
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Zu (3.25):
Es sei vorausgesetzt, dass g keine singula¨ren Punkte im Definitionsbereich besitze. Bei geeig-
neter Wahl von z(0) ∈ C0 kann deshalb davon ausgegangen werden, dass ‖ g(z(0)) ‖2 < ∞ erfu¨llt
ist.
Es gilt nach (3.24) und wegen der Kompatibilita¨t der Frobeniusnorm zur L2-Vektornorm, s.
hierzu S. 220 in [126]:
0 ≤
∥∥∥∥[(∂g∂z
)−1
. g
]∣∣∣∣
z=z(0)
∥∥∥∥
2
≤
∥∥∥∥(∂g∂z
)−1∣∣∣∣
z=z(0)
∥∥∥∥
F
‖g(z(0))‖2 ≤ β ‖ g(z(0)) ‖2 < ∞.
(3.49)
Man definiert deshalb die Konstante α ∈ [0,∞) unter Beru¨cksichtigung von (3.35) und (3.38) ent-
sprechend
α := β ‖ g(z(0)) ‖2= β ‖ D˜ .R(u(n)) ‖2 . (3.50)
Zu (3.26):
Mit h = α β γ aus (3.26) soll durch geeignete Wahl der Zeitschrittweiten ∆t˜i, i ∈ {1, . . . , nCells}
in der Blockdiagonalmatrix D˜ in (3.38) die Bedingung h ≤ 1
2
erfu¨llt werden, welche eine der
Voraussetzungen des Satzes von N.-K. ist. Durch ¨Aquivalenzumformungen der Ungleichung h ≤ 1
2
kann die obere Grenze der zula¨ssigen Zeitschrittweiten ∆t˜i unter Beru¨cksichtigung von (3.45) na¨her
bestimmt werden.
Fu¨r das implizite Euler-Zeitintegrationsschema gilt:
g(z(0)) = D˜ .R(z(0)) = D˜ .R(u(n)), (3.51)(
∂g
∂z
)∣∣∣∣
z=z(0)
= I+ D˜ .
(
∂R
∂z
)∣∣∣∣
z=u(n)
, (3.52)(
∂g
∂z
)−1∣∣∣∣
z=z(0)
=
(
I+ D˜ .
(
∂R
∂z
)∣∣∣∣
z=u(n)
)−1
=
( ∞∑
i=0
(
− D˜ .
(
∂R
∂z
)∣∣∣∣
z=u(n)
)i)
, (3.53)
falls (3.45) erfu¨llt ist,
(
∂2g
∂z2
)∣∣∣∣
z=z(0)
=
(
∂2
∂z2
(
D˜ .R
))∣∣∣∣
z=u(n)
,
oder
(
∂2g
i
∂z2
)∣∣∣∣
z=z(0)
=
∆t˜i
Vi
(
∂2Ri
∂z2
)∣∣∣∣
z=u(n)
, i ∈ {1, . . . , nCells}. (3.54)
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Setzt man:
Γ :=
√
2 γ ‖ D˜ .R(u(n)) ‖2
'
√
2
∥∥∥∥( ∂2∂z2 (D˜ .R)
)∣∣∣∣
z=u(n)
∥∥∥∥
F
‖ D˜ .R(u(n)) ‖2 , (3.55)
T :=
∥∥∥∥(D˜ . ∂R∂z
)∣∣∣∣
z=u(n)
∥∥∥∥
F
, ∆t˜i := τ̂mon. ∆t̂i > 0 bzw. D˜ = τ̂mon. D̂, (3.56)
γ = τ̂mon. γ̂, Γ = τ̂mon. Γ̂, T = τ̂mon. T̂ , τ̂mon. ∈ (0,∞), (3.57)
so folgt mit (3.26), (3.36), (3.45), (3.48), (3.50) sowie (3.51) - (3.57):
1
2
≥ h = α β γ = τ̂ 2mon. β2 γ̂ ‖ D̂ .R(u(n)) ‖2
=
τ̂ 2mon. γ̂ ‖ D̂ .R(u(n)) ‖2(
1− τ̂mon. ‖ D̂ .
(
∂
∂z
(R)
)∣∣
z=z(0)
‖F
)2 ∧ (τ̂mon. ∥∥∥∥(D̂ . ∂R∂z
)∣∣∣∣
u(0)
∥∥∥∥
F
< 1
)
,
⇔ (1− τ̂mon. T̂ )2 ≥ τ̂ 2mon. Γ̂2 ∧
(
0 < τ̂mon. T̂ < 1
)
,
⇔ (1− τ̂mon. (T̂ − Γ̂)) (1− τ̂mon. (T̂ + Γ̂)) ≥ 0 ∧
(
0 < τ̂mon. T̂ < 1
)
,
⇔
([
τ̂mon. (T̂ − Γ̂) < 1 ∧ τ̂mon. (T̂ + Γ̂) < 1
]
∨
[(
τ̂mon. (T̂ − Γ̂) ≥ 1 ∧ τ̂mon. (T̂ + Γ̂) ≥ 1
)])
∧ (0 < τ̂mon. T̂ < 1). (3.58)
Fallunterscheidungen:
1. Fall: Γ̂ > T̂ > 0:
(3.58) ⇔
(
1
T̂ − Γ̂ < 0 < τ̂mon. <
1
T̂ + Γ̂
)
∧
(
0 < τ̂mon. <
1
T̂
)
⇔ 0 < τ̂mon. < 1
T̂ + Γ̂
, (3.59)
2. Fall: T̂ > Γ̂ ≥ 0:
(3.58) ⇔
([
0 < τ̂mon. <
1
T̂ + Γ̂
]
∨
[
0 <
1
T̂ − Γ̂ ≤ τ̂mon.
])
∧
(
0 < τ̂mon. <
1
T̂
)
⇔ 0 < τ̂mon. < 1
T̂ + Γ̂
, (3.60)
3. Fall: Γ̂ = T̂ > 0:
(3.58) ⇔
(
0 < τ̂mon. <
1
T̂ + Γ̂
=
1
2 T̂
<∞
)
∧
(
0 < τ̂mon. <
1
T̂
)
⇔ 0 < τ̂mon. < 1
T̂ + Γ̂
. (3.61)
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Fu¨r die Wahl der lokalen APRIORI-Zeitschrittweiten ∆t˜i bzw. ∆t̂i, i ∈ {1, . . . , nCells} des
monolithischen Newton-Verfahrens ergibt sich aus (3.55) - (3.57) und (3.59) - (3.61):
τ̂mon. <
[√
2 γ̂
∥∥D̂ .R(u(n))∥∥
2
+
∥∥∥∥( ∂∂z (D̂ .R)
)∣∣∣∣
z=u(n)
∥∥∥∥
F
]−1
/
[√
2
∥∥∥∥ ∂2∂z2 (D̂ .R)∣∣z=u(n)
∥∥∥∥
F
∥∥∥∥D̂ .R(u(n))∥∥∥∥
2
+
∥∥∥∥( ∂∂z (D̂ .R)
)∣∣∣∣
z=u(n)
∥∥∥∥
F
]−1
≤
∥∥∥∥( ∂∂z (D̂ .R)
)∣∣∣∣
z=u(n)
∥∥∥∥−1
F
, (3.62)
D˜ := diag
({
∆t˜i
Vi
I
neq
}nCells
i=1
)
= τ̂mon. D̂ mit D̂ := diag
({
∆t̂i
Vi
I
neq
}nCells
i=1
)
. (3.63)
Durch die Ungleichungen (3.62) - (3.63) wird die Wahl des Korrekturfaktors τ̂mon. eingeschra¨nkt.
Die zweite Ungleichung in (3.62) entha¨lt das Doppelzeichen /, was in diesem Zusammenhang die
Bedeutung hat, dass die Abscha¨tzung nach oben korrekt ist. Das approximative Zeichen≈ deutet an,
dass in approximativer Weise die folgende Na¨herung verwendet wird, um den Korrekturfaktor der
APRIORI-Zeitschrittweiten fu¨r das monolithische Newton-Verfahren na¨herungsweise zu bestimmen:
τ̂mon. :≈
[√
2
∥∥∥∥ ∂2∂z2 (D̂ .R)∣∣z=u(n)
∥∥∥∥
F
∥∥∥∥D̂ .R(u(n))∥∥∥∥
2
+
∥∥∥∥( ∂∂z (D̂ .R)
)∣∣∣∣
z=u(n)
∥∥∥∥
F
]−1
, (3.64)
denn die Lipschitz-Konstanten γ bzw. γ̂ beziehen sich in dem Satz von N.-K. in Abschnitt 3.1.1.1
auf das konvexe Gebiet C0, welches noch geeignet bestimmt werden muss, damit eine approximative
Bestimmung von γ mit vertretbarem numerischen Aufwand mo¨glich wird. Gema¨ß (3.36) ha¨ngt sie
von dem Parameter ξ ∈ C0 ab und la¨ßt sich approximativ umso genauer abscha¨tzen, je kleiner die
Menge C0, welche den Startvektor z(0) = u(n) entha¨lt, vorgegeben wird. Man legt zur geeigneten
Definition von C0 eine Kugel mit noch zu bestimmenden Radius r um z(0): C0 := Sr(z(0)).
Dann gilt:
γ = max
ξ∈Sr(z(0))
∥∥∥∥(∂2g∂z2
)∣∣∣∣
z=ξ
∥∥∥∥
F
' τ̂mon.
∥∥∥∥( ∂2∂z2 (D̂ .R)
)∣∣∣∣
z=z(0)
∥∥∥∥
F
. (3.65)
Der Radius r ist nach unten durch die Radien r1,2 im Satz von N.-K. beschra¨nkt, woraus die folgenden
Abscha¨tzungen und die Definition von r folgen:
0 < r1,2 =
1∓√1− 2h
h
α ≤ 2α
h
=
2
βγ
≤ 2
[∥∥∥∥(∂g∂z
)−1∥∥∥∥−1
F
∥∥∥∥(∂2g∂z2
)∥∥∥∥−1
F
]∣∣∣∣
z=z(0)
<
2
∥∥(∂g
∂z
)∣∣
z=z(0)
∥∥
F∥∥(∂2g
∂z2
)∣∣
z=z(0)
∥∥
F
=
2
τ̂mon.
∥∥(∂g
∂z
)∣∣
z=z(0)
∥∥
F∥∥( ∂2
∂z2
(D̂ .R)
)∣∣
z=z(0)
∥∥
F
=: r. (3.66)
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In der letzen Ungleichung in (3.66) wurde die Submultiplikativita¨t der Frobeniusnorm in (3.67)
‖ A . B ‖F ≤ ‖ A ‖F ‖ B ‖F (3.67)
verwendet, s. hierzu S. 220 in [126], wonach fu¨r eine regula¨re Matrix A := (∂g
∂z
)∣∣
z=z(0)
gilt:
1 < ‖ I ‖F ≤ ‖ A ‖F ‖ A−1 ‖F ⇒ ‖ A−1 ‖−1F < ‖ A ‖F . (3.68)
Die Na¨herung (3.64) stellt eine Approximation erster Ordnung von γ dar und ist somit die gro¨bste
Form seiner Scha¨tzung. Es sind durchaus Approximationen von ho¨herer Ordnung denkbar, wenn g
genu¨gend oft differenzierbar ist. Man kann daher die skalare Funktion ‖ ∂2g
∂z2
‖F u¨ber dem Bereich
C0 := Sr(z
(0)) durch abschnittsweise lineare Funktionen approximieren, wodurch γ in (3.36) bis zur
zweiten Ordnung approximiert wird.
Die APRIORI-Zeitschrittweiten ∆t˜i des monolithischen Newton-Verfahrens sind gema¨ß (3.63) so-
wohl durch den Korrekturfaktor τ̂mon. als auch durch die Zeitschrittweiten ∆t̂i bestimmt, wobei letz-
tere im folgenden Abschnitt 3.1.1.3 noch bestimmt werden mu¨ssen.
3.1.1.3 Analytische APRIORI-Steuerung fu¨r separierte Newton-Verfahren
Wenn die nCells Gitterzellen in (3.2) voneinander separiert betrachtet werden, so wird fu¨r jede die-
ser Zellen ein Newton-Verfahren unabha¨ngig von den anderen Zellen gelo¨st. Jedes dieser Newton-
Verfahren besitzt die Dimension neq. Die separierten Verfahren sind schwach gekoppelt, denn die
Jacobi-Matrix des Gesamtsystems besitzt nur entlang der Diagonalen von Null verschiedene Block-
matrizen. Die restlichen Matrixeintra¨ge sind alle Null. Bei der Berechnung der Gesamtlo¨sung wird
jedoch auf die globale Flussbilanzfunktion R zuru¨ckgegriffen, in deren Berechnung alle Lo¨sung-
zusta¨nde aus den separierten Zellen eingehen und somit zu einer schwachen Kopplung der Ein-
zello¨sungen zur Gesamtlo¨sung fu¨hren. Man kann daher die Dimension n˜eq = nCells neq des mo-
nolithischen Problems aus Abschnitt 3.1.1.2 auf die eines einzelnen separierten Newton-Verfahrens
der Dimension n˜eq = neq reduzieren und die APRIORI-Zeitschrittweite fu¨r jede der Zellen i aus den
Formeln (3.62) - (3.63) oder (3.64) ablesen:
τ̂sep.
∆t̂i
Vi
:≈
[√
2
∥∥∥∥(∂2Ri∂zi2
)∣∣∣∣
z=u(n)
∥∥∥∥
F
∥∥Ri(u(n))∥∥2 + ∥∥∥∥(∂Ri∂zi
)∣∣∣∣
z=u(n)
∥∥∥∥
F
]−1
. (3.69)
Man legt nun τ̂sep. := 1 fest, womit die APRIORI-Zeitschrittweiten ∆t̂i der separierten Newton-
Verfahren gema¨ß (3.69) festgelegt sind. Diese setzt man nun in die Formeln (3.63) und (3.64) ein,
um den Korrekturfaktor τ̂mon. und damit die APRIORI-Zeitschrittweiten ∆t˜i des monolithischen
Newton-Verfahrens in (3.63) bestimmen zu ko¨nnen.
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In Formel (3.69) mu¨ssen noch die Gro¨ßen Ri(z),
(∂Ri
∂zi
)∣∣
z=z(0)
und
(∂2Ri
∂zi
2
)∣∣
z=z(0)
bestimmt werden.
Man wertet diese Ausdru¨cke in Abschnitt 3.1.1.4 fu¨r die Eulerschen Differenzialgleichungen aus,
welche sich durch den Integralsatz von Gauß beschreiben lassen, siehe hierzu [61] und [95].
Gaußscher Integralsatz:
Sei Ω ⊂ Rn, n ∈ N eine kompakte Teilmenge mit glattem Rand, n : ∂Ω → Rn das a¨ußere
Einheits-Normalenfeld und U ⊃ Ω eine offene Teilmenge des Rn. Dann gilt fu¨r jedes stetig
differenzierbare Vektorfeld F : U → Rn:∫
Ω
div(F(x)) dV =
∫
∂Ω
F(x) . n(x) dS. (3.70)
Bemerkung:
Der Gaußsche Integralsatz gilt auch noch, wenn der Rand ∂Ω nicht glatt ist, sondern niederdi-
mensionale Singularita¨ten (Kanten, Ecken, etc.) hat und das Vektorfeld F nicht in einer vollen
Umgebung von Ω stetig differenzierbar ist. Fu¨r eine solche Verallgemeinerung siehe [95].
Die in [95] bewiesene Verallgemeinerung ist fu¨r die Verwendung des Gaußschen Integralsatzes zur
Lo¨sung des Stro¨mungsproblems mit der Finite-Volumen-Methode von großer Bedeutung. Denn
das untersuchte Gebiet wird ra¨umlich durch ein Gitter diskretisiert, welches aus polyedrischen
Zellen besteht, welche Ecken und Kanten besitzen. Im Folgenden sei Ω eine derartige Zelle, in
welcher die Stro¨mungsgleichungen gelo¨st werden mu¨ssen. Es bezeichne vg den Vektor der lokalen
Gittergeschwindigkeit in einem Fla¨chenelement der Zelloberfla¨che ∂Ω der Zelle Ω.
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3.1.1.4 Differenziation der Euler-Gleichungen
Vertauschbarkeit von Differenziation und Integration
Ha¨ufig sind Funktionen definiert durch Integrale der Gestalt
ψ(u) =
∫
Rn
φ(u,x) dnx. (3.71)
Der folgende Satz, siehe hierzu S. 98 - 99 in [61], fasst zusammen, unter welchen Voraussetzungen
fu¨r φ die entstehende Funktion ψ differenzierbar von u abha¨ngt:
Satz (u¨ber die Parameterabha¨ngigkeit von Integralen):
Es sei U ⊂ Rn offen und eine Funktion φ durch
φ : U × Rn → R, (u,x) 7→ φ(u,x),
gegeben. Fu¨r jedes u ∈ U sei die Funktion
φu : U → R, x 7→ φ(u,x), (3.72)
integrabel. Das Integral definiert die Funktion
ψ : U → R, u 7→
∫
Rn
φu d
nx =
∫
Rn
φ(u,x) dnx. (3.73)
1. Angenommen, alle Funktionen u 7→ φ(u,x), x ∈ Rn sind stetig bei u ∈ U ,
und es existiert eine integrable Funktion Φ : Rn → R mit
|φ(u,x)| ≤ Φ(x) fu¨r alle (u,x) ∈ U × Rn. (3.74)
Dann ist ψ(u) stetig bei u ∈ U .
2. Angenommen, alle Funktionen u 7→ φ(u,x),x ∈ Rn haben stetige partielle Ableitungen
∂
∂uj
φ(u,x) nach der j-ten Koordinate uj in Rn bei u ∈ U , und es existiert eine integrable
Funktion Φ : Rn → R mit∣∣∣∣ ∂φ∂uj (u,x)
∣∣∣∣ ≤ Φ(x) fu¨r alle (u,x) ∈ U × Rn. (3.75)
Dann existiert ∂
∂uj
ψ(u), ist stetig, und es gilt:
∂ψ
∂uj
(u) =
∫
Rn
∂φ
∂uj
(u,x) dnx. (3.76)
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Es wird zu Beginn von Abschnitt 3.1.1.3 vorausgesetzt, dass die FunktionR(u) mindestens zweifach
stetig differenzierbar ist. Deshalb wird der Satz u¨ber die Parameterabha¨ngigkeit von Integralen im
Folgenden auf die Funktion
R(u) =
∫
∂Ω
( nsp∑
i=1
ni(x) Fi(u,x)
)
dS =
∫
Rnsp−1
χ(x, ∂Ω)
( nsp∑
i=1
ni(x) Fi(u)
)
dS (3.77)
angewendet, siehe hierzu (2.13) - (2.16) in Abschnitt 2.2.
Das Integrationsgebiet erstreckt sich hier jedoch nicht auf den gesamten Vektorraum Rnsp , sondern
nur auf ein endliches Teilgebiet, na¨mlich die Randfla¨che ∂Ω der Gitterzelle Ω. Es bezeichne
χ(x, ∂Ω) :=
1, x ∈ ∂Ω0, x /∈ ∂Ω ,
die nur auf dem Rand ∂Ω von Null verschiedene charakteristische Funktion, mit deren Hilfe das
Randfla¨chenintegral u¨ber ∂Ω in (3.77) u¨ber dem gesamten Rnsp−1 formuliert werden kann. Es gilt
hier x ∈ Ω ⊂ Rnsp, dS := d nsp−1x. Wie man anhand von (2.16) erkennen kann, ha¨ngen die
Fi, i ∈ {1, 2, 3} nicht explizit von x ∈ Rnsp ab. Bei der in QUADFLOW vorhandenen ra¨umli-
chen Gitteradaption zur Verringerung des ra¨umlichen Diskretisierungsfehlers besteht durch die Feh-
leranalyse der Lo¨sung eine Abha¨ngigkeit zwischen Gittergeometrie und Stro¨mungszustand. Auch
bei instationa¨ren Simulationen auf bewegten Gittern, z. B. bei der Fluid-Struktur-Kopplung, besteht
eine solche Abha¨ngigkeit. Der Einfachheit halber sei hier jedoch angenommen, dass eine derartige
Beziehung zwischen x und u nicht bestehe und deshalb legt man fest:
∂x
∂u
:= 0. (3.78)
Es folgt deshalb aus (3.76), (3.77) und (3.78)
∂R(u)
∂u
=
∫
Rnsp−1
χ(x, ∂Ω)
( nsp∑
i=1
ni(x)
∂Fi
∂u
)
dS =
∫
∂Ω
( nsp∑
i=1
ni(x)
∂Fi
∂u
)
dS, (3.79)
sowie
∂2R(u)
∂u2
=
∫
∂Ω
( nsp∑
i=1
ni(x)
∂2Fi
∂u2
)
dS. (3.80)
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Formale Differenziation erster Ordnung
Zur Beschreibung der Stro¨mung werden die Euler-Gleichungen gema¨ß (2.13) - (2.16) verwendet.
Durch Anwendung des Satzes von Gauß (3.70) auf das Volumen V = |Ω| des Abschlusses Ω der
Zelle Ω ergibt sich fu¨r nsp = 3, neq = 5:
∂R(u)
∂u
=
∫
∂Ω
( nsp∑
i=1
ni
∂Fi
∂u
)
dS =
∫
Ω
̂̂
D
(1)
dV (3.81)
mit
̂̂
D
(1)
:= lim
V→0
1
V
∂R
∂u
= lim
V→0
1
V
∫
∂Ω
( nsp∑
i=1
ni
∂Fi
∂u
)
dS = lim
V→0
1
V
∫
∂Ω
D(1) dS, (3.82)
̂̂
D
(1)
=

̂̂a 0 0 0 0̂̂
b1
̂̂
A11
̂̂
A12
̂̂
A13 0̂̂
b2
̂̂
A21
̂̂
A22
̂̂
A23 0̂̂
b3
̂̂
A31
̂̂
A32
̂̂
A33 0̂̂c ̂̂d1 ̂̂d2 ̂̂d3 ̂̂e

, (3.83)
mit:
̂̂a = −div(vg), ̂̂b = −div(v ⊗ v) + (γ − 1)2 grad(v2), ̂̂c = −div(v (γ E + (1− γ) v2)),̂̂
d = (1− γ) div(v⊗ v) + grad
(
γ E +
(1− γ)
2
v2
)
, ̂̂e = γ div(v− vg), (3.84)̂̂
A = div(v − vg) I3 + grad(v) + (1− γ) (grad(v))T .
Die Details zum Zustandekommen der formalen Ableitungen erster Ordnung D(1) ko¨nnen dem An-
hang A.1 entnommen werden.
Formale Differenziation zweiter Ordnung
Durch Anwendung des Satzes von Gauß (3.70) auf das Volumen V = |Ω| der Zelle Ω ergibt sich fu¨r
nsp = 3, neq = 5:
̂̂
D
(2)
i,j,k := lim
V→0
1
V
(
∂2R
∂u2
)
i,j,k
= lim
V→0
1
V
(
∂2Ri
∂uj∂uk
)
, i, j, k ∈ {1, 2, ..., 5} (3.85)
und somit auch:
̂̂
D
(2)
i,j,k = lim
V→0
1
V
∫
∂Ω
∂D
(1)
i,j
∂uk
dS = lim
V→0
1
V
∫
∂Ω
∂2
∂uj∂uk
( nsp∑
l=1
nl Fl
)
i
dS, (3.86)
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bzw.:
̂̂
D
(2)
i,j,k = lim
V→0
1
V
∫
∂Ω
∂D
(1)
i,j
∂uk
dS = lim
V→0
1
V
∫
∂Ω
D
(2)
i,j,k dS, i, j, k ∈ {1, 2, ..., 5}. (3.87)
Die Details zum Zustandekommen der formalen Ableitungen zweiter Ordnung D(2) ko¨nnen dem
Anhang A.2 entnommen werden. Nun handelt es sich bei der Gitterzelle Ω um ein Polyeder mit
Volumen V = |Ω|. Das Randintegral in (3.82) und (3.86) entspricht daher einer Summe mit endlich
vielen Summanden. Die Reihenfolge von Differenziation und Integration (d.h. Summation) kann so-
mit vertauscht werden. Die Anzahl der Summanden entspricht der Anzahl der Oberfla¨chenelemente
des Polyeders Ω. Die Indexmenge der Oberfla¨chenelemente Sl sei mit N(∂Ω) bezeichnet. Somit gilt
unter Vernachla¨ssigung der Grenzwertbildung in (3.82), (3.86) oder (3.87):
̂̂
D
(1)
i,j ≈
1
V
( ∑
l∈N(∂Ω)
D
(1)
i,j (u|∂Ω)Sl
)
, i, j ∈ {1, ..., 5}, (3.88)
̂̂
D
(2)
i,j,k ≈
1
V
( ∑
l∈N(∂Ω)
D
(2)
i,j,k(u|∂Ω)Sl
)
, i, j, k ∈ {1, ..., 5}. (3.89)
Laufzeitverhalten der APRIORI-Zeitschrittweitensteuerung
Erste Tests der in QUADFLOW implementierten APRIORI-Zeitschrittweitensteuerung haben erge-
ben, dass die a priori bestimmte Zeitschrittweitenverteilung in vielen Fa¨llen zu klein gewa¨hlt ist. Die
a priori bestimmte lokale Zeitschrittweite nach dem Satz von N.-K. ist zwar ein hinreichendes,
aber im Allgemeinen kein notwendiges Kriterium fu¨r die Konvergenz des Newton-Verfahrens.
Tatsa¨chlich sind gro¨ßere lokale Zeitschrittweiten mo¨glich, unter denen das Newton-Verfahren kon-
vergiert. Dies haben numerische Tests ergeben, bei denen die a priori bestimmten lokalen Zeitschritt-
weiten zuna¨chst heuristisch mit einem Erho¨hungsfaktor f > 1 multipliziert wurden. Die Simula-
tionszeiten mit den korrigierten Zeitschrittweiten unterschieden sich von denen der unkorrigierten
APRIORI-Zeitschrittweiten um ein Vielfaches zu Gunsten der Erho¨hung. Die experimentellen Re-
sultate motivierten die Weiterentwicklung der APRIORI-Zeitschrittweitensteuerung durch Erho¨hung
mit einem globalen Faktor der lokalen APRIORI-Zeitschrittweiten, welche im folgenden Abschnitt
3.1.1.5 nun als APOSTERIORI-Zeitschrittweitensteuerung bezeichnet wird. Denn der zu bestim-
mende Erho¨hungsfaktor f wird nach Ausfu¨hrung des Zeitintegrationsschrittes stets modifiziert und
der aktuelle Zeitschritt bei zu großer Wahl von f eventuell wiederholt.
3.1 Stro¨mungssimulation mit QUADFLOW 55
3.1.1.5 Algorithmische APOSTERIORI-Zeitschrittweitensteuerung
Es ist erfahrungsgema¨ß mo¨glich, dass bei Wahl einer zu großen Zeitschrittweite im numerischen
Lo¨sungsprozess in mindestens einer Zelle eine physikalisch unzula¨ssige lokale Lo¨sungsapproxima-
tion auftreten kann. Diese wird charakterisiert durch einen negativen Wert der Gro¨ßen Druck, Dichte
oder innere Energie. Die analytische Lo¨sung der Differenzialgleichung sollte allerdings in physi-
kalisch sinnvoller Weise nur positive Werte dieser Gro¨ßen besitzen, was hier vorausgesetzt wird.
Wegen der Konsistenz konvergiert die approximative numerische Lo¨sung bei Verringerung der lo-
kalen Zeitschrittweiten gegen die exakte Lo¨sung. Daher existieren grenzwertige lokale Zeitschritt-
weiten, unterhalb derer die lokalen Zeitschrittweiten stets zu einer physikalisch zula¨ssigen Lo¨sung
im numerischen Lo¨sungsprozess fu¨hren. Die lokale APRIORI-Zeitschrittweite sei nun mit ∆ti,apr.,
die gesuchte lokal maximal zula¨ssige (grenzwertige) Zeitschrittweite sei mit ∆ti,apost. bezeichnet. Da
erfahrungsgema¨ß ∆ti,apost. ≥ ∆ti,apr. gilt, existiert ein globaler Erho¨hungsfaktor f ≥ 1 mit:
∆ti,apost. = f ∆ti,apr., f ≥ 1 ∀ i ∈ {1, . . . , nCells}. (3.90)
Zur Funktionsweise der APOSTERIORI-Zeitschrittweitensteuerung
Die neue iterative Zeitschrittweitensteuerung gliedert sich nun in zwei Abschnitte:
• 1. Die APRIORI-Zeitschrittweitensteuerung, welche zu Beginn eines jeden Zeitschrittes im
1. Newton-Schritt eine zula¨ssige Zeitschrittweite fu¨r jede Zelle mithilfe der approximativen
Formeln in (3.62) - (3.64) und (3.69) berechnet. Die lokalen Zeitschrittweiten garantieren die
Konvergenz des (monolithischen) Newton-Verfahrens gegen eine eindeutig bestimmte Lo¨sung.
• 2. Die APOSTERIORI-Zeitschrittweitensteuerung, welche in sukzessiver Approximation
durch Multiplikation mit geeigneten Steuerfaktoren (g und g−n, mit g > 1, n > 1) den globa-
len Erho¨hungsfaktor f und somit die lokalen Zeitschrittweiten ∆ti,apost. in (3.90) bestimmen
soll.
Die APOSTERIORI-Zeitschrittweitensteuerung wirkt bei der Bestimmung von ∆ti,apost. in selbstre-
gulierender Weise.
Ist
1. das Quotientenkriterium (3.8) als Konvergenzbedingung
‖ f(z(l+1)) ‖2 ≤ α̂ ‖ f(z(l)) ‖2, fu¨r ein α̂ ∈ (0, 1) und ∀ l ∈ N0, (3.91)
oder
2. die Validita¨tsbedingung des Lo¨sungszustandes
∀ i ∈ {1, ..., nCells} : (pi > 0 ∧ ρi > 0 ∧ ei > 0), (3.92)
nicht erfu¨llt, so wird der aktuelle Zeitschritt mit verringerten Zeitschrittweiten wiederholt, s. Abbil-
dung 3.1.
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Die Funktionsweise der APOSTERIORI-Zeitschrittweitensteuerung wird anhand der folgenden
Skizze anschaulich dargestellt:
Start:
∆t0 := ∆tapr.
Entscheidung:
Sind die folgenden beiden Kriterien 1. und 2.
erfu¨llt ?
1. Globale Konvergenz
durch das Quotientenkriterium:
‖ f(z(l+1)) ‖2 ≤ α̂ ‖ f(z(l)) ‖2,
fu¨r ein α̂ ∈ (0, 1) und fu¨r alle l ∈ N0.
2. Lo¨sungszustand ist physikalisch zula¨ssig:
Druck p > 0, Dichte ρ > 0 und
innere Energie e > 0.
Ja Nein
∆tk+1 := ∆tk · g,
g > 1
∆tk+1 := ∆tk/g
n
,
g > 1, n > 1
Beginne na¨chsten
Zeitschritt:
tk+1 := tk +∆tk+1
Wiederhole aktuellen
Zeitschritt:
tk+1 := tk
Bild 3.1: Funktionsweise der APOSTERIORI-Zeitschrittweitensteuerung
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Speichertechnische Modifikation der APOSTERIORI-Zeitschrittweitensteuerung
Die APRIORI-Zeitschrittweitensteuerung bildet hinsichtlich der Konvergenz des Newton-Verfahrens
und der Eindeutigkeit der gesuchten Lo¨sung eine zuverla¨ssige Grundlage fu¨r die algorith-
mische APOSTERIORI-Zeistschrittweitensteuerung. Zur Bestimmung der lokalen APRIORI-
Zeitschrittweiten ∆ti,apr., i ∈ {1, . . . , nCells} mu¨ssen das stationa¨re Residuum R in (3.1), seine
Ableitungen von erster Ordnung ∂R
∂z
und zweiter Ordnung ∂
2R
∂z2
berechnet und abgespeichert werden.
Die Ableitungen von erster Ordnung sind ohnehin fu¨r das Newton-Verfahren erforderlich und liegen
bereits im Speicher als du¨nn besetzte Matrix vor, wenn die ersten Ableitungen nicht mit einer ma-
trixfreien Methode, wie z. B. durch finite Differenzenquotienten oder durch Automatische Differen-
ziation (ADIFOR, s. hierzu [1]), bestimmt werden. Gro¨ßeren speichertechnischen Aufwand erfordert
die Abspeicherung der Ableitungen von zweiter Ordnung, denn diese entsprechen einem du¨nn besetz-
ten Tensor von dritter Stufe. Der Speicherbedarf der zweiten Ableitungen entspricht einem Vielfa-
chen des Speicherbedarfs der Ableitungen von erster Ordnung, wenn die Ableitungen beider Ordnun-
gen explizit abgespeichert werden mu¨ssen. Der zusa¨tzliche Speicherbedarf kann eingespart werden,
wenn in der APOSTERIORI-Zeitschrittweitensteuerung anstelle der APRIORI-Zeitschrittweiten ei-
ne globale CFL-Zahl vorgegeben wird. Aus der CFL-Zahl, dem La¨ngenmaß einer lokalen Gitterzelle
und dem Lo¨sungszustand in dieser Zelle ko¨nnen die lokalen Zeitschrittweiten bestimmt werden,
mit denen die APOSTERIORI-Zeitschrittweitensteuerung initialisiert wird. Die CFL-Zahl muss je-
doch hinreichend klein gewa¨hlt sein, damit bereits zu Beginn der Newton-Iteration eine physikalisch
zula¨ssige Lo¨sung berechnet und ebenso die Konvergenz des Newton-Verfahrens beobachtet werden
ko¨nnen. Es ist jedoch a priori nicht klar, welche CFL-Zahl fu¨r den entsprechenden nichtlinearen
Testfall geeignet ist. Dies kann nur experimentell festgestellt werden. Die CFL-Zahl entstammt be-
kanntlich der numerischen Stabilita¨tstheorie linearisierter hyperbolischer Gleichungen (siehe hierzu
[41, 43]) und kann nicht ohne weiteres die numerische Stabilita¨t der eigentlich nichtlinearen hyper-
bolischen Gleichungen garantieren.
3.1.1.6 Zeitschrittweitensteuerung fu¨r den Spezialfall eines synchron-transienten Problems
Liegt ein physikalisches Problem vor, welches durch eine zeitabha¨ngige Lo¨sungsfunktion in insta-
tiona¨rer Weise beschrieben wird, so wird in QUADFLOW nur eine einzige, globale Zeitschritt-
weite verwendet. Diese muss geeignet vorgegeben werden, um die physikalischen Pha¨nomene
zeitlich auflo¨sen zu ko¨nnen. Sie muss im Allgemeinen hinreichend klein gewa¨hlt sein, damit ein
Stro¨mungslo¨ser wa¨hrend der numerischen Simulation ein stabiles Laufzeitverhalten aufweist. ¨Ahn-
lich wie in stationa¨ren Testfa¨llen du¨rfen sich weder unphysikalische Lo¨sungen noch Konvergenz-
schwierigkeiten ergeben. Ein unphysikalischer Iterationszustand kann zu einem verfru¨hten Program-
mende durch Programmabsturz fu¨hren. Konvergenzschwierigkeiten, wie etwa das limiter-clipping-
Pha¨nomen oder ein oszillierender Konvergenzverlauf des Newton-Verfahrens ko¨nnen die Konver-
genz des Newton-Verfahrens gegen die gesuchte zeitliche Lo¨sung verhindern. Durch geeignete Wahl
der globalen Zeitschrittweite mu¨ssen derartige numerische Schwierigkeiten ausgeschlossen werden.
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Der Ansatz zur Zeitschrittweitensteuerung, wie er fu¨r stationa¨re Probleme verwendet wird, kann im
wesentlichen auf ein instationa¨res Problem u¨bertragen werden, wenn man die lokalen Zeitschrittwei-
ten des stationa¨ren Problems der einen globalen Zeitschrittweite des instationa¨ren Problems gleich-
setzt. Es ist zu beachten, dass der globale Zeitschritt hinreichend klein gewa¨hlt werden muss, da-
mit der Iterationszustand in jedem Newton-Schritt physikalisch zula¨ssig ist und zudem das Newton-
Verfahren konvergiert. Wenn der Iterationszustand physikalisch zula¨ssig ist, ist ein Programmab-
sturz ausgeschlossen. Um zu u¨berpru¨fen, ob das Newton-Verfahren konvergent ist, wird im insta-
tiona¨ren Testfall in jedem Zeitschritt u¨berpru¨ft, ob das Newton-Verfahren eine gewisse Toleranz-
schwelle INSTAT RES DROP nach einer bestimmten Anzahl von Iterationen unterschritten hat. So-
wohl die Toleranzschwelle als auch die Maximalanzahl von Newton-Iterationen werden im Input von
QUADFLOW fest vorgegeben und definieren somit die ”Konvergenzgu¨te”. Sollte nun in einem Zeit-
schritt ein unphysikalischer Lo¨sungszustand angenommen werden oder das Konvergenzgu¨tekriteri-
um nicht eingehalten werden, so wird der aktuelle Zeitschritt mit verringerter Zeitschrittweite wieder-
holt. Diese Schrittweitensteuerung hat ¨Ahnlichkeit mit der APOSTERIORI-Schrittweitensteuerung,
wie sie zur Lo¨sung von stationa¨ren Problemen verwendet wird. Nach Abschluss eines Zeitschrittes
wird durch Untersuchung der Konvergenzgu¨te entschieden, ob der aktuelle Zeitschritt wiederholt
wird oder nicht. Aufgrund dieser nachtra¨glichen Entscheidung ist die Schrittweitensteuerung vom
APOSTERIORI-Steuerungstyp. Die hier vorgestellte Schrittweitensteuerung sichert die Konvergenz
des Newton-Verfahrens durch Kontrolle der Konvergenzgu¨te. Zudem stellt sie sicher, dass alle Ite-
rationszusta¨nde stets physikalisch zula¨ssig und somit Programmabstu¨rze ausgeschlossen sind. Sie
ermo¨glicht jedoch keine Aussage daru¨ber, welche Zeitschrittweite physikalisch sinnvoll ist, um das
betrachtete instationa¨re Problem zeitlich hinreichend genau auflo¨sen oder den zeitlichen Diskretisie-
rungsfehler genu¨gend klein wa¨hlen zu ko¨nnen. Es ist offensichtlich, dass der zeitliche Diskretisie-
rungsfehler umso geringer ist, je kleiner die Zeitschrittweite gewa¨hlt wird und umgekehrt. Weiterhin
muss bei der Vorgabe der maximalen Zeitschrittweite beachtet werden, dass das Rechengitter defor-
mierbar ist. So erfa¨hrt das Gitter z. B. bei starker Deformation des Gitterrandes unter Umsta¨nden
bei zu groß gewa¨hlter globaler Zeitschrittweite starke Verzerrungen, so dass die Volumendetermi-
nanten der Gitterzellen negativ werden ko¨nnen. Zu große Gitterdeformationen ergeben im Allge-
meinen unphysikalische Iterationszusta¨nde, welche zu einem Programmabsturz fu¨hren ko¨nnen. Die
Kontrolle der zeitabha¨ngigen Gitterdeformation geht bisher nicht in die Zeitschrittweitensteuerung
ein. Um fu¨r ein konkretes instationa¨res physikalisches Problem die maximal zula¨ssige, globale Zeit-
schrittweite vorgeben zu ko¨nnen, muss a priori klar sein, welche physikalischen Pha¨nomene in der
Simulation zeitlich aufgelo¨st werden sollen. So mu¨ssen zum Beispiel im Falle des transsonischen Pa-
neels durch Modalanalyse die Eigenfrequenzen sowie die zugeho¨rigen Eigenmoden bestimmt wer-
den. Erst dann kann entschieden werden, bis zu welcher Maximalfrequenz die mo¨glichen Platten-
schwingungen zeitlich aufgelo¨st werden sollen. Man wendet hierzu das Shannon-Nyquist-Theorem
an, welches besagt, dass die Samplingfrequenz fsamp mindestens gleich dem 2.2-fachen der auf-
zulo¨senden Frequenz fmax gewa¨hlt werden muss (fsamp ≥ 2.2 fmax), um mit ∆tsamp ≤ 12.2 1fmax
noch Schwingungen der Frequenz fmax in der Simulation zu erfassen. In der numerischen Pra-
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xis wurde jedoch als Samplingzeitschrittweite ∆tsamp ≤ 110 1fmax vorgegeben. Demnach wird eine
Schwingungsperiode mit Frequenz fmax durch mindestens 10 diskrete Zeitpunkte beschrieben. Nach
Massjung [99] sind fu¨r die korrekte Simulation von aeroelastischen Problemen sowohl ein zeitlich
wie auch ra¨umlich konservatives Kopplungsschema zwischen Stro¨mung und Struktur zu verwenden.
Die Konservativita¨t einer ra¨umlichen Gitterkopplung zwischen Stro¨mung und Struktur hinsichtlich
Last-, Energie- und Momententransfer wird ausfu¨hrlich in Kapitel 3.3.2 untersucht. In Abschnitt 2.4
wurden verschiedene zeitliche Kopplungsschemata von Fluid- und Strukturdynamik vorgestellt, von
denen nach [99] nur das Fixpunktkopplungsschema (Schema C) die geforderte Konservativita¨t ga-
rantieren kann, wenn anstatt einer monolithischen eine separierte, modulare Beschreibung des Fluid-
Struktur-Interaktionsproblems verwendet werden sollte. In Abschnitt 3.3.1 wird dargelegt, dass bei
hinreichend kleiner Wahl der Zeitschrittweite das Fixpunktkopplungsschema stets gegen eine eindeu-
tig bestimmte zeitliche Lo¨sung konvergieren muss und diese mit der Lo¨sung eines monolithischen
Lo¨sungsverfahrens identisch ist. Diese Zeitschrittweite wird in konstruktiver Weise durch Verwen-
dung des Fixpunktsatzes von Banach bestimmt. Die in Abschnitt 3.3.1 hergeleiteten Bedingungen
fu¨r diese Zeitschrittweite sind jedoch von rein theoretischer Natur und ko¨nnten nur mit sehr großem
numerischen Aufwand fu¨r ein reales Problem verwendet werden. Die Kenntnis, dass fu¨r die Kon-
vergenz des Fixpunktkopplungsschemas eine hinreichend kleine Zeitschrittweite existiert, wird ver-
wendet, um eine APOSTERIORI-Steuerung fu¨r das Schema C zu konstruieren. Man verlangt hier-
zu, dass innerhalb einer Maximalanzahl von Iterationsschritten eine gewisse Genauigkeitsschranke
unterschritten wird. Andernfalls wird die Zeitschrittweite solange verringert, bis das vorgegebene
Konvergenzgu¨tekriterium erfu¨llt ist. Sollte das Gu¨tekriterium erfu¨llt sein, so kann die Zeitschritt-
weite erho¨ht werden, falls die physikalisch sinnvolle Maximalschrittweite dadurch nicht u¨berschrit-
ten wird. Die APOSTERIORI-Zeitschrittweitensteuerungen fu¨r instationa¨re wie stationa¨re Proble-
me a¨hneln sich bis auf die Vorgabe einer globalen bzw. lokalen Zeitschrittweite. In Abbildung 3.1
des Abschnitts 3.1.1.5 wird der Ablauf der APOSTERIORI-Zeitschrittweitensteuerung fu¨r stationa¨re
Probleme und in Abbildung 3.2 fu¨r instationa¨re Probleme schematisch dargestellt. Beide Steuerungen
verwenden ein Konvergenzgu¨tekriterium.
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Start:
∆t0 := ∆tmax.
Entscheidung:
Sind die folgenden beiden Kriterien 1. und 2.
erfu¨llt ?
1. Konvergenzgu¨tekriterium:
Das Newton-Verfahren unterschreitet
in N Schritten die vorgeg. Toleranzschranke
INSTAT RES DROP.
2. Lo¨sungszustand ist physikalisch zula¨ssig:
Druck p > 0, Dichte ρ > 0 und
innere Energie e > 0.
Ja. Nein.
∆tk+1 := ∆tk g,
g > 1.
∆tk+1 := ∆tk/g
n,
g > 1, n > 1.
Beginne na¨chsten
Zeitschritt:
tk+1 := tk +∆tk+1.
Wiederhole aktuellen
Zeitschritt:
tk+1 := tk.
Bild 3.2: APOSTERIORI-Zeitschrittweitensteuerung fu¨r instationa¨re Probleme
3.1 Stro¨mungssimulation mit QUADFLOW 61
3.1.1.7 Simulationen mittels APOSTERIORI-Steuerung ohne Filter oder Gla¨tter
In den Abschnitten 3.1.1.7, 3.1.2.3, 3.1.3.1, 3.1.4 und 3.1.4.1 wird die Kombination von
APOSTERIORI-Zeitschrittweitensteuerung mit verschiedenen Filter- bzw. Gla¨ttungsmethoden auf
die folgende Simulation 1 angewandt: stationa¨re transsonische Euler-Lo¨sung der schallnahen Um-
stro¨mung des BAC-3-11-Profils, s. [106], welche durch ra¨umliche Adaption mit den Eingabepara-
metern in Tabelle 3.1 berechnet wird. Im linken Teilbild der Abbildung 3.3 erkennt man das finale
Gitter, welches nach fu¨nf ra¨umlichen Gitteradaptionen entstanden ist. Die Lo¨sung wird als konver-
giert angesehen, wenn das Verha¨ltnis der beiden Residuen aus aktueller und voriger Adaption einen
Schwellwert von DROP RES = 10−6 unterschritten hat. Im mittigen und rechten Teilbild von Ab-
bildung 3.3 sind der Druck und die Machzahl dargestellt. Es sind drei Verdichtungssto¨ße erkennbar,
und zwar bei x/c ≈ 0.045, x/c ≈ 0.543 auf der Unterseite und x/c ≈ 0.953 auf der Oberseite
des Profils. In Stoßna¨he weist das finale Gitter die ho¨chsten Zelldichten auf. Das in Tabelle 3.1 vor-
gestellte Beispiel wird in dieser Dissertation als Referenzfall verwendet, um sa¨mtliche Methoden
der Zeitschrittweitensteuerung miteinander vergleichen zu ko¨nnen. Es werden bei allen Simulatio-
nen ra¨umliche Rekonstruktionsverfahren von zweiter Ordnung angewandt. Der Referenzfall dient
auch dem Vergleich verschiedener Limiter und deren Korrekturen hinsichtlich der Simulationszeit
und Monotonieerfu¨llung. Dieser Testfall konnte mit QUADFLOW bisher mit besonders sorgfa¨ltiger
Parameterwahl und großem numerischen Aufwand gerechnet werden.
Machzahl M∞ = 0.85
Dichte ρ∞ = 1.225 kgm3 ,
Temperatur T∞ = 274.0K
Anstro¨mwinkel α = 0 ◦
Tabelle 3.1: Simulation 1, Stationa¨re transsonische Euler-Lo¨sung der Umstro¨mung des BAC-3-11-Profils
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Bild 3.3: Simulation 1, Ra¨umlich adaptives Stro¨mungsgitter (links) nach 5 Adaptionen, Contourplots
von Druck (mittig) und Machzahl (rechts) fu¨r die konvergierte Lo¨sung
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In den Abschnitten 3.1.1.7, 3.1.2.3, 3.1.3.1, 3.1.4 und 3.1.4.1 werden aus Gru¨nden der Simulations-
zeitminimierung das geda¨mpfte Newton-Verfahren sowie der PC5-Limiter ohne Monotoniekorrektur
verwendet, s. Abschnitt 3.1.6.5. Hingegen werden in Abschnitt 3.1.5.3 die verschiedenen Newton-
Varianten bezu¨glich ihrer Simulationszeiten miteinander verglichen. Die in dieser Arbeit untersuch-
ten Limiter werden in Abschnitt 3.1.6 hinsichtlich ihrer Simulationszeit und ihren Monotonieeigen-
schaften untersucht.
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Para-
meter der APOSTERIORI-ZSW-Steuerung untersucht. Diese Parameter sind die Maximalanzahl an
Krylov-Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungssy-
stems durch das Krylov-Verfahren nicht u¨berschritten werden soll, und die Anzahl von Zeitschrit-
ten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl
durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird. In Tabelle 3.2 erkennt man, dass eine
Erho¨hung des Parameters MAX KRYLOV ITERATIONS von 10 auf 200 eine deutliche Verringerung
der Rechenzeit nach sich zieht. Die Rechenzeiten von Simulationen 5 und 6 unterscheiden sich um
mehr als das 18-fache voneinander. Eine Erho¨hung des Parameters REPETITION MEMORY fu¨hrt
unabha¨ngig von der Wahl des Parameters MAX KRYLOV ITERATIONS zu einer Erho¨hung der Re-
chenzeit.
Simulations- maximal zula¨ssige Anzahl von Zeitschritten Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung Adaptionen,
MAX KRYLOV ITERATIONS REPETITION MEMORY DROP RES = 10−6
2 10 1 4665
3 10 5 7640
4 10 15 11378
5 10 30 12270
6 200 1 667
7 200 5 768
8 200 15 794
9 200 30 793
Tabelle 3.2: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 2-9, APOSTERIORI-ZSW-
Steuerung ohne Filter- oder Gla¨ttungsverfahren.
In den Abbildungen 3.4 sind exemplarisch die Konvergenzhistorien der Simulationen 2 und 6 darge-
stellt.
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Bild 3.4: Simulationen 2 (links) und 6 (rechts), Parameterwahl siehe Tabelle 3.2, APOSTERIORI-
ZSW-Steuerung ohne Gla¨ttung, 5 Adaptionen bei DROP RES = 10−6.
3.1.2 Kalman-Filter zur Unterstu¨tzung der APOSTERIORI-Zeitschrittwei-
tensteuerung
Eine Maßnahme, um unerwu¨nschte Schwankungen der Lo¨sung bei der Modifikation der Zeitschritt-
weiten im Stro¨mungsfeld zu reduzieren, ist die Verwendung eines Filters. Es bietet sich an, den
Kalman-Filter zu verwenden. Hierbei handelt es sich um einen stochastischen Zustandsscha¨tzer
fu¨r dynamische Systeme. Mithilfe dieses Filters sind bei Vorliegen lediglich fehlerbehafteter Be-
obachtungen Ru¨ckschlu¨sse auf den exakten Zustand von speziellen, ha¨ufig der Technik oder Phy-
sik zugeordneten Systemen mo¨glich. Der Kalman-Filter wurde 1960 von Rudolf E. Ka´lma´n erst-
mals fu¨r zeitdiskrete, lineare Systeme entwickelt und wird dazu verwendet, Zusta¨nde oder Para-
meter des Systems aufgrund von teils redundanten Messungen, die von Rauschen u¨berlagert sind,
zu scha¨tzen. Dabei wird der mittlere quadratische Fehler minimiert. Vereinfacht dargestellt, dient
der Kalman-Filter zum Entfernen der von den Messgera¨ten verursachten Sto¨rungen. Dabei mu¨ssen
sowohl die mathematische Struktur des zugrundeliegenden dynamischen Systems als auch die der
Messverfa¨lschung bekannt sein. Der entscheidende Vorteil des Kalman-Filters gegenu¨ber anderen
stochastischen Scha¨tzverfahren ist seine iterative Struktur, die ihn fu¨r den Einsatz in Echtzeitanwen-
dungen pra¨destiniert. Der Filter besitzt eine sog. Pra¨diktor-Korrektor-Struktur, d.h. zuna¨chst wird
auf Basis der Systemeingangsdaten der wahrscheinlichste Ausgangswert vorhergesagt (pra¨diziert)
und dieser dann mit dem tatsa¨chlich gemessenen Ausgangswert verglichen. Die Differenz der beiden
Werte wird linear gewichtet und dient der Verbesserung (Korrektur) des aktuellen Zustandes. Im Pro-
grammpaket QUADFLOW wird der Kalman-Filter zeitlich nach Ausfu¨hrung der APOSTERIORI-
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Zeitschrittweitensteuerung angewendet, um den Verlauf des lokalen Korrekturfaktors f in (3.90) in
Abha¨ngigkeit von der Zeit zu gla¨tten. Wie in Abbildung 3.1 dargestellt, handelt es sich bei der algo-
rithmischen APOSTERIORI-Zeitschrittweitensteuerung um einen selbstregulierenden Prozess,
bestehend aus Vergro¨ßerungen bzw. Verkleinerungen der lokalen Zeitschrittweiten durch Multiplika-
tionen mit den Faktoren g bzw. g−n gema¨ß Abbildung 3.1.
3.1.2.1 Zeitschrittweitensteuerung als verrauschtes Bewegungserfassungsproblem
Interpretiert man die logarithmische Darstellung der Zeitschrittweite in Abha¨ngigkeit von
der Zeit als Weg-Zeit-Funktion, so kann man den Regelmechanismus der APOSTERIORI-
Zeitschrittweitensteuerung als Beschleunigungs- bzw. Verzo¨gerungsmechanismus verstehen. Die Ite-
rationszahl entspricht hier dem Zeitschritt k und log(fk) dem zuru¨ckgelegten Weg. Das eigentli-
che Ziel dieses Regelungsmechanismus ist es, die Ideal- oder Sollverteilung der lokalen Zeitschritt-
weiten zu erreichen, wenn die aktuelle lokale Zeitschrittweite zula¨ssig ist. Ohne Verwendung des
Kalman-Filters liefert die APOSTERIORI-Zeitschrittweitensteuerung in Abbildung 3.1 stets zula¨ssi-
ge Zeitschrittweiten. Diese weichen jedoch von den maximal mo¨glichen Zeitschrittweiten ab. Letz-
tere sind zwar nicht bekannt, ko¨nnen aber durch den Kalman-Filter gescha¨tzt werden. Dadurch wird
der vorhin beschriebene sa¨gezahnartige Verlauf der in Abbildung 3.1 dargestellten APOSTERIORI-
Zeitschrittweitensteuerung geda¨mpft. Das Da¨mpfungsvermo¨gen des Kalman-Filters wirkt zudem sta-
bilisierend auf das Konvergenzverhalten des Stro¨mungslo¨sers, was sich am niederfrequenten zeitli-
chen Verlauf des stationa¨ren Residuums erkennen la¨sst. Der Regelungsmechanismus wird nun an-
gena¨hert als lineares Weg-Zeit-Problem modelliert. Deshalb wird hier der lineare Kalman-Filter wie
zur Lo¨sung eines Bewegungserfassungsproblems (motion tracking) verwendet. Stellt man den Loga-
rithmus des Korrekturfaktors log(fk) im k-ten Zeitintegrationsschritt als ein Polynom 2. Grades in
der zeitartigen Variablen τ dar, so gilt:
x
(0)
k+1 = log(fk+1) = x
(0)
k + x
(1)
k ∆τk +
1
2
x
(2)
k ∆τ
2
k +
1
6
ξk ∆τ
3
k
x
(1)
k+1 = x
(1)
k + x
(2)
k ∆τk +
1
2
ξk ∆τ
2
k
x
(2)
k+1 = x
(2)
k + ξk ∆τk
 . (3.93)
In den Gleichungen (3.93) nummeriert der Index k die Zeitintegrationsschritte, und die ”Zeitvariable”
τk entspricht einer ku¨nstlich geschaffenen Hilfsgro¨ße. Falls die Variable τk mit dem Index k u¨berein-
stimmen sollte: τk := k ∈ N0, so wa¨re der Diskretisierungsfehler ∆τk = τk+1−τk = 1 der Gleichun-
gen (3.93) mo¨glicherweise zu groß. Je kleiner die ”Hilfszeitschrittweite” ∆τk gewa¨hlt werden darf,
desto genauer ist die Prognose der zu scha¨tzenden Parameter xk := (x
(0)
k , x
(1)
k , x
(2)
k )
T in den Glei-
chungen (3.93). Es erscheint daher sinnvoll, auch reellwertige ku¨nstliche Zeitvariablen τk ∈ R mit
∆τk ∈ (0, 1] zuzulassen. Die zeitartige Schrittweite ∆τ entspricht somit einer ”Samplingzeitschritt-
weite”, welche entsprechend ∆τ = 1/fsamp. mit der Samplingfrequenz fsamp. verknu¨pft ist. Wenn
die in QUADFLOW implementierte algorithmische APOSTERIORI-Zeitschrittweitensteuerung ei-
ne Wiederholung durchfu¨hrt, so wird dabei auch die Samplingfrequenz fsamp. des Kalman-Filters
erho¨ht.
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Fu¨r die zeitliche Darstellung von log(fk) im ”Zeitraum” [τk, τk+1] muss noch der Vektor der unbe-
kannten Polynomkoeffizienten xk = (x
(0)
k , x
(1)
k , x
(2)
k )
T bestimmt werden. Dieser entha¨lt als Kompo-
nenten die Position x(0)k , die Geschwindigkeit x
(1)
k und die Beschleunigung x
(2)
k , welche durch den
Kalman-Filter durch Rekursion in jedem Zeitpunkt k ermittelt werden. Die Rekursion des Filters
wird durch Vorgabe von
x0 := (log(f0), 0, 0)
T (3.94)
mit vorgegebenem f0 initialisiert.
3.1.2.2 Bewegungserfassung mittels Kalman-Filter
Der Autopilot als Beispiel einer intrinsischen Bewegungserfassung
Das Problem, die eigene Bewegung zu erfassen, tritt beispielsweise bei der Navigation auf. Ein Bei-
spiel hierfu¨r ist ein auf Inertialnavigation basierender Autopilot, z. B. an Bord eines Flugko¨rpers. Bei
der Inertial- oder Tra¨gheitsnavigation erfassen Gyroskope ¨Anderungen in den sechs Bewegungsfrei-
heitsgraden und leiten diese an einen Computer weiter, welcher aus der Kenntnis des Startpunktes
und der Bewegungsa¨nderung die absolute ra¨umliche Bewegung des Flugobjektes zu jedem Zeit-
punkt berechnet. In diesem Falle erzeugen Vibrationen des Flugobjekts ein Messrauschen in den
Gyroskopen des Autopiloten, wodurch die Berechnung der Flugbahn gesto¨rt wird. Entsprechend
den berechneten Positionsdaten steuert der Autopilot wiederum das Flugobjekt. Die der Steuerung
innewohnende Sto¨rung u¨bertra¨gt sich nun auf die Bewegung des Flugobjekts in Form von Vibra-
tionen. Somit wird der Kreislauf der Sto¨rungsausbreitung im System Flugobjekt↔ Autopilot durch
Ru¨ckkopplung geschlossen. Das Prozessrauschen, welches aus der Bewegung des Flugobjektes re-
sultiert, und das Messrauschen, welches durch die Gyroskope wahrgenommen wird, beeinflussen
einander gegenseitig und sind deshalb miteinander korreliert. Das korrelierte Rauschen muss durch
eine geeignete Massnahme aus den zu erfassenden Bewegungsdaten herausgefiltert werden, damit
das Flugobjekt durch den Autopiloten sicher gesteuert werden kann. Hierzu wird der Kalman-Filter
verwendet. Aus der Kenntnis des Prozess- und Messrauschens sowie ihrer Korrelation zueinander
scha¨tzt der Filter aus der mathematischen Struktur der Bewegungsgleichungen und den Gyroskop-
messdaten die Position des Flugobjekts unter Minimierung des mittleren quadratischen Fehlers in
Echtzeit. Er unterdru¨ckt das sto¨rende Rauschen im Kreislauf zwischen Bewegungserfassung und
Steuerung. Der Kalman-Filter wurde erstmals erfolgreich in Echtzeitnavigations- und Leitsystemen
des Apollo-Programms der NASA unter Federfu¨hrung von Stanley F. Schmidt eingesetzt. Fu¨r Proble-
me der Selbstregulierung wie der Inertialnavigation oder verwandter Bewegungserfassungsprobleme
pra¨sentieren C. K. Chui und G. Chen in [38] eine umfassende und detaillierte Herleitung der Kalman-
Filter-Beziehungen sowie die zugeho¨rigen Beweise. Im folgenden Abschnitt wird die abstrakte Pro-
blembeschreibung mittels Kalman-Filter fu¨r korreliertes Prozess- und Messrauschen beschrieben.
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Zeitschrittweitensteuerung als intrinsisches Steuerungsproblem
Die im Abschnitt 3.1.2.2 beschriebenen Erkenntnisse u¨ber den Einsatz des Kalman-Filters im Au-
topiloten eines Flugobjektes sollen nun hier auf das System Stro¨mungslo¨ser QUADFLOW ↔
APOSTERIORI-Zeitschrittweitensteuerung angewendet werden. Die Rolle des Autopiloten wird
hier der APOSTERIORI-Zeitschrittweitensteuerung und die des Flugobjekts dem Stro¨mungslo¨ser
u¨bertragen, welcher durch geeignete Zeitschrittweitenwahl sicher gesteuert werden muss. Die
Sto¨rungen, welche durch abrupte Vera¨nderungen der Zeitschrittweite die Stro¨mungsberechnung
beeinflussen, sollen durch den Kalman-Filter unterdru¨ckt werden. Es liegt wie bei dem intrin-
sischen Navigationsproblem ein ru¨ckkoppelndes System zwischen Zeitschrittweitensteuerung und
Stro¨mungslo¨ser vor. Jedes der beiden Teilsysteme greift auf die Ausgabegro¨ßen des anderen zu und
verwendet diese als Eingangsgro¨ßen. Eine sprunghafte Vergro¨ßerung der Zeitschrittweite durch Mul-
tiplikation mit dem vorgegebenen Faktor g wird in dem Modell der Bewegungserfassung mittels
Kalman-Filter als Beschleunigung, eine Verkleinerung durch Multiplikation mit g−n hingegen als
Verzo¨gerung interpretiert. Es ist jedoch unklar, wann der Algorithmus nun eine der beiden mo¨gli-
chen Aktionen durchfu¨hrt. Diese Unsicherheit entspricht im Kalman-Filter dem Prozessrauschen ξk,
welches in (3.93) bzw. (3.96) den Abbruchfehler der polynomialen Darstellung von xk+1 gema¨ß
(3.93) erfasst und dem Kalman-Filter als bekannte Eingabegro¨ße bei der Initialisierung vorgege-
ben werden muss. Die APOSTERIORI-Zeitschrittweitensteuerung entha¨lt nach Abbildung 3.10 als
Ausgabegro¨ße die Zeitschrittweite ∆tk bzw. den APOSTERIORI-Korrekturfaktor fk, welcher dem
Kalman-Filter als gemessene Position in der Form log(fk) u¨bergeben wird. Es sei nun angenom-
men, dass diese Messung durch einen Fehler gesto¨rt ist, welcher als Messrauschen gema¨ß (3.96)
durch die Gro¨ße ηk repra¨sentiert wird. Der Kalman-Filter scha¨tzt nun auf der Grundlage der mathe-
matischen Struktur des Bewegungserfassungsproblems (Pra¨diktionsphase) gema¨ß den Gleichungen
3.93 den Zustand des na¨chsten Zeitschritts und korrigiert diesen durch die vorgenommene Messung
der Position (Korrekturphase). Zur Scha¨tzung der Zeitschrittweite verwendet der Kalman-Filter die
APOSTERIORI-Zeitschrittweite als ungeda¨mpfte Eingabegro¨ße und gibt die gescha¨tzte Zeitschritt-
weite, wie in Abbildung 3.10 dargestellt, als geda¨mpfte Ausgangsgro¨ße zuru¨ck. Letztere wird in
QUADFLOW zur Stro¨mungsberechnung weiterverwendet und beeinflusst die Stro¨mungslo¨sung. Die
Stro¨mungslo¨sung beeinflusst den Korrekturfaktor fk der APOSTERIORI-Zeitschrittweitensteuerung
gema¨ß der Abbildungen 3.1 und 3.10. Somit kommt es zwischen dem Kalman-Filter und dem Re-
gelmechanismus der APOSTERIORI-Zeitschrittweitensteuerung u¨ber die Stro¨mungsberechnung zu
einer wechselseitigen Beeinflussung des Fehlerrauschens. Das Prozess- und Messrauschen sind des-
halb durch die intrinsische Zeitschrittweitensteuerung miteinander korreliert.
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Kalman-Filter fu¨r korreliertes Rauschen
Wie in Abschnitt 3.1.2.1 beschrieben, wird durch den Vektor xk = (x
(0)
k , x
(1)
k , x
(2)
k )
T der Korrektur-
faktor fk zum Zeitlevel tk erfasst und charakterisiert. Der Logarithmus des Korrekturfaktors la¨sst sich
somit in folgender Form darstellen:
x
(0)
k+1 := log(fk+1). (3.95)
Die Gleichungen des linearen Kalman-Filters zur Beschreibung des Bewegungszustandes des Kor-
rekturfaktors fk von 3. Ordnung in der Zeit sind gema¨ß (3.93) durch das System (3.96) gegeben:
xk+1 = Ak
. xk +Gk ξk
vk = Ck
. xk + ηk
}
mit A
k
:=
1 ∆τk
1
2
∆τ 2k
0 1 ∆τk
0 0 1
 ,
Gk :=

1
6
∆τ 3k
1
2
∆τ 2k
∆τk
 und C
k
:= (1, 0, 0). (3.96)
Die erste Gleichung in (3.96) ist die abstrahierte Beschreibung des linearen Systems in (3.93). Die
Matrix A
k
beschreibt den ”zeitartigen” ¨Ubergang des Parametervektors xk zwischen den ”Zeitle-
veln” τk und τk+1. Die zweite Gleichung in (3.96) beschreibt das lineare Messsystem. vk ist hier die
Positionsmessung zum ”Zeitpunkt” k. Matrix C
k
beschreibt die Projektion des Zustandvektors xk
auf seine Positionskomponente x(0)k , welche durch die Messung noch ermittelt werden muss. Das
Rauschen des Messprozesses wird durch die Komponente ηk beschrieben. Es bezeichne E(x) den
Erwartungswert und V ar(x) := E((x−E(x))⊗ (x− E(x))) die Varianz der Variable x. Dann sei
vorausgesetzt, dass gilt:
E(ξk) = E(ηk) = 0, E(x0 ξk) = E(x0 ηk) = 0, E(ξk ξl) = Qk δkl = σ
2
ξk
δkl,
E(ηk ηl) = Rk δkl = σ
2
ηk
δkl, E(ξk ηl) = Sk δkl, P0,0 := V ar(x0). (3.97)
Es sind hierbei ∆τk die verwendete ”Zeitschrittweite”, xk der exakte Bewegungszustand (Prozesszu-
stand), ξk die zeitliche ¨Anderung von x(2)k (Prozessrauschen), σ2ξk die Varianz des durch ξk gegebenen
Prozessrauschens, vk die Positionsmessung (Messzustand), ηk das Messrauschen der Positionsmes-
sung, σ2ηk die Varianz des durch ηk gegebenen Messrauschens und Sk der Rauschkorrelationsparame-
ter zum ”Zeitpunkt” τk. Es gelte:
Rk > 0, Sk ≥ 0 ∀ k ∈ N0. (3.98)
Fu¨r Sk > 0 sind das Prozessrauschen ξk und das Messrauschen ηk miteinander korreliert. Fu¨r
die in dieser Arbeit vorgenommene Anwendung des Kalman-Filters auf die APOSTERIORI-
Zeitschrittweitensteuerung wird korreliertes Rauschen zwischen Prozess- und Messvorgang voraus-
gesetzt.
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Spezifische Vorgabe der Kalman-Parameter in QUADFLOW
Im Kalman-Filter der APOSTERIORI-Zeitschrittweitensteuerung in QUADFLOW ist die Varianz
des Messrauschens ηk vorgegeben durch
σ2ηk = Rk = E(ηk ηk) = max{|log(g)|, |log(gn)|}2 = |n log(g)|2, falls n > 1, g > 1, (3.99)
denn in jedem Zeitschritt kann der Korrekturfaktor fk um den Faktor g erho¨ht oder um g−n ver-
ringert werden. In der logarithmischen Darstellung log(fk) entspricht dies einer Variation von
max{|log(g)|, |log(gn)|}. Das Prozess- und Messrauschen sind in QUADFLOW korreliert. Daher
wird speziell ξk so gewa¨hlt, dass gilt:
ηk =
1
6
ξk ∆τ
3
k ⇒ ξk = 6 ∆τ−3k ηk = 6 ∆τ−3k |n log(g)|. (3.100)
Hieraus ergibt sich der Korrelationsparameter Sk wie folgt:
Sk = E(ξk ηk) = 6 ∆τ
−3
k σ
2
ηk
= 6 ∆τ−3k |n log(g)|2. (3.101)
Ablaufbeschreibung des Kalman-Filters fu¨r korreliertes Rauschen
Nach [38] gibt es zu den Voraussetzungen in Abschnitt 3.1.2.2 eine optimale Scha¨tzung x̂k := x̂k|k.
Die zur Berechnung des optimalen Zustandsvektors x̂k beno¨tigten Rechenschritte sind unter Beru¨ck-
sichtigung der Gleichungen (3.93) - (3.101) im Ablaufschema der Abbildung 3.5 dargestellt. Falls
die Korrelation des Rauschens verschwindet, also S
k
= 0 gilt, so gehen die Formeln in Abbildung
3.5 in die Beschreibung des (gewo¨hnlichen) Kalman-Filters (ohne korreliertes Rauschen) u¨ber.
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Na¨chster Zeitschritt:
k → k + 1
Messung:
vk
Pra¨diktion:
(1) Vorhersage des na¨chsten Zustandes:
x̂k|k−1 = Ak−1 • x̂k−1|k−1
+K
k−1 • (vk−1 −Ck−1 • x̂k−1|k−1).
(2) Berechnung der Fehlerkovarianzmatrix:
P
k,k−1 = A˜k−1 •Pk−1,k−1 • A˜
T
k−1
+G
k−1 •Qk−1 •G
T
k−1
−K
k−1 •Rk−1 •KTk−1,
mit A˜
k−1 = Ak−1 −Kk−1 •Ck−1,Qk = E(ξk ⊗ ξk),
R
k
= E(η
k
⊗ η
k
) und K
k−1 = Gk−1 • Sk−1 •R−1k−1.
Korrektur:
(3) Berechnung der Kalmanschen Gewichtsmatrix:
W
k
= P
k,k−1 •CTk • (Ck •Pk,k−1 •CTk +Rk)−1.
(4) Korrektur der Zustandsscha¨tzung
unter Verwendung der Messung vk:
x̂k|k = x̂k|k−1 +Wk • (vk −Ck • x̂k|k−1).
(5) Update der Fehlerkovarianzmatrix
P
k,k
= (I−W
k
•C
k
) •P
k,k−1.
Bild 3.5: Pra¨diktor-Korrektor-Prinzip des Kalman-Filters
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3.1.2.3 Simulationen mittels APOSTERIORI-Steuerung und Kalman-Filter
Es wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Parameter der APOSTERIORI-
ZSW-Steuerung unter Verwendung des Kalman-Filters von 3. Ordnung in der Zeit untersucht,
siehe hierzu (3.96). Der Parameter MAX KRYLOV ITERATIONS, der bei der Lo¨sung eines li-
nearen Gleichungssystems durch die Iterationsanzahl des Krylov-Verfahrens nicht u¨berschritten
werden soll, wird variiert. In Tabelle 3.3 erkennt man, daß eine Erho¨hung dieses Parameters
von 10 auf 200 eine Erho¨hung der Rechenzeit um ca. 23% nach sich zieht. Die Erho¨hung von
MAX KRYLOV ITERATIONS bewirkt jedoch, daß die Konvergenzhistorie im rechten Teilbild in
Abbildung 3.6 deutlich ruhiger und mit weniger Zeitintegrationsschritten verla¨uft als im linken Teil-
bild.
Simulations- maximal zula¨ssige Anzahl von Zeitschritten Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung Adaptionen,
MAX KRYLOV ITERATIONS REPETITION MEMORY DROP RES = 10−6
10 10 2 902
11 200 2 1110
Tabelle 3.3: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 10-11, Verwendung des Kalman-
Filters von 3. Ordnung.
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Bild 3.6: Konvergenzhistorien und CFL-Zahl-Verla¨ufe bei 5 Adaptionen, Simulationen 10 (links)
und 11 (rechts), Parameterwahl siehe Tabelle 3.3, Verwendung des Kalman-Filters von 3. Ordnung,
5 Adaptionen bei DROP RES = 10−6.
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3.1.3 Gla¨ttungsmethoden fu¨r die APOSTERIORI-Zeitschrittweitensteue-
rung
Der im Kapitel 3.1.2 beschriebene Kalman-Filter stellt eine Methode zur Rauschunterdru¨ckung dar.
Es verwendet die rauschbehafteten Messdaten des aktuellen Zeitlevels und den bereits gescha¨tzten
Zustand des vorangegangenen Zeitlevels, um den aktuellen Zustand in Echtzeit und in optimaler und
rekursiver Weise zu scha¨tzen. Der so gescha¨tzte Zustand ist nun von seinem Rauschen weitestge-
hend befreit. Es stellt sich die Frage, ob es Alternativen zu dem theoretisch recht anspruchsvollen
Modell des Kalman-Filters gibt, welche mit ihm hinsichtlich der effizienten Rauschunterdru¨ckung
oder des schnellen Laufzeitverhaltens verglichen werden ko¨nnen. Die im Folgenden beschriebenen
Gla¨ttungsverfahren werden als mo¨gliche Alternativen zum Kalman-Filter hinsichtlich der Rauschun-
terdru¨ckung und des Laufzeitverhaltens untersucht. Gla¨tter verwenden im Gegensatz zu einem Filter
nicht nur einen (N = 1), sondern mehrere Messdatensa¨tze (N > 1) als Eingabe. Die Gla¨ttungs-
verfahren sollen die verrauschte Messdatenreihe von ihrem Rauschen befreien. Die so gegla¨ttete
Zeitreihe eignet sich nun, um den Zustand des na¨chsten Zeitlevels durch Extrapolation zu scha¨tzen.
Der gema¨ß [38] dargestellte Kalman-Gla¨tter basiert auf der Anwendung des Kalman-Filters auf einen
N Zeitlevel umfassenden Datensatz von Messungen.
3.1.3.1 Kalman-Gla¨tter
Maßgebliche Gleichungen des Kalman-Ga¨tters von dritter zeitlicher Ordnung
Man nehme an, dass die letztenN Zeitschrittweitenparameter xK fu¨rK ∈ {1, ..., N} in gespeicherter
Form vorhanden seien. Diese Informationen dienen unter Beru¨cksichtigung der Gleichungen (3.93)
- (3.101) als Grundlage fu¨r die Anwendung des Kalman-Gla¨tters. Fu¨r jedes K ∈ {1, . . . , N} soll die
optimale Scha¨tzung x̂K|N des Zustandsvektors xK unter Verwendung der gesamten Information des
diskreten Zeitintervalls {1, ..., N} bestimmt werden. Fu¨r einen beliebigen Zeitlevel K ∈ {1, . . . , N}
wird durch Vorwa¨rtsfilterung auf der Teilmenge {1, . . . , K}, startend mit k = 1, sowie Ru¨ckwa¨rts-
filterung auf der Teilmenge {K + 1, . . . , N}, startend mit k = N , der optimal gegla¨ttete Zustand
im Zeitlevel K bestimmt. Eine typische Anwendung des Kalman-Gla¨tters ist z. B. die Bestimmung
einer Satellitenbahn durch Auswertung der innerhalb einer gewissen Beobachtungszeit gesammelten
Bahndaten. Konkret betrachte man das folgende linear deterministische / stochastische System mit
der vorgegebenen Endzeit N :
xk+1 = Ak
. xk +Gk
. ξ
k
,
vk = Ck
. xk + ηk,
}
(3.102)
mit 1 ≤ k < N . Angenommen sei, dass fu¨r alle k die Varianzmatrizen Q
k
= E(ξ
k
⊗ ξ
k
) und
R
k
= E(η
k
⊗ η
k
) positiv definit sind, woraus die Invertierbarkeit von Q
k
und R
k
in (3.105) folgt.
Es wird nun der Kalman-Filter-Prozess angewendet, um die gla¨ttende Optimalscha¨tzung x̂K|N zu
finden, wobei sich die Optimalita¨t auf die Minimierung der Fehlervarianz bezieht. Zuna¨chst sei mit
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x̂
f
K die Scha¨tzung des Kalman-Filters x̂K|Kbezeichnet, welche man unter Verwendung der Daten
{v1, ...,vK} erha¨lt. Die Kennzeichnung f bedeutet, dass die Scha¨tzung von x̂fK ein in der Zeit
vorwa¨rts gerichteter Prozess ist (f =̂ forward). In a¨hnlicher Weise bezeichnet x̂bK = x̂K|K+1 die
ru¨ckwa¨rtsgerichtete optimale Scha¨tzung (b =̂ backward), welche auf den Daten {vK+1, ...,vN} ba-
siert.
Man erha¨lt die gla¨ttende Optimalscha¨tzung x̂K|N , indem die gesamte Dateninformation {v1, ...,vN}
durch den folgenden rekursiven Algorithmus nach [38] miteinbezogen wird:
K
K
= Pf
K
. Pb
K
. (I+Pf
K
. Pb
K
)−1, P
K
= (I−K
K
) . Pf
K
,
x̂K|N = (I−KK) . x̂
f
K +PK
. x̂
b
K
}
, (3.103)
wobeiPf
K
, x̂
f
K undPbK , x̂
b
K unter Verwendung der folgenden beiden Algorithmen rekursiv berechnet
werden:
Pf
0
= V ar(x0),
= E((x0 − E(x0))⊗ (x0 −E(x0))),
Pf
k,k−1 = Ak−1
. Pf
k−1
.AT
k−1 +Gk−1
.Q
k−1
.GT
k−1,
Kf
k
= Pf
k,k−1
.CT
k
. (C
k
. Pf
k,k−1
.CT
k
+R
k
)−1,
Pf
k
= (I−Kf
k
.C
k
) . Pf
k,k−1,
x̂
f
0 = E(x0),
x̂
f
k = Ak−1
. x̂
f
k−1 +K
f
K
. (vk −Ck .Ak−1x̂
f
k−1),
k = 1, 2, ..., K,

(3.104)
und
Pb
N
= 0,
Pb
k+1,N
= Pb
k+1
+CT
k+1
.R−1
k+1
.C
k+1
,
Kb
k
= Pb
k+1,N
.GT
k+1
. (G
k+1
. Pb
k+1,N
.GT
k+1
+Q−1
k+1
)−1,
Pb
k
= AT
k+1
. (I−Kb
k
.GT
k+1
) . Pb
k,N
.A
k+1
,
x̂
b
N = 0,
x̂
b
k = A
T
k+1
. (I−Kb
k
.GT
k+1
) . {x̂bk+1 +CTk+1 .R−1k+1vk+1},
k = N − 1, N − 2, ..., K.

(3.105)
Simulationen zum Kalman-Gla¨tter von dritter zeitlicher Ordnung
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschie-
dene Parameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl
MAX KRYLOV ITERATIONS an Krylov-Iterationen, die bei der Lo¨sung eines linearen Gleichungs-
systems durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschrit-
ten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-
Zahl durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitlevel
SMOOTHING LEVELS, die fu¨r die Gla¨ttung verwendet werden. In Tabelle 3.4 erkennt man, dass
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mit Ausnahme von Simulation 15 die Rechenzeit mit zunehmendem Gla¨ttungsparameter SMOO-
THING LEVELS anwa¨chst. Eine Erho¨hung des Parameters MAX KRYLOV ITERATIONS von 10 auf
200 bewirkt durch weniger Wiederholungen und gro¨ßere CFL-Zahlen je nach Wahl des Parameters
SMOOTHING LEVELS eine deutliche Verringerung der Rechenzeit auf 11.0% bis 23.1% der maxi-
malen Simulationszeit in Tabelle 3.4.
Sim.- maximal zula¨ssige Anzahl von Zeitschritten Anzahl der fu¨r Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl die Gla¨ttung ver- in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung wendeten Zeitlevel Adaptionen,
MAX KRYLOV IT. REPETITION MEM. SMOOTHING LEVELS DROP RES = 10−6
12 10 2 5 5211
13 10 2 10 5553
14 10 2 15 6259
15 10 2 30 5486
16 200 2 5 686
17 200 2 10 697
18 200 2 15 896
19 200 2 30 1446
Tabelle 3.4: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 12-19, Verwendung des Kalman-
Gla¨tters von 3. Ordnung in allen Fa¨llen
3.1.3.2 Gla¨ttung durch gleitende Mittelwertbildung von erster bis dritter zeitlicher Ordnung
Gla¨ttung durch gleitende Mittelwertbildung von erster zeitlicher Ordnung
Maßgebliche Gleichungen
Der gleitende Mittelwert, auch gleitender Durchschnitt genannt, wird verwendet, um Zeitreihen
zu gla¨tten. Gleitende Mittelwerte verringern die in einer Datenreihe vorhandene Variation. Durch
Mittelwertgla¨ttung wird das hochfrequente Rauschen herausgefiltert, so dass die niederfrequen-
ten Anteile in den Zeitreihen besser sichtbar werden. Es bezeichne N die Gro¨ße des Datensat-
zes xk = log(fk), {xk−N+1, ..., xk}, k ≥ N . Dann sind folgende Mittelwertberechnungen in der
APOSTERIORI-Zeitschrittweitensteuerung mo¨glich:
• Einfacher gleitender Mittelwert (SMA = Simple Moving Average, s. [107]):
SMA =
N−1∑
j=0
xk−j βj , βj =
1
N
, j ∈ {0, .., N − 1}, (3.106)
• Gewichteter gleitender Mittelwert (WMA = Weighted Moving Average, s. [107]):
WMA =
N−1∑
j=0
xk−j βj, βj =
2 (N − j)
N (N + 1)
, j ∈ {0, .., N − 1}, (3.107)
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• Exponentiell gewichteter gleitender Mittelwert (EWMA = Exponentially WMA, s. [107]):
EWMA =
N−1∑
j=0
xk−j βj, βj =
α (1− α)j
1− (1− α)N , z. B. α =
2
N + 1
∈ [0, 1]. (3.108)
Bei der Mittelwertbildung werden im Falle des WMA und des EWMA die neueren Zeitlevel stark, die
a¨lteren hingegen schwach gewichtet. Beim SMA hingegen werden alle Zeitlevel gleich gewichtet. In
der APOSTERIORI-Zeitschrittweitensteuerung stellt {xk−j+1}j=1,...,N den Datensatz der abgespei-
cherten lokalen Erho¨hungsfaktoren zur APRIORI-Zeitschrittweitensteuerung dar.
Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschie-
dene Parameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl
MAX KRYLOV ITERATIONS an Krylov-Iterationen, die bei der Lo¨sung eines linearen Gleichungs-
systems durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschrit-
ten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-
Zahl durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitle-
vel SMOOTHING LEVELS, die fu¨r die Gla¨ttung verwendet werden. Eine Erho¨hung des Parame-
ters MAX KRYLOV ITERATIONS von 10 auf 200 bewirkt je nach Wahl des Parameters SMOO-
THING LEVELS eine deutliche Verringerung der Rechenzeit auf ca. 15.9% bis 28.6% der maximalen
Simulationszeit in Tabelle 3.5 durch weniger Wiederholungen und gro¨ßere CFL-Zahlen.
Sim.- maximal zula¨ssige Anzahl von Zeitschritten Anzahl der fu¨r Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl die Gla¨ttung ver- in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung wendeten Zeitlevel Adaptionen,
MAX KRYLOV IT. REPETITION MEM. SMOOTHING LEVELS DROP RES = 10−6
20 10 1 5 9365
21 10 1 10 6965
22 10 1 15 9217
23 10 1 30 9248
24 200 1 5 1528
25 200 1 10 1496
26 200 1 15 1765
27 200 1 30 2682
Tabelle 3.5: Laufzeitenanalyse fu¨r variierte Inputparameter der Simulationen 20-27, Verwendung der
Mittelwert-Gla¨ttung von 1. Ordnung in allen Fa¨llen
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Kombination von Kalman-Filter und gleitender Mittelwertbildung von erster zeitlicher Ord-
nung
Ablaufbeschreibung der Kombination von Kalman-Filter und gleitender Mittelwertbildung
von erster zeitlicher Ordnung
Die vorhin beschriebenen Verfahren zur gleitenden Mittelwertberechnung lassen sich auch in Kom-
bination mit dem Kalman-Filter verwenden. Hierzu wird zum Zeitlevel k auf den abgespeicherten
Datensatz {xk−j+1,KF}j=1,...,N zuru¨ckgegriffen, um den mit dem Kalman-Filter gescha¨tzten Parame-
tervektor xk,KF des aktuellen Zeitlevels durch den gleitenden Mittelwert (SMA,WMA oder EWMA)
des Datensatzes {xk−j+1,WMA}j=1,...,N zu ersetzen. Das Ablaufschema der Kombination beider Ver-
fahren gleicht somit einer Hintereinanderausfu¨hrung von Kalman-Filter und gleitender Mittelwert-
bildung und fu¨hrt zu einem gegla¨tteten zeitlichen Verlauf der Zeitschrittweiten.
APOSTERIORI-
Zeitschrittweiten-
steuerung
Input: ∆tk,apr.
Output: ∆tk,apost.
Kalman-Filter
Input: ∆tk,apost.
Output: ∆tk,KF
WMA-Gla¨ttung
Input: ∆tk,KF
Output: ∆tk,WMA
k + 1← k
∆tk,apost. ∆tk,KF
Bild 3.7: Kombination von Kalman-Filter und gleitender Mittelwertbildung
Simulationen zur Kombination von Kalman-Filter und gleitender Mittelwertbildung von erster
zeitlicher Ordnung
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Diese Parameter sind die Maximalanzahl
MAX KRYLOV ITERATIONS an Krylov-Iterationen, die bei der Lo¨sung eines linearen Gleichungs-
systems durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschrit-
ten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl
durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitlevel SMOO-
THING LEVELS, die fu¨r die Gla¨ttung verwendet werden. In Tabelle 3.6 erkennt man, dass eine
Erho¨hung des Parameters MAX KRYLOV ITERATIONS von 10 auf 200 eine Abnahme der Rechen-
zeit um 21% durch weniger Wiederholungen und gro¨ßere CFL-Zahlen bewirkt.
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Sim.- maximal zula¨ssige Anzahl von Zeitschritten Anzahl der fu¨r Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl die Gla¨ttung ver- in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung wendeten Zeitlevel Adaptionen,
MAX KRYLOV IT. REPETITION MEMORY SMOOTHING LEVELS DROP RES = 10−6
28 10 2 10 1323
29 200 2 10 1041
Tabelle 3.6: Laufzeitanalysen fu¨r variierte Inputparameter der Simulationen 28-29, Verwendung von Kalman-
Filter und Mittelwertgla¨ttung in beiden Fa¨llen
Gleitende Mittelwertbildung von zweiter zeitlicher Ordnung
Maßgebliche Gleichungen
Der Trend einer Zeitreihe wird bei der Mittelwertbildung erster Ordnung nicht erfasst. Die Gla¨ttung
durch gleitende Mittelwertbildung kann jedoch erweitert werden, um auch den Trend einer Zeitreihe
in die Vorhersage miteinzubinden. Dies geschieht nach [107] durch den folgenden Algorithmus:
xk := log(fk), M
[1]
k =
1
N
N−1∑
j=0
xk−j , M
[2]
k =
1
N
N−1∑
j=0
M
[1]
k−j, τk := k ⇒ ∆τk = 1,
x̂τk+∆τk = 2M
[1]
k −M [2]k +∆τk
(
2
N − 1
)
(M
[1]
k −M [2]k ). (3.109)
Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl an Krylov-
Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungssystems
durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschritten REPETI-
TION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl durchgefu¨hrt
werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitlevel SMOOTHING LEVELS,
die fu¨r die Gla¨ttung verwendet werden. In Tabelle 3.7 erkennt man, wie sich mit zunehmendem
Gla¨ttungsparameter SMOOTHING LEVELS die Rechenzeit verha¨lt. Eine Erho¨hung des Parame-
ters MAX KRYLOV ITERATIONS von 10 auf 200 bewirkt je nach Wahl des Parameters SMOO-
THING LEVELS eine deutliche Verringerung der Rechenzeit auf 6.9% bis 8.9% der maxima-
len Simulationszeit in Tabelle 3.7 durch weniger Wiederholungen und gro¨ßere CFL-Zahlen. Eine
Erho¨hung des Parameters SMOOTHING LEVELS fu¨hrt unabha¨ngig von der Wahl des Parameters
MAX KRYLOV ITERATIONS hier zu keiner signifikanten Erho¨hung der Rechenzeit.
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Sim.- maximal zula¨ssige Anzahl von Zeitschritten Anzahl der fu¨r Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl die Gla¨ttung ver- in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung wendeten Zeitlevel Adaptionen,
MAX KRYLOV IT. REPETITION MEM. SMOOTHING LEVELS DROP RES = 10−6
30 10 1 5 10597
31 10 1 10 9968
32 10 1 15 9533
33 10 1 30 9143
34 200 1 5 814
35 200 1 10 727
36 200 1 15 808
37 200 1 30 943
Tabelle 3.7: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 30-37, Mittelwert-Gla¨ttung von 2.
Ordnung
Gleitende Mittelwertbildung von dritter zeitlicher Ordnung
Maßgebliche Gleichungen
Um auch die Trenda¨nderungen einer Zeitreihe bei der Mittelwertbildung zu erfassen, muss die glei-
tende Mittelwertbildung dreimal durchgefu¨hrt werden, siehe hierzu [107]. Mit xk wird die aktuelle
Beobachtung bezeichnet. Dann bezeichnet x̂k+∆τk die Prognose fu¨r die Gro¨ße x nach Ausfu¨hrung
des Zeitschrittes ∆τk.
xk := log(fk), M
[1]
k =
1
N
N−1∑
j=0
xk−j , M
[2]
k =
1
N
N−1∑
j=0
M
[1]
k−j , M
[3]
k =
1
N
N−1∑
j=0
M
[2]
k−j,
τk := k ⇒ ∆τk = 1, b3 = 2
(N − 1)2
(
M
[1]
k +M
[3]
k − 2M [2]k
)
,
b2 =
2
(N − 1)
[(
M
[1]
k −M [2]k
)
+
(
(N − 1) (2N − 1)
6
+
(N − 1)2
2
− (N − 1) k
)
b3
]
,
b1 = M
[1]
k +
(N − 1)
2
b2 +
(
(N − 1) k − (N − 1) (2N − 1)
6
)
b3 − b2 k − b3 k2,
x̂τk+∆τk = b1 + b2 ∆τk + b3 ∆τ
2
k . (3.110)
Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl an Krylov-
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Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungssystems
durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschritten REPETI-
TION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl durchgefu¨hrt
werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitlevel SMOOTHING LEVELS,
die fu¨r die Gla¨ttung verwendet werden. Eine Erho¨hung des Parameters MAX KRYLOV ITERATIONS
von 10 auf 200 bewirkt je nach Wahl des Parameters SMOOTHING LEVELS eine deutliche Verringe-
rung der Rechenzeit auf 9.6% bis 29.8% der maximalen Simulationszeit in Tabelle 3.8 durch weniger
Wiederholungen und gro¨ßere CFL-Zahlen. Eine Erho¨hung des Parameters SMOOTHING LEVELS
fu¨hrt fu¨r MAX KRYLOV ITERATIONS = 10 zu keiner signifikanten Vera¨nderung der Rechenzeit. Fu¨r
MAX KRYLOV ITERATIONS = 200 fu¨hrt eine Erho¨hung von SMOOTHING LEVELS zu deutlichen
Vera¨nderungen in der Rechenzeit.
Simulations- maximal zula¨ssige Anzahl von Zeitschritten Anzahl der fu¨r Laufzeit
nummer Anzahl von mit konstanter CFL-Zahl die Gla¨ttung ver- in [s] fu¨r 5
Krylov-Iterationen bei Wiederholung wendeten Zeitlevel Adaptionen,
MAX KRYLOV IT. REPETITION MEM. SMOOTHING LEVELS DROP RES = 10−6
38 10 2 5 12021
39 10 2 10 11137
40 10 2 15 11363
41 10 2 30 11895
42 200 2 5 1157
43 200 2 10 1363
44 200 2 15 3577
45 200 2 30 2454
Tabelle 3.8: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 38-45, Mittelwert-Gla¨ttung von 3.
Ordnung
3.1.4 Exponentielle Gla¨ttung von erster bis zweiter zeitlicher Ordnung
Exponentielle Gla¨ttung von erster zeitlicher Ordnung
Maßgebliche Gleichungen
Die exponentielle Gla¨ttung ist ein Verfahren der Zeitreihenanalyse zur kurzfristigen Prognose aus
einer Stichprobe mit periodischen Vergangenheitsdaten, siehe hierzu [107]. Diese erhalten durch
die exponentielle Gla¨ttung mit zunehmender Aktualita¨t eine ho¨here Gewichtung. Die Alterung der
Messwerte wird ausgeglichen, die Sicherheit der Vorhersage verbessert. Man geht von dem Ansatz
aus, dass der gegenwa¨rtige Zeitreihenwert immer auch von den vergangenen Werten beeinflusst wird,
wobei sich der Einfluss abschwa¨cht, je weiter der Wert in der Vergangenheit liegt. Durch die Gewich-
tung der Zeitreihenwerte mit einem Gla¨ttungfaktor werden starke Ausschla¨ge einzelner beobachte-
ter Werte auf der gescha¨tzten Zeitreihe verteilt. Gegeben sei eine Zeitreihe mit den Beobachtungen
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{x1, ..., xk} mit xk = log(fk) . Im Zeitintegrationsschritt k wird fu¨r xk ein gegla¨tteter Scha¨tzwert
x
[1]
k errechnet, der sich als gewichteter Durchschnitt aus dem aktuellen Zeitreihenwert xk und dem
Scha¨tzwert des letzten Zeitlevels x[1]k−1 ergibt. Die Gewichtung wird durch den Gla¨ttungsfaktor α be-
stimmt, wobei α ∈ [0, 1].
Man erha¨lt:
x
[1]
0 = x0,
x
[1]
k = α xk + (1− α) x[1]k−1,
x̂k+1 = x
[1]
k . (3.111)
Fu¨r α = 1 ist der Vorhersagewert x̂k+1 gleich dem Messwert xk (keine Gla¨ttung), fu¨r α = 0 bleibt
die Vorhersage unvera¨ndert. Baut man, beginnend bei x[1]0 = x0, die gegla¨ttete Zeitreihe auf, so erha¨lt
man, wenn man die Rekursivita¨t auflo¨st:
x
[1]
k = α (
k−1∑
i=0
(1− α)i xk−i) + (1− α)k x0. (3.112)
Man erkennt in (3.111), dass fu¨r α ∈ (0, 1] die Einflu¨sse der Vergangenheit verschwinden. Je gro¨ßer
α ∈ [0, 1] gewa¨hlt wird, desto sta¨rker werden bei der Berechnung des gegla¨tteten Wertes x[1]k die neue-
ren Werte gewichtet und umgekehrt. Die exponentielle Gla¨ttung erster Ordnung ist geeignet, wenn
die Zeitreihenwerte keinerlei Systematik erkennen lassen. Liegt jedoch ein vom Rauschen u¨berlager-
ter Trend vor, so ist diese Methode ungeeignet, um den Trend zu beru¨cksichtigen. Man kann dieses
Problem mit der exponentiellen Gla¨ttung zweiter Ordnung lo¨sen.
Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl an Krylov-
Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungssystems
durch das Krylov-Verfahren nicht u¨berschritten werden soll, und die Anzahl von Zeitschritten RE-
PITITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl durch-
gefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird. In Tabelle 3.9 erkennt man, dass eine Erho¨hung
des Parameters MAX KRYLOV ITERATIONS von 10 auf 200 eine deutliche Verringerung der Re-
chenzeiten nach sich zieht. Die Rechenzeiten von Simulationen 50 bis 53 sinken bei Erho¨hung
des Parameters MAX KRYLOV ITERATIONS auf ca. 13.4% bis 21.0% der maximalen Simulations-
zeit fu¨r MAX KRYLOV ITERATIONS = 10. Eine Erho¨hung des Parameters EXP PARAM fu¨hrt fu¨r
MAX KRYLOV ITERATIONS ∈ {10, 200} zu einer Verringerung der Rechenzeit.
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Sim.- maximal Anzahl von Anzahl der fu¨r exponentieller Laufzeit
nummer zula¨ssige Zeitschritten die Gla¨ttung Da¨mpfungs- in [s] fu¨r 5
Anzahl von mit konstanter verwendeten parameter α Adaptionen,
Krylov- CFL-Zahl Zeitlevel
Iterationen bei Wiederholung
MAX KR. IT. REPET. MEM. EXP PARAM DROP RES = 10−6
46 10 1 10 0.15 7320
47 10 1 10 0.30 6877
48 10 1 10 0.45 6308
49 10 1 10 0.60 4382
50 200 1 10 0.15 1535
51 200 1 10 0.30 1090
52 200 1 10 0.45 1045
53 200 1 10 0.60 978
Tabelle 3.9: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 46-53, Verwendung der exponenti-
ellen Gla¨ttung von 1. Ordnung in allen Fa¨llen
Exponentielle Gla¨ttung von zweiter zeitlicher Ordnung
Maßgebliche Gleichungen
Die exponentielle Gla¨ttung zweiter Ordnung beru¨cksichtigt nach [107] auch den Trend einer Daten-
reihe {xi}i=1,...,k:
xk = log(fk), τk := k
⇒ ∆τk = 1, x[0]k := xk, x[1]0 := x0, x[2]0 := 0,
β = 1− α, x[i]k = α x[i−1]k + β x[i]k−1, i ∈ {1, 2},
x̂τk+∆τk = 2 x
[1]
k − x[2]k +
α
β
∆τk (x
[1]
k − x[2]k ), (3.113)
wobei α ∈ (0, 1), k ∈ N und x̂τ+∆τk die Prognose fu¨r den Zeitlevel τ +∆τk ist.
Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Dies sind die Maximalanzahl an Krylov-
Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungssystems
durch das Krylov-Verfahren nicht u¨berschritten werden soll, und die Anzahl von Zeitschritten RE-
PITITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl durch-
gefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird. Laut Tabelle 3.10 fu¨hrt eine Erho¨hung des
Parameters MAX KRYLOV ITERATIONS auf 200 eine zu einer deutlichen Verringerung der Simu-
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lationszeit. Die Rechenzeiten von Simulationen 58 bis 61 sinken dabei auf ca. 5.7% bis 6.7% der
maximalen Simulationszeit in Tabelle 3.10.
Sim.- maximal Anzahl von Anzahl der fu¨r exponentieller Laufzeit
nummer zula¨ssige Zeitschritten die Gla¨ttung Da¨mpfungs- in [s] fu¨r 5
Anzahl von mit konstanter verwendeten parameter α Adaptionen,
Krylov- CFL-Zahl Zeitlevel
Iterationen bei Wiederholung
MAX KR. IT. REPET. MEM. EXP PARAM DROP RES = 10−6
54 10 1 10 0.15 9494
55 10 1 10 0.30 7888
56 10 1 10 0.45 7573
57 10 1 10 0.60 12845
58 200 1 10 0.15 730
59 200 1 10 0.30 814
60 200 1 10 0.45 806
61 200 1 10 0.60 856
Tabelle 3.10: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 54-61, expon. Gla¨ttung von 2.
Ordnung
3.1.4.1 Lineare Regressionsanalyse als Gla¨ttungsmethode von dritter zeitlicher Ordnung
Maßgebliche Gleichungen
Die Regressionsanalyse ist ein statistisches Analyseverfahren, deren Ziel es ist, Beziehungen zwi-
schen einer abha¨ngigen und einer oder mehreren unabha¨ngigen Variablen festzustellen. Im kon-
kreten Falle der APOSTERIORI-Zeitschrittweitensteuerung ist die (einzige) unabha¨ngige Variable
die Nummer k des aktuellen Zeitintegrationsschrittes. Die drei Parameter {x(i)}i=0,..,2, welche nach
log(fk) = x
(0)
k +x
(1)
k ∆τk+
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x
(2)
k ∆τ
2
k den Erho¨hungsfaktor fk der APOSTERIORI-Zeitschrittweite
∆tk charakterisieren, sind von k abha¨ngige Variablen. Als Modellfunktion zur Beschreibung der
Parameter x(i)k in Abha¨ngigkeit von k fu¨r i = 0, 1, 2 wa¨hlt man das in b
(i) lineare Polynom:
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Hier bezeichnet ǫ(i)k den Fehler bzw. die Abweichung des Datensatzes x
(i)
k von der Modellfunktion
x̂(i). Zur Bestimmung der Koeffizienten b(i)k wird von einem gespeicherten Datensatz ausgegangen,
welcher aus den N Parametertupeln {x(i)j }i=0,1,2 mit j ∈ {k−N+1, ..., k} besteht. Fu¨r ihn sollen die
obigen Modellfunktionen {x̂(i)}i=0,1,2 durch die von C. F. Gauß entwickelte Methode der kleinsten
Quadrate der Fehler ǫ(i)k , i = 0, 1, 2 optimal bestimmt werden. Mit dem Datensatz von N Tupeln
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{x(i)j }i=0,1,2, j ∈ {k −N + 1, ..., k} la¨sst sich das folgende Gleichungssystem aufstellen:
∀ i ∈ {0, 1, 2} :
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bzw. A . b(i) = x(i).
(3.115)
Da x(i) aber beliebig vorgegeben sein kann, la¨sst sich im Allgemeinen nicht immer eine Lo¨sung
b(i) des fu¨r N > 3 u¨berbestimmten Gleichungssystems in (3.115) finden, wohl aber das folgende
Minimierungsproblem eindeutig lo¨sen, falls A den maximalen Spaltenrang 3 besitzt:
‖ A . b(i) − x(i) ‖22 = min{‖ A . y − x(i) ‖22, y ∈ R3}, i ∈ {0, 1, 2}. (3.116)
Nach C. F. Gauß ist die Minimallo¨sung von (3.116) identisch mit der Lo¨sung der Normalengleichun-
gen (3.117):
∀ i ∈ {0, 1, 2} : AT .A . b(i) = AT . x(i), (3.117)
das bei maximalem Spaltenrang von A stets eindeutig lo¨sbar ist. Denn in diesem Falle ist AT .A
positiv definit und somit regula¨r. Fu¨r das Verfahren der linearen Regressionsanalyse als Gla¨tter dritter
Ordnung sollten daher N ≥ 3 vergangene ”Zeitlevel” {τk}k=1,...,N (N ≥ 3) vorgegeben werden, um
sinnvolle Regressionslo¨sungen b(i), i ∈ {0, 1, 2} zu erhalten. Als Prognose fu¨r den ”Zeitlevel” τk+1
verwendet man die durch Extrapolation der Modellfunktionen x̂(i) gewonnenen Funktionswerte:
x̂
(i)
k+1 = b
(i)
0 + b
(i)
1 τk+1 + b
(i)
2 τ
2
k+1 ∀ i ∈ {0, 1, 2} (3.118)
und die damit verbundene gescha¨tzte Zeitschrittweite:
log(f̂k+1) = x̂
(0)
k+1 + x̂
(1)
k+1 ∆τk+1 +
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2
x̂
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2
k+1. (3.119)
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Simulationen
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht. Diese Parameter sind die Maximalanzahl
an Krylov-Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung eines linearen Gleichungs-
systems durch das Krylov-Verfahren nicht u¨berschritten werden soll, die Anzahl von Zeitschrit-
ten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit konstanter CFL-Zahl
durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird, und die Anzahl der Zeitlevel SMOO-
THING LEVELS, die fu¨r die Gla¨ttung verwendet werden. In Tabelle 3.11 erkennt man, dass die Re-
chenzeiten von Simulationen 62 bis 69 bei Erho¨hung des Parameters MAX KRYLOV ITERATIONS
von 10 auf 200 auf 8.4% bis 13.1% der maximalen Rechenzeit fu¨r MAX KRYLOV ITERATIONS =
10 sinken.
Sim.- maximal Anzahl von Anzahl der fu¨r Laufzeit
nummer zula¨ssige Zeitschritten die Gla¨ttung in [s] fu¨r 5
Anzahl von mit konstanter verwendeten Adaptionen,
Krylov- CFL-Zahl Zeitlevel
Iterationen bei Wiederholung
MAX KR. IT. REPET. MEM. SMOOTH. LEV ELS DROP RES = 10−6
62 10 1 5 6459
63 10 1 10 7183
64 10 1 15 7494
65 10 1 30 7537
66 200 1 5 987
67 200 1 10 630
68 200 1 15 867
69 200 1 30 926
Tabelle 3.11: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 62-69, Verwendung der Regressi-
onsanalyse von 3. Ordnung in allen Fa¨llen
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3.1.4.2 Resu¨mee von Kapitel 3.1.3 und Vergleich mit Kapitel 3.1.2
Im Folgenden wird ein Vergleich der in den Abschnitten 3.1.2 und 3.1.3 verwendeten Filter-
und Gla¨ttungsverfahren erstellt. Alle Simulationen in den Abschnitten 3.1.2 und 3.1.3 wur-
den unter Verwendung des im Abschnitt 3.1.5 vorgestellten geda¨mpften Newtonverfahrens (op-
timierte APOSTERIORI-Da¨mpfung) und des PC5-Limiters ohne Monotoniekorrektur durch-
gefu¨hrt, siehe hierzu Abschnitte 3.1.5.2 bzw. 3.1.6.5. Die Laufzeiten hierzu sind in den Ta-
bellen 3.14 und 3.15 zusammengefasst und in den Abbildungen 3.8 und 3.9 grafisch dar-
gestellt. Bei den Simulationen in Tabelle 3.14 bzw. Abbildung 3.8 wurde der Parameter
MAX KRY LOV ITERATIONS = 10 gewa¨hlt, bei den Simulationen in Tabelle 3.15 bzw.
Abbildung 3.9 hingegen war MAX KRY LOV ITERATIONS = 200 gewa¨hlt. Dieser Parame-
ter bestimmt, wieviele Krylov-Iterationen der iterative Krylov-Unterraumlo¨ser maximal durchfu¨hren
darf. Bei ¨Uberschreitung dieser Vorgabe durch den iterativen Gleichungssystemlo¨ser, wird die Zeit-
schrittweite verringert. Wird dieser Parameter klein bzw. groß gewa¨hlt, so fa¨llt die Simulations-
zeit relativ lang bzw. kurz aus, wie man anhand der Abbildungen 3.8 und 3.9 erkennen kann. Bei
den Gla¨ttern mit gleitender Mittelwertbildung, dem Kalman-Gla¨tter sowie dem Regressionsgla¨tter
(Verfahren #2 − #6 und #9) wurde der Parameter SMOOTHING LEV ELS vera¨ndert. Bei
den Gla¨ttern mit exponentieller Da¨mpfung (Verfahren #7 und #8) wurde hingegen der Parameter
EXP PARAM variiert. In den Tabellen 3.14 und 3.15 sind den Verfahren #1 −#9 Stufenzahlen
zugeordnet, welche in den Abbildungen 3.8 und 3.9 mit den Laufzeiten der untersuchten Verfahren
grafisch in Zusammenhang gebracht werden. Die Stufenzahl 1 entspricht der ho¨chsten, die Zahl 9
hingegen der niedrigsten Bewertung der untersuchten Verfahren. Wie man den Abbildungen 3.8 und
3.9 entnehmen kann, ist eine eindeutige Zuordnung zwischen Stufenzahl und Laufzeit eines Verfah-
rens nicht mo¨glich, da bei einigen Verfahren die Laufzeiten bei Variation des untersuchten Parameters
SMOOTHING LEV ELS bzw. EXP PARAM Schwankungen unterliegen. Es wurde deshalb
der Mittelwert der Laufzeiten fu¨r die untersuchten Verfahren zur Stufenermittlung herangezogen. In
Tabelle 3.13 sind die Nummern der Verfahren #1 − #9 sowie die in Tabellen 3.12, 3.13 und in
den Abbildungen 3.8, 3.9 verwendeten Abku¨rzungen erla¨utert. In den Diagrammen 3.8 und 3.9 er-
kennt man, dass das Verfahren #6 in 3.9 bzw. #8 in 3.8 die mit Abstand gro¨ßten Laufzeitvariationen
bei Vera¨nderung des jeweils untersuchten Verfahrensparameters aufweisen. In Abbildung 3.8 erha¨lt
Verfahren #1 die (ho¨chste) Bewertung 1, Verfahren #6 hingegen die niedrigste Bewertung 9. In Ab-
bildung 3.9 erha¨lt Verfahren #8 die ho¨chste, Verfahren #6 hingegen die niedrigste Bewertung. Bei
Vorgabe des Parameters MAX KRY LOV ITERATIONS = 10 erweisen sich #1 und #4, wel-
che beide den Kalman-Filter verwenden, als die schnellsten Verfahren mit den Stufenzahlen 1 und 2
und sprunghaft großem Laufzeitabstand zu den restlichen sieben Verfahren. Die niedrige Wahl des
Parameters MAX KRY LOV ITERATIONS = 10 bringt deshalb lange Programmlaufzeiten
mit sich, weil die Zeitintegrationsschritte sehr ha¨ufig mit geringerer Zeitschrittweite wiederholt wer-
den mu¨ssen, was bei hinreichend großer Vorgabe von MAX KRY LOV ITERATIONS = 200
seltener der Fall ist. Im Falle ha¨ufiger Wiederholungen erweisen sich die Kalman-Filter-basierten
Verfahren #1 und #4 als hervorragende Scha¨tzer der geeigneten Zeitschrittweite, um die Simu-
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lationszeit mo¨glichst gering zu halten. Im Falle weniger Wiederholungen werden sie vergleichbar
mit den anderen Gla¨ttungsverfahren #8,#9,#5,#2 und #7 und landen im Mittelfeld der Stufen-
zahlen, behalten jedoch auch im Falle weniger Wiederholungen sprunghaft großen Abstand zu den
Verfahren #3 und #6. Die Kalman-Filter-basierten Verfahren #1,#2 und #4 verfu¨gen gegenu¨ber
den restlichen Gla¨ttungsverfahren u¨ber einen sehr komplexen theoretischen Hintergrund der statisti-
schen Zeitreihenanalyse und sind entsprechend aufwendig zu implementieren. Die besseren Laufzei-
ten dieser Verfahren rechtfertigen jedoch den Aufwand. Lediglich die Regressionsanalyse, Verfahren
#9, ist im Falle weniger Wiederholungen den Verfahren #1,#2 und #4 geringfu¨gig u¨berlegen, be-
findet sich jedoch im Falle vieler Wiederholungen mit großem Abstand zu den Verfahren #1 und
#4, jedoch in vergleichbarer Na¨he zu Verfahren #2. Fu¨r Simulationen mit vielen Wiederholungen
sind deshalb die Verfahren #1 und #4 trotz ihrer Komplexita¨t hervorragend geeignet, um geringe
Simulationszeiten zu erzielen. Die simplere Alternative ist durch die Regressionszeitreihenanalyse
gema¨ß Verfahren #9 gegeben. In Bild 3.10 erkennt man ein Ablaufschema der Kombination von
APOSTERIORI-Zeitschrittweitensteuerung und den untersuchten Filter- bzw. Gla¨ttungsverfahren,
welche zeitlich nach der Zeitschrittweitensteuerung aufgerufen werden.
Abku¨rzung Bedeutung der Abku¨rzung
# Nummer
GMWG. Gleitende-Mittelwert-Gla¨ttung
EXPG. Exponentielle Ga¨ttung
REGG. Regressions-Gla¨ttung
Tabelle 3.12: Tabelle der Abku¨rzungen in Tabelle 3.13
Nummer des Beschreibung des
Gla¨ttungsverfahrens Gla¨ttungsverfahrens
#1 Kalman-Filter
#2 Kalman-Gla¨tter von 3. Ordnung
#3 GMWG. von 1. Ordnung
#4 GMWG. von 1. Ordnung und Kalman-Filter
#5 GMWG. von 2. Ordnung
#6 GMWG. von 3. Ordnung
#7 EXPG. von 1. Ordnung
#8 EXPG. von 2. Ordnung
#9 REGG. von 3. Ordnung
Tabelle 3.13: Zuordnungstabelle der in den Kapiteln 3.1.2 und 3.1.3 verwendeten Filter- und Gla¨ttungsverfah-
ren
3.1 Stro¨mungssimulation mit QUADFLOW 86
Stufe des Nummer des Minimal- Maximal- Mittel- Intervall-
Laufzeit- Gla¨ttungs- wert der wert der wert der breite der
mittelwertes verfahrens Laufzeiten [s] Laufzeiten in [s] Laufzeiten in [s] Laufzeiten in [s]
1 #1 902 902 902 0
2 #4 1323 1323 1323 0
3 #2 5211 6259 5735 524
4 #7 4382 7320 5851 1469
5 #9 6459 7537 6998 539
6 #3 6965 9365 8165 1200
7 #5 9143 10597 9870 727
8 #8 7573 12845 10209 2636
9 #6 11137 12021 11579 442
Tabelle 3.14: Tabelle mit Laufzeiten der Filter- und Gla¨ttungsverfahren #1 − #9 fu¨r die Parametervorgabe
MAX KRY LOV ITERATIONS = 10, 5 Adaptionen bei DROP RES = 10−6.
Stufe des Laufzeitmittelwerts
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14000
#1 #4
#2
#7 #9
#3
#5
#8
#6
#1: Kalman-Filter
#2: Kalman-Glätter von 3. Ordnung
#3: GMWG. von 1. Ordnung
#4: GMWG. von 1. Ordnung und Kalman-Filter
#5: GMWG. von 2. Ordnung
#6: GMWG. von 3. Ordnung
#7: EXPG. von 1. Ordnung
#8: EXPG. von 2. Ordnung
#9: REGG. von 3. Ordnung
GMWG.: Gleitende-Mittelwert-Glättung
EXPG.: Exponentielle Glättung
REGG.: Regressionsglättung
Bild 3.8: Zuordnung der Laufzeitmittelwerte und der zugeho¨rigen Abweichungen fu¨r die Stufenzah-
len der Filter- und Gla¨ttungsverfahren #1−#9 gema¨ß Tabelle 3.14 bei der Vorgabe des Parameters
MAX KRY LOV ITERATIONS = 10, 5 Adaptionen bei DROP RES = 10−6.
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Stufe des Nummer des Minimal- Maximal- Mittel- Intervall-
Laufzeit- Gla¨ttungs- wert der wert der wert der breite der
mittelwertes verfahrens Laufzeiten in [s] Laufzeiten in [s] Laufzeiten in [s] Laufzeiten in [s]
1 #8 730 856 793 63
2 #9 630 987 808.5 178.5
3 #5 727 943 835 108
4 #4 1041 1041 1041 0
5 #2 686 1446 1066 380
6 #1 1110 1110 1110 0
7 #7 978 1535 1256.5 278.5
8 #3 1496 2682 2089 593
9 #6 1157 3577 2367 1210
Tabelle 3.15: Tabelle mit Laufzeiten der Filter- und Gla¨ttungsverfahren #1 − #9 fu¨r die Parametervorgabe
MAX KRY LOV ITERATIONS = 200, 5 Adaptionen bei DROP RES = 10−6.
Stufe des Laufzeitmittelwerts
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#1: Kalman-Filter
#2: Kalman-Glätter von 3. Ordnung
#3: GMWG. von 1. Ordnung
#4: GMWG. von 1. Ordnung und Kalman-Filter
#5: GMWG. von 2. Ordnung
#6: GMWG. von 3. Ordnung
#7: EXPG. von 1. Ordnung
#8: EXPG. von 2. Ordnung
#9: REGG. von 3. Ordnung
GMWG.: Gleitende-Mittelwert-Glättung
EXPG.: Exponentielle Glättung
REGG.: Regressionsglättung
Bild 3.9: Zuordnung der Laufzeitmittelwerte und der zugeho¨rigen Abweichungen fu¨r die Stufenzah-
len der Filter- und Gla¨ttungsverfahren #1−#9 gema¨ß Tabelle 3.15 bei der Vorgabe des Parameters
MAX KRY LOV ITERATIONS = 200, 5 Adaptionen bei DROP RES = 10−6.
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Ablaufschema der APOSTERIORI-Steuerung mit Filter- oder Gla¨ttungsverfahren
Start:
APRIORI-
Zeitschrittweite
∆t0 := ∆tapriori
Entscheidung:
Sind die folgenden beiden Kriterien 1. und 2.
erfu¨llt ?
1. Globale Konvergenz
durch Quotientenkriterium:
‖ f (l+1) ‖2 ≤ α̂· ‖ f (l) ‖2, α̂ ∈ (0, 1), l ∈ N0.
2. Lo¨sungszustand ist physikalisch zula¨ssig:
Druck p > 0, Dichte ρ > 0 und
innere Energie e > 0.
Ja Nein
∆tk+1 := ∆tk · g,
g > 1
∆tk+1 := ∆tk/g
n
,
g > 1, n > 1
Beginne na¨chsten
Zeitschritt:
tk+1 := tk +∆t
′
k+1
Wiederhole aktuellen
Zeitschritt:
tk+1 := tk mit ∆t
′
k+1
Filter- oder
Gla¨ttungs-
Verfahren
Input:
APOSTERIORI-
Zeitschrittweite
∆tk+1
Output:
Gescha¨tzte
Zeitschrittweite
∆t
′
k+1
Bild 3.10: APOSTERIORI-Zeitschrittweitensteuerung mit Filter- oder Gla¨ttungsverfahren
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3.1.5 Geda¨mpftes Newton-Verfahren als Abstiegsverfahren
Abstiegsverfahren werden eingesetzt, um Minima einer Funktion g zu finden. Man spricht von Ab-
stiegsverfahren, wenn die konstruierte Folge {z(l), l ∈ N0} die Eigenschaft hat, dass die Folge
{g(z(l)), l ∈ N0} monoton fa¨llt, d. h. g(z(l+1)) ≤ g(z(l)) ∀ l ∈ N0. Im Folgenden wird deutlich
werden, dass das geda¨mpfte Newton-Verfahren als Abstiegsverfahren fu¨r die Funktion
g(z) := f(z) . f(z) =‖ f(z) ‖22, (3.120)
verstanden werden kann, wenn die Da¨mpfungsparameter λ(l) geeignet gewa¨hlt werden. Sei Ω ⊂ Rn
offen und f : Ω → Rn stetig differenzierbar. Definiert man zu f die Funktion g nach (3.120), dann
sind die Nullstellen von f offenbar Minima der Funktion g. Versteht man also das geda¨mpfte Newton-
Verfahren als Technik, um die Funktion g zu minimieren, so ergibt sich eine Strategie fu¨r die Wahl
der Da¨mpfungsparameter λ(l). Zu z(l) und Suchrichtung
s(l+1) := −
[(
∂f
∂z
)−1
. f
]∣∣∣∣
z(l)
, (3.121)
versucht man, λ(l+1) so zu wa¨hlen, dass g(z(l) + λ(l+1) s(l+1)) mo¨glichst klein wird. Damit ein echtes
Abstiegsverfahren entsteht, wird man verlangen, dass g(z(l+1)) < g(z(l)) gelte, falls g(z(l)) > 0 ist.
3.1.5.1 Analytische APRIORI-Da¨mpfung der Update-Schrittweite
Oft sind die gegebenen Startwerte fu¨r das Newton-Verfahren so ungu¨nstig, dass keine Konvergenz
eintritt. Um den Einzugsbereich des Verfahrens zu vergro¨ßern und insbesondere die Niveaumenge
N := N(z(l)) := {z ∈ Rn | ‖ f(z) ‖2 ≤ ‖ f(z(l)) ‖2}, (3.122)
nicht zu verlassen, verwendet man eine Schrittweitensteuerung, indem man die neue Iterierte durch
z(l+1) = z˜+ λ s˜ mit z˜ := z(l), λ := λ(l+1), s˜ := s(l+1), (3.123)
ansetzt und die Schrittweite λ ∈ (0, 1] geeignet wa¨hlt, um mindestens einen Abstieg in der euklidi-
schen L2-Norm zu erreichen, d.h. ‖ f(z˜ + λ s˜) ‖2 ≤ ‖ f(z˜) ‖2. Ist λ s˜ hinreichend klein, so la¨sst
sich
g(z˜+ λ s˜) := ‖ f(z˜+ λ s˜) ‖22, (3.124)
durch ein Taylorpolynom 2. Grades in z˜ = z(l) approximieren:
g(z˜+ λ s˜) = g(z˜) + λ
(
∂g
∂z
)∣∣∣∣
z˜
. s˜ +
1
2
λ2 s˜ .
(
∂2g
∂z2
)∣∣∣∣
z˜
. s˜+O(‖ λ s˜ ‖32). (3.125)
Es gilt:
∂g
∂z
= 2 f .
(
∂f
∂z
)
und ∂
2g
∂z2
= 2
((
∂f
∂z
)T
.
(
∂f
∂z
)
+
n∑
i=1
fi
∂2fi
∂z2
)
. (3.126)
3.1 Stro¨mungssimulation mit QUADFLOW 90
Einsetzen von (3.126) in (3.125) liefert die Ungleichung:
g(z˜+ λ s˜) ≤ g(z˜) (1− λ)2 + λ2
∣∣∣∣ [s˜ . ( n∑
i=1
fi
∂2fi
∂z2
)
. s˜
]∣∣∣∣
z˜
∣∣∣∣ +O(‖ λ s˜ ‖32). (3.127)
Wegen (3.121) ist der Term in den eckigen Klammern [ ] in (3.127) von dritter Ordnung in ‖ f ‖2,
weshalb gewisse Funktionen C(z˜), D(z˜) ∈ R≥0 existieren, so dass (3.127) unter Beru¨cksichtigung
von (3.121) und g(z˜) 6= 0 vereinfacht dargestellt werden kann durch:
g(z˜+ λ s˜)
g(z˜)
≤ (1− λ)2 + λ2 C(z˜) ‖ f(z˜) ‖2 +λ3 D(z˜) ‖ f(z˜) ‖2 (3.128)
Die rechte Seite der Ungleichung (3.128) wird minimal fu¨r
λmin(z˜) =
1∣∣1 + C(z˜) ‖ f(z˜) ‖2 ∣∣ 2(1+√1+ 6D(z˜) ‖f(z˜)‖2
(1+C(z˜) ‖f(z˜)‖2)2
) −−−−→
D→0+
1
1 + C(z˜) ‖ f(z˜) ‖2
(3.129)
Unter Vernachla¨ssigung der Terme ho¨herer Ordnung ‖ λ s˜ ‖32, d. h. fu¨r D(z˜) := 0, ko¨nnen die rechten
Seiten der Ungleichungen (3.127) und (3.128) minimiert werden fu¨r
λmin(z˜) ≈
[
1+
∣∣˜sT . [∑ni=1 fi ∂2fi∂z2 ]∣∣z˜ . s˜∣∣
‖ f(z˜) ‖22
]−1
=
1
1 + C(z˜) ‖ f(z˜) ‖2 , (3.130)
was fu¨r D → 0+ mit dem Grenzu¨bergang in (3.129) u¨bereinstimmt. Setzt man (3.130) mitD(z˜) := 0
in (3.128) ein, so folgt:
g(z˜+ λ s˜)
g(z˜)
/
[
C(z˜) ‖ f(z˜) ‖2
1 + C(z˜) ‖ f(z˜) ‖2
]
< 1. (3.131)
Anwendung der APRIORI-Da¨mpfung in QUADFLOW
Im Stro¨mungslo¨ser QUADFLOW liegen jedoch die Ableitungen zweiter Ordnung weder in ana-
lytischer noch in gena¨herter Form (z. B. durch finite Differenzen) vor, deshalb kann (3.130) in
QUADFLOW leider nicht verwendet werden. Als Ersatz zu (3.130) bietet es sich an, die Funkti-
on C(z˜) durch eine frei wa¨hlbare Konstante C ≥ 0 zu ersetzen. Im Stro¨mungslo¨ser QUADFLOW
werden unter Verwendung der APOSTERIORI-Zeitschrittweitensteuerung nur eine endliche Anzahl
von Newton-Iterationen in jedem Zeitschritt durchgefu¨hrt. Es sind jedoch mindestens zwei Newton-
Iterationen no¨tig, um die Konvergenz des (ungeda¨mpften) Newton-Verfahren durch das Quotienten-
kriterium der APOSTERIORI-Zeitschrittweitensteuerung u¨berpru¨fen zu ko¨nnen. Ist dieses erfu¨llt, so
ist auch die Konvergenz des geda¨mpften Newton-Verfahrens wegen des approximativ minimierten
Abstiegs in (3.131) garantiert. Die optimale Schrittweite λmin soll nun in Abschnitt 3.1.5.2 beliebig
genau bestimmbar sein. Fu¨r diese gilt:
λmin := max{λ ∈ (0, 1] | g(z˜+ λ s˜) = min
µ∈(0,1]
g(z˜+ µ s˜).} (3.132)
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3.1.5.2 Algorithmische APOSTERIORI-Da¨mpfung zur Bestimmung der optimalen Update-
Schrittweite
Der folgende Algorithmus stellt eine sinnvolle Alternative zu der APRIORI-Da¨mpfung und dem
Armijo-Algorithmus, siehe [68] und [47] ,dar:
• 1. Start und Input:
Wa¨hle ein Schrittweitendekrement ∆τ ∈ (0, 1
2
)
,
eine Schrittweite τmin ∈ (0, 1) als untere Grenze,
sowie Imax > 1 als Maximalanzahl an Iterationen.
– Setze: I := 0,
– Setze: τ := 0,
Berechne: φ0 := g(z˜+ τ s˜) = g(z˜) =‖ f(z˜) ‖22,
– Setze: τ := τold := 1,
Berechne: φ := g(z˜+ τ s˜) =‖ f(z˜+ s˜) ‖22,
Setze: φmin := φ0.
• 2. WHILE-Schleife:
while(φ < φmin ∧ τ ≥ τmin ∧ I ≤ Imax)
{
Setze: τold := τ,
Setze: τ := τ −∆τ,
Berechne: φmin = min(φ, φmin),
Berechne: φ = g(z˜+ τ s˜) =‖ f(z˜+ τ s˜) ‖22,
Setze: I := I + 1.
}
• 3. Ende und Output:
– Setze: λmin := τold.
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Wohldefiniertheit der algorithmischen APOSTERIORI-Da¨mpfung aus Abschnitt 3.1.5.2
Es bleibt zu begru¨nden, dass der Algorithmus der APOSTERIORI-Da¨mpung in Abschnitt 3.1.5.2
wohldefiniert ist, d.h. dass er nach einer endlichen Zahl von Iterationsschritten mit einer zula¨ssigen
Schrittweite von τmin ∈ (0, 1] endet.
Hierzu ist die folgende Fallunterscheidung no¨tig:
• 1. Fall:
Nach Ausfu¨hrung des 1. Schrittes liege folgender Sachverhalt vor:
φ0 ≤ φ1 = g(z+ s).
Dann gilt mit den Variablendefinitionen in Schritt 1:
φ := φ1 ≥ φ0 =: φmin.
Die WHILE-Schleife in Schritt 2 wird somit nicht ausgefu¨hrt. Wegen τold = 1 aus Schritt 1
wird nun λmin = 1 zuru¨ckgegeben.
Wie im Ablaufdiagramm 3.1 zur APOSTERIORI-Zeitschrittweitensteuerung dargestellt, ist
jedoch eine Verteilung lokaler Zeitschrittweiten nur dann zula¨ssig, wenn u. a. das Kriterium
der globalen Konvergenz des Iterationsverfahrens gewa¨hrleistet ist.
Es muss also gelten:
φ1 = ‖ f(z˜+ s˜) ‖22 ≤ α̂2 ‖ f(z˜) ‖22 = φ0 mit α̂ ∈ [0, 1),
somit also: φ1 < φ0.
Durch Anwendung des Algorithmus zur APOSTERIORI-Zeitschrittweitensteuerung erfu¨llt
man diese Forderung nach einer endlichen Anzahl von Wiederholungen. Hierbei werden die
lokalen Zeitschrittweiten solange verkleinert, bis φ1 < φ0 (s. 2. Fall) erfu¨llt ist.
• 2. Fall:
Nach Ausfu¨hrung des 1. Schrittes liege nun folgender Sachverhalt vor:
φ1 = g(z+ s) < φ0.
Dann gilt mit den Variablendefinitionen in Schritt 1:
φ := φ1 < φ0 =: φmin.
Mit dieser Bedingung wird nun die WHILE-Schleife mindestens einmal durchlaufen. Sie en-
det, wenn eine der WHILE-Bedingungen nicht erfu¨llt ist; wenn also gilt:
I > Imax ∨ τ < τmin ∨ φ ≥ φmin. (3.133)
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Sind die erste oder die zweite Bedingung in (3.133) erfu¨llt, so wird λmin := τold gesetzt, womit
stets λmin ≥ τmin erfu¨llt ist. Ist die dritte Bedingung in (3.133) erfu¨llt, so liegt das Minimum
von φ zwischen τ und τold. Je kleiner das Dekrement ∆τ ∈ (0, 12) im Input gewa¨hlt wird,
desto na¨her liegt λmin am Minimum von φ, wenn die WHILE-Schleife terminiert. Es mu¨ssen
bei kleinem Dekrement ∆τ jedoch sehr viele Iterationen in der WHILE-Schleife durchgefu¨hrt
werden, um in die Na¨he des Minimums zu gelangen.
Werden also ausreichend viele WHILE-Iterationsversuche vorgegeben (Imax groß genug!) und
ist τmin hinreichend klein gewa¨hlt, so bricht die WHILE-Schleife mit Erreichen des Minimums
λmin ab. Es sind mindestens ⌊ (1−λmin)∆τ ⌋ Versuche no¨tig, um sich dem Minimum von φ im Rah-
men der Dekrementgenauigkeit ∆τ zu na¨hern. Nach spa¨testens ⌊ (1−τmin)
∆τ
⌋+1-Iterationen bricht
die WHILE-Schleife schließlich ab, weil dann τ < τmin gilt.
Anmerkung: Es bezeichne hier ⌊ ⌋ die Gaußklammerfunktion, welche reelle Zahlen durch
Streichen der Nachkommastellen in natu¨rliche umwandelt.
Es ist nun gezeigt, dass der Algorithmus der APOSTERIORI-Da¨mpung in Abschnitt 3.1.5.2 in
den beiden betrachteten Fa¨llen nach endlich vielen Schritten abbricht und in Kombination mit der
APOSTERIORI-Zeitschrittweitensteuerung stets die Schrittweite λmin liefert, fu¨r die (3.132) gilt:
λmin := max{λ ∈ (0, 1] | g(z˜+ λ s˜) = min
µ∈(0,1]
g(z˜+ µ s˜)}.
3.1.5.3 Simulationen zum (un)geda¨mpften Newton-Verfahren mit und ohne Kalman-Filter
In den folgenden Simulationen wird der in Tabelle 3.1 beschriebene Testfall fu¨r verschiedene Pa-
rameter der APOSTERIORI-ZSW-Steuerung untersucht, woduch sich insgesamt zwo¨lf verschiede-
ne Parameterkombinationen und zugeho¨rige Simulationen in Tabelle 3.16 ergeben. Diese Parame-
ter sind die Maximalanzahl an Krylov-Iterationen MAX KRYLOV ITERATIONS, die bei der Lo¨sung
eines linearen Gleichungssystems durch das Krylov-Verfahren nicht u¨berschritten werden soll, die
Anzahl von Zeitschritten REPETITION MEMORY, die nach Wiederholung eines Zeitschrittes mit
konstanter CFL-Zahl durchgefu¨hrt werden, bis die CFL-Zahl wieder erho¨ht wird, der Parameter KAL-
MAN PARAM, der aussagt, ob der Kalman-Filter fu¨r die APOSTERIORI-ZSW-Steuerung verwendet
wird (= 1) oder nicht (= 0), und der Parameter NEWTON DAMPING, welcher aussagt, ob keine
Da¨mpfungsstrategie (= 0), die APRIORI- (= 1), oder die APOSTERIORI-Da¨mpungsstrategie (= 2)
fu¨r das Newton-Verfahren verwendet wird. Die Da¨mpfungsstrategie mit NEWTON DAMPING = 0
entspricht dem (ungeda¨mpften) Newton-Verfahren. Die Funktionsweise der APRIORI-Da¨mpfungs-
strategie (= 1) wurde in Abschnitt 3.1.5.1 beschrieben. Wie die APOSTERIORI-Da¨mpfungsstrate-
gie (= 2) funktioniert, erfa¨hrt man in Abschnitt 3.1.5.2. In Tabelle 3.16 ist in Spalte 7 unter Stufe die
Platzierung der schnellsten (Stufe 1) bis zur langsamsten Strategienkombination (Stufe 6) angege-
ben. Der Kalman-Filter erscheint fu¨r MAX KRYLOV ITERATIONS = 10, 200 als klarer Favorit. Der
Kalman-Filter erweist sich im Falle vieler Wiederholungen fu¨r MAX KRYLOV ITERATIONS = 10
als a¨ußerst effiziente Methode zur Reduktion der Rechenzeit, dicht gefolgt von der APOSTERIORI-
Da¨mpfung NEWTON DAMPING = 2, welche stets der APRIORI-Da¨mpfung mit λ = 1
1+C ‖f‖2 und
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fest vorgegebenem Parameter C := 0.5 u¨berlegen ist. Das (ungeda¨mpfte) Newton-Verfahren belegt
ohne Verwendung des Kalman-Filters die (schlechteste) Stufe 6. In Kombination mit dem Kalman-
Filter belegt es jedoch fu¨r MAX KRYLOV ITERATIONS = 10, 200 die beste Stufe 1.
Die Verwendung des Kalman-Filters oder der APOSTERIORI-Da¨mpfungsstrategie verringert die
Anzahl der Zeitintegrationsschritte deutlich, wie man in den Konvergenzhistorien zu den Simulatio-
nen 73, 75 bzw. 78, 79 und 81 gegenu¨ber den restlichen Abbildungen erkennen kann.
Sim.- maximal Anzahl von Verwendung Methode der Laufzeit Stufe
Nr. zula¨ssige Zeitschritten des Kalman- Newton-Da¨mpfung: in [s] fu¨r 5
Anzahl mit konstanter Filters: keine (=0), Adaptionen,
von Krylov- CFL-Zahl nein (=0), APRIORI(=1), Abbruch nach
Iterationen Wiederholung ja (=1) APOST. (=2) 5 Stunden
MAX KR. IT. REP. MEM. KALMAN P. NEWTON D. DROP R. = 10−6
70 10 2 0 0 >18060 6
71 10 2 0 1 14218 5
72 10 2 0 2 6674 4
73 10 2 1 0 683 1
74 10 5 1 1 3360 3
75 10 2 1 2 1148 2
76 200 2 0 0 12034 6
77 200 2 0 1 8191 5
78 200 2 0 2 977 2
79 200 2 1 0 812 1
80 200 2 1 1 1680 4
81 200 2 1 2 1249 3
Tabelle 3.16: Laufzeitanalyse fu¨r variierte Inputparameter der Simulationen 70-81, Verwendung des geda¨mpf-
ten Newton-Verfahrens in allen Fa¨llen
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Bild 3.11: Konvergenzhistorien und CFL-Zahl-Verla¨ufe bei 5 Adaptionen, Simulationen 72 (links)
und 73 (rechts), Parameterwahl siehe Tabelle 3.16, geda¨mpftes Newton-Verfahren, 5 Adaptionen bei
DROP RES = 10−6.
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Bild 3.12: Konvergenzhistorien und CFL-Zahl-Verla¨ufe bei 5 Adaptionen, Simulationen 74 (links)
und 75 (rechts), Parameterwahl siehe Tabelle 3.16, geda¨mpftes Newton-Verfahren, 5 Adaptionen bei
DROP RES = 10−6.
3.1 Stro¨mungssimulation mit QUADFLOW 96
Iteration
R
e
si
du
u
m
,
CF
L-
Za
hl
0 50 100 15010
-7
10-5
10-3
10-1
101
103
105
107
109
1011
Residuum
CFL-Zahl
Iteration
R
e
si
du
u
m
,
CF
L-
Za
hl
0 20 40 60 80 10010
-7
10-5
10-3
10-1
101
103
105
107
109
1011
Residuum
CFL-Zahl
Bild 3.13: Konvergenzhistorien und CFL-Zahl-Verla¨ufe bei 5 Adaptionen, Simulationen 78 (links)
und 79 (rechts), Parameterwahl siehe Tabelle 3.16, geda¨mpftes Newton-Verfahren, 5 Adaptionen bei
DROP RES = 10−6.
Iteration
R
e
si
du
u
m
,
CF
L-
Za
hl
0 50 100 150 20010
-7
10-5
10-3
10-1
101
103
105
107
109
1011
Residuum
CFL-Zahl
Iteration
R
e
si
du
u
m
,
CF
L-
Za
hl
0 20 40 60 80 10010
-7
10-5
10-3
10-1
101
103
105
107
109
1011
Residuum
CFL-Zahl
Bild 3.14: Konvergenzhistorien und CFL-Zahl-Verla¨ufe bei 5 Adaptionen, Simulationen 80 (links)
und 81 (rechts), Parameterwahl siehe Tabelle 3.16, geda¨mpftes Newton-Verfahren, 5 Adaptionen bei
DROP RES = 10−6.
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3.1.6 Rekonstruktionsverfahren ho¨herer Ordnung und ihre Konvergenzei-
genschaften
3.1.6.1 Zielsetzung der Rekonstruktionsverfahren
Rekonstruktionsverfahren ho¨herer Ordnung werden verwendet, um die ra¨umliche Genauigkeit der
berechneten numerischen Stro¨mungslo¨sung zu erho¨hen. Das konstante Rekonstruktionsverfahren
(von erster ra¨umlicher Ordnung), welches in dieser Arbeit nicht verwendet wurde, weist bei der nu-
merischen Berechnung der Stro¨mungslo¨sung im Allgemeinen einen stark dissipativen Charakter auf.
Es ist jedoch aufgrund seiner guten Konvergenzeigenschaften numerisch robust. Die konstante Re-
konstruktionsmethode verwendet im Vergleich zu den Rekonstruktionsmethoden ho¨herer Ordnung
nur den Wert der Lo¨sungsvariable im geometrischen Zellzentrum auf jeder Seite der Grenzfla¨che
zweier benachbarter Gitterzellen zur Berechnung des numerischen Flusses. Das geometrische Zen-
trum einer Gitterzelle wird durch die Gittertransformationsfunktion aus dem Schwerpunkt der zu-
geho¨rigen Urbildzelle berechnet. Falls die Transformationsfunktion einer stu¨ckweise geradlinigen
(linearen) Gitterparametrisierung entspricht, so stimmen beide Punkte u¨berein. Im Falle der stu¨ck-
weise krummlinigen (nichtlinearen) Transformation ist dies im Allgemeinen nicht mehr der Fall.
Bei linearen Rekonstruktionsverfahren (von zweiter ra¨umlicher Ordnung) beobachtet man erfah-
rungsgema¨ß ha¨ufiger Konvergenzschwierigkeiten, welche sich z. B. durch Stagnation im Konver-
genzverlauf a¨ußern. Die Entwicklung eines robusten Rekonstruktionsverfahrens ho¨herer Ordnung
verlangt daher nach einer numerischen Methode, welche sowohl eine hoch auflo¨sende ra¨umliche
Genauigkeit als auch gute Konvergenzeigenschaften besitzt. Eine weit verbreitete und effiziente
Methode, um diese Ziele in die Tat umzusetzen, besteht in der Anwendung der verallgemeinerten
Godunov-Methode ([15], [70] und [77]). Hierzu wird stu¨ckweise die polynomiale Rekonstruktion
der Lo¨sungsvariablen in jeder Gitterzelle durchgefu¨hrt. Die rekonstruierten Variablen werden an-
schließend als Eingabedaten fu¨r die Berechnung der numerischen Flussfunktion verwendet ([64],
[89] und [135]). Dabei sind Limiterfunktionen erforderlich, um numerisch bedingte, physikalisch
unechte Oszillationen in der Na¨he von Diskontinuita¨ten bzw. großen Gradienten zu verhindern und
somit die Monotonieforderung (3.136) zu erfu¨llen.
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3.1.6.2 Problematik hochauflo¨sender Rekonstruktionsverfahren
Einerseits dienen Limiter dem Erhalt der Monotonie und der Unterdru¨ckung von physikalisch
falschen Oszillationen der numerischen Lo¨sung in der Na¨he von Diskontinuita¨ten. Andererseits redu-
zieren sie die Genauigkeit der numerischen Lo¨sung und ko¨nnen den numerischen Konvergenzprozess
zur gesuchten Lo¨sung hin behindern. Dies ist nach [3] insbesondere fu¨r mehrdimensionale unstruk-
turierte Gitter zutreffend. Nicht differenzierbare Limiteransa¨tze fu¨hren nach [22] sogar in nahezu
konstanten Regionen der globalen Stro¨mungslo¨sung zu numerischem Limiterrauschen. Das sto¨ren-
de numerische Rauschen erschwert die Konvergenz gegen einen physikalisch stationa¨ren Zustand.
Wie in [135] beschrieben, ist dies sowohl mit explizit als auch implizit formulierten Zeitintegrations-
verfahren der Fall. Limiter mit zu geringer numerischer Dissipation, wie z. B. der Barth-Jespersen-
Limiter, fu¨hren bei schra¨gen Sto¨ßen zu einem treppenartigen Verlauf. Die hier beschriebenen Proble-
me ko¨nnen auf (un)strukturierten Gittern sowohl bei Verwendung von Fluss - als auch Gradienten-
limitern beobachtet werden.
3.1.6.3 Forderung der Monotonie fu¨r ein Rekonstruktionsverfahren ho¨herer Ordnung
Barth-Jespersen-Limiter
Barth und Jespersen haben in [15] eine Erweiterung des von van Leer entwickelten Schemas [132]
empfohlen, welches auch fu¨r unstrukturierte Gitter verwendet werden kann. Die Grundidee besteht
darin, Monotonie als Voraussetzung fu¨r die Validita¨t einer rekonstruierten Lo¨sung zu verlangen. In
diesem Zusammenhang impliziert die Monotoniebedingung, dass keine neuen Extrema wa¨hrend der
Rekonstruktionsberechnung erzeugt werden. Diese Bedingung ist in lokaler Weise wirksam, indem
nur eine bestimmte Zelle und ihre unmittelbaren Nachbarn von der Monotonieforderung betroffen
sind. Es sei nun eine Gitterzelle i ∈ {1, ..., nCells} sowie die Lo¨sungsvariable Ui im Zellzentrum
xi von Zelle i gegeben. Im Falle der linearen Rekonstruktion gilt fu¨r die rekonstruierte Lo¨sung im
Quadraturpunkt xqi :
U qi := U(x
q
i ) = Ui +
∂Ui
∂x
. (xqi − xi) +O(‖ xqi − xi ‖2). (3.134)
Der Quadraturpunkt xqi befindet sich hierbei in der Randfla¨che der Gitterzelle i.
Die so rekonstruierte Lo¨sung erfu¨llt jedoch im Allgemeinen noch nicht das geforderte Monotonie-
kriterium. In der Umgebung von großen Gradienten kommt es, wie vorhin erwa¨hnt, mit dieser Re-
konstruktionsmethode zu unphysikalischen Oszillationen in der numerischen Lo¨sung. Deshalb muss
eine limitierte Version des Rekonstruktionsschemas in Gleichung (3.134) formuliert werden, welche
die obige Monotoniebedingung erfu¨llen soll:
U qi = U(x
q
i ) = Ui + Φi
∂Ui
∂x
. (xqi − xi) +O(‖ xqi − xi ‖2). (3.135)
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Φi bezeichnet hier die skalare Limiterfunktion. Es gelte 0 ≤ Φi ≤ 1, damitU qi in (3.135) die folgende
Monotoniebedingung erfu¨llt:
Umin := min
j∈N(i)
(Uj), U
max := max
j∈N(i)
(Uj), U
min ≤ U(xqi ) ≤ Umax, (3.136)
wobei N(i) die Menge der Nachbarn von Zelle i bezeichne. Zelle i ist in natu¨rlicher Weise Nachbar
von sich selbst und somit ebenfalls in N(i) enthalten. Barth und Jespersen schlugen den folgenden
Limiter in [15] vor, welcher das obige Monotoniekriterium (3.136) erfu¨llt:
Φi,q =

min
(
1, U
max−Ui
Uqi −Ui
)
, U qi − Ui > 0,
min
(
1, U
min−Ui
Uqi −Ui
)
, U qi − Ui < 0,
1, U qi − Ui = 0.
(3.137)
U qi bezeichnet hier den unlimitierten, linear extrapolierten Wert im Quadraturpunkt xqi nach (3.134).
Die Limiterfunktion fu¨r die Gitterzelle i berechnet sich nach:
Φi = min
q
(Φi,q), (3.138)
wobei q hier den Index bezeichnet, welcher die Quadraturpunkte auf der Randfla¨che der Gitterzelle i
nummeriert.
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Simulationen zum Barth-Jespersen-Limiter und zu den in Abschnitt 3.1.6.4 beschriebenen Ap-
proximationen
In Abschnitt 3.1.6.4 dieses Kapitels sind die Approximationen softmin, softmax, softabs,
softsupport und softfunc der im Venkatakrishnan-Limiter auftretenden, nicht differenzierbaren
min−, max−, abs− und abschnittsweise definierten support− und func− Funktionen angegeben,
s. Gleichungen (3.141) - (3.150). Diese werden auch zur Modifikation derselben nicht differenzierba-
ren Funktionen im Barth-Jespersen-Limiter verwendet. In der folgenden Tabelle 3.17 sind deshalb die
Simulationen des in Abschnitt 3.1.1.7 beschriebenen Testfalles mit exaktem Barth-Jespersen-Limiter
(Simulation 82) und die durch den Parameter ǫsoft ∈ {10−4, 10−3, 10−2, 10−1} beschriebenen glatten
Approximationen durch die Simulationen 83 - 86 beschrieben:
Simulationsnummer Approximations- Laufzeit in [s] Monotonie
parameter ǫsoft fu¨r 5 Adaptionen, erfu¨llt ?
DROP RES = 10−6
82 - 9843 ja
83 1.0 · 10−4 10867 ja
84 1.0 · 10−3 7066 ja
85 1.0 · 10−2 5761 ja
86 1.0 · 10−1 794 nein
Tabelle 3.17: Laufzeit- und Monotonieanalyse bei Verwendung des Barth-Jespersen-Limiters fu¨r verschiedene
Werte des Limiterparameters ǫsoft, Simulationen 82 - 86
Die Ergebnisse der ungerade nummerierten Bilder 3.15, 3.17 usw. zeigen die Konvergenzhistorie im
linken Bild und die Druckverteilungen auf der Unterseite des Profils mit zwei Verdichtungssto¨ßen
bei der Profiltiefe x/c ≈ 0.045 und x/c ≈ 0.543 und auf der Oberseite mit einem Verdichtungsstoß
bei x/c ≈ 0.953. Die geradzahlig nummerierten Bilder zeigen exemplarisch die Druckverla¨ufe auf
Ober- bzw. Unterseite im Bereich der Profiltiefen um x/c ≈ 0.953 bzw. x/c ≈ 0.543 in vergro¨ßer-
ter Ansicht. Wo kein Verdichtungsstoß auftritt, fallen die Ergebnisverla¨ufe von exaktem Limiter und
dessen Approximation augenscheinlich zusammen. Auf den bei der Profiltiefe x/c ≈ 0.045 auftre-
tenden Verdichtungsstoß wird hier jedoch aus Platzgru¨nden nicht weiter eingegangen. Wie man den
Abbildungen 3.21 - 3.22 entnimmt, versto¨ßt der approximative Barth-Jespersen-Limiter fu¨r den bei
Simulation 86 verwendeten Parameter ǫsoft = 10−1 gegen das in (3.136) formulierte Monotonie-
kriterium. Dieses besagt, dass das Maximum bzw. Minimum der Lo¨sung in den Zentren der Nach-
barschaftszellen einer Gitterzelle nicht von der rekonstruierten Lo¨sung in den Randfla¨chenzentren
derselben Gitterzelle u¨ber- bzw. unterschritten werden darf. Dadurch werden numerisch bedingte,
physikalisch unechte Oszillationen unterbunden und somit die Monotonie des Rekonstruktionsver-
fahrens gewa¨hrleistet. Die Ergebnisse von Simulationen 82 - 85 erfu¨llen augenscheinlich gema¨ß den
Abbildungen 3.15 - 3.20 das Monotoniekriterium. Fu¨r Parameter ǫsoft = 10−2 in Simulationen 85
wird unter Garantie des Monotoniekriteriums (3.136) die geringste Rechenzeit beno¨tigt.
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Bild 3.15: Konvergenzhistorie (links) und Ergebnis der Druckverteilung (rechts) u¨ber der Profilsehne
fu¨r die Simulationen 82 und 83, Parameterwahl siehe Tabelle 3.17, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.16: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 82 und 83, Parameterwahl siehe Tabelle 3.17.
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Bild 3.17: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 82 und 84, Parameterwahl siehe Tabelle 3.17, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.18: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 82 und 84, Parameterwahl siehe Tabelle 3.17.
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Bild 3.19: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 82 und 85, Parameterwahl siehe Tabelle 3.17, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.20: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 82 und 85, Parameterwahl siehe Tabelle 3.17.
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Bild 3.21: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 82 und 86, Parameterwahl siehe Tabelle 3.17, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.22: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 82 und 86, Parameterwahl siehe Tabelle 3.17.
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3.1.6.4 Differenzierbarkeitsforderung fu¨r ein Rekonstruktionsverfahren ho¨herer Ordnung
Der Limiter von Barth und Jespersen garantiert zwar unter Beru¨cksichtigung von (3.136) monoto-
ne Lo¨sungen, besitzt jedoch den Nachteil, dass er schlechte Konvergenzeigenschaften hat, was ein
Resultat seiner Nichtdifferenzierbarkeit ist. Der Barth-Jespersen-Limiter reagiert sehr sensibel auf
geringfu¨gige numerische Fluktuationen. Dieses Verhalten kann sogar die Genauigkeit in glatten Re-
gionen der globalen Stro¨mungslo¨sung verschlechtern, wie dies in [2], [46] und [96] verdeutlicht
wird. Des Weiteren kann ein nicht differenzierbarer Limiter die Konvergenz zur stationa¨ren Lo¨sung
hin stark behindern, siehe hierzu [2], [67], [78] und [135]. Durch numerische Fluktuationen entstehen
wa¨hrend des numerischen Lo¨sungsprozesses Oszillationen zwischen verschiedenen Zusta¨nden, her-
vorgerufen durch die Nichtdifferenzierbarkeit des Limiters. Dieses Pha¨nomen wird in [40] als limiter-
clipping-Pha¨nomen bezeichnet. Die Nichtdifferenzierbarkeit des Barth-Jespersen-Limiters la¨sst sich
damit begru¨nden, dass die Limiterfunktion Φi fu¨r Gitterzelle i, als Verkettung mehrer Funktionen
verstanden, unter anderem die min- und max- Funktionen verwendet.
Fu¨r diese gilt die Darstellung:
min(x, y) =
1
2
(
x+ y − |x− y|), (3.139)
max(x, y) =
1
2
(
x+ y + |x− y|). (3.140)
Die Betragsfunktion | | ist nicht differenzierbar in 0. Somit sind min(x, y) und max(x, y) nicht dif-
ferenzierbar fu¨r alle Punkte (x, y) mit x = y. Die Funktion Φi stellt also eine Verkettung von nicht
differenzierbaren Funktionen dar. Das numerische Lo¨sungsverfahren fu¨r die nichtlinearen, impli-
zit formulierten Erhaltungsgleichungen basiert auf dem Newton-Verfahren, welches aber eine diffe-
renzierbare Funktion voraussetzt, die bei Verwendung des nicht differenzierbaren Barth-Jespersen-
Limiters jedoch nicht gegeben ist. Das ist der Grund, warum die Konvergenz des Newton-Verfahrens
unter Verwendung des Barth-Jespersen-Limiters so schlecht ist. Die Ableitungen der min(x, y)- und
max(x, y)-Funktionen sind na¨mlich Unendlich in x = y. Die einseitigen Ableitungen nahe x = y
sind 0 bzw. +1. Die exakte Ableitung des instationa¨ren Residuums ist somit nicht u¨berall wohldefi-
niert. Sie entha¨lt wa¨hrend des Lo¨sungsprozesses mo¨glicherweise singula¨re Ableitungen.
Zudem bewirkt eine Variation der Variablen x um x = y einen sprunghaften (d. h. unstetigen !)
Wechsel der einseitigen Ableitungen von min(x, y) an die Gerade x = y zwischen 0 und +1. Das
bewirkt wiederum, dass die durch das Newton-Verfahren vorgebene Folge nicht konvergent, sondern
nur oszillierend, stagnierend oder sogar divergent sein kann. Es sollte bei der impliziten Formulierung
der nichtlinearen Erhaltungsgleichungen und deren numerischen Lo¨sungsverfahren darauf geachtet
werden, dass alle verwendeten Funktionen, welche miteinander verkettet, das instationa¨re Residuum
angeben, jeweils differenzierbar sind. Denn dann ist nach der Kettenregel sichergestellt, dass auch
die Verkettung der Einzelfunktionen differenzierbar ist. Es ist jedoch auch mo¨glich, dass die Ver-
kettung mehrerer Funktionen differenzierbar ist, obwohl mindestens eine der verketteten Funktionen
nicht differenzierbar ist. Als Beispiel sei hierfu¨r die Verkettung der Funktionen x2 und |x| zu |x|2
fu¨r x ∈ R angefu¨hrt. Obwohl |x| nicht differenzierbar in x = 0 ist, kann die Verkettung |x|2 = x2
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dennoch differenziert werden. Die Verkettung kann demnach als Gesamtergebnis einer Verkettung
mit einer nicht differenzierbaren Einzelkomponente also dennoch differenzierbar sein. Die Differen-
zierbarkeit der Einzelkomponenten ist somit hinreichend fu¨r die Differenzierbarkeit ihrer Verkettung,
jedoch keine notwendige Voraussetzung. Die Differenzierbarkeit jeder Einzelkomponente la¨sst sich
jedoch leichter als die Differenzierbarkeit der Verkettungsfunktion verifizieren.
Venkatakrishnan-Limiter
Verbesserung der Konvergenzeigenschaften
Die Notwendigkeit der Differenzierbarkeitseigenschaft des Limiters fu¨r die Verbesserung der Kon-
vergenzeigenschaften hat Venkatakrishnan in [135] beschrieben. Bei der Entwicklung seines neuen
Limiters ersetzte Venkatakrishnan die min-Funktion des Barth-Jespersen-Limiters in (3.137) durch
eine rationale Funktion bestehend aus Polynomen zweiten Grades in Za¨hler und Nenner.
Es ergeben sich nach [135] folgende Gleichungen fu¨r den Venkatakrishnan-Limiter:
Umin := min
j∈N(i)
(Uj), U
max := max
j∈N(i)
(Uj), ∆U
−
i,q := U
q
i − Ui,
∆U+i,q :=

Umax − Ui, falls U−i,q > 0,
Umin − Ui, falls U−i,q < 0,
0, falls U−i,q = 0,
Φi,q :=

(∆U+i,q)
2+2 ∆U+i,q ∆U
−
i,q+ǫv
(∆U+i,q)
2+∆U+i,q ∆U
−
i,q+2 (∆U
−
i,q)
2+ǫv
, falls U−i,q 6= 0,
1, falls U−i,q = 0,
Φi := min
q
(Φi,q), mit ǫv ∈ [10−6, 10−4].
Hier bezeichnet U qi den unlimitierten, linear extrapolierten Wert im Quadraturpunkt xqi nach (3.134).
Der Parameter ǫv wird in Za¨hler und Nenner der rationalen Funktion verwendet, um die Division
durch Null zu vermeiden. Trotz der Modifikation durch Venkatakrishnans polynomialen Ansatz fu¨r
die Limiterfunktion ist noch nicht sichergestellt, ob der Venkatakrishnan-Limiter differenzierbar ist.
Denn in die differenzierbaren Polynome werden die Variablen Umin und Umax eingesetzt, welche
durch min- und max-Funktionen nach (3.136) bestimmt werden mu¨ssen. Zudem wird die Gleichung
(3.138) auch im Venkatakrishnan-Limiter u¨bernommen, welche aber noch die nicht differenzierbare
min-Funktion entha¨lt. Der Venkatakrishnan-Limiter entha¨lt somit wie der Barth-Jespersen-Limiter
trotz der Verbesserung mindestens eine nicht differenzierbare Funktion in der Verkettung. Venkata-
krishnan zeigt in [135], dass sein Ansatz mehr Erfolg bezu¨glich Konvergenz beschert als der Barth-
Jespersen-Ansatz. Zudem ha¨ngt die Konvergenzgeschwindigkeit des Venkatakrishnan-Limiters, wie
in [135] beschrieben, von der Wahl von ǫv ∈ [10−6, 10−4] ab. Je gro¨ßer ǫv gewa¨hlt wird, desto schnel-
ler verla¨uft die Konvergenz. Zu kleine Parameter ǫv < 10−6 fu¨hren erfahrungsgema¨ß zur Stagnation
des Konvergenzverlaufs (limiter-clipping-Pha¨nomen).
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Monotonie und Differenzierbarkeit des Venkatakrishnan-Limiters
Venkatakrishnan stellt zusammenfassend in [135] durch Variation des Konvergenzparameters ǫv fest,
dass relativ große Werte von ǫv gu¨nstige Konvergenzhistorien gewa¨hrleisten. Zu große Werte von ǫv
verletzen nach [135] jedoch das Monotoniekriterium (3.136). Zu kleine Werte von ǫv erfu¨llen nach
[135] das Monotoniekriterium auch in der Na¨he starker Sto¨ße. Dennoch beobachtet man nach [135]
Stagnation im Verlauf der Konvergenzhistorie bis hin zum stationa¨ren Lo¨sungszustand in Gestalt
des limiter-clipping-Pha¨nomens. Um die Konvergenzeigenschaften des Venkatakrishnan-Limiters zu
verbessern, mu¨ssen differenzierbare Approximationen fu¨r die nicht differenzierbaren Einzelkompo-
nenten des Venkatakrishnan-Limiters gewa¨hlt werden, damit dieser in modifizierter Form als Ver-
kettung differenzierbarer Approximationen differenzierbar wird. Im Vergleich zu den (nicht diffe-
renzierbaren) Limitern von Barth und Jespersen oder Venakatakrishnan garantieren differenzierbare
Limiter bessere Konvergenzeigenschaften. Das Auftreten des limiter-clipping-Pha¨nomens kann aber
trotz Verwendung eines differenzierbaren Limiters nicht ausgeschlossen werden. Es kann sowohl bei
stationa¨ren als auch instationa¨ren Testfa¨llen auftreten. Dies a¨ußert sich z. B. dadurch, dass das instati-
ona¨re Residuum einen gewissen Grenzwert nicht unterschreiten kann. Die Vermeidung dieses Pha¨no-
mens bedarf der Voraussetzung zusa¨tzlicher Konvergenzkriterien, welche bereits im Zusammenhang
mit der Zeitschrittweitensteuerung beschrieben wurden. Hierzu sei das Quotientenkriterium in (3.91)
fu¨r das instationa¨re Residuum erwa¨hnt, welches garantiert, dass die Newton-Iteration in jedem Zeit-
schritt konvergiert. Die Konvergenz des Newton-Verfahrens innerhalb eines jeden Zeitschrittes ist ja
die notwendige Voraussetzung dafu¨r, dass die numerische Lo¨sung im Zeitverlauf u¨berhaupt gegen
den physikalisch (in)stationa¨ren Zustand konvergieren kann.
Differenzierbare Approximationen des Barth-Jespersen- und des Venkatakrishnan-Limiters
Das von K. Michalak und C. Ollivier-Gooch in [103] beschriebene Verfahren zur differenzierbaren
Approximation der min- und max- Funktionen im Venkatakrishnan-Limiter ist aufwendig zu pro-
grammieren. Zudem ist die Auswertung der exponentiellen Gewichtsfaktoren bei ungu¨nstiger Vorga-
be des in [103] eingefu¨hrten Parameters α durch einen numerischen ¨Uberlauf (Overflow) gefa¨hrdet.
Deshalb soll im Folgenden eine alternative Darstellung der min-, max-, abs-, sign- und support-
Funktionen durch differenzierbare Funktionen erla¨utert werden. Diese basiert auf Wurzelfunktionen,
welche hinsichtlich der Wahl des Parameters ǫsoft keinen numerischen Overflow erzeugen. In [103]
wurde bereits die differenzierbare Funktion
softpos(x, ǫsoft) :=
1
2
(
x+
√
ǫ2soft + x
2
)
, ǫsoft > 0, (3.141)
beschrieben. Diese durch den Parameter ǫsoft > 0 beschriebene Approximationsschar konvergiert
fu¨r ǫsoft → 0 gegen die nicht differenzierbare Funktion
pos(x) :=
{
x, x > 0,
0, x ≤ 0. (3.142)
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Ebenso kann man durch die differenzierbaren Scharfunktionen
softneg(x, ǫsoft) := − softpos(−x, ǫsoft) = 1
2
(
− x+
√
ǫ2soft + x
2
)
, ǫsoft > 0, (3.143)
die in x = 0 nicht differenzierbare Funktion neg(x) = − pos(−x) approximieren. Durch
softabs(x, ǫsoft) := softpos(x, ǫsoft)− softneg(x, ǫsoft) =
√
ǫ2soft + x
2 , (3.144)
la¨sst sich die Betragsfunktion abs(x) = |x| approximieren. In Anlehnung an (3.139) und (3.140)
folgt daher die Approximation der min- undmax- Funktionen gema¨ß der folgenden differenzierbaren
Scharfunktionen
softmax(x, y, ǫsoft) :=
1
2
(
x+ y + softabs(x− y, ǫsoft)
)
→ max(x, y), ǫsoft → 0, (3.145)
softmin(x, y, ǫsoft) :=
1
2
(
x+ y − softabs(x− y, ǫsoft)
)
→ min(x, y), ǫsoft → 0. (3.146)
Es gilt:
softsign(x, ǫsoft) :=
∂
∂x
softabs(x, ǫsoft) =
x√
ǫ2soft + x
2
→ sign(x), ǫsoft → 0.(3.147)
Mit Hilfe von softsign la¨ßt sich die differenzierbare Approximation softsupport(x, ǫsoft) der Tra¨ger-
funktion support(x, ǫsoft) u¨ber dem offenen Intervall (x1, x2) fu¨r x1 < x2 definieren:
softsupport(x, x1, x2, ǫsoft) :=
1
4
(1 + softsign(x− x1, ǫsoft)) (1− softsign(x− x2, ǫsoft))
→ 1
4
(1 + sign(x− x1)) (1− sign(x− x2))
= support(x, x1, x2), ǫsoft → 0,
wobei support(x, x1, x2) := χ(x, (x1, x2)) =
1, x ∈ (x1, x2),0, sonst. (3.148)
Die folgende u¨ber x0 < x1 < · · · < xn < xn+1 abschnittsweise differenzierbare Funktion func
func(x) =

f1(x), x ∈ (x0, x1),
.
.
.
.
.
.
fn(x), x ∈ (xn, xn+1),
(3.149)
la¨ßt sich mit Hilfe von softsupport(x, , xi, xi+1, ǫsoft) in (3.148) durch die differenzierbare Funktion
softfunc(x, ǫsoft) approximieren:
softfunc(x, ǫsoft) :=
n∑
i=0
fi(x) softsupport(x, xi, xi+1, ǫsoft)→ func(x), ǫsoft → 0.
(3.150)
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Simulationen zum Venkatakrishnan-Limiter und seinen Approximationen gema¨ß Abschnitt
3.1.6.4
In der folgenden Tabelle 3.18 sind die Simulationen des in Tabelle 3.1 beschriebenen Test-
falles mit exaktem Venkatakrishnan-Limiter (Simulation 87) und den durch den Parameter
ǫsoft ∈ {10−4, 10−3, 10−2, 10−1} beschriebenen Approximationen der min- und max- Funktionen
gema¨ß Abschnitt 3.1.6.4 durch die Simulationen 88 - 91 beschrieben. Fu¨r den Venkatakrishnan-
Limiter wurde der Parameter ǫv = 10−5 gewa¨hlt.
Simulationsnummer Approximations- Laufzeit in [s] Monotonie
parameter ǫsoft fu¨r 5 Adaptionen, erfu¨llt ?
DROP RES = 10−6
87 - 2425 ja
88 1.0 · 10−4 3203 ja
89 1.0 · 10−3 2977 ja
90 1.0 · 10−2 1526 ja
91 1.0 · 10−1 2206 nein
Tabelle 3.18: Laufzeit- und Monotonieanalyse bei Verwendung des Venkatakrishnan-Limiters fu¨r verschiedene
Werte des Limiterparameters ǫsoft, Simulationen 87 - 91
Die Ergebnisse der ungerade nummerierten Bilder 3.23, 3.25 usw. zeigen die Konvergenzhistorie im
linken Bild und die Druckverteilungen auf der Unterseite des Profils mit zwei Verdichtungssto¨ßen
bei der Profiltiefe x/c ≈ 0.045 und x/c ≈ 0.543 und auf der Oberseite mit einem Verdichtungsstoß
bei x/c ≈ 0.953. Die geradzahlig nummerierten Bilder zeigen exemplarisch die Druckverla¨ufe auf
Ober- bzw. Unterseite im Bereich der Profiltiefen um x/c ≈ 0.953 bzw. x/c ≈ 0.543 in vergro¨ßer-
ter Ansicht. Wo kein Verdichtungsstoß auftritt, fallen die Ergebnisverla¨ufe von exaktem Limiter und
dessen Approximation augenscheinlich zusammen. Auf den bei der Profiltiefe x/c ≈ 0.045 auftre-
tenden Verdichtungsstoß wird hier jedoch aus Platzgru¨nden nicht weiter eingegangen. Wie man den
Abbildungen 3.29 - 3.30 entnimmt, versto¨ßt der approximative Venkatakrishnan-Limiter fu¨r den bei
Simulation 91 verwendeten Parameter ǫsoft = 10−1 gegen das in (3.136) formulierte Monotonie-
kriterium. Dieses besagt, dass das Maximum bzw. Minimum der Lo¨sung in den Zentren der Nach-
barschaftszellen einer Gitterzelle nicht von der rekonstruierten Lo¨sung in den Randfla¨chenzentren
derselben Gitterzelle u¨ber- bzw. unterschritten werden darf. Dadurch werden numerisch bedingte,
physikalisch unechte Oszillationen unterbunden und somit die Monotonie des Rekonstruktionsver-
fahrens gewa¨hrleistet. Die Ergebnisse von Simulationen 87 - 90 erfu¨llen augenscheinlich gema¨ß den
Abbildungen 3.23 - 3.28 das Monotoniekriterium. Fu¨r Parameter ǫsoft = 10−2 in Simulation 90 wird
unter Garantie des Monotoniekriteriums (3.136) die geringste Rechenzeit beno¨tigt.
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Bild 3.23: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 88, Parameterwahl siehe Tabelle 3.18, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.24: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 88, Parameterwahl siehe Tabelle 3.18.
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Bild 3.25: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 89, Parameterwahl siehe Tabelle 3.18, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.26: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 89, Parameterwahl siehe Tabelle 3.18.
3.1 Stro¨mungssimulation mit QUADFLOW 112
Iteration
R
e
si
du
a
l
0 50 100 150 20010
-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
exakter Venkat.-Limiter
approx. Venkat.-Limiter
x / c
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
exakter Venkat.-Limiter
approx. Venkat.-Limiter
Bild 3.27: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 90, Parameterwahl siehe Tabelle 3.18, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.28: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 90, Parameterwahl siehe Tabelle 3.18.
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Bild 3.29: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 91, Parameterwahl siehe Tabelle 3.18, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.30: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 91, Parameterwahl siehe Tabelle 3.18.
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3.1.6.5 Rekonstruktionsverfahren mit gewichteten Gradienten
Die bisher betrachteten Verfahren zur Rekonstruktion ho¨herer Ordnung verwenden eine Limiterfunk-
tion, welche nach (3.135) als Gradientenfaktor eingesetzt wird, um numerisch bedingte Oszillationen
in der Na¨he von Diskontinuita¨ten zu verhindern.
Eine Alternative zur Berechnung der skalaren Limiter-Funktion fu¨r (3.135) besteht in der Verwen-
dung eines gemittelten Gradienten. Dieser wird dann in direkter Weise fu¨r die Rekonstruktion ho¨herer
Ordnung nach (3.134) verwendet.
L. Cueto-Felgueroso, I. Colominas, F. Navarrina und M. Casteleiro haben in [44] beschrieben, wie
man ein Verfahren zur differenzierbaren, limitierten Rekonstruktion ho¨herer Ordnung entwickeln
kann. Sie schlagen in [44] eine Methode zur Gradientenmittelung vor, welche die gewu¨nschte
Differenzierbarkeitseigenschaft und auch bessere Konvergenzeigenschaften wa¨hrend des zeitlichen
Lo¨sungsprozesses als der Barth-Jespersen- und Venkatakrishnan-Limiter besitzt. In [44] wird der
gemittelte Gradient als PC5-Limiter bezeichnet und in folgender Weise berechnet:
U qi := U(x
q
i ) = Ui +
∂Ui
∂x
. (xqi − xi) +O(‖ xqi − xi ‖2), (3.151)
∂Ui
∂x
=
∑
k∈N(i)
ωik
∂Uk
∂x
, (3.152)
wobei fu¨r k ∈ N(i) gilt:
ωik =
∏
(j∈N(i)\{k}) g
2
j + ǫ˜∑
l∈N(i)
(∏
(j∈N(i)\{l}) g
2
j
)
+N ǫ˜
, (3.153)
mit N := #N(i)
und 0 < ǫ˜ ≪ 1 nach [44].
Definiere nun vereinfachend:
ωik :=
1
g2
k
+ǫ∑
j∈N(i)
(
1
g2j+ǫ
) , (3.154)
mit 0 < ǫ ≪ 1,
und gj =
∥∥∥∥∂Uj∂x
∥∥∥∥
2
, j ∈ N(i). (3.155)
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Es bezeichnen hier:
• ∂Ui
∂x
den gemittelten (limitierten) Gradienten in Zelle i ∈ {1, ..., nCells}.
• ∂Ui
∂x
den unlimiterten Gradienten in Zelle i.
• N(i) die Menge der Zellen j ∈ N(i) in unmittelbarer Nachbarschaft zu Zelle i.
Es gilt in natu¨rlicher Weise: i ∈ N(i).
• N die Anzahl der Elemente von N(i): N = #N(i).
• ωik den Gewichtsfaktor fu¨r den Gradienten ∂Uk∂x , welcher eine Funktion der Gradienten
∂Uj
∂x
, j ∈ N(i) mit gj =‖ ∂Uj∂x ‖22 ist.
Anmerkungen:
• Gleichung (3.153) kann durch Ku¨rzen des gemeinsamen Faktors ∏j∈N(i) g2j in Za¨hler und
Nenner unter Vernachla¨ssigung von ǫ˜ vereinfacht werden, indem man ǫ˜ := 0 vorgibt.
• In (3.154) wird nun ǫ > 0 verwendet, um die Division durch Null zu vermeiden.
(3.154) weist im Vergleich zu der in [44] beschriebenen Version der Gewichtsfaktoren (3.153)
weniger Rechenaufwand bei der Auswertung der ωik auf.
• In (3.155) werden die Funktionen gj, j ∈ N(i) aus derL2-Norm des Gradienten ∂Uj∂x , j ∈ N(i)
berechnet. Die g2j sind somit differenzierbare Funktionen der Gradienten. Letztere sind wie-
derum differenzierbar, wenn die jeweilige Gradientenbestimmungsmethode (Least Squares-,
Green-Gauß-Methode) ebenfalls in differenzierbarer Weise von der zellzentriert berechneten
Stro¨mungslo¨sung abha¨ngt.
Nach [44] hat bereits van Rosendale in [133] eine Erweiterung des van-Albada-Limiter [131] fu¨r drei
Gradienten vorgeschlagen. Dieser Limiter wurde auf unstrukturierten Dreiecksgittern verwendet. Die
repra¨sentativen Gradienten wurden an den drei Eckpunkten einer jeden Dreieckszelle ausgewertet.
Jawahar und Kamath schlugen in [89] einen Limiter vor, welcher fu¨r zellzentrierte Stro¨mungsberech-
nungen auf Dreiecksgittern geeignet war. Sie berechneten gemittelte (limitierte) Gradienten nach
(3.152) aus unlimitierten Gradienten, welche zuvor in den Zellzentren benachbarter Zellen eines
Dreiecksgitters bestimmt worden waren. Die Zelle i ∈ {1, ..., nCells}, an welche ihre Nachbarn
j ∈ (N(i)\{i}) grenzen, haben sie nach [89] jedoch nicht in den Mittelungsprozess in (3.152) mit-
einbezogen. Erst in [44] wird auch diese Zelle bei der Mittelung mitberu¨cksichtigt.
Auf strukturierten Rechteckgittern mu¨ssen nach [44] fu¨nf unlimitierte Gradienten bei der gemittelten
Gradientenberechnung beru¨cksichtigt werden.
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Glattheits- und Konvergenzeigenschaften des PC5-Limiters
Bedingt durch seine Differenzierbarkeitseigenschaft erfu¨llt der PC5-Limiter die gewu¨nschte Glatt-
heitsforderung an einen Limiter. Er ist somit fu¨r das implizit formulierte Lo¨sungsverfahren der nicht-
linearen Erhaltungsgleichungen geeignet. Zur numerischen Lo¨sung dieser Gleichungen muss wegen
der geforderten Wohldefiniertheit des Newton-Verfahrens vorausgesetzt werden, dass das instati-
ona¨re Residuum der diskretisierten Erhaltungsgleichungen differenzierbar ist. Denn fu¨r das Newton-
Verfahren mu¨ssen die Ableitungen des instationa¨ren Residuums berechnet werden. Diese existieren
aber nur, falls das instationa¨re Residuum differenzierbar ist. Das instationa¨re Residuum muss als
Verkettung seiner Einzelkomponenten differenzierbar sein. Eine der Komponenten ist der verwen-
dete Limiter. Ist der Limiter nicht differenzierbar, so ist die Differenzierbarkeit der Verkettung nicht
garantiert. Wie bereits in [22], [135] und [103] erla¨utert, verbessern die Glattheitseigenschaften des
Limiters die Konvergenzeigenschaften eines implizit formulierten, numerischen Lo¨sungsverfahrens
fu¨r die nichtlinearen Erhaltungsgleichungen.
Monotonieforderung fu¨r den PC5-Limiter
Wie in [15] beschrieben, ist die Monotonieforderung (3.136) an den Gradientenlimiter eine notwen-
dige Voraussetzung dafu¨r, dass in der Na¨he von Diskontinuita¨ten numerisch bedingte Oszillationen
des Rekonstruktionsverfahrens in physikalisch sinnvoller Weise reduziert werden. Nach [44] wird bei
der Formulierung des PC5-Limiters diese Monotonieeigenschaft jedoch nicht beru¨cksichtigt. Daher
ist nicht klar, ob der PC5-Limiter das in (3.136) geforderte Monotoniekriterium erfu¨llt oder nicht. Es
besteht jedoch die Mo¨glichkeit, das Verfahren der gemittelten Gradienten durch Wahl eines noch ge-
eignet zu bestimmenden Parameters ζ zu erweitern. Der PC5-Gradientenlimiter ist dann ein Element
der durch Parameter ζ beschriebenen Limiterschar. Die aus der Schar zu bestimmende Limiterfunk-
tion muss die folgenden Eigenschaften besitzen:
• Erfu¨llung des Monotoniekriteriums in (3.136).
• Differenzierbarkeit.
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Modifikation des PC5-Limiters durch verallgemeinerte Darstellung
Die Einbettung des PC5-Limiters in eine durch den Scharparameter ζ ≥ 1 definierte Limiterschar
geschieht in folgender Weise:
U qi := U(x
q
i ) = Ui +
∂Ui
∂x
. (xqi − xi) +O(‖ xqi − xi ‖2), (3.156)
mit ∂Ui
∂x
=
∑
k∈N(i)
ωik
∂Uk
∂x
, (3.157)
wobei fu¨r k ∈ N(i) gilt:
ωik := L
ζ
(
1
g2
k
+ǫpc5
)ζ∑
j∈N(i)
(
1
g2
j
+ǫpc5
)ζ , ζ ≥ 1, L ∈ [0, 1) (3.158)
Erweiterung von ωik mit
1(∑
m∈N(i)
1
g2m+ǫpc5
)ζ ergibt:
ωik := L
ζ r
ζ
ik∑
j∈N(i) r
ζ
ij
, ζ ≥ 1, L ∈ [0, 1),
mit rik :=
1
g2
k
+ǫpc5∑
m∈N(i)
1
g2m+ǫpc5
(3.159)
und 0 < ǫpc5 ≪ 1,
gj :=
∥∥∥∥∂Uj∂x
∥∥∥∥
2
, j ∈ N(i) ∀ i ∈ {1, . . . , nCells}.
(3.160)
Fu¨r ζ = 1 liegt der vorhin beschriebene PC5-Limiter vor. Der Parameter L ∈ [0, 1) wird vom
Benutzer zu Beginn der Rechnung konstant vorgegeben.
Anmerkungen:
• Der Quadraturpunkt xqi befindet sich bei der Rekonstruktion in der Randfla¨che der Gitterzelle
i ∈ {1, ..., nCells}.
• Der Parameter ǫpc5 wird in (3.158) bzw. (3.159) verwendet, um die Division durch Null auszu-
schließen.
• Der exponentielle Scharparameter ζ in (3.158) und (3.159) wird nun verwendet, um das Mo-
notoniekriterium (3.136) zu erfu¨llen.
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Monotoniegarantie durch geeigneten Scharparameter
Es sei:
gmin := min
{
gj =
∥∥∥∥∂Uj∂x
∥∥∥∥
2
∣∣∣∣ j ∈ N(i)}, (3.161)
die kleinste L2-Norm der Gradienten in den Nachbarzellen j ∈ N(i) zu einer bestimmten Zelle
i ∈ {1, . . . , nCells}. Erweitert man den Ausdruck in (3.158) mit gζmin und ist ǫpc5 ≪ 1 hinreichend
klein gewa¨hlt, so gilt fu¨r alle Terme im Nenner
gmin
gj
≤ 1. (3.162)
Es gilt zudem folgende Fallunterscheidung:(
gmin
gj
)ζ
→ 0 fu¨r ζ →∞, falls gmin < gj, j ∈ N(i),
und(
gmin
gj
)ζ
→ 1 fu¨r ζ →∞, falls gmin = gj, j ∈ N(i).
Fu¨r ζ → ∞ und L = 1 werden in (3.157) demnach die Gradienten gmin mit der kleinsten L2-Norm
maximal gewichtet (ωk → 1M , ζ → ∞, gk = gmin, L = 1) und die restlichen Gradienten in (3.157)
mit verschwindenden Gewichtsfaktoren (ωk → 0, ζ →∞, gk 6= gmin, L = 1) versehen. Es bezeichne
hier M die Anzahl der Gradienten g
k
mit k ∈ N(i), fu¨r welche gk = gmin gilt. Im Grenzu¨bergang
ζ → ∞ wird also fu¨r L = 1 durch die Gewichtsfaktoren nach (3.158) der betraglich kleinste Gra-
dient mit der maximalen Gewichtung versehen und fu¨r die Rekonstruktion nach (3.156) verwendet.
Falls jedoch L ∈ (0, 1) ist, so wird fu¨r ζ → ∞ mit g = 0 (wegen Lζ → 0 in (3.158)) rekonstru-
iert. Es sei an dieser Stelle vorausgesetzt, dass der betraglich minimale Gradient in jeder Umgebung
N(i), fu¨r ein i ∈ {1, . . . , nCells} stets das Monotoniekriterium (3.136) erfu¨lle. Sollte dies nicht der
Fall sein, so muss der konstante Parameter L ∈ [0, 1) (vom Benutzer) hinreichend klein gewa¨hlt wer-
den, damit wenigstens mit Lζ g
min
und L ∈ [0, 1) das Montonotoniekriterium erfu¨llt wird. Bei geeig-
neter Wahl des Parameters L ∈ (0, 1) gibt es also stets einen endlichen Parameterwert ζmonot < ∞,
fu¨r den das Monotoniekriterium (3.136) noch erfu¨llt ist. Die Erfu¨llung des Monotoniekriteriums
ha¨ngt na¨mlich in stetiger Weise von dem Monotonieparameter ζ ab. Der kritische Monotoniepara-
meter ζmonot ist also ein Schwellwert. Fu¨r ζ ≥ ζmonot ist das Monotoniekriterium (3.136) erfu¨llt, fu¨r
ζ < ζmonot jedoch nicht. Weil dieser Grenzparameter ζmonot fu¨r ein L ∈ (0, 1) existiert, la¨sst er sich
iterativ durch eine Intervallschachtelung beliebig genau bestimmen. In der vereinfachten Abbildung
3.31 erkennt man die von den Gradienten g
1
, . . . , g
5
erzeugte konvexe Hu¨lle. Innerhalb des von der
Hu¨lle eingeschlossenen Volumens verla¨uft der durch den Scharparameter ζ definierte Pfad im R3 fu¨r
eine bestimmte Zelle i ∈ {1, . . . , nCells}. Startpunkt dieses Pfades ist fu¨r ζ = 0 der arithmetische
Mittelwert der Gradienten g
j
, j ∈ N(i). Endpunkt ist der betraglich minimale Gradient g
min
. Dieser
ist einer der Gradienten aus der NachbarschaftN(i) von Zelle i und somit der Eckpunkt der konvexen
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Hu¨lle, welcher dem Ursprung am na¨chsten liegt. In Bild 3.32 wird das iterative Verfahren der Inter-
vallschachtelung schematisch dargestellt. Der Start erfolgt mit der Vorgabe eines Startwertes fu¨r den
exponentiellen Parameter ζ := ζmin. Es werden die Intervallgrenzen des Startintervalls [aL, aR] mit
aL := 0 und aR := 2ζ festgesetzt. Im folgenden Schritt wird die Intervallmitte zu aM :=
1
2
(aL + aR)
bestimmt. Nun wird das Monotoniekriterium (3.136) mit dem Exponenten ζ := 1
aM
u¨berpru¨ft. Falls
das Monotoniekriterium nicht erfu¨llt sein sollte, so wird die linke Teilha¨lfte des vorigen Intervalls
als neues Intervall [aL, aM ] verwendet, ansonsten die rechte Teilha¨lfte [aM , aR]. Das neue Intervall
besitzt nun die halbe Intervallla¨nge des vorigen Intervalls. Mit den neuen Intervallgrenzen wird nun
u¨berpru¨ft, ob die Genauigkeitsgrenze δ des zu bestimmenden Parameters 1
ζ
erreicht ist oder nicht.
Falls diese erreicht ist, stoppt der Algorithmus und gibt ζ = 1
aL
als geeigneten Monotonieparameter
zuru¨ck. Sollte die Genauigkeitsgrenze δ jedoch noch nicht unterschritten sein, so wird die Mitte aM
des neuen Intervalls bestimmt und erneut die Monotonieu¨berpru¨fung anhand des Parameters ζ = 1
aM
durchgefu¨hrt, etc.
Ursprung: 0
g
min
= g
5
g
4
g
3
g
2
g
1
Monotoniekrit. erfu¨llt !
Monotoniekrit.
nicht erfu¨llt !
Iterationspfad: g(ζ), ζ ∈ [0,∞)
Startpunkt:
g(ζ = 0) = 1
5
(g
1
+ · · ·+ g
5
)
Endpunkt: g(ζ →∞) = g
min
Bild 3.31: Lage des betraglich minimalen Gradienten fu¨r L = 1:
Vereinfachte Darstellung der Lage des betraglich minimalen Gradienten, als Endpunkt der durch den
Scharparameter ζ definierten Kurve innerhalb der konvexen Hu¨lle der benachbarten Gradienten. Gilt
L ∈ (0, 1), so sind der Ursprung 0 und der betraglich minimale Gradient g
min
fu¨r den Grenzu¨bergang
ζ →∞ identisch.
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Graphische Veranschaulichung der Intervallschachtelungsmethode fu¨r die
PC5-Limiterschar (Erfu¨llung des Monotoniekriteriums (3.136)):
Start: ζ := ζmin > 0
aL := 0
aR := 2/ζ
aM :=
1
2
(aL + aR)
Erfu¨llt der modifizierte PC5-Limiter
mit ζ = 1/aM die Monotonie-
bedingung (3.136) ?
aR := aM aL := aM
Nein Ja
Ist fu¨r ein 0 < δ ≪ 1
‖aR − aL‖ < δ
erfu¨llt ?Nein Ja
Stop
ζ := 1
aL
Bild 3.32: Monotoniegarantie fu¨r den PC5-Limiter durch geeigneten Monotonieparameter:
Schematische Funktionsweise der Intervallschachtelung zur Bestimmung des exponentiellen Mono-
tonieparameters ζ fu¨r den modifizierten PC5-Limiter
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Monotoniegarantie durch Fixpunktiteration
Die PC5-Limitermethode basiert auf der Berechnung eines Gradienten, welcher aus der Summe von
gewichteten Gradienten hervorgeht. Dieser (limitierte) Gradient wird fu¨r die Rekonstruktion nach
(3.156) verwendet. Betraglich große Gradienten werden in der gewichteten Summe (3.157) mit klei-
nen, betraglich kleine Gradienten hingegen mit großen Gewichtsfaktoren versehen. Die Gewichts-
faktoren werden nach (3.158) bestimmt. Die limitierten (lokalen) Gradienten eignen sich fu¨r die
Rekonstruktion nach (3.156) besser als die unlimitierten Gradienten. Es ist jedoch nicht sicher, ob
die mit der PC5-Methode limitierten Gradienten auch das Monotoniekriterium (3.136) erfu¨llen. Man
kann die PC5-Limitierungsmethode nun verwenden, um die aktuellen Gradienten durch rekursive
Iteration so oft zu limitieren, bis das Monotoniekriterium (3.136) erfu¨llt ist. Erst dann soll mit diesen
Gradienten nach (3.156) rekonstruiert werden.
Es muss nun gezeigt werden, dass diese Vorgehensweise wohldefiniert ist. Das bedeutet, dass die
durch die obige Rekursionsvorschrift definierte Folge gegen genau einen Fixpunkt konvergiert. Die-
ser muss zudem das Monotoniekriterium (3.136) erfu¨llen. Die Rekursionsvorschrift la¨sst sich, wie
folgt, formulieren:
g(0) := g (Start mit unlimitiertem Gradienten), (3.163)
g(n+1) = Φ
(n)
L (g
(n)), mit n ∈ N0 und (3.164)
Φ
(n)
L (g
(n)) := Lζ Ω(n) . g(n), mit fest vorgegebenen Werten
fu¨r 0 ≤ L < 1, ζ ∈ (0,∞), (3.165)(
Ω(n) . g(n)
)
i
=
∑
j∈N(i)
ω
(n)
ij g
(n)
j
, (3.166)
mit
∑
j∈N(i)
ω
(n)
ij = 1 ∀ i ∈ {1, ..., nCells} und ∀ n ∈ N0. (3.167)
Es bezeichnen hier:
• g den unlimitierten (globalen) Gradienten, mit dem die rekursive Iteration gestartet wird, also
g :=
(
g
i
)
i∈{1,...,nCells} =
(
∂Ui
∂x
)
i∈{1,...,nCells}
. (3.168)
• g(n) den limitierten (globalen) Gradienten im Iterationsschritt n ∈ N0.
• Φ(n)L die Iterationsfunktion im Iterationsschritt n ∈ N0.
• 0 ≤ Lζ < 1 die Lipschitz-Konstante fu¨r L ∈ (0, 1), ζ ∈ [0,∞) , welche fu¨r die Konvergenz
des iterativen Verfahrens bedeutsam ist.
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• g(n)
i
den lokalen (limitierten) Gradienten in Zelle i ∈ {1, ..., nCells} im Iterationsschritt
n ∈ N0. Dieser ist Bestandteil des globalen (limitierten) Gradienten g(n) nach:
g(n) := (g(n)
1
, . . . , g(n)
nCells
)T . (3.169)
Der lokale Gradient in Zelle i berechnet sich entsprechend (3.165) - (3.167) als Konvexkombi-
nation der Gradienten der Nachbarzellen j ∈ N(i) zu Zelle i ∈ {1, ..., nCells}.
Um nun die Abbildungen Φ(n)L fu¨r alle n ∈ N0 sinnvoll zu definieren, wa¨hlt man als Definitionsbe-
reich C das kartesische Produkt der Mengen Ci ⊂ R3. Fu¨r beliebiges i ∈ {1, . . . , nCells} bezeichne
Ci das von der konvexen Hu¨lle der Gradienten gj , j ∈ N(i) eingeschlossene Polyedervolumen. Es
gilt demnach:
C :=
nCells×
i=1
Ci = C1 × C2 × · · · × CnCells, wobei ∀ i ∈ {1, ..., nCells} gelten soll:
Ci :=
{
g
′
i
=
∑
j∈N(i)
λij gj
∣∣∣∣ ∀j ∈ N(i) : λij ∈ [0, 1] und ∑
j∈N(i)
λij ≤ 1
}
. (3.170)
Fixpunktsatz von Banach
Im Folgenden wird die Wohldefiniertheit der rekursiven Iterationsvorschrift durch Anwendung des
folgenden Fixpunktsatzes von Banach gepru¨ft, siehe hierzu [124]. Dieser besagt:
Satz: Es sei C eine abgeschlossene Teilmenge eines vollsta¨ndigen normierten Raumes B, d. h.
B ist ein Banach-Raum, und Φ : C → C eine kontrahierende Abbildung mit der Lipschitz-
Konstanten 0 ≤ L < 1: ∥∥Φ(g
1
)−Φ(g
2
)
∥∥ ≤ L∥∥g
1
− g
2
∥∥ ∀ g
1
, g
2
∈ C. Dann gelten:
a) Die Abbildung Φ besitzt genau einen Fixpunkt ĝ = Φ(ĝ) ∈ C.
b) Fu¨r jeden Startwert g(0) ∈ C konvergiert die Folge g(n+1) = Φ(g(n)) gegen den Fixpunkt ĝ.
c) Es gilt die Fehlerabscha¨tzung:
∥∥g(n) − ĝ∥∥ ≤ Ln−k
1− L
∥∥g(k+1) − g(k)∥∥ fu¨r 0 ≤ k < n.
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Zur Kontraktionseigenschaft der Rekursion
Die Abbildungen Φ(n)L , n ∈ N0 sind mit vorgegebenen 0 ≤ Lζ < 1, L ∈ [0, 1) und ζ ∈ (0,∞) alle
Kontraktionen und somit ist auch ihre Verkettung eine Kontraktion, denn es gilt ∀ n ∈ N0 ∀ g ∈ C:
‖ Φ(n)L (g) ‖∞ = Lζ max
{∥∥∥∥ ∑
j∈N(i)
ω
(n)
ij gj
∥∥∥∥
∞
∣∣∣∣ i ∈ {1, . . . , nCells}}
≤ Lζ max
{( ∑
j∈N(i)
|ω(n)ij |
) ∣∣∣∣ i ∈ {1, . . . , nCells}} ‖ g ‖∞≤ Lζ ‖ g ‖∞,
(3.170)
wegen
∑
j∈N(i) |ω(n)ij | = 1. Somit ist die lineare Abbildung Φ(n)L eine Kontraktion ∀ n ∈ N0, falls
L ∈ (0, 1) und ζ ∈ (0,∞) vorgegeben werden. Ferner gilt fu¨r die Verkettung dieser elementaren
Kontraktionen nach (3.170):
‖ Φ(n)L ◦Φ(n−1)L ◦ · · · ◦Φ(0)L (g) ‖∞ ≤
( n∏
i=0
Lζ
)
‖ g ‖∞≤ (Lζ)n+1 ‖ g ‖∞ . (3.171)
Wenn L ∈ (0, 1) fest vorgegeben ist, gilt: 0 ≤ (Lζ)n+1 < 1. Somit ist dann auch die Verkettung der
KontraktionenΦ(i)L , i ∈ {1, . . . , n} eine Kontraktion.
Zur Selbstabbildungseigenschaft der Rekursion
Es ist zu zeigen, dass ∀ n ∈ N0 ∀ g′ ∈ C : Φ(n)L (g
′
) ∈ C gilt, damit die Φ(n)L selbstabbildende
Funktionen sind. Die Verkettung dieser selbstabbildenden Funktionen ist dann in trivialer Weise eine
Selbstabbildung der Menge C in sich selbst. Es sei nun g′ ∈ C beliebig und L ∈ (0, 1) vorgegeben.
Dann existieren λij ∈ [0, 1] mit g′i =
∑
j∈N(i) λij gj ,
∑
j∈N(i) λij ≤ 1 ∀ i ∈ {1, . . . , nCells}.
Es gilt ∀ i ∈ {1, . . . , nCells}:(
Φ
(n)
L (g
′
)
)
i
= Lζ
∑
j∈N(i)
ω
(n)
ij g
′
j
= Lζ
∑
j∈N(i)
ω
(n)
ij
( ∑
k∈N(i)
λjk gk
)
=
∑
k∈N(i)
( ∑
j∈N(i)
Lζ ω
(n)
ij λjk
)
g
k
=
∑
k∈N(i)
µik gk, wobei µik :=
∑
j∈N(i)
Lζ ω
(n)
ij λjk. (3.172)
Es gilt µik ∈ [0, 1), denn:
0 ≤ µik ≤ Lζ
( ∑
j∈N(i)
|ω(n)ij |
)
max
j∈N(i)
|λjk| ≤ Lζ max
j∈N(i)
|λjk| ≤ Lζ < 1. (3.173)
Ferner gilt: ∑
k∈N(i)
µik =
∑
j∈N(i)
Lζ ω
(n)
ij
( ∑
k∈N(i)
λjk
)
≤
∑
j∈N(i)
Lζ ω
(n)
ij ≤ Lζ < 1. (3.174)
Falls also L ∈ [0, 1), ζ ∈ (0,∞), gilt: Φ(n)L (g′) ∈ C ∀ g′ ∈ C, womit ∀ n ∈ N0 die Φ(n)L und
ebenso ihre Verkettung ΦL Selbstabbildungen sind.
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Zur Vollsta¨ndigkeit der Definitionsmenge C
Man kann zeigen, dass die Ci ⊂ R3, i ∈ {1, . . . , nCells} durch ihre Definition vollsta¨ndige Teilmen-
gen des R3 sind. Somit ist auch ihr kartesisches Produkt C in (3.170) eine vollsta¨ndige Teilmenge
des R3 nCells.
Wohldefiniertheit der Fixpunktiteration hinsichtlich der Monotonieforderung
Die Voraussetzungen des Fixpunktsatzes von Banach sind nun nachgewiesen. Die Rekursion besitzt
demnach genau einen Fixpunkt. Fu¨rL ∈ (0, 1) konvergiert die Norm der durch die Rekursion berech-
neten Gradienten gegen Null. Der einzige Fixpunkt kann also nur ĝ = 0 sein. Wird der Nullgradient
ĝ = 0 nun fu¨r die Rekonstruktion nach (3.156) verwendet, so entspricht eine derartige Vorgehens-
weise der Rekonstruktionsmethode von erster Ordnung. Diese Methode erfu¨llt in natu¨rlicher Weise
die Monotonieforderung (3.136). Somit ist klar, dass die Rekursion und ihr Fixpunkt wohldefiniert
sind. Die rekursive Iteration verla¨uft auf einem Pfad zwischen dem unlimitierten Gradienten g(0) und
dem Fixpunkt ĝ = 0 im Vektorraum R3 nCells. Die Rekursion muss irgendwo auf dem Pfad von g(0)
zum Fixpunkt ĝ = 0 das Monotoniekriterium (3.136) erfu¨llen, was spa¨testens bei ĝ = 0 der Fall ist.
Bei Erfu¨llung des Monotoniekriteriums (3.136) vor Erreichen des Fixpunktes ĝ = 0 kann die Re-
kursion gestoppt werden. Grafisch la¨sst sich dieser Zusammenhang an den folgenden Abbildungen
(3.33) und (3.34) veranschaulichen:
START:
STOP:
g(0)
g(1)
g(2)
g(3)
g(4)
ĝ = 0
Monotoniekriterium
nicht erfu¨llt !
Monotoniekriterium
erfu¨llt !
Bild 3.33: Monotoniegarantie fu¨r gewichtete Gradienten durch Fixpunktiteration:
Vereinfachte Darstellung des iterativen Rekursionsprozesses zur Erfu¨llung der Monotoniebedingung
(3.136) in der Umgebung des Fixpunktes.
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Graphische Veranschaulichung der rekursiven Gradienten-Limitierung fu¨r den PC5-Limiter
(Erfu¨llung des Monotoniekriteriums (3.136))
START:
g
′
:= g.
MONOTONIE-CHECK:
Erfu¨llt g′ die Monotoniebedingung (3.136) ?
JaNein
REKURSION:
g := g
′
,
g
′
:= ΦL(g).
STOP:
Rekonstruktion
nach (3.156) mit g′ .
Bild 3.34: Ablauf der rekursiven Monotonieu¨berpru¨fung fu¨r den PC5-Limiter
Abbildung (3.34) demonstriert den Ablaufplan des rekursiv definierten Algorithmus zur Bestim-
mung des geeigneten Gradienten fu¨r die Rekonstruktion nach (3.156), welcher das Monotoniekri-
terium (3.136) erfu¨llt. Gestartet wird mit dem globalen, unlimitierten Gradienten, welchen man nach
dem Gradientenbestimmungsverfahren (Least-Squares- oder Green-Gauß-Verfahren) erha¨lt. Erfu¨llt
der unlimitierte Gradient bereits das Monotoniekriterium, so kann er fu¨r die Rekonstruktion verwen-
det werden und die Rekursion stoppt hiermit. Falls jedoch das Monotoniekriterium noch nicht erfu¨llt
sein sollte, so wird der globale Gradient mit der vorhin beschriebenen PC5-Limitierungsmethode in
seinen lokalen Zellgradienten limitiert. Nun wird der Monotoniecheck (3.136) durchgefu¨rt. Verla¨uft
dieser Check negativ, so wird der aktuelle Gradient erneut limitiert, usw. Der fortlaufende Limitie-
rungsprozess verringert die Norm des globalen Gradienten solange bis der Nullgradient erreicht ist,
welcher in trivialer Weise den Monotoniecheck erfu¨llt. Spa¨testens dann, wenn nicht schon fru¨her,
muss der Rekursionsalgorithmus abbrechen und der aktuelle Gradient wird fu¨r die Rekonstruktion
verwendet. Je o¨fter iteriert wird, desto dissipativer wird die rekonstruierte Lo¨sung.
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Monotonieu¨berpru¨fung in der numerischen Praxis
Die numerische Gradientenbestimmungsmethode erzeugt einen numerischen Fehler des Gradienten.
So wird zum Beispiel bei der Least-Squares-Methode aufgrund eines u¨berbestimmten Gleichungs-
systems die optimale Gradientenlo¨sung bestimmt, welche die entstehenden Normalengleichungen
lo¨st. Diese Lo¨sung minimiert das Residuum des entstehenden linearen Gleichungssystems in der
L2-Norm. Das Residuum wird nur dann Null, wenn die minimale Lo¨sung auch Lo¨sung des u¨ber-
bestimmten Gleichungssystems ist, was meist nicht der Fall ist. Bei der Green-Gauß-Methode geht
durch die Integration der numerischen Lo¨sung der Diskretisierungsfehler in den Gradienten u¨ber. Der
numerisch bestimmte Gradient ist demnach wie die numerische Lo¨sung stets mit einem Fehler be-
haftet. Diese Tatsache erschwert die Monotoniepru¨fung fu¨r sehr kleine Variationen der numerischen
Lo¨sung, denn hier ist der relative Fehler des Gradienten sehr groß. Die Monotonieu¨berpru¨fung in
Regionen des Stro¨mungsfeldes, in denen sehr kleine Gradienten vorliegen, liefert somit eine falsche
Monotonieaussage. Es erscheint daher sinnvoll, solche Regionen aus der Monotoniepru¨fung heraus-
zunehmen. In der Praxis wird daher die numerische Lo¨sungsvariable Ui auf ihren maximalen Sprung
max{|∆Umini |, |∆Umaxi |} in der Umgebung einer Zelle i ∈ {1, . . . , nCells} hin untersucht. Man
gibt nun, gemessen an dem maximalen Sprung, anteilig fu¨r jede Lo¨sungsvariable eine relative untere
Grenze JUMP ∈ [0, 1] vor, welche der Sprung |∆Ui| bei der Monotonieu¨berpru¨fung nie unter-
schreiten darf. Sollte die numerische Lo¨sung in einer Zelle diesen Wert jedoch unterschreiten, so
wird die Monotonieu¨berpru¨fung dort nicht durchgefu¨hrt.
Graphische Darstellung der Monotonieu¨berpru¨fung in der numerischen Praxis
Monotonie-Check in Zelle i:
Nein ! Ja !
Ist |∆Ui| ≥ JUMP ·max{|∆Umini |, |∆Umaxi |}
fu¨r i ∈ NnCells erfu¨llt ?
Durchfu¨hrung
der Monotoniepru¨fung !
Keine Durchfu¨hrung
der Monotoniepru¨fung !
Bild 3.35: Approximative Erfu¨llung des Monotoniekriteriums in der numerischen Praxis:
Die Entscheidung, ob Monotonie-Check durchgefu¨hrt wird, ha¨ngt von der Variation der lokalen
Lo¨sungsvariablen ab.
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Vergleich der iterativen Gradientengewichtungsmethoden
Die erste Methode, welche den exponentiellen Monotonieparameter ζmonot durch eine Intervall-
schachtelung bestimmt, sei hier als Intervallmethode bezeichnet. Die zweite Methode, welche den
Gradienten durch rekursive Iteration limitiert, sei als Fixpunktmethode bezeichnet. Bei der Fixpunkt-
methode sind, wie bereits fu¨r L ∈ (0, 1) dargelegt, die Konvergenz und der eindeutige Fixpunkt
wohldefiniert. Denn der Fixpunkt (Nullgradient) erfu¨llt in trivialer Weise das Monotoniekriterium
(3.136). Fu¨r die Intervallmethode konnte gezeigt werden, dass die Konvergenz gegen einen betrag-
lich minimalen Gradienten g
min
immer gewa¨hrleistet ist. Dieser ist fu¨r L = 1 einer der Eckpunkte
der konvexen Hu¨lle, welche aus den Gradienten g
j
der Nachbarschaftszellen j ∈ N(i) fu¨r beliebi-
ges i ∈ {1, . . . , nCells} gebildet wird. Fu¨r L ∈ (0, 1) und ζ → ∞ fa¨llt der betraglich minimale
Gradient g
min
mit dem Ursprung 0 zusammen. Man kann fu¨r L = 1 zeigen, dass die konvexe Hu¨lle
in ihren Eckpunkten nicht differenzierbar ist. Damit ist klar, dass der betraglich minimale Gradi-
ent (als nicht differenzierbarer Eckpunkt) fu¨r die Rekonstruktion nicht geeignet ist, weil dann das
Limitierungsverfahren in diesem Eckpunkt nicht differenzierbar ist. Die Differenzierbarkeit ist je-
doch eine Notwendigkeit fu¨r ein implizites, nichtlineares Verfahren, welches numerisch durch das
Newton-Verfahren gelo¨st werden muss. Die Differenzierbarkeit des instationa¨ren Residuums setzt
wiederum die Differenzierbarkeit des Limiters voraus, um wohldefiniert zu sein. Fu¨r L ∈ (0, 1) ist
jedoch Differenzierbarkeit vorhanden, da fu¨r ζ → ∞ mit g
min
= 0 rekonstruiert wird, was einer
Rekonstruktion von erster Ordnung entspricht. Falls die Intervallmethode vor Erreichen des Eck-
punktes abbricht (ζmonot < ∞ !), kann davon ausgegangen werden, dass der fu¨r die Rekonstruktion
verwendete Gradient durch eine differenzierbare Gewichtsfunktion von den Gradienten der jeweili-
gen Nachbarschaftszellen abha¨ngt. Gilt ζmonot < ∞, so stoppt die Intervallmethode im Innern des
Polyeders und kann damit nicht im Eckpunkt g
min
enden. Der Benutzer des Programmes QUAD-
FLOW muss deshalb beim Start von QUADFLOW den Konvergenzparameter L ∈ (0, 1) vorgeben.
Der Parameter L sollte nicht zu klein gewa¨hlt werden, da ansonsten bereits in der ersten Iteration
der Term Lζ g zu klein ausfa¨llt und sich die limitierte Rekonstruktion von einem Verfahren ra¨umlich
erster Ordnung kaum unterscheidet. Wird Parameter Lζ ≈ 1 gewa¨hlt, so sind mo¨glicherweise sehr
viele Iterationen erforderlich, um das Monotoniekriterium zu erfu¨llen. Eine lange Rechenzeit wa¨re
die Konsequenz vieler Iterationen zur Monotoniepru¨fung. Die Vorgabe des Parameters L unterliegt
demnach einem Kompromiss zwischen Simulationszeit und Genauigkeit der Monotonieu¨berpru¨fung.
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Simulationen zum PC5-Limiter mit Monotonieu¨berpru¨fung
In der folgenden Tabelle 3.19 sind die Simulationen des in Tabelle 3.1 beschriebenen Testfalles mit
dem PC5-Limiter unter Verwendung der im Abschnitt 3.1.6.5 beschriebenen Monotonieverifizierun-
gen (Intervallmethode und Fixpunktmethode) durch die Simulationen 92 - 94 beschrieben:
Simulationsnummer Monotonie- Laufzeit in [s]
u¨berpru¨fung fu¨r 5 Adaptionen,
DROP RES = 10−6
92 0 1136
93 1 1085
94 2 1148
0 keine Monotonieu¨berpru¨fung,
1 Monotonieu¨berpru¨fung gema¨ß Intervallmethode,
2 Monotonieu¨berpru¨fung gema¨ß Fixpunktiteration.
Tabelle 3.19: Inputparameter und Laufzeit- und Monotonieanalyse bei Verwendung des PC5-Limiters, Simu-
lationen 92 - 94
Die Ergebnisse der gerade nummerierten Bilder 3.36, 3.38 usw. zeigen die Konvergenzhistorie im
linken Bild und die Druckverteilungen auf der Unterseite des Profils mit zwei Verdichtungssto¨ßen
bei der Profiltiefe x/c ≈ 0.045 und x/c ≈ 0.543 und auf der Oberseite mit einem Verdichtungsstoß
bei x/c ≈ 0.953. Die ungeradzahlig nummerierten Bilder zeigen exemplarisch die Druckverla¨ufe
auf Ober- bzw. Unterseite im Bereich der Profiltiefen um x/c ≈ 0.953 bzw. x/c ≈ 0.543 in
vergro¨ßerter Ansicht. Wo kein Verdichtungsstoß auftritt, fallen die Ergebnisverla¨ufe von exaktem
Venkatakrishnan-Limiter und PC5-Limiter augenscheinlich zusammen. Auf den bei der Profiltiefe
x/c ≈ 0.045 auftretenden Verdichtungsstoß wird hier jedoch aus Platzgru¨nden nicht weiter einge-
gangen. Wie man anhand der Abbildungen 3.36 - 3.41 erkennen kann, erfu¨llen der PC5-Limiter in
Simulation 92 und seine beiden Monotoniemodifikationen in den Simulationen 93 und 94 das Mo-
notoniekriterium (3.136) fu¨r den Testfall aus Tabelle 3.1. Dieses besagt, dass das Maximum bzw.
Minimum der Lo¨sung in den Zentren der Nachbarschaftszellen einer Gitterzelle nicht von der rekon-
struierten Lo¨sung in den Randfla¨chenzentren derselben Gitterzelle u¨ber- bzw. unterschritten werden
darf. Dadurch werden numerisch bedingte, physikalisch unechte Oszillationen unterbunden und so-
mit die Monotonie des Rekonstruktionsverfahrens gewa¨hrleistet. Die in Simulation 93 verwendete
Intervallmethode weist von den beiden Monotoniemodifikationen (Intervall- und Fixpunktmethode)
die geringste Rechenzeit auf.
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Iteration
R
e
si
du
a
l
0 50 100 150 20010
-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
exakter Venkat.-Limiter
PC5-Limiter
x / c
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
exakter Venkat.-Limiter
PC5-Limiter
Bild 3.36: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 92, Parameterwahl siehe Tabelle 3.19, 5 Adaptionen beiDROP RES =
10−6.
x / c
-
Cp
0.535 0.54 0.545 0.55 0.555
0
0.2
0.4
0.6
0.8
exakter Venkat.-Limiter
PC5-Limiter
x / c
-
Cp
0.945 0.95 0.955 0.96 0.965
0
0.5
1
exakter Venkat.-Limiter
PC5-Limiter
Bild 3.37: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 92, Parameterwahl siehe Tabelle 3.19.
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Iteration
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Bild 3.38: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 93, Parameterwahl siehe Tabelle 3.19, 5 Adaptionen beiDROP RES =
10−6.
x / c
-
Cp
0.535 0.54 0.545 0.55 0.555
0
0.2
0.4
0.6
0.8
exakter Venkat.-Limiter
PC5-Limiter
x / c
-
Cp
0.945 0.95 0.955 0.96 0.965
0
0.5
1
exakter Venkat.-Limiter
PC5-Limiter
Bild 3.39: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 93, Parameterwahl siehe Tabelle 3.19.
3.1 Stro¨mungssimulation mit QUADFLOW 131
Iteration
R
e
si
du
a
l
0 50 100 150 20010
-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
exakter Venkat.-Limiter
PC5-Limiter
x / c
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
exakter Venkat.-Limiter
PC5-Limiter
Bild 3.40: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 94, Parameterwahl siehe Tabelle 3.19, 5 Adaptionen beiDROP RES =
10−6.
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Cp
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Bild 3.41: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 94, Parameterwahl siehe Tabelle 3.19.
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EXP-Limiter
Alternativ zum PC5-Limiter ko¨nnen auch andere Methoden zur Limitierung von Gradienten im
Rekonstruktionsprozess eingesetzt werden. Sie sollten jedoch die erforderlichen Kriterien der Dif-
ferenzierbarkeit und Monotonie erfu¨llen, wie dies bei den beiden iterativen Modifikationen des
PC5-Limiter der Fall ist. K. Michalak und C. Ollivier-Gooch verwenden in [103] exponentiel-
le Gewichtungsfunktionen, um den Venkatakrishnan-Limiter so zu modifizieren, dass dieser dif-
ferenzierbar wird und stets die Monotonieforderung (3.136) erfu¨llt. Ausgehend von der PC5-
Limitierungsmethode fu¨r Gradienten, kann man die Gewichtsfunktionen
1
g2k + ǫexp
, k ∈ N(i), ∀ i ∈ {1, . . . , nCells}, (3.175)
in (3.154) durch die exponentiellen Gewichtsfunktionen
exp
(− rik/σ2), (3.176)
und die Relationen
rik =
g2k∑
j∈N(i) g
2
j + ǫexp
, k ∈ N(i), ∀ i ∈ {1, . . . , nCells}, (3.177)
mit geeignetem Monotonieparameter σ ersetzen. Die Verwendung der Bru¨che rik ist numerisch erfor-
derlich, da sehr große Gradienten als Argumente der exponentiellen Faktoren numerische Schwierig-
keiten (arithmetic overflow) hervorrufen wu¨rden. Daher werden die relativen Werte rik als Argumente
der Exponentialfunktionen (3.176) verwendet. Die rik ko¨nnen nur Werte im Intervall [0, 1) annehmen
und deshalb keine vorzeitige Auslo¨schung der Gewichtsfunktionen hervorrufen. Zusammenfassend
la¨sst sich der in dieser Arbeit erstmals verwendete Gradientenlimiter durch die folgenden Gleichun-
gen beschreiben:
U qi := U(x
q
i ) = Ui +
∂Ui
∂x
. (xqi − xi) +O(‖ xqi − xi ‖2), (3.178)
mit ∂Ui
∂x
=
∑
k∈N(i)
ωik
∂Uk
∂x
, (3.179)
wobei fu¨r k ∈ N(i) gilt:
ωik := L
1/σ2 exp
(− rik/σ2)∑
j∈N(i) exp
(− rij/σ2) , (3.180)
mit rik :=
g2k∑
j∈N(i) g
2
j + ǫexp
, σ > 0, L ∈ [0, 1], 0 < ǫexp ≪ 1,
und gj :=
∥∥∥∥∂Uj∂x
∥∥∥∥
2
, j ∈ N(i), ∀ i ∈ {1, . . . , nCells}.
Weil diese Limitierungsmethode exponentielle Gewichtsfunktionen verwendet, sei sie hier als EXP-
Limiter bezeichnet.
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Glattheits- und Konvergenzeigenschaften des EXP-Limiters
Der EXP-Limiter ist eine Verkettung differenzierbarer Funktionen und somit differenzierbar. Der in
den Gewichtsfunktionen (3.176) verwendete Parameter σ ∈ (0,∞) bestimmt die Varianz σ2 die-
ser Exponentialfunktionen. Fu¨r L = 1 und σ → ∞ strebt die Exponentialfunktion (3.176) gegen
den Wert 1. Die Gewichtsfaktoren ωik sind dann in (3.180) gleich groß. Der gewichtete Gradient
(3.179) entspricht in diesem Falle dem arithmetischen Mittel der Gradienten g
j
in den Nachbar-
schaftszellen j ∈ N(i) fu¨r eine beliebige Zelle i ∈ {1, . . . , nCells}. Fu¨r L = 1, σ → 0 strebt
ωik in (3.180) gegen den Wert 1, falls k dem Index des betraglich minimalen Gradienten in N(i)
entspricht, andernfalls strebt ωik gegen 0. Somit wird der betraglich kleinste Gradient in (3.179) ma-
ximal gewichtet. Der gewichtete Gradient konvergiert in (3.179) fu¨r L = 1, σ → 0 also gegen den
betraglich kleinsten Gradienten der g
j
, j ∈ N(i). Dieser Grenzpunkt ist zugleich ein Eckpunkt
der konvexen Hu¨lle, welche aus den Gradienten g
j
, j ∈ N(i) gebildet wird. Wie bereits fu¨r die
Intervallmethode im Falle des PC5-Limiters beschrieben wurde, ist der gewichtete Gradient dann
als Eckpunkt der konvexen Hu¨lle nicht differenzierbar. Die Beschreibung des gewichteten Gradien-
ten als Element des durch die konvexe Hu¨lle eingeschlossenen Polyedervolumens ermo¨glicht das
anschauliche Versta¨ndnis, warum die min-Funktion und somit auch der betraglich minimale Gradi-
ent nicht differenzierbar sein ko¨nnen. Die exponentiellen Gewichtsfunktionen in (3.176) besitzen fu¨r
L = 1, σ → 0 verschwindende Varianz σ2 und sind nur in einer sehr kleinen Umgebung um g
min
von Null verschieden. Fu¨r alle anderen Gradienten g 6= g
min
verschwinden sie in der von den Gra-
dienten g
j
, j ∈ N(i) gebildeten konvexen Hu¨lle fu¨r L = 1, σ → 0. In der Umgebung des betraglich
minimalen Gradienten g
min
(σ → 0) streben demnach die Ableitungen des gewichteten Gradienten
in (3.179) gegen Unendlich. Fu¨r L = 1, σ → 0 verschlechtern diese Ableitungen, welche in die glo-
bale Ableitung des Newton-Verfahrens eingehen, demnach die Konvergenzeigenschaften des durch
den EXP-Limiter beschriebenen numerischen Verfahrens. Ein solches Konvergenzverhalten ist auch
bei der Einbettung des PC5-Limiters in die von dem Monotonieparameter ζ beschriebene Schar von
Gewichtsfunktionen gegeben. Fu¨r L = 1, ζ → ∞ strebt der gewichtete Gradient des modifizierten
PC5-Limiters gegen den betraglich minimalen Gradienten g
min
, in dessen Umgebung auch unbe-
schra¨nkt große Ableitungen vorkommen. Der Grenzu¨bergang des EXP-Limiters fu¨r L = 1, σ → 0
verha¨lt sich also in vergleichbarer Weise wie der Grenzu¨bergang des modifizierten PC5-Limiters fu¨r
L = 1, ζ → ∞ gegenu¨ber den Konvergenzeigenschaften des damit verbundenen numerischen Ver-
fahrens. Bei Anna¨herung an den jeweiligen Grenzpunkt wachsen die Ableitungen des gewichteten
Gradienten ins Unendliche. Dies wiederum la¨sst fraglich erscheinen, ob die globale Jacobi-Matrix
des Newton-Verfahrens u¨berhaupt invertierbar sein kann, wenn sie in mindestens einer Komponente
unendlich große Terme entha¨lt.
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Monotonieforderung fu¨r den EXP-Limiter
In gleicher Weise, wie die iterativen Modifikationen des PC5-Limiters die Monotonieforderung
(3.136) erfu¨llen sollen, so muss auch der EXP-Limiter dieser Forderung gerecht werden. Man kann
die beiden iterativen Modifikationen des PC5-Limiters, Intervall- und Fixpunktmethode, in analoger
Weise auf den EXP-Limiter u¨bertragen, um die Monotoniebedingung (3.136) zu erfu¨llen. Der Va-
rianzparameter σ2 u¨bernimmt hierbei die Rolle des Scharparameters ζ , welcher beim modifizierten
PC5-Limiter verwendet wird. Im Falle der Intervallmethode muss σ so klein gewa¨hlt werden, dass der
durch ihn bestimmte, gewichtete Gradient genu¨gend nahe am betraglich minimalen Gradienten g
min
liegt. Falls g
min
das Monotoniekriterium (3.136) erfu¨llt, so existiert ein Schwellwert σmonot ∈ (0,∞),
welcher durch die Intervallschachtelung gefunden werden kann. Fu¨r σ ≤ σmonot erfu¨llt der gemit-
telte Gradient in (3.179) die Monotonieforderung (3.136), fu¨r σ > σmonot jedoch nicht mehr. Ob bei
Vorgabe von L = 1 der Gradient g
min
u¨berhaupt das Monotoniekriterium (3.136) erfu¨llen kann,
ist wie im Falle der Intervallmethode fu¨r den PC5-Limiter fraglich. Wa¨hlt man jedoch L ∈ (0, 1),
so existiert fu¨r den EXP-Limiter stets ein Parameter σmonot. Ebenso existiert fu¨r den PC5-Limiter
ein ζmonot, fu¨r welches die Monotoniebedingung (3.136) erfu¨llt ist. Die Vorgabe von L < 1 garan-
tiert demnach die Wohldefiniertheit der Intervallmethode zur Monotonieu¨berpru¨fung von EXP- und
PC5-Limiter. Bei Anwendung der Fixpunktmethode im Falle des EXP-Limiters wird die Rekursion
fu¨r eine geeignete, fest vorgegebene Varianz σ2 ∈ (0,∞) mit ζ := 1/σ2, wie in (3.163) - (3.167)
beschrieben, durchgefu¨hrt. Auch im Falle des EXP-Limiters ist der Fixpunkt eindeutig bestimmt und
erfu¨llt als Nullgradient das Monotoniekriterium (3.136) in trivialer Weise. Durch die Vorgabe des
Konvergenzparameters L ∈ [0, 1) ist die Konvergenz des Fixpunktverfahrens gesichert. Im Vergleich
zur Intervallmethode besitzt der Grenzgradient der Fixpunktmethode die geeigneten Glattheitsvor-
aussetzungen fu¨r das Konvergenzverhalten. Dieser Grenzgradient ist na¨mlich der Nullgradient. Die
Rekonstruktion mit dem Nullgradienten entspricht der Rekonstruktionsmethode von erster Ordnung.
Diese Rekonstruktionsmethode ist wiederum glatt, wenn die zellzentrierte Lo¨sung glatt ist. Die (re-
kursive) Fixpunktiteration wird wie beim PC5-Limiter auch im Falle des EXP-Limiters solange aus-
gefu¨hrt, bis der limitierte Gradient das Monotoniekriterium (3.136) erfu¨llt. Mit diesem Gradienten
kann dann schließlich rekonstruiert werden.
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Simulationen zum EXP-Limiter mit Monotonieu¨berpru¨fung
In der folgenden Tabelle 3.20 sind die Simulationen des in Tabelle 3.1 beschriebenen Testfalles
mit dem EXP-Limiter unter Verwendung der in den Abschnitten 3.1.6.5 (Intervallmethode) und
3.1.6.5 (Fixpunktmethode) beschriebenen Monotonieu¨berpru¨fungen durch die Simulationen 95 - 97
beschrieben:
Simulationsnummer Monotonie- Laufzeit in [s]
u¨berpru¨fung fu¨r 5 Adaptionen
DROP RES = 10−6
95 0 792
96 1 1546
97 2 1609
0 keine Monotonieu¨berpru¨fung,
1 Monotonieu¨berpru¨fung gema¨ß Intervallmethode,
2 Monotonieu¨berpru¨fung gema¨ß Fixpunktiteration.
Tabelle 3.20: Laufzeit- und Monotonieanalyse bei Verwendung des EXP-Limiters, Simulationen 95 - 97
Die Ergebnisse der gerade nummerierten Bilder 3.42, 3.44 usw. zeigen die Konvergenzhistorie im
linken Bild und die Druckverteilungen auf der Unterseite des Profils mit zwei Verdichtungssto¨ßen
bei der Profiltiefe x/c ≈ 0.045 und x/c ≈ 0.543 und auf der Oberseite mit einem Verdichtungsstoß
bei x/c ≈ 0.953. Die ungeradzahlig nummerierten Bilder zeigen exemplarisch die Druckverla¨ufe
auf Ober- bzw. Unterseite im Bereich der Profiltiefen um x/c ≈ 0.953 bzw. x/c ≈ 0.543 in
vergro¨ßerter Ansicht. Wo kein Verdichtungsstoß auftritt, fallen die Ergebnisverla¨ufe von exaktem
Venkatakrishnan-Limiter und EXP-Limiter augenscheinlich zusammen. Auf den bei der Profiltiefe
x/c ≈ 0.045 auftretenden Verdichtungsstoß wird hier jedoch aus Platzgru¨nden nicht weiter einge-
gangen. Wie man anhand der Abbildungen 3.42 - 3.47 erkennen kann, erfu¨llen der EXP-Limiter in
Simulation 95 und seine beiden Monotoniemodifikationen in den Simulationen 96 und 97 das Mo-
notoniekriterium (3.136) fu¨r den Testfall aus Tabelle 3.1. Dieses besagt, dass das Maximum bzw.
Minimum der Lo¨sung in den Zentren der Nachbarschaftszellen einer Gitterzelle nicht von der rekon-
struierten Lo¨sung in den Randfla¨chenzentren derselben Gitterzelle u¨ber- bzw. unterschritten werden
darf. Dadurch werden numerisch bedingte, physikalisch unechte Oszillationen unterbunden und so-
mit die Monotonie des Rekonstruktionsverfahrens gewa¨hrleistet. Die in Simulation 96 verwendete
Intervallmethode weist von den beiden Monotoniemodifikationen (Intervall- und Fixpunktmethode)
die geringfu¨gig ku¨rzere Rechenzeit auf.
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Bild 3.42: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 95, Parameterwahl siehe Tabelle 3.20, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.43: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 95, Parameterwahl siehe Tabelle 3.20.
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Bild 3.44: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 96, Parameterwahl siehe Tabelle 3.20, 5 Adaptionen beiDROP RES =
10−6. Im rechten Teilbild kann man unmittelbar hinter dem vordersten Stoß auf der Unterseite bei der
Profiltiefe x/c = 0.045 einen deutlichen Unterschied zwischen den beiden Cp-Verla¨ufen erkennen.
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Bild 3.45: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 96, Parameterwahl siehe Tabelle 3.20.
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Bild 3.46: Konvergenzhistorie (links) und Ergebnis der Druckverteilung u¨ber der Profilsehne (rechts)
fu¨r die Simulationen 87 und 97, Parameterwahl siehe Tabelle 3.20, 5 Adaptionen beiDROP RES =
10−6.
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Bild 3.47: Hochaufgelo¨ste Druckverteilung im Bereich der Verdichtungssto¨ße bei den Profiltiefen
x/c ≈ 0.543 (links) auf der Unterseite und x/c ≈ 0.953 (rechts) auf der Oberseite fu¨r die Simulatio-
nen 87 und 97, Parameterwahl siehe Tabelle 3.20.
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3.2 Struktursimulation mit FEAP
3.2.1 Zeitintegrationsverfahren in FEAP
In dem kommerziellen Strukturlo¨ser FEAP stehen mehrere Zeitintegrationverfahren zur Lo¨sung
der dynamischen Probleme zur Verfu¨gung. Eines von ihnen ist das Hilber-Hughes-Taylor-
Zeitintegrationsverfahren (auch HHT- oder Alpha-Methode genannt), welches durch geeignete Para-
meterwahl sowohl u¨ber numerische Dissipation zur Da¨mpfung hochfrequenter Fehleranteile als auch
u¨ber eine Genauigkeit von zweiter Ordnung verfu¨gt und ein implizites Verfahren ist, siehe hierzu
[66, 79, 83, 113, 128].
HHT-Verfahren fu¨r ein nichtlineares System
Wenn der Term (2.19) in (2.18) bei der Lo¨sung des Strukturproblems mitberu¨cksichtigt werden
soll, so liegt ein nichtlineares Strukturproblem vor. Zur Lo¨sung des nichtlinearen Strukturproblems
(3.181) wird in FEAP das Newton-Verfahren hinzugezogen, um durch Linearisierung der Gleichung
(3.181) das Problem iterativ lo¨sen zu ko¨nnen.
F = P(d) +C .
.
d+M .
..
d. (3.181)
Es sei hier nun angenommen, dass P(d) eine nichtlineare Funktion von d ist, womit der nichtli-
neare Term (2.19) durch die verallgemeinerte Gleichung (3.181) beru¨cksichtigt werden kann. Nach
Diskretisierung der Gleichung (3.181) durch die HHT-Zeitintegration, ergeben sich die folgenden
Gleichungen:
Rn+1+α = Fn+1+α −P(dn+1+α)−C . vn+1+α −M . an+1 = 0. (3.182)
Es bezeichnet hierRn+1+α das Residuum der diskretisierten Gleichung (3.181), welches verschwin-
den muss: Rn+1+α = 0. Das zugeho¨rige nichtlineare Nullstellenproblem wird nun durch das
Newton-Verfahren iterativ gelo¨st. dn+1+α,vn+1+α und an+1 entsprechen den numerischen Appro-
ximationen der Verschiebungen d(tn+1+α), der Geschwindigkeiten
.
d(tn+1+α) und der Beschleuni-
gungen
..
d(tn+1). Die mit α, dem Da¨mpfungsparameter des HHT-Verfahrens, indizierten Gro¨ßen sind
durch folgende Gleichungen gegeben:
tn+1+α = (1 + α)tn+1 − αtn, F(tn+1+α) = (1 + α) F(tn+1)− α F(tn), (3.183)
dn+1+α = (1 + α)dn+1 − αdn, vn+1+α = (1 + α)vn+1 − αvn, (3.184)
mit dn+1 = dn +∆tvn +
∆t2
2
[an + 2β(an+1 − an)], (3.185)
und vn+1 = vn +∆t[an + γ(an+1 − an)]. (3.186)
Startvektoren fu¨r die Newton-Iteration:
Die Newton-Iteration wird durch den Laufindex i beschrieben. Fu¨r i = 0 startet man mit d(0)n+1 = dn,
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was man in die Gleichungen (3.184) und (3.185) einsetzt. Somit ergeben sich als Startvektoren der
Newton-Iteration insgesamt:
d
(0)
n+1 = dn, v
(0)
n+1 =
(
1− γ
β
)
vn +∆t
(
1− γ
2β
)
an, a
(0)
n+1 = −
1
β∆t
vn +
(
1− 1
2β
)
an.
(3.187)
Gesucht ist nun die Lo¨sung der Gleichung (3.182) mit an+1 als Unbekannte:
Rn+1+α(an+1) = 0 mit an+1 = lim
i→∞
a
(i)
n+1. (3.188)
Linearisierung von (3.188):
Rn+1+α(a
(i)
n+1) +
[(
∂Rn+1+α
∂an+1
)∣∣∣∣
a
(i)
n+1
]
. d a
(i+1)
n+1 = 0,
⇒ d a(i+1)n+1 = −
[(
∂Rn+1+α
∂an+1
)∣∣∣∣
a
(i)
n+1
]−1
.Rn+1+α(a
(i)
n+1) mit a
(i+1)
n+1 = a
(i)
n+1 + d a
(i+1)
n+1 .
Es gilt:
∂Rn+1+α
∂an+1
=
∂Rn+1+α
∂dn+1+α
.
∂dn+1+α
∂an+1
+
∂Rn+1+α
∂vn+1+α
.
∂vn+1+α
∂an+1
+
∂Rn+1+α
∂an+1
= −
(
M+ (1 + α)γ∆tC + (1 + α)β∆t2
(
∂P
∂d
)∣∣∣∣
dn+1+α
)
.
Es muss also in jedem Newton-Schritt i ∈ N0 das folgende System (3.189) gelo¨st werden:
(
M+ (1 + α)γ∆tC+ (1 + α)β∆t2
(
∂P
∂d
)∣∣∣∣
dn+1+α
)
. d a
(i+1)
n+1 = Rn+1+α(a
(i)
n+1),
a
(i+1)
n+1 = a
(i)
n+1 + d a
(i+1)
n+1 , (3.189)
Ist a(i)n+1 genu¨gend nahe an der gesuchten Lo¨sung, also ‖ a(i+1)n+1 − a(i)n+1 ‖2< ǫ fu¨r ein vorgegebenes
0 < ǫ≪ 1, so erha¨lt man dn+1 und vn+1 durch Einsetzen von an+1 in (3.185) und (3.186).
Nach [79, 83, 113, 128, 129] wa¨hlt man idealerweise α ∈ [− 1
3
, 0
]
, β = (1−α)
2
4
und γ = 1
2
−α, um
ein numerisch stabiles und dissipatives Integrationsschema von zweiter Ordnung zu erhalten. Bei den
durchgefu¨hrten Berechnungen wurde α = −0.3 verwendet. Fu¨r α = 0 geht das HHT-Verfahren in
die numerisch dissipationslose Variante des Newmark-Verfahrens u¨ber. Nach [83] besitzt das HHT-
Verfahren gegenu¨ber dem Bossakverfahren, das in den Referenzen zu [84, 99] verwendet wurde, eine
ho¨here Genauigkeit, falls α→ −1
3
.
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3.3 Kopplungskonzept fu¨r konservative Transfers in Raum und
Zeit
3.3.1 Konvergenz und Eindeutigkeit des zeitlich koppelnden Fixpunktverfah-
rens
Bei der Kopplung von Fluid- und Strukturlo¨ser durch eine gestaffelte Fixpunktiteration, stellt sich
die Frage, unter welchen Voraussetzungen diese Methode konvergent ist und ob sie eine eindeutig
bestimmte zeitliche Gesamtlo¨sung liefert. Zuna¨chst muss eine geeignete Zeitschrittweite ∆t als obe-
re Grenze vorgegeben werden, damit beide Programme fu¨r jede kleinere Zeitschrittweite als ∆t stets
die fu¨r die Kopplung erforderliche Teillo¨sung liefern. Andernfalls wu¨rde die Fixpunktiteration und
damit auch der Prozess der Lo¨sungsbestimmung unterbrochen. Ferner sei angenommen, dass beide
Programme zur Lo¨sung der Differenzialgleichungen eine implizite Zeitintegration verwenden. Die
stro¨mungsseitige Differenzialgleichung ist von erster Ordnung, die strukturseitige jedoch von zwei-
ter Ordnung in der Zeit. Durch Umformulierung kann die strukturseitige Differenzialgleichung in
ein System von erster Ordnung in der Zeit umgewandelt werden. Hierzu wird der Lo¨sungsvektor der
Struktur, der bisher nur aus dem Vektor der strukturellen Deformationen u bestand, um den Vektor
der Geschwindigkeiten .u erweitert. Der globale Lo¨sungsvektor q besteht aus der Aneinanderreihung
der lokalen Lo¨sungen der Stro¨mungsgleichungen. Das Gesamtsystem, bestehend aus den Subsyste-
men von Fluid und Struktur, la¨sst sich somit in folgender Weise beschreiben
∂q
∂t
= Φ̂f(t, (q
T ,uT ,
.
u
T
)T ),
∂u
∂t
=
.
u,
∂
.
u
∂t
= Φ˜s(t, (q
T ,uT ,
.
u
T
)T ),
oder durch Umformulierung
zf := q, z
T
s := (u
T ,
.
u
T
), zT := (zTf , z
T
s ), Φ̂
T
s := (
.
u
T
, Φ˜s(t, z)
T ),
Φ̂
T
:= (Φ̂
T
f , Φ̂
T
s ) ⇒ ∂zf∂t = Φ̂f (t, z), ∂zs∂t = Φ̂s(t, z), ∂z∂t = Φ̂(t, z). (3.190)
Durch die in (3.190) vorgenommenen Umformulierungen erkennt man, dass sich die beiden Subsy-
steme von Fluid und Struktur, welche entlang ihrer gemeinsamen Randfla¨che wechselseitig Informa-
tionen austauschen, durch zwei Differenzialgleichungen in separierter Weise darstellen lassen.
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Ebenso kann auch das aus den beiden Subsystemen bestehende Gesamtsystem in monolithischer
Weise durch nur eine Differenzialgleichung beschrieben werden. Beide Methoden der Fluid-Struktur-
Kopplung in (3.190) basieren auf Differenzialgleichungen von erster Ordnung in der Zeit. Die Diffe-
renzialgleichung (3.190) wird formal durch eine Zeitintegration gelo¨st
z(n+1) := z(tn+1) = z
(n) +
∫ tn+1
tn
Φ̂(t′, z(t′)) dt′ = z(n) + (tn+1 − tn) Φ̂(ξ, z(ξ)),
= z(n) +∆tn+1 Φ(z
(n), z(n+1)), fu¨r ein ξ ∈ [tn, tn+1], (3.191)
mit
∆tn+1 := tn+1 − tn, χ(t, z) :=
∫ t
0
Φ̂(t′, z(t′)) dt′ oder d
dt
(
χ(t, z(t))
)
= Φ̂(t, z(t)),
Φ(z(n), z(n+1)) := 1
∆tn+1
(χ(tn+1, z(tn+1))− χ(tn, z(tn))), (3.192)
wobei χ die Stammfunktion von Φ̂ sei. Durch Anwendung des Mittelwertsatzes der Differenzial-
bzw. Integralrechnung (siehe [59, 60]) in (3.191) - (3.192) la¨sst sich (3.190) in zeitlich impliziter
Fixpunktform fu¨r die gesuchte Lo¨sungsvariable z(n+1) darstellen:
z(n+1) = z(n) +∆tn+1 Φ(z
(n), z(n+1)), (3.193)
mit einer nichtlinearen FunktionΦ, welche hier als differenzierbar vorausgesetzt wird. Diese Voraus-
setzung ist ohnehin erforderlich, da beide Lo¨ser die nichtlinearen Gleichungen (3.194) und (3.195)
durch Newton-Verfahren lo¨sen, welche die Differenzierbarkeit vonΦ bzw.Φf undΦs erfordern. Die
Differenzialgleichungen (3.190) lassen sich gema¨ß der impliziten Formulierung fu¨r das Gesamtsy-
stem (3.193) umformen zu
z
(n+1)
f = z
(n)
f +∆tn+1 Φf (z
(n), z(n+1)), (3.194)
z(n+1)s = z
(n)
s +∆tn+1 Φs(z
(n), z(n+1)). (3.195)
Die gestaffelte Fixpunktiteration nutzt die beiden Fixpunktgleichungen (3.194) und (3.195), um in
jedem Iterationsschritt die Fluid- und Strukturlo¨sungsdaten an der gemeinsamen Grenzfla¨che aus-
zutauschen. Im Folgenden bezeichne l den Index der gestaffelten Fixpunktiteration innerhalb eines
Zeitintegrationsschrittes mit Zeitschrittweite ∆tn+1.
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Der gestaffelte Zeitintegrationsschritt la¨uft ab, wie in Abbildung 2.4 skizziert:
1. Schritt: Start der Fixpunktiteration mit l = 0:
ẑ
(0) =
((
ẑ
(0)
f
)T
,
(
ẑ
(0)
s
)T )T
=
((
z
(n)
f
)T
,
(
z(n)s
)T )T
.
2. Schritt (Strukturberechnung): l → l + 1, l ∈ N0,
Input: ẑ(l) =
((
ẑ
(l)
f
)T
,
(
ẑ
(l)
s
)T )T
und ẑ(l+1)f := ẑ
(l)
f .
Berechnung der Strukturlo¨sung ẑ(l+1)s gema¨ß
ẑ
(l+1)
s = z
(n)
s +∆tn+1 Φs(z
(n), ẑ(l+1))
= z(n)s +∆tn+1 Φs(z
(n),
( (
ẑ
(l)
f
)T
,
(
ẑ
(l+1)
s
)T )T
).
3. Schritt (”Staffelu¨bergabe”):
Output des Strukturlo¨sers als Input fu¨r den Stro¨mungslo¨ser:
ẑ
(l+1) :=
((
ẑ
(l)
f
)T
,
(
ẑ
(l+1)
s
)T )T
.
4. Schritt (Stro¨mungsberechnung): l → l + 1, l ∈ N0,
Berechnung der Stro¨mungslo¨sung ẑ(l+1)f gema¨ß
ẑ
(l+1)
f = z
(n)
f +∆tn+1 Φf (z
(n),
((
ẑ
(l+1)
f
)T
,
(
ẑ
(l+1)
s
)T )T
).
5. Schritt (”Staffelu¨bergabe”):
Output des Stro¨mungslo¨sers als Input fu¨r den Strukturlo¨ser:
ẑ
(l+1) :=
((
ẑ
(l+1)
f
)T
,
(
ẑ
(l+1)
s
)T )T
.
6. Schritt (na¨chster Zykus): l + 1→ l + 2, l ∈ N0
Ein Kopplungszyklus besteht aus den Schritten 2. - 5.,
6. Schritt entspricht 2. Schritt, etc.
.
.
.
.
.
.
.
.
.
Es wird solange gema¨ß des Zyklus der Schritte 2. - 5. iteriert, bis das vorgegebene Genauigkeitskri-
terium (2.29) erfu¨llt ist.
Wenn das gestaffelte Fixpunktverfahren konvergiert, so folgt ẑ(l) → z(n+1) fu¨r l → ∞, wonach
die tempora¨re Lo¨sung der Fixpunktiteration ẑ(l) in die gesuchte Lo¨sung z(n+1) u¨bergeht. Wu¨rde die
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Fixpunktgleichung (3.193) durch ein Fixpunktverfahren gelo¨st, so enstspra¨che dies einem monoli-
thischen Lo¨sungsansatz fu¨r beide Felder (Fluid- und Strukturfeld), da die tempora¨re Gesamtlo¨sung
von Fluid- und Strukturgebiet ẑ(l) in jedem Iterationsschritt l ohne zeitlichen Versatz zwischen den
beiden Komponentenlo¨sungen ẑ(l)f und ẑ
(l)
s vorliegt. Lo¨st man jedoch die einzelnen Fixpunktglei-
chungen (3.194) und (3.195) in einem Iterationsschritt getrennt und zeitlich nacheinander, so liegt
ein separierter Lo¨sungsansatz vor. Es ist ein steter Austausch der tempora¨ren Lo¨sungszusta¨nde ẑ(l)f
und ẑ(l)s entlang der gemeinsamen Grenzfla¨che zwischen den beiden separierten Teillo¨sern erforder-
lich, weshalb man diesen Lo¨sungsansatz auch als gestaffelte Iteration bezeichnet. In jedem Iterati-
onsschritt liegt beim separierten Lo¨sungsansatz zwischen den tempora¨ren Teillo¨sungen ẑ(l)f und ẑ
(l)
s
ein zeitlicher Versatz vor, welcher durch die Konvergenz der gestaffelten Fixpunktiteration gegen
Null strebt. Dass der zeitliche Versatz zwischen den Iterationszusta¨nden in Folge der Konvergenz
tatsa¨chlich verschwinden muss, folgert man na¨mlich aus der Eindeutigkeit der Fixpunkte von mo-
nolithischem und separiertem Lo¨sungsansatz. Man kann zeigen, dass im Falle der Konvergenz des
monolithischen bzw. separierten Iterationsansatzes die jeweilige Fixpunktlo¨sung eindeutig bestimmt
ist. Nimmt man zuna¨chst an, dass die beiden Fixpunktlo¨sungen verschieden seien, so fu¨hrt dies zum
Widerspruch. Weil na¨mlich die Zusammenfassung von (3.194) und (3.195) die Gleichung (3.193)
ergibt, muss die Fixpunktlo¨sung des monolithischen Ansatzes sowohl (3.193) als auch (3.194) und
(3.195) erfu¨llen. Die separierten Gleichungen werden demnach sowohl von der Fixpunktlo¨sung des
separierten als auch des monolithischen Ansatzes erfu¨llt. Aus der Eindeutigkeit der beiden zuvor
als verschieden angenommenen Fixpunktlo¨sungen ergibt sich ein Widerspruch. Es folgt, dass es nur
eine Fixpunktlo¨sung geben kann, welche (3.193) - (3.195) erfu¨llt und daher keinen Zeitversatz zwi-
schen Fluid- und Strukturteillo¨sung aufweisen kann. Es bleibt im Folgenden zu untersuchen, wie die
beiden Teilsystemen gemeinsame Zeitschrittweite ∆tn+1 vorgegeben werden muss, damit die gestaf-
felte Fixpunktiteration konvergiert und die Fixpunktlo¨sung zudem eindeutig ist. Hierzu verwendet
man den modifizierten Fixpunktsatz von Banach des Anhangs B.2, um die Zeitschrittweite ∆tn+1 so
vorzugeben, dass die Voraussetzungen dieses Satzes erfu¨llt sind. Aus dem Satz von Banach ergeben
sich dann die Konvergenz des gestaffelten Fixpunktverfahrens sowie die Eindeutigkeit der gesuchten
Fixpunktlo¨sung.
Durch den Zyklus der Schritte 2.-5. des gestaffelten Fixpunktschemas werden die folgenden Glei-
chungen
ẑ
(l+1)
s = z
(n)
s +∆tn+1 Φs(z
(n),
( (
ẑ
(l)
f
)T
,
(
ẑ
(l+1)
s
)T )T
), (3.196)
ẑ
(l+1)
f = z
(n)
f +∆tn+1 Φf (z
(n),
( (
ẑ
(l+1)
f
)T
,
(
ẑ
(l+1)
s
)T )T
), (3.197)
vorgegeben. Zu der Inputgro¨ße ẑ(l)f wird durch (3.196) und (3.197) die Outputgro¨ße ẑ(l+1)f erzeugt.
Ebenso werden durch den Zyklus der Schritte 3., 4., 1. und 2. die Gleichungen
ẑ
(l+1)
f = z
(n)
f +∆tn+1 Φf(z
(n),
( (
ẑ
(l+1)
f
)T
,
(
ẑ
(l)
s
)T )T
), (3.198)
ẑ
(l+1)
s = z
(n)
s +∆tn+1 Φs(z
(n),
( (
ẑ
(l+1)
f
)T
,
(
ẑ
(l+1)
s
)T )T
), (3.199)
in Analogie zu (3.196) und (3.197) formuliert, wonach durch Vorgabe der Inputgro¨ße ẑ(l)s die Out-
putgro¨ße ẑ(l+1)s erzeugt wird. Nach dem Satz von der impliziten Funktion in [60] wird durch die
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Gleichungen (3.196) - (3.199) lokal eine differenzierbare Funktion Ψ entsprechend
ẑ
(l+1) = Ψ(ẑ(l)) =
(
Ψf(ẑ
(l)),Ψs(ẑ
(l))
)T
, (3.200)
definiert, wodurch die Gleichungen (3.196) - (3.199) fu¨r die Eingangsgro¨ße ẑf in
Ψs(ẑ) = z
(n)
s +∆tn+1 Φs(z
(n),
(
ẑ
T
f ,Ψs( ẑ)
T
)T
), (3.201)
Ψf(ẑ) = z
(n)
f +∆tn+1 Φf(z
(n),
(
Ψf (ẑ)
T ,Ψs(ẑ)
T
)T
), (3.202)
und analog fu¨r die Eingangsgro¨ße ẑs in
Ψf(ẑ) = z
(n)
f +∆tn+1 Φf(z
(n),
(
Ψf(ẑ)
T , ẑTs
)T
), (3.203)
Ψs(ẑ) = z
(n)
s +∆tn+1 Φs(z
(n), (Ψf(ẑ)
T ,Ψs(ẑ)
T )T ), (3.204)
”innerhalb eines Staffellaufs” u¨berfu¨hrt werden ko¨nnen. Die Iterationsfunktion Ψ wird durch die
Gleichungen (3.201) - (3.204) implizit definiert. Ihre Ableitungen bestimmt man durch implizite
Differenziation der Gleichungen (3.201) und (3.202) nach ẑf
∂Ψf
∂ẑf
=
(
I−∆tn+1 ∂Φf
∂Ψf
)−1
.
∂Φf
∂Ψs
.
∂Ψs
∂ẑf
∆tn+1, (3.205)
mit ∂Ψs
∂ẑf
=
(
I−∆tn+1 ∂Φs
∂Ψs
)−1
.
∂Φs
∂ẑf
∆tn+1, (3.206)
und durch Differenziation der Gleichungen (3.203) und (3.204) nach ẑs
∂Ψs
∂ẑs
=
(
I−∆tn+1 ∂Φs
∂Ψs
)−1
.
∂Φs
∂Ψf
.
∂Ψf
∂ẑs
∆tn+1, (3.207)
mit ∂Ψf
∂ẑs
=
(
I−∆tn+1 ∂Φf
∂Ψf
)−1
.
∂Φf
∂ẑs
∆tn+1. (3.208)
Da die Funktion Φ als differenzierbar vorausgesetzt wird, sind die Ableitungen von Φ beschra¨nkt.
Wa¨hlt man ∆tn+1 gema¨ß der in der Frobeniusnorm formulierten Bedingung
∆tn+1 <
(
max
{∥∥∥∥∂Φs∂Ψs
∥∥∥∥
F
,
∥∥∥∥∂Φf∂Ψf
∥∥∥∥
F
})−1
=: ∆t
(1)
n+1, (3.209)
so gelten die durch den Index i ∈ {f, s} bestimmten Abscha¨tzungen∥∥∥∥(I−∆tn+1 ∂Φi∂Ψi
)−1∥∥∥∥
F
≤ 1
1−∆tn+1 ‖ ∂Φi∂Ψi ‖F
<∞. (3.210)
Aus der Differenzierbarkeit von Φ sowie aus (3.205) - (3.208), (3.209) und (3.210) kann man nun
die Beschra¨nktheit der Ableitung ∂Ψ
∂ẑ
folgern. Demnach existiert eine Konstante DΨ > 0 mit∥∥∥∥∂Ψ∂ẑ
∥∥∥∥
F
≤ DΨ ∆tn+1 =: LΨ. (3.211)
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Fu¨r genu¨gend kleines ∆tn+1 gilt LΨ ∈ (0, 1). Die IterationsfunktionΨ ist fu¨r
∆tn+1 < LΨ/DΨ =: ∆t
(2)
n+1 (3.212)
mit LΨ ∈ (0, 1) eine Kontraktion. Wegen (3.211) und (3.212) ist die erste Voraussetzung des Sat-
zes von Banach aus Abschnitt B.2 erfu¨llt, welche besagt, dass Ψ Lipschitz-stetig mit der Lipschitz-
Konstanten LΨ = DΨ ∆tn+1 ist. Wenn ∆tn+1 > 0 hinreichend klein gewa¨hlt wird, so gilt nach
(3.211) LΨ ∈ (0, 1). Die zweite Voraussetzung des Fixpunktsatzes in Abschnitt B.2 verlangt, dass
‖ Ψ(ẑ(0))− ẑ(0) ‖2 ≤ (1− LΨ) r < r (3.213)
erfu¨llt ist. Weil Φ nach Voraussetzung differenzierbar und somit auch stetig u¨ber der kompakten
Kugel Sr(ẑ(0)) ist, kann ‖ Φ ‖2 u¨ber Sr(ẑ(0)) nach oben abgescha¨tzt werden, siehe hierzu Satz 7 auf
S. 22 in [60]:
CΦ := sup{‖ Φ(ẑ(0), ẑ) ‖2 | ẑ ∈ Sr(ẑ(0))} <∞. (3.214)
Mit (3.193) ergibt sich dann die Beziehung
‖ Ψ(ẑ(0))− ẑ(0) ‖2 ≤ CΦ ∆tn+1. (3.215)
Wegen (3.211), (3.213) und (3.215) verlangt man
CΦ ∆tn+1 ≤ (1−DΨ ∆tn+1) r, (3.216)
oder
∆tn+1 ≤ r
CΦ +DΨ r
=: ∆t
(3)
n+1. (3.217)
Es muss noch die kugelfo¨rmige Umgebung um den Startvektor ẑ(0) durch den Radius r bestimmt
werden. Es sei r durch die maximale Distanz zweier Lo¨sungen zu den Zeitpunkten tk und tk−1 fu¨r
alle k ∈ Nn, n ∈ N entsprechend r := max
{
rn
∣∣ n ∈ N} mit
rn := max
{ ‖ ẑ(k) − ẑ(k−1) ‖2 ∣∣ k ∈ Nn} (3.218)
festgelegt. Die gesuchte Zeitschrittweite ∆tn+1, welche die Voraussetzungen des Banachschen Fix-
punktsatzes erfu¨llt, wird durch die Bedingungen (3.209), (3.212) und (3.217) entsprechend
∆tn+1 < min
{
∆t
(1)
n+1, ∆t
(2)
n+1, ∆t
(3)
n+1
}
(3.219)
bestimmt. Besitzt die Funktion Ψ in (3.200) mehr als nur einen Fixpunkt, so konvergiert das durch
Ψ definierte Verfahren in Abha¨ngigkeit vom vorgegebenen Startvektor entweder gegen einen der
Fixpunkte oder u¨berhaupt nicht. Der Banachsche Fixpunktsatz in Abschnitt B.2 garantiert nun, wenn
(3.209), (3.212), (3.217) und (3.219) erfu¨llt sind, die lokale Konvergenz des durch die Funktion Ψ
definierten Iterationsverfahrens gegen genau einen der Fixpunkte von Ψ. Der Fixpunkt ist nach dem
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Satz von Banach lokal eindeutig bestimmt. Wird die Zeitschrittweite ∆tn+1 entgegen der Forderung
(3.212) zu groß gewa¨hlt, so kann nach (3.211) der zu bestimmende Fixpunkt abstoßend werden, falls
LΨ > 1 ist. In diesem Falle konvergiert das Fixpunktverfahren niemals gegen den abstoßenden Fix-
punkt, unabha¨ngig davon, wie nahe der Startvektor auch an diesem plaziert sein mo¨ge. Durch Bedin-
gung (3.217) wird die Zeitschrittweite ∆tn+1 so klein gewa¨hlt, dass in der kugelfo¨rmigen Umgebung
des Startvektors ẑ(0) innerhalb eines Zeitschrittes immer nur ein Fixpunkt liegen kann. Die Gro¨ße die-
ser Umgebung ha¨ngt na¨mlich von der vorgegebenen Zeitschrittweite ab, wie man (3.218) entnehmen
kann. Der Radius der kugelfo¨rmigen Umgebung wird nach (3.218) durch den geometrischen Ab-
stand zweier aufeinanderfolgenden Fixpunktiterationszusta¨nde definiert, welche umso na¨her liegen,
je kleiner die Zeitschrittweite gewa¨hlt wird. Durch die Vorgabe der Zeitschrittweite gema¨ß (3.219)
wird daher ausgeschlossen, dass die Folge der Fixpunktiteration divergieren oder mehrere Teilfolgen
mit unterschiedlichen Ha¨ufungspunkten in der kugelfo¨rmigen Umgebung Sr(ẑ(0)) bilden kann. Da
der gesuchte Fixpunkt z(n+1) mit n ∈ N seine Position im Lo¨sungsraum vera¨ndert und bei Erfu¨llung
der Kontraktionsbedingung (3.212) in seiner Umgebung stets attraktiv ist, wird bei Wahl der Zeit-
schrittweite entsprechend (3.219) erreicht, dass der Startvektor ẑ(0) stets nur von dem in Sr(ẑ(0)) ein-
deutig bestimmten Fixpunkt z(n+1) ”angezogen” werden kann. Andere mo¨gliche Fixpunkte von Ψ
ko¨nnen demnach die Fixpunktfolge nicht von ihrem Konvergenzkurs ablenken, denn wegen (3.212)
und (3.217) ist fu¨r alle Zeitschritte n ∈ N sichergestellt, dass immer nur ein Fixpunkt und alle
Folgenglieder der Fixpunktiteration in Sr(ẑ(0)) liegen. Der Startvektor des Iterationsverfahrens ẑ(0)
wird durch die Fixpunktlo¨sung des letzten Zeitschrittes gema¨ß ẑ(0) := z(n) vorgegeben und ha¨ngt we-
gen (3.193) von der Zeitschrittweite∆tn+1 ab. Die Konvergenzeigenschaften des Fixpunktverfahrens
werden wegen ihrer Abha¨ngigkeit vom Startvektor und dessen Abha¨ngigkeit von der Zeitschrittweite
∆tn+1 durch eben diese bestimmt. Besitzt also Ψ in (3.193) mehrere Fixpunkte, so kann durch ge-
ringfu¨gige Variation von ∆tn+1 das Konvergenzverhalten des Iterationsverfahrens unter Umsta¨nden
stark beeinflusst werden. So findet R. Massjung in [99] durch Variation der CFL-Zahl fu¨r verschiede-
ne Kopplungsschemata unterschiedliche Lo¨sungstypen weit jenseits der Stabilita¨tsgrenze des trans-
sonischen Paneels gema¨ß [19]. Fu¨r das Extrapolationsschema ha¨lt R. Massjung in [99] (S. 98) fu¨r
den dynamischen Druck λ = 2800 und die Machzahl M = 0.95 fest, dass fu¨r CFL = 7 statische
Divergenz, fu¨r CFL = 0.7 hingegen ein Flattern des Paneels beobachtet wird. In Abbildung 4.13 des
Abschnitts 4.1.1.5 wird ein a¨hnlicher Fall untersucht. Man erkennt dort ebenfalls die Abha¨ngigkeit
der numerischen Lo¨sung von dem CFL-Parameter.
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3.3.2 Ra¨umlich konservativer Kraft-, Momenten- und Energietransfer
Das aus den Subsystemen von Fluid Ωf und Struktur Ωs und gemeinsamer Grenzfla¨che Γfs kom-
binierte Gesamtsystem Ωfs = Ωf ∪ Ωs ∪ Γfs mit Ωf ∩ Ωs = ∅ ist ein abgeschlossenes System in
dem Sinne, dass Masse, Impuls und Energie zeitliche Konstanten sind, wenn keine a¨ußere Wirkun-
gen auf das Gesamtsystem vorhanden sind oder davon abgesehen wird. Es wird vorausgesetzt, dass
zwischen Fluid und Struktur kein Wa¨rmeaustausch stattfinden soll. Zudem wird bei den in dieser Ar-
beit durchgefu¨hrten numerischen Untersuchungen noch die Reibungsfreiheit vorausgesetzt, welche
durch die Euler-Gleichungen realisiert wird, s. hierzu (2.13) - (2.16). Die Stro¨mungsgleichungen sind
Erhaltungsgleichungen fu¨r die Gro¨ßen Masse, Impuls und Energie. Sie besitzen ihre Gu¨ltigkeit im
Fluidgebiet Ωf . Die Strukturgleichungen beschreiben die Bewegung der an das Fluidgebiet angren-
zenden Struktur und stellen ebenfalls Bilanzgleichungen fu¨r Impuls und Energie fu¨r das Struktur-
Subsystem Ωs dar. Ein Austausch zwischen Fluid- und Struktursystem findet u¨ber die Grenzfla¨che
Γfs zwischen den beiden Subsystemen statt, jedoch kein Austausch von Masse, weil Γfs zu beiden
Seiten hin als undurchla¨ssig fu¨r Materie vorausgesetzt wird. Hieraus ergibt sich die Massenerhaltung
fu¨r die beiden Teilsysteme Ωf und Ωs und somit auch fu¨r das Gesamtsystem Ωfs. Fu¨r die Grenz-
fla¨che Γfs zwischen Fluid- und Strukturgebiet mu¨ssen also noch Impuls- und Energieerhaltung zu
jedem Zeitpunkt garantiert sein, damit diese Gro¨ßen im Gesamtsystem Ωfs Erhaltungsgro¨ßen sind.
Durch die Bewegung von Fluid und Struktur entlang ihrer beweglichen Grenzfla¨che Γfs ( ¨Ubergangs-
randbedingungen) werden Impuls und Energie zwischen Ωf und Ωs u¨ber Γfs in beiden Richtungen
ausgetauscht. Es gelten fu¨r die gemeinsame Randfla¨che zwischen Fluid- und Strukturgebiet die kine-
matische bzw. dynamische Kontaktbedingung:[
.
x
(f) − .x(s)] . n(x) = 0, [σ(f) − σ(s)] . n(x) = 0 X ∈ ΓFS fu¨r die Euler-Gleichungen und[
.
x
(f) − .x(s)] = 0, [σ(f) − σ(s)] . n(x) = 0 X ∈ ΓFS fu¨r die Navier-Stokes-Gleichungen.
(3.220)
Ha¨ufig wird das Gebiet des Fluid-Subsystems Ωf ra¨umlich feiner diskretisiert als das Struktur-
Subsystem Ωs, insbesondere wenn die Turbulenz reibungsbehafteter Stro¨mungen hinreichend genau
aufgelo¨st werden muss. Zudem werden meist verschiedene Softwareprogramme zur numerischen
Lo¨sung des Fluid-Struktur-Problems verwendet. Hieraus ergeben sich unterschiedliche ra¨umliche
Diskretisierungen auf den beiden Seiten der Grenzfla¨che Γfs. Zwischen beiden Softwareprogrammen
und deren Rechengittern mu¨ssen nun entlang dieser Grenzfla¨che Γfs Daten ausgetauscht werden, um
die unterschiedlichen Programme zur Lo¨sung des Gesamtproblems miteinander zu koppeln. Hier-
zu wird die zeitabha¨ngige Druckverteilung p|Γfs als Output des Stro¨mungslo¨sers auf der Fluidseite
von Γfs dem Strukturlo¨ser in Form von umgerechneten Strukturlasten F|Γfs auf der Strukturseite
von Γfs mitgeteilt. Im Gegenzug berechnet der Strukturlo¨ser mit dieser Lastverteilung F|Γfs als In-
put die Strukturbewegung als Output. Die gemeinsame Grenzfla¨che Γfs und auch das angrenzende
Fluidgitter werden mit den Verformungen des Strukturlo¨sers als Input durch ein Gitterdeformations-
programm im Stro¨mungslo¨ser verformt. Nun kann der Stro¨mungslo¨ser fu¨r den neu begonnenen Zeit-
schritt die Stro¨mungslo¨sung berechnen, usw. In jedem Kopplungsschritt mu¨ssen die Strukturlasten
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aus den Stro¨mungsdru¨cken entlang Γfs durch Interpolation so bestimmt werden, dass ein konser-
vativer Last- und Energietransfer zu jedem Zeitpunkt gewa¨hrleistet ist, woraus sich dann auch die
Impuls- und Energieerhaltung fu¨r die Grenzfla¨che Γfs und das Gesamtsystem Ωfs ergeben.
Kommerzielle Interpolationsprogramme
Den konservativen Last- und Energietransfer erfu¨llt bereits das am Fraunhofer Institut SCAI ent-
wickelte, kommerzielle Softwarepaket MpCCI, s. [109], welches vielfach fu¨r industrielle Anwen-
dungen verwendet wird. Die Abku¨rzung MpCCI steht fu¨r ,,Mesh based parallel Code Coupling
Interface”. Unter [109] und [110] sind die vielfa¨ltigen Anwendungsmo¨glichkeiten von MpCCI als
Interpolations- und Kopplungsschnittstelle verschiedener Softwareprogramme sowie die Implemen-
tationsmo¨glichkeiten von MpCCI-Routinen in einen nichtkommerziellen Quellcode beschrieben.
MpCCI ist zum Beispiel in kommerziellen Programmen wie ABAQUS, ANSYS, MSC.MARC und
STAR-CD bereits fester Bestandteil. Aber auch in nichtkommerziellen Softwarepaketen, welche je-
doch als Quellcode verfu¨gbar sein mu¨ssen, ko¨nnen die MpCCI-Schnittstellen implementiert werden,
falls der Code in Fortran, C oder C++ verfu¨gbar ist. MpCCI besitzt zudem eine grafische Benut-
zeroberfla¨che, u¨ber die bequem die Eingabedatei von MpCCI konfiguriert und die zu koppelnden
Programmpakete gestartet werden ko¨nnen.
Nichtkommerzielle Interpolationsprogramme, basierend auf der konservativen Galerkin-
Interpolation
Es gibt jedoch auch nichtkommerzielle Alternativen zu MpCCI, um eine Interpolationsschnittstelle
zwischen Fluid- und Strukturlo¨ser zu implementieren, welche den vorhin geforderten konservativen
Last- und Energietransfer zwischen Fluid und Struktur garantieren ko¨nnen. Eine solche Alternati-
ve wurde von Cebral und Lo¨hner in [35, 36] vorgeschlagen. Das in [35, 36] beschriebene und in
[25, 32, 84, 99] verwendete Interpolationsverfahren basiert auf einem Galerkin-Ansatz, um die auf
fluidseitig vorgegebenen Spannungsvektoren in die strukturseitig zu bestimmenden Spannungsvekto-
ren zu transferieren. Die von Guruswamy und Byun in [73] eingefu¨hrte virtuelle Grenzfla¨che Γfs wird
in [36, 56] als Integrationsfla¨che fu¨r den Galerkinansatz verwendet, um einen konservativen Last- und
Energietransfer zu gewa¨hrleisten. In vorliegenden Abschnitt 3.3.2 wird gezeigt, dass ein konserva-
tiver Lasttransfer nur dann ein hinreichendes Kriterium fu¨r konservative Transfers von Energie und
Moment ist, wenn die beiden ra¨umlichen Randfla¨chendiskretisierungen in einer gemeinsamen vir-
tuellen Randfla¨che Γfs liegen. Cebral und Lo¨hner projizieren deshalb die fluidseitigen Gitterknoten
in das strukturseitige Randfla¨chengitter. Die virtuelle Randfla¨che Γfs wird durch diese Maßnahme
zwingend mit der polygonalen Randfla¨che des Strukturgitters zusammengelegt. Das strukturseitige
Randfla¨chengitter ist im Allgemeinen grob polygonal diskretisiert und weicht daher im Vergleich
zum feiner polygonal diskretisierten fluidseitigen Randfla¨chengitter sta¨rker von einer gekru¨mmten
Randfla¨che ab. In den Abschnitten 3.3.2.2 - 3.3.2.3 werden deshalb Interpolationsmethoden herge-
leitet, welche nicht auf der Grundlage eines approximativen Galerkin-Projektionsverfahrens wie in
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[35, 36] beruhen, sondern in exakter Weise auf dem Prinzip der virtuellen Arbeit basieren und den all-
gemeinen Fall von nicht u¨bereinstimmenden ra¨umlichen Diskretisierungen (non-matching grids) der
idealisierten Randfla¨che Γfs unter Garantie der konservativen Transfers von Last, Moment und Ener-
gie behandeln. Es werden sowohl polygonale bzw. polyedrische, als auch krummlinig parametrisierte
virtuelle Randfla¨chen Γfs untersucht. Durch die neuen Interpolationsmethoden, welche in den Ab-
schnitten 3.3.2.2 - 3.3.2.5 dargestellt werden, ko¨nnen nun mit der in Abschnitt 3.3.2.1 beschriebenen
schnellen hierarchischen Nachbarschaftssuche lineare Spannungsverteilungen und ebenso punktuell
wirkende Kra¨fte zwischen den beiden Randfla¨chengittern transferiert werden.
Konservativer Lasttransfer in der virtuellen Grenzfla¨che Γfs
Die Grundlage eines konservativen Lasttransfers ist nach [36], dass fu¨r eine beliebig vorgegebene
Teilmenge Γ ⊆ Γfs der virtuellen Grenzfla¨che Γfs zwischen Fluid- und Strukturgebiet gilt:∫
Γ
Wi σ
(f) . n(f) dS =
∫
Γ
Wi σ
(s) . n(s) dS, (3.221)
wobei Wi eine noch festzulegende Gewichtsfunktion ist.
Es sei hier ein beliebiges Gitterelement Γ aus der strukturseitigen polygonalen Randfla¨che Γfs vorge-
geben. Dann sind n(f),n(s) die Normaleneinheitsvektoren, σ(f),σ(s) die Spannungen in Punkten auf
der an Γ angrenzenden Fluid- bzw. Strukturseite. Die Spannungsvektoren σ(f) . n(f),σ(s) . n(s) an zu
n(f) bzw. n(s) senkrechten Oberfla¨chen werden durch die Formfunktionen N (f)j , N
(s)
j entsprechend
σ
(s) . n(s) =
n(s)∑
j=1
N
(s)
j σ̂
(s)
j
. n
(s)
j , (3.222)
σ
(f) . n(f) =
n(f)∑
j=1
N
(f)
j σ̂
(f)
j
. n
(f)
j , (3.223)
u¨ber Γ interpoliert, wobei die Spannungen σ̂(f)
j
, j ∈ {1, . . . , n(f)} in den fluidseitigen Knoten x̂(f)j
vorgegeben und die Spannungen σ̂(s)
i
, i ∈ {1, . . . , n(s)} in den strukturseitigen Knoten x̂(s)i des po-
lygonalen Randelementes Γ noch zu bestimmen sind. Letzteres geschieht mit Hilfe der Galerkin-
Methode. Um diese nun anwenden zu ko¨nnen, legt man Wi = N (s)i , i ∈ {1, . . . , n(s)} fest. Dann
folgt aus (3.221) mit (3.222) und (3.223):
n(s)∑
j=1
∫
Γ
N
(s)
i N
(s)
j σ̂
(s)
j
. n
(s)
j dS =
n(f)∑
j=1
∫
Γ
N
(s)
i N
(f)
j σ̂
(f)
j
. n
(f)
j dS ∀ i ∈ {1, . . . , n(s)}.
(3.224)
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Mit den Definitionen
(M)i,j :=
∫
Γ
N
(s)
i N
(s)
j dS ∀ i, j ∈ {1, . . . , n(s)},
ri :=
n(f)∑
j=1
∫
Γ
N
(s)
i N
(f)
j σ̂
(f)
j
. n
(f)
j dS,
si := σ̂
(s)
i
. n
(s)
i ∀ i ∈ {1, . . . , n(s)}
s := {s1, . . . , sn(s)} und r := {r1, . . . , rn(s)}, (3.225)
ergibt sich das lineare Gleichungssystem
M . s = r, (3.226)
welches nach dem strukturseitigen Vektor s aufgelo¨st werden muss.
Aus dem Gleichungssystem (3.226) lassen sich die Gleichungen (3.227) fu¨r den in dem lokalen
Knoten Xi, i ∈ {1, . . . , n(s)} definierten Spannungsvektor si herleiten:
si = σ̂
(s)
i
. n
(s)
i , i ∈ {1, . . . , n(s)}. (3.227)
Die Galerkin-Methode garantiert einen approximativ konservativen Lasttransfer zwischen Fluid und
Struktur u¨ber einem beliebigen Randgitterelement Γ ⊆ Γfs in der abschnittsweise geradlinig para-
metrisierten Randfla¨che Γfs, wenn∫
Γ
σ
(s) . n(s) dS
!
=
∫
Γ
σ
(f) . n(f) dS, (3.228)
nachgewiesen werden kann.
Der Nachweis gelingt unter Verwendung der approximativen Zerlegung der Eins durch die
Formfunktionen N (s)i und N
(f)
j , fu¨r die in gleicher Weise nach [35] und [36] gilt:
∀ x ∈ Γ :

∑n(s)
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∑n(s)
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(s)
i x̂
(s)
i = x,∑n(f)
j=1 N
(f)
j ≈ 1,
∑n(f)
j=1 N
(f)
j x̂
(f)
j = x.
(3.229)
Die Summen der Formfunktionen in (3.229) sind genau dann exakt Eins, wenn der Punkt X in einer
der beiden konvexen Hu¨llen der Punkte X̂(s)i bzw. X̂
(f)
j liegt. Cebral und Lo¨hner projizieren deshalb
den PunktX in die strukturseitige konvexe Hu¨lle der Punkte X̂(s)i , siehe hierzu [35] und [36]. Es folgt,
wenn man (3.222) und die exakte strukturseitige Zerlegung der Eins von (3.229) in den Ausdruck∫
Γ
σ
(s) . n(s) dS
einsetzt:∫
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Ebenso ergibt sich, wenn man (3.223) und die exakte strukturseitige Zerlegung der Eins von (3.229)
in den Ausdruck ∫
Γ
σ
(f) . n(f) dS
einsetzt und die Gleichung (3.224) hinzuzieht:
∫
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σ
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Der Vergleich der rechten Seiten von (3.230) und (3.231) la¨sst erkennen, dass gilt:∫
Γ
σ
(s) . n(s) dS =
∫
Γ
σ
(f) . n(f) dS, (3.232)
womit der (approximative) konservative Lasttransfer in (3.228) nachgewiesen ist.
Konservativer Energietransfer in der virtuellen Grenzfla¨che Γfs
Es soll nun untersucht werden, unter welchen Bedingungen ein konservativer Energietransfer u¨ber
einem beliebigen Zeitintervall [t1, t2] sowie einem beliebigen Randgitterelement Γ der Grenzfla¨che
Γfs (Γ ⊆ Γfs) erfu¨llt ist. Es gelten fu¨r die fluid- und strukturseitigen Diskretisierungen der virtuellen
Grenzfla¨che Γfs die Interpolationsformeln
x(s) =
n(s)∑
i=1
N
(s)
i x̂
(s)
i ,
.
x
(s)
=
n(s)∑
i=1
N
(s)
i
.
x̂
(s)
i , (3.233)
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j x̂
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j ,
.
x
(f)
=
n(f)∑
j=1
N
(f)
j
.
x̂
(f)
j , (3.234)
wobei hier vorausgesetzt wird, dass sa¨mtliche Formfaktoren N (s)i , N
(f)
j zeitunabha¨ngig seien.
Die zu untersuchende Energieerhaltung am beliebig gewa¨hlten Element Γ ⊆ Γfs verlangt die Gu¨ltig-
keit von ∫
[t1,t2]
dt
∫
Γ
.
x
(s)
. (σ(s) . n(s)) dS
!
=
∫
[t1,t2]
dt
∫
Γ
.
x
(f)
. (σ(f) . n(f)) dS. (3.235)
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Es gilt:∫
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(3.236)
Wenn Gleichung (3.235) erfu¨llt sein soll, so folgt wegen (3.236) notwendigerweise:∫
[t1,t2]
dt
∫
Γ
( .
x
(s) − .x(f)) . (σ(f) . n(f)) dS != 0. (3.237)
Setzt man voraus, dass die lokalen Spannungsvektoren σ̂(f)
j
. n
(f)
j sowie das strukturseitige Rand-
fla¨chenelement Γ beliebig vorgegeben werden du¨rfen, und damit nach (3.223) auch σ(f) . n(f) belie-
big ist, so wird (3.237) nur erfu¨llt, wenn die Geschwindigkeitsverteilungen der beiden Diskretisie-
rungen (3.233) und (3.234) der idealisierten Randfla¨che Γfs identisch sind:
.
x
(s)
=
.
x
(f) ∀ Γ ⊆ Γfs, (3.238)
was fu¨r beliebige und somit nicht u¨bereinstimmende ra¨umliche Diskretisierungen einer krummlinig
parametrisierten Randfla¨che Γfs nicht erfu¨llt werden kann, weshalb der Energietransfer zwischen
Fluid- und Strukturgebiet in solchen Fa¨llen nicht konservativ ist. Eine Verletzung des konservati-
ven Energietransfers zwischen Fluid- und Strukturgebiet kann zu numerischen Instabilta¨ten sowie
physikalisch falschen Lo¨sungen fu¨hren, was jedoch verhindert werden soll.
Momentengleichgewicht in der virtuellen Grenzfla¨che Γfs
Es soll nun untersucht werden, unter welchen Bedingungen das Momentengleichgewicht an einem
beliebigen Randgitterelement Γ der Grenzfla¨che Γfs (Γ ⊆ Γfs) erfu¨llt ist. Es gelten fu¨r die fluid- und
strukturseitigen Diskretisierungen der virtuellen Grenzfla¨che Γfs die Interpolationsformeln (3.229)
bzw. (3.233) und (3.234), woraus folgt, dass die Ortsvektoren x(s) und x(f) in den konvexen Hu¨llen
der Randgitterpunkte x̂(s)i bzw. x̂
(f)
j u¨ber Γ liegen. Das zu untersuchende Momentengleichgewicht
am beliebig gewa¨hlten Element Γ ⊆ Γfs verlangt die Gu¨ltigkeit von∫
Γ
x(s) ∧ (σ(s) . n(s)) dS !=
∫
Γ
x(f) ∧ (σ(f) . n(f)) dS. (3.239)
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Es gilt∫
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(3.240)
Wenn Gleichung (3.239) erfu¨llt sein soll, so folgt wegen (3.240) notwendigerweise:∫
Γ
(
x(s) − x(f)) ∧ (σ(f) . n(f)) dS != 0. (3.241)
Nimmt man an, dass die Spannungsvektoren σ̂(f)
j
. n
(f)
j und das strukturseitige Randfla¨chengitterele-
ment Γ beliebig vorgegeben werden du¨rfen und damit auch nach (3.223) auch σ(f) . n(f) beliebig
sein kann, so wird (3.241) nur erfu¨llt, wenn gilt:
x(s) = x(f) ∀ Γ ⊆ Γfs. (3.242)
Die Bedingung (3.242) verlangt, dass die konvexen Hu¨llen der fluid- und strukturseitigen Gitterkno-
ten u¨ber einem beliebigen Randgitterelement Γ ⊆ Γfs identisch sind. Es ergibt sich demnach, dass
alle fluidseitigen Randgitterknoten x̂(f)j in der konvexen Hu¨lle der strukturseitigen Randgitterknoten
x̂
(s)
i des Elementes Γ liegen mu¨ssen und umgekehrt, d. h. es muss gelten:
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j ,
1 =
n(s)∑
j=1
N
(s)
j ∀ k ∈ {1, . . . , n(f)}. (3.243)
Im Allgemeinen weisen das fluid- und strukturseitige Randgitter jedoch nicht u¨bereinstimmende Dis-
kretisierungen auf. Ist das Fluidgitter am Rand feiner diskretisiert als das Strukturgitter oder werden
in den beiden Gittern unterschiedliche Elementtypen verwendet, so stimmen die beiden Randfla¨chen-
gitter entlang der idealisierten Randfla¨che nicht u¨berein.
Um die im vorliegenden Abschnitt 3.3.2 beschriebene Verletzung des Energie- bzw. Momen-
tengleichgewichtes zu vermeiden, muss daher eine Projektion der Fluidgitterrandknoten in das
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strukturseitige polygonale Randgitter entsprechend (3.243) vorgenommen werden, was bereits in
[35, 36, 56] angewendet wird. Diese Vorgehensweise ist jedoch nicht exakt und fu¨hrt zu einer
Erho¨hung des ra¨umlichen Diskretisierungsfehlers. Es scheint daher sinnvoll, eine andere Interpo-
lationsmethode zwischen Fluid und Struktur zu entwickeln, welche einen konservativen Last- und
Energietransfer sowie die Erfu¨llung des Momentengleichgewichts fu¨r nicht u¨bereinstimmende Rand-
fla¨chengitter (non matching grids) garantiert, ohne dass hierfu¨r die exakte Parametrisierung der idea-
lisierten Randfla¨che Γfs anhand von CAD-Daten als bekannt vorausgesetzt werden muss.
3.3.2.1 Nachbarschaftssuche im Fluid-Struktur-Randgebiet
Das gemeinsame Randgebiet zwischen Fluid- und Strukturgitter ist im Allgemeinen aufgrund der
unterschiedlichen Diskretisierungen von Fluid- und Strukturgebiet nicht auf ein gemeinsames Rand-
fla¨chengitter reduzierbar. Deshalb kann auch nicht in trivialer Weise eine funktionale Nachbarschafts-
beziehung zwischen den Stro¨mungsgitterknoten und den Randgitterelementen des Strukturgitters
angegeben werden, etwa durch eine mit Hilfe von B-Splinefunktionen generierten Randfla¨che. Da
die in den Abschnitten 3.3.2.2 - 3.3.2.3 beschriebenen Interpolationsmethoden nur elementweise
im Randgebiet ausgefu¨hrt werden, muss zu einem vorgegebenen Kraftangriffs- bzw. Lastschwer-
punkt des fluidseitigen Randfla¨chengitters das jeweils na¨chstliegende Element des strukturseitigen
Randfla¨chengitters bestimmt werden. Der lokalen Interpolation geht daher eine Nachbarschaftssuche
voraus, welche stets wiederholt werden muss, wenn das zu untersuchende Randgebiet einer topologi-
schen Vera¨nderung mit der Zeit unterliegt. Die Zeit der Nachbarschaftssuche sollte daher mo¨glichst
gering ausfallen. Anstatt einer linear strukturierten Liste, welche einfach zu implementieren ist, in
der Nachbarschaftssuche jedoch zuviel Zeit beansprucht, wird die hierarchische Baumstruktur zur
Speicherung der Daten verwendet. Deshalb brauchen große ra¨umliche Regionen gar nicht erst auf
ihren Abstand zu einem Punkt Q aus dem Stro¨mungsgitterrand hin untersucht zu werden. Die Baum-
struktur wird in k Raumdimensionen allgemein als k-dimensional tree, oder kurz kd-tree, bezeichnet.
Fu¨r die Dimensionen k = 1, 2, 3 sind auch die Bezeichnungen binary tree, quadtree bzw. octree
u¨blich. Die Wurzel besitzt den niedrigsten Level, ein Blatt hingegen einen ho¨heren Level in der
Hierarchie der Datenstruktur. Ein Ast kann als ein Teilbaum aufgefasst werden. Der k-dimensionale
Raum wird mit steigender Levelzahl der Adaption zunehmend unterteilt. Wenn die Wurzel im Le-
vel O die gesamte von den Objekten eingenommenen Zelle umfasst, so wird in Level 1 dieselbe
Zelle in 2k Subzellen unterteilt, welche ra¨umlich in der Zelle von Level 0 ihren Platz nebeneinan-
der finden. Die 2k Subzellen von Level 1 werden beim ¨Ubergang zu Level 2 erneut in jeweils 2k
Subzellen unterteilt. Wenn eine Subzelle ab einem bestimmten Level nicht mehr unterteilt wird, so
wird sie auch als Blatt bezeichnet. Denn an dieser Stelle treten in der Baumstruktur keine weite-
ren Verzweigungen mehr auf. Unter Anwendung des Schachtelungsprinzips kann ein kd-tree mit
Level L daher ho¨chstens N (s) = (2k)L = 2k L Bla¨tter enthalten, wenn die in Level 0 vorge-
gebene k-dimensionale Zelle uniform durch Schachtelung unterteilt wird. Wenn diese baumartige
Datenstruktur zum Zweck der Nachbarschaftssuche nun von der Wurzel bis zu einem bestimmten
Blatt in Level L durchlaufen wird, so sind hierfu¨r aufgrund des ra¨umlichen Ausschlussprinzips nur
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k L = log2(N
(s)) Vergleichsoperationen notwendig. Die Suchzeit, die fu¨r einen stro¨mungsseitigen
Punkt Q(f) zum Auffinden des na¨chstliegenden strukturseitigen Elementes E(s) im kd-tree beno¨tigt
wird, betra¨gt daher im schlechtesten Falle O(log(N (s))). Falls beim Auffu¨llen des kd-trees jedoch ei-
ne Liste entstehen sollte, so gleicht die Nachbarschaftssuche einer linearen Suche. Deshalb ist beim
Vera¨ndern des Baumes durch Hinzufu¨gen oder Entfernen von Elementen stets ein Ausbalancieren
der Baumstruktur no¨tig. Die hierarchische Nachbarschaftssuche mit Hilfe der Baumstruktur beno¨tigt
aufgrund des ra¨umlichen Ausschlussprinzips im Gegensatz zur linearen Listensuche nur einen Zeit-
aufwand von O(N (f) log(N (s))), wobei N (f) die Anzahl der stro¨mungsseitigen Kraftangriffspunkte
und N (s) die Anzahl der strukturseitigen Randgitterelemente bezeichnen. Die lineare Listensuche
hingegen beno¨tigt einen Zeitaufwand von O(N (f) N (s)). Das Problem der schnellen Nachbarschafts-
suche taucht auch in der computergrafischen Visualisierung auf. Das von der Firma kitware ent-
wickelte Visualization Toolkit, kurz VTK, kann als Quellcode unter http://www.vtk.org/ kostenfrei
bezogen werden. In [123] wird sehr anschaulich beschrieben, wie die in VTK implementierte octree-
basierte Nachbarschaftssuche in Form der in C++ angelegten Klassen vtkLocator und vtkCellLocator
verwendet werden kann. Daher wurden Teile des Quellcodes von VTK in den QUADFLOW Code
integriert und ko¨nnen zur allgemeinen Nachbarschaftssuche im Rahmen der aeroelastischen Simu-
lation verwendet werden. Die VTK-Klasse vtkCellLocator unterstu¨tzt alle in den folgenden Kapiteln
relevanten Simplexelemente, wie das Linien- und Dreieckselement. In QUADFLOW wurde fu¨r die
Nachbarschaftssuche zwischen Randpunkten des Stro¨mungsgitters und Randelementen des Struk-
turgitters die Routine FindClosestPointWithinRadius verwendet. Diese Funktion ist Bestandteil der
Klasse vtkLocator und gibt nach erfolgreicher Nachbarschaftssuche die Nummer der na¨chstliegenden
Zelle im Strukturgitter an. Ebenso wird der in dieser Zelle relativ zum fluidseitigen Kraftangriffs-
punkt Q(f) na¨chstliegende Punkt durch seine Koordinaten bestimmt. Sollte die Nachbarschaftssuche
nicht eindeutig verlaufen ko¨nnen, weil mehrere Punkte im Strukturgitter Minimalabstand zu Q(f) ha-
ben, so gibt die Routine FindClosestPointWithinRadius dennoch nur einen dieser Punkte zuru¨ck. Die
Klasse vtkLocator basiert auf der Implementation eines regula¨ren Gitters von sogenannten buckets.
Ein bucket ist ein ra¨umlicher ”Beha¨lter”, in dem Objekte, wie zum Beispiel Punkte oder diverse Gitte-
relementtypen abgespeichert werden ko¨nnen. Nachdem alle Nachbarn hinsichtlich ihrer Distanz zum
Punkt Q(f) hin untersucht worden sind, wird genau ein relativ zu Q(f) na¨chstliegender Punkt P aus
dem strukturseitigen Randfla¨chengitter und die Nummer der ihn umgebenden Zelle zuru¨ckgegeben.
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3.3.2.2 Exakte Interpolationsmethoden fu¨r Simplexgitterelemente
Obwohl aeroelastische numerische Anwendungen in dieser Arbeit nur fu¨r die Spezialfa¨lle eines Pa-
neels und eines zweifach elastisch gelagerten zweidimensionalen Profils erfolgen, seien die folgen-
den Herleitungen fu¨r allgemeine ra¨umliche Strukturen hier dargestellt. Die Abschnitte ”Nachbar-
schaftssuche im Fluid-Struktur-Randgebiet”, ”Konservative Aufteilung einer Kraft auf die Simplex-
eckknoten” und ”Konservative Substitution einer linearen Spannungsvektorverteilung u¨ber einem
Simplex durch eine Gesamtkraft mit Lastschwerpunkt” sind fu¨r die softwaretechnische Implementie-
rung der Gitterinterpolation in QUADFLOW und fu¨r die Simulationen in Abschnitt 4 von Bedeutung.
Der Leser, der nur an den durchgefu¨hrten aeroelastischen Anwendungen interessiert ist, lese ab Ab-
schnitt 4 weiter.
Interpolation fu¨r ein Simplexgitterelement S ⊂ R3
Bei dem zu untersuchenden Gitterelement des gemeinsamen Randes zwischen Fluid- und Struktur-
gebiet handelt es sich um ein Simplex, welches im R3 durch Konvexkombination seiner E ∈ {2, 3}
Eckpunkte definiert ist. Die Lage eines Simplexpunktes wird in eindeutiger Weise durch seine bary-
zentrischen Koordinaten beschrieben, siehe hierzu Seite 50 in [61], Seiten 126 - 133 in [114] oder
Seiten 78 und 202 - 205 in [120]. Aufgrund dieser Definition kann das Simplexelement aus dem ge-
meinsamen Fluid-Struktur-Randgebiet im zweidimensionalen Fall als eine gerade Linie und im drei-
dimensionalen Fall als ein ebenes Dreieck mit geradlinigen Kanten verstanden werden. Der ra¨umlich
diskretisierte Rand stellt somit im zweidimensionalen Fall einen Polygonzug und im dreidimensio-
nalen Fall eine polyedrische Randfla¨che dar.
Konservative Aufteilung einer Kraft auf die Simplexeckknoten
Aus dem Prinzip der virtuellen Arbeit kann eine Interpolationsmethode abgeleitet werden, um die
Stro¨mungskra¨fte mit ihren Angriffspunkten u¨ber den Elementen des aus Simplexen bestehenden
Strukturrandfla¨chengitters in strukturseitige Lasten und zugeho¨rige Momente umzuwandeln. Das
Prinzip der virtuellen Arbeit, siehe hierzu [9], ist a¨quivalent zur gleichzeitigen Erfu¨llung der Gleich-
gewichte von Last, Moment und Energie entlang der Randfla¨chengitter von Fluid- und Strukturgebiet.
Mo¨gliche Gitterelemente, die hier na¨her untersucht werden, sind das Dreiecks- und Linienelement,
denn jede Polyederfla¨che la¨sst sich in Dreiecke und jeder Polygonzug in Linienabschnitte unterteilen,
weshalb zuna¨chst eine Zerlegung der Gitterelemente in den Randfla¨chengittern Γf und Γs in Simple-
xelemente erforderlich ist, um die im Folgenden beschriebenen Interpolationsmethoden anwenden
zu ko¨nnen. Man setzt Masselosigkeit und somit fehlenden materiellen Zusammenhalt der Eckpunkte
eines jeden Elementes voraus, weshalb die Randfla¨chengitterelemente keinerlei Kraft, Moment bzw.
Energie untereinander austauschen sollen. Deshalb liegen weder Zwangsbedingungen noch Zwangs-
kra¨fte fu¨r die Simplexeckknoten vor, welche seine virtuelle Bewegungsfreiheit einschra¨nken wu¨rden.
Das Prinzip der virtuellen Arbeit muss daher nur die extern auf ein Simplexelement S einwirken-
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den Kra¨fte und Momente beru¨cksichtigen. Diese Betrachtungsweise ermo¨glicht die Aufstellung von
Gleichgewichtsbedingungen fu¨r die an einem Element wirkenden Kra¨fte. Aus der fu¨r alle Gitterele-
mente lokal gu¨ltigen Energieerhaltung folgt der globale Erhalt von Kraft, Moment und Energie. Gibt
man einen fest vorgegebenen Koordinatenursprung O im R3 vor, welcher mit keinem der untersuch-
ten Simplexeckpunkte zusammenfallen soll, so kann man das gesamte Simplexelement S um eine
beliebig gewa¨hlte Drehachse, welche durch O verla¨uft, im R3 drehen. Die Richtung dieser Achse ist
durch den infinitesimalen virtuellen Drehwinkelvektor δΨ ∈ R3 vorgegeben. Seine Komponenten
entsprechen den zugeho¨rigen Drehungen um die Hauptachsen des kartesischen Koordinatensystems,
welche hintereinander ausgefu¨hrt, die Drehung um die tatsa¨chliche Drehachse ergeben. Da δΨ in-
finitesimale Drehwinkel entha¨lt, kann die Reihenfolge der Drehungen beliebig vertauscht werden.
Die resultierende Drehung a¨ndert sich deshalb durch Vertauschen der Einzeldrehungen nicht. Die
virtuelle Verru¨ckung δrX eines Simplexeckknotens X besitzt einen translatorischen δx sowie einen
rotatorischen Anteil δΨX ∧ x, welche beide in Kombination die folgende Darstellung ergeben:
δrX = δx+ δΨX ∧ x. (3.244)
In (3.244) bezeichne x den Ortsvektor von X bezu¨glich des Ursprungs O, welcher bei der infinitesi-
malen virtuellen Drehung δΨX die Bedeutung eines Dreharms besitze. Die virtuelle Translation δx
und Rotation δΨX sind voneinander unabha¨ngig, da sie unterschiedliche physikalische Einheiten be-
sitzen. Die virtuelle Verru¨ckung des PunktesX wird deshalb durch den Vektor δYX := (δx, δΨX)T ,
δYX ∈ R3 × R3 = R6 eindeutig beschrieben und besitzt 6 Freiheitsgrade.
Aus Gleichung (3.244) la¨sst sich jedoch der Vektor δY ∈ R6 im Allgemeinen nicht eindeutig ermit-
teln, da das unterbestimmte lineare Gleichungssystem
δrX =
1 0 0 0 x3 −x20 1 0 −x3 0 x1
0 0 1 x2 −x1 0
 . ( δx
δΨX
)
, mit x 6= 0, (3.245)
eine a¨quivalente Schreibweise fu¨r (3.244) ist.
Im Folgenden soll deshalb die Frage beantwortet werden, wie frei oder eingeschra¨nkt die virtuelle
Beweglichkeit des untersuchten Simplex S sein darf, um hinreichend viele und zudem widerspruchs-
freie Gleichgewichtsbedingungen ableiten zu ko¨nnen. Aus diesen Bedingungen soll dann die konser-
vative Aufteilung eines beliebigen in Q vorgegebenen Paares (FQ,MQ) von Kraft und Moment auf
die in den Simplexeckknoten Xi kompensierend wirkenden Paare (FXi,MXi) von Kraft und Mo-
ment bestimmt werden. Das Simplex S besitzt in jedem seiner E Eckknoten die 6 zu bestimmenden
Unbekannten (FXi,MXi) und somit insgesamt 6E Unbekannte. Um diese Unbekannten eindeutig
bestimmen zu ko¨nnen, ist deshalb ein Modell erforderlich, welches 6E Gleichungen liefert, aus de-
nen die Unbekannten (FXi ,MXi), i ∈ {1, . . . , E} als Lo¨sung bestimmbar sind. Weniger oder mehr
als 6E Gleichungen fu¨hren na¨mlich zur Unter- bzw. ¨Uberbestimmtheit des zu untersuchenden Sy-
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stems. Die virtuelle Verru¨ckung δY′ ∈ R6E des Simplex S setze sich als Gesamtbewegung gema¨ß
δY
′
:=
E∑
i=1
3∑
j=1
(
δY
′
3(i−1)+j + δY
′
3(E+i−1)+j
)
,
δY
′
3(i−1)+j := e
′
3(i−1)+j ⊗ ej . δxi,
δY
′
3(E+i−1)+j := e
′
3(E+i−1)+j ⊗ ej . δΨXi, ∀ i ∈ {1, . . . , E}, ∀ j ∈ {1, 2, 3}, (3.246)
aus den 6E Einzelbewegungen δYXi := (δxi, δΨXi)
T ∈ R6 der Eckknoten zusammen. Es seien hier
{ej , j ∈ {1, 2, 3}} die kanonische Basis des R3 und {e′j , j ∈ {1, . . . , 6E}} die kanonische Basis
des R6E sowie durch δx′i ∈ R6E bzw. δΨ
′
Xi
∈ R6E , i ∈ {1, . . . , E} die in den R6E eingebetteten
translatorischen bzw. rotatorischen virtuellen Verru¨ckungen des Eckknotens Xi. Dann lassen sich die
Vektoren δx′i, δΨ
′
Xi
∈ R6E aus dem Vektor δY durch die folgenden Projektionen erzeugen:
δx
′
i,j := (e
′
3(i−1)+j ⊗ e
′
3(i−1)+j) . δY
′ ∈ R6E bzw. δx′i :=
3∑
j=1
δx
′
i,j ∈ R6E ,
δΨ
′
Xi,j
:= (e
′
3(E+i−1)+j ⊗ e
′
3(E+i−1)+j) . δY
′ ∈ R6E bzw. δΨ′Xi :=
3∑
j=1
δΨ
′
Xi,j
∈ R6E ,
∀ j ∈ {1, 2, 3} ∀ i ∈ {1, . . . , E}. (3.247)
Durch die Definitionen in (3.247) wird erkennbar, dass der Vektor δY′ in die von den Basisvek-
toren e
′
j , j ∈ {1, . . . , 6E} des R6E aufgespannten eindimensionalen Teilra¨ume projiziert wird. Je-
dem dieser Teilra¨ume entspricht ein Freiheitsgrad δx′i,j bzw. δΨ
′
Xi,j
der translatorischen bzw. ro-
tatorischen virtuellen Beweglichkeit fu¨r j ∈ {1, 2, 3}. Die Freiheitsgrade sind aufgrund ihrer un-
terschiedlichen Position im Vektor δY′ voneinander unabha¨ngig. Die Vektoren δx′i und δΨ
′
Xi
fas-
sen die translatorischen bzw. rotatorischen virtuellen Freiheitsgrade des Eckknotens Xi zusammen.
Jeder virtuelle Bewegungszustand des durch die Eckknoten Xi, i ∈ {1, . . . , E} definierten Sim-
plex S ist somit eindeutig durch die Basisvektoren e′j , j ∈ {1, . . . , 6E} im R6E darstellbar. Die 6
Freiheitsgrade der virtuellen Bewegung des Punktes Q ko¨nnen jedoch nicht unabha¨ngig von den
Bewegungen der Eckknoten Xi ausgefu¨hrt werden. Wa¨re das Gegenteil der Fall, so mu¨ssten die
6(E + 1) Vektoren δx′i,j, δx
′
Q,j, δΨ
′
Xi,j
, δΨ
′
Q,j ∈ R6E ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3} der ein-
zelnen virtuellen Bewegungen der Xi und von Q linear unabha¨ngig im R6E sein. Dies stellt einen
Widerspruch dar, da nur maximal 6E Vektoren des R6E linear unabha¨ngig sein ko¨nnen. Die Vek-
toren δx
′
Q,j, δΨ
′
Q,j ∈ R6E , j ∈ {1, 2, 3} sind deshalb bezu¨glich der Basis {e′j , j ∈ {1, . . . , 6E}}
eindeutig darstellbar und werden zudem aufgrund ihrer linearen Abha¨ngigkeit von den Vektoren
δx
′
i,j , δΨ
′
Xi,j
, ∀ i ∈ {1, . . . , E}, ∀ j ∈ {1, 2, 3} durch Linearkombinationen dieser 6E Vek-
toren δx
′
i,j, δΨ
′
Xi,j
∈ R6E , i ∈ {1, . . . , E}, j ∈ {1, 2, 3} erzeugt. Demnach existieren 6 lineare
Abbildungen, welche durch die noch zu bestimmenden Parameter αi,j(q), βi,j(q), i ∈ {1, . . . , E},
j ∈ {1, 2, 3} definiert sind und die 6E Urbildvektoren der virtuellen Verru¨ckungen der E Eckkno-
ten Xi, i ∈ {1, . . . , E}: δx′i,j, δΨ
′
Xi,j
∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3} in die 6 Bildvektoren der
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virtuellen Verru¨ckungen fu¨r Punkt Q: δx′Q,j, δΨ
′
Q,j, ∀ j ∈ {1, 2, 3} u¨berfu¨hren. Es gilt also:
δx
′
Q,j :=
E∑
i=1
(αi,j(q) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j) . δx
′
i ∈ R6E ,
bzw. δx′Q :=
E∑
i=1
(
3∑
j=1
αi,j(q) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j) . δx
′
i ∈ R6E ,
δΨ
′
Q,j :=
E∑
i=1
(βi,j(q) e
′
3(E+i−1)+j ⊗ e
′
3(E+i−1)+j) . δΨ
′
Xi
∈ R6E ,
bzw. δΨ′Q :=
E∑
i=1
(
3∑
j=1
βi,j(q) e
′
3(E+i−1)+j ⊗ e
′
3(E+i−1)+j) . δΨ
′
Xi
∈ R6E
∀ j ∈ {1, 2, 3} ∀ i ∈ {1, . . . , E}. (3.248)
Aus den in den R6E eingebetteten virtuellen Verru¨ckungszusta¨nden δz′, δΨ′Z ∈ R6E des Simplex
S als Ganzes lassen sich die virtuellen Verru¨ckungen δz, δΨZ ∈ R3 eines einzelnen Eckknotens Z
unter Zuhilfenahme der Projektoren Pδz und PδΨZ ableiten:
Pδz : R
6E → R3,
δz
′ 7→ δz,
δz = Pδz(δz
′
) := (
3∑
j=1
E∑
i=1
ej ⊗ e
′
3(i−1)+j) . δz
′
,
PδΨZ : R
6E → R3,
δΨ
′
Z 7→ δΨZ ,
δΨZ = PδΨZ(δΨ
′
Z) := (
3∑
j=1
E∑
i=1
ej ⊗ e
′
3(E+i−1)+j) . δΨ
′
Z . (3.249)
Fu¨r die Eckpunkte Z = Xi des Simplex S folgt aus der Definition der Projektoren (3.249) wegen
(3.246) und (3.247) trivialerweise:
Pδxi(δx
′
i) = δxi, Pδxi(δΨ
′
Xi
) = 0, PδΨXi
(δx
′
i) = 0, PδΨXi
(δΨ
′
Xi
) = δΨXi, (3.250)
weshalb sa¨mtliche virtuellen Bewegungen der Simplexeckknoten Xi, i ∈ {1, . . . , E} voneinander
unabha¨ngig sind. Die Vektoren δx′i, δΨ
′
Xi
∈ R6E bzw. δxi, δΨXi ∈ R3 ∀ i ∈ {1, . . . , E}, ko¨nnen
deshalb als reine Zusta¨nde der virtuellen Systemverru¨ckungen aufgefasst werden. Die Projektoren
Pδz und PδΨZ werden nun auf den Punkt Z = Q angewendet. Man definiert die virtuelle Bewegung
des Punktes Q gema¨ß
δq := Pδq(δq
′
) := (
3∑
j=1
E∑
i=1
ej ⊗ e
′
3(i−1)+j) . δx
′
Q, (3.251)
δΨQ := PδΨQ(δΨ
′
Q) := (
3∑
j=1
E∑
i=1
ej ⊗ e
′
3(E+i−1)+j) . δΨ
′
Q. (3.252)
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Aus (3.249) folgen auch die Beziehungen: Pδq(δΨ
′
Q) = 0 und PδΨQ(δq
′
) = 0. Mit (3.248), (3.249)
und (3.250) folgt aus (3.251) und (3.252):
δq = (
3∑
j=1
E∑
i=1
αi,j(q) ej ⊗ e
′
3(i−1)+j) . δx
′
i =
E∑
i=1
(
3∑
j=1
αi,j(q) ej ⊗ ej) . δxi, (3.253)
δΨQ = (
3∑
j=1
E∑
i=1
βi,j(q) ej ⊗ e
′
3(E+i−1)+j) . δΨ
′
Xi
=
E∑
i=1
(
3∑
j=1
βi,j(q) ej ⊗ ej) . δΨXi.
(3.254)
Man erkennt in (3.253) und (3.254), dass die virtuellen Verru¨ckungen δq, δΨQ des Punktes Q von
denen der Simplexeckknoten Xi, i ∈ {1, . . . , E} δxi, δΨXi, i ∈ {1, . . . , E} abha¨ngig sind. Die
Vektoren δx′Q, δΨ
′
Q ∈ R6E bzw. δxQ, δΨQ ∈ R3 ko¨nnen deshalb als gemischte Zusta¨nde der
virtuellen Systemverru¨ckungen interpretiert werden. Fu¨r das Prinzip der virtuellen Arbeit des aus
Punkt Q und aus den Simplexeckknoten Xi, i ∈ {1, . . . , E} bestehenden Systems gilt mit (3.244)
und (3.251) - (3.254):
0 = δW =
E∑
i=1
FXi
. δrXi + FQ
. δrQ +
E∑
i=1
MXi
. δΨXi +MQ
. δΨQ
=
E∑
i=1
FXi
. δxi + FQ . δq +
E∑
i=1
(MXi + xi ∧ FXi) . δΨXi + (MQ + q ∧ FQ) . δΨQ
=
E∑
i=1
(
FXi + (
3∑
j=1
αi,j(q) ej ⊗ ej) . FQ
)
. δxi
+
E∑
i=1
(MXi + xi ∧ FXi + (
3∑
j=1
βi,j(q) ej ⊗ ej) . (MQ + q ∧ FQ)) . δΨXi (3.255)
Die 6E Vektoren δx′i,j 6= 0, δΨ
′
Xi,j
6= 0, i ∈ {1, . . . , E}, j ∈ {1, 2, 3} bilden eine Basis des R6E ,
deshalb ergeben sich aus (3.255) zwingend die 6E Gleichungen zum Kra¨fte- und Momentengleich-
gewicht fu¨r die E Eckknoten Xi, i ∈ {1, . . . , E}:
FXi + (
3∑
j=1
αi,j(q) ej ⊗ ej) . FQ = 0, (3.256)
MXi + xi ∧ FXi + (
3∑
j=1
βi,j(q) ej ⊗ ej) . (MQ + q ∧ FQ) = 0. (3.257)
Der Ausdruck (3.257) stellt das Momentengleichgewicht im Eckpunkt Xi dar. Der Bezugspunkt
fu¨r die Momentenberechnung ist hier der Ursprung O des Koordinatensystems. Legt man nun als
Momentenbezugspunkt den beliebigen Punkt T fest, so ergibt sich aus (3.257) die neue Darstellung
bezu¨glich Punkt T :
0 = MXi−T + (xi − t) ∧ FXi−T + (
3∑
j=1
βi,j(q− t) ej ⊗ ej) . (MQ−T + (q− t) ∧ FQ−T ).
(3.258)
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Es sollen nun die αi,j(q − t), βi,j(q − t) so bestimmt werden, dass die Ausdru¨cke (3.257) bzw.
(3.258) fu¨r beliebige Wahl des Momentenbezugspunktes t ∈ R3 sowie fu¨r beliebige Vorgabe von
q, FQ ∈ R3 forminvariant bleiben. Demnach mu¨ssen nur die von t abha¨ngigen Terme in (3.258)
durch geeignete Wahl von αi,j(q− t), βi,j(q− t) verschwinden:
t ∧ FXi−T + (
3∑
j=1
βi,j(q− t) ej ⊗ ej) . (t ∧ FQ−T ) = 0 ∀ t, FQ−T ∈ R3. (3.259)
Setzt man fu¨r FXi nun (3.256) in (3.259) ein, so folgt:
(
3∑
j=1
βi,j(q− t) ej ⊗ ej) . (t ∧ FQ−T )
= t ∧ (
3∑
j=1
αi,j(q− t) ej ⊗ ej) . FQ−T ∀ t, FQ−T ∈ R3. (3.260)
Die Auswertung von (3.260) liefert die Bedingungen:
αi,1(q− t) = βi,2(q− t) = αi,3(q− t) = βi,1(q− t) = αi,2(q− t) = βi,3(q− t). (3.261)
Wegen (3.261) definiert man sinnvollerweise:
βi,j(q) := αi,j(q) := αi(q) ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3}. (3.262)
Unter bestimmten Voraussetzungen sind die Koeffizienten αi(q) translationsinvariant:
αi(q) = αi(q− t) ∀ t ∈ R3 ∀ i ∈ {1, . . . , E} ⇔
E∑
i=1
αi(q) = 1, (3.263)
denn wegen (3.248) im R6E bzw. (3.253) - (3.254) im R3 gilt:
δx
′
Q−T = δx
′
Q − δt
′
=
E∑
i=1
αi(q− t) (δx′i − δt
′
) und δx′Q =
E∑
i=1
αi(q) δx
′
i
⇒ 0 =
E∑
i=1
(αi(q− t)− αi(q)) δx
′
i
+
[
I
6E
−
E∑
i=1
αi(q− t)
( 3∑
j=1
e
′
3(i−1)+j ⊗ e
′
3(i−1)+j
)]
. δt
′
. (3.264)
Weil die Vektoren δx′i,j ∈ R6E ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3} linear unabha¨ngig im R6E sind und
der Vektor δt′ ∈ R6E von den δx′i,j linear abha¨ngig ist, existiert eine eindeutig bestimmte Lo¨sung
γ ∈ R6E , mit γ3(i−1)+j := (αi(q− t)− αi(q)) der letzten Gleichung in (3.264), welche genau dann
dem Nullvektor entspricht, wenn (3.263) erfu¨llt ist und der Term in den eckigen Klammern [] in
(3.264) somit verschwindet. Es gilt also wegen (3.264):
1 =
E∑
i=1
αi(q− t) ⇔ γ3(i−1)+j = 0⇔ αi(q− t) = αi(q)
∀ t ∈ R3 ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3}. (3.265)
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Die Gleichungen zum Kra¨fte- und Momentengleichgewicht (3.256) und (3.257) vereinfachen sich
damit zu den folgenden translationsinvarianten Gleichungen:
FXi + αi(q) FQ = 0, (3.266)
MXi + αi(q) (MQ + (q− xi) ∧ FQ) = 0. (3.267)
Hinweis:
Die Momentenvariable MY ist durch die Kraft FY mit Angriffspunkt Y festgelegt, so dass in dem
Punkt Y das lokale Momentengleichgewicht
MY + y ∧ FY = 0 ∀ Y ∈ {X1, . . . , XE , Q}, (3.268)
erfu¨llt ist. Damit folgt das Momentengleichgewicht (3.267) direkt aus dem Kra¨ftegleichgewicht
(3.266) fu¨r jeden einzelnen Eckknoten. Durch (3.266) und (3.267) sind die kompensierenden Kra¨fte-
Momente-Paare (FXi ,MXi) nun gefunden. Die Summation von (3.266) und (3.267) u¨ber die Eck-
knoten
Xi, i ∈ {1, . . . , E} ergibt mit
p :=
E∑
i=1
αi(q) xi, 1 =
E∑
i=1
αi(q), (3.269)
das Kraft- und Momentengleichgewicht fu¨r das aus Punkt Q und den Simplexeckknoten bestehende
Gesamtsystem :
0 =
E∑
i=1
(FXi + αi(q) FQ) =
E∑
i=1
FXi + FQ, (3.270)
0 =
E∑
i=1
(MXi + αi(q) (MQ + (q− xi) ∧ FQ)) =
E∑
i=1
MXi +MQ + (q− p) ∧ FQ.
(3.271)
Auch das Kra¨fte- und das Momentengleichgewicht (3.270) bzw. (3.271) sind invariant gegenu¨ber ei-
ner beliebigen ra¨umlichen Verschiebung des Koordinatenursprungs. Der Punkt P bestimmt entspre-
chend der Definition in (3.269) in eindeutiger Weise die Aufteilung des vorgegebenen Paares von
Kraft und Moment (FQ,MQ) in Punkt Q auf die Simplexeckknoten Xi bei konservativem Energie-,
Kraft- und Momententransfer. Der Punkt P ist zuna¨chst noch nicht festgelegt. Die αi(q) entspre-
chen seinen baryzentrischen Koordinaten in dem von den Eckknoten Xi erzeugten Untervektorraum
des R3. Wa¨hlt man einschra¨nkend die αi(q) ∈ [0, 1] ∀ i ∈ {1, . . . , E}, so liegt Punkt P in Innern
oder auf dem Rand des Simplex S. Gema¨ß [35] und [36] und der in Abschnitt 3.3.2.1 beschriebe-
nen Nachbarschaftssuche soll ein solcher Simplexpunkt P zusa¨tzlich minimalen Abstand zu Punkt
Q besitzen, wodurch seine Wahl sinnvoll eingeschra¨nkt wird. Denn aus dieser Forderung ergibt sich
zwingend P = Q, falls der Punkt Q im Innern oder auf dem Rand des Simplex S liegen sollte. Die
baryzentrischen Koordinaten αi(q) von Punkt P sind aufgrund der geforderten Einhaltung des Mini-
malabstandes zwischen P undQ, optimal zur Lagebeschreibung von PunktQ gewa¨hlt. Der ra¨umliche
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Interpolationsfehler wird, bedingt durch die Nichtu¨bereinstimmung der unterschiedlichen Fluid- und
Strukturrandgebietgitter, durch die Forderung des Minimalabstandes ebenfalls minimal. Der Term
(q − p) ∧ FQ in (3.271) entspricht dann einem von der Kraft FQ mit Hebelarm PQ erzeugten Mo-
ment bezu¨glich Punkt P . Dieser Term ist eine Folge der Endlichkeit der ra¨umlichen Diskretisierung
des Fluid-Struktur-Randgebietes. Je mehr Gitterpunkte zur Randdiskretierung verwendet werden, de-
sto geringer wird der Abstand ‖ PQ ‖2 zwischen Punkt P auf Struktur- und Punkt Q auf Fluidseite
sowie der Betrag des MomentesPQ∧FQ. Die geforderte Abstandsminimierung zwischen P und Q
minimiert zudem den Interpolationsfehler.
Fu¨r einen Punkt P = X1 folgt aus (3.266), (3.267) und (3.269):
FX1 + FQ = 0, MQ = −q ∧ FQ, MX1 = −x1 ∧ FX1.
Fu¨r ein Linienelement L := L(X1, X2) folgt aus (3.266), (3.267) und (3.269):
α1(q) :=‖ PX2 ‖2 / ‖ X1X2 ‖2, α2(q) :=‖ X1P ‖2 / ‖ X1X2 ‖2,
FXi + αi(q) FQ = 0, MQ = −q ∧ FQ, MXi = −xi ∧ FXi ∀ i ∈ {1, 2}.
(3.272)
Fu¨r ein Dreieckselement △ := △(X1, X2, X3) folgt aus (3.266), (3.267) und (3.269):
α1(q) =
‖PX2∧PX3‖2
‖X1X2∧X1X3‖2 , α2(q) =
‖PX3∧PX1‖2
‖X1X2∧X1X3‖2 , α3(q) =
‖PX1∧PX2‖2
‖X1X2∧X1X3‖2 ,
FXi + αi(q) FQ = 0, MQ = −q ∧ FQ, MXi = −xi ∧ FXi ∀ i ∈ {1, 2, 3}.
(3.273)
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Konservative Substitution einer linearen Spannungsvektorverteilung u¨ber einem Simplex
durch eine Gesamtkraft mit Lastschwerpunkt
Vorangehend wurde in den Gleichungen (3.272) - (3.273) beschrieben, wie die Strukturkra¨fte FXi
sowie die Momente MXi in den Eckpunkten Xi, i ∈ {1, . . . , E} eines strukturseitigen Simplex
S bei Vorgabe eines fluidseitigen Paares von Kraft FQ und Moment MQ mit Kraftangriffspunkt
Q wirken mu¨ssen, damit die Interpolationsmethode dem Prinzip der virtuellen Arbeit entspricht und
somit einen konservativen Last-, Momenten- und den damit a¨quivalenten Energietransfer erfu¨llt. Nun
seien in umgekehrter Weise ein fluidseitiges Simplex S sowie eine lineare Spannungsverteilung σ(x)
mit den Spannungen σ
Xi
in seinen Eckpunkten Xi, i ∈ {1, . . . , E} vorgegeben. Zu bestimmen sind
die Gesamtkraft FQ und ihr Angriffspunkt Q, welche unter Erfu¨llung des Prinzips der virtuellen
Arbeit die Spannungsverteilung substituieren sollen. Der Punkt X liege im Innern des Simplexes S
und es gelten die folgenden Beziehungen:
1 =
E∑
i=1
ξi(x) , ξi(x) ∈ [0, 1] ∀ i ∈ {1, . . . , E},
x =
E∑
i=1
ξi(x) xi, σX := σ(x) =
E∑
i=1
ξi(x) σXi
. (3.274)
Vorangehend wurde beschrieben, dass die virtuellen Verru¨ckungen gema¨ß (3.246) und (3.247) von
Punkt Q und den E Simplexeckknoten Xi im R6E gema¨ß (3.248) linear abha¨ngig sind. Es wurden
zudem durch Projektionen von R6E nach R3 die Formeln (3.253) und (3.254) hergeleitet:
δq
′
:= δx
′
Q :=
E∑
i=1
(
3∑
j=1
αi,j(q) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j) . δx
′
i ∈ R6E ,
δΨ
′
Q :=
E∑
i=1
(
3∑
j=1
βi,j(q) e
′
3(E+i−1)+j ⊗ e
′
3(E+i−1)+j) . δΨ
′
Xi
∈ R6E ,
δq =
E∑
i=1
(
3∑
j=1
αi,j(q) ej ⊗ ej) . δxi, δΨQ =
E∑
i=1
(
3∑
j=1
βi,j(q) ej ⊗ ej) . δΨXi .
(3.275)
Die Formeln (3.275) werden nun auf die virtuellen Verru¨ckungen des Simplexpunktes X ∈ S u¨bert-
ragen:
δx
′
:= δx
′
X :=
E∑
i=1
(
3∑
j=1
αi,j(x) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j) . δx
′
i ∈ R6E ,
δΨ
′
X :=
E∑
i=1
(
3∑
j=1
βi,j(x) e
′
3(E+i−1)+j ⊗ e
′
3(E+i−1)+j) . δΨ
′
Xi
∈ R6E ,
δx =
E∑
i=1
(
3∑
j=1
αi,j(x) ej ⊗ ej) . δxi, δΨX =
E∑
i=1
(
3∑
j=1
βi,j(x) ej ⊗ ej) . δΨXi.
(3.276)
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Die Formeln (3.275) und (3.276) werden zur Berechnung der virtuellen Arbeit verwendet:
0 = δW
= FQ . δq+ δΨQ .
(
q ∧ FQ +MQ
)
+
∫
S
δx . (σ
X
. n) dS +
∫
S
δΨX .
(
x ∧ σ
X
+m
X
)
. n dS
=
E∑
i=1
δxi .
[
(
3∑
j=1
αi,j(q) ej ⊗ ej) . FQ +
∫
S
(
3∑
j=1
αi,j(x) ej ⊗ ej) .
(
σ
X
. n
)
dS
]
+
E∑
i=1
δΨXi
.
[
(
3∑
j=1
βi,j(q) ej ⊗ ej) .
(
q ∧ FQ +MQ
)
+
∫
S
(
3∑
j=1
βi,j(x) ej ⊗ ej) .
(
x ∧ σ
X
+m
X
)
. n dS
]
. (3.277)
Die Gleichung (3.277) la¨ßt sich umformulieren, wenn man, wie durch (3.246) und (3.247) im vo-
rigen Abschnitt dargestellt, die virtuellen Verru¨ckungen δxi, δΨXi ∈ R3 komponentenweise durch
die Vektoren δx′i,j, δΨ
′
Xi,j
fu¨r i ∈ {1, . . . , E}, j ∈ {1, 2, 3} in den R6E einbettet, wobei die apostro-
phierten Verru¨ckungen eine Basis des R6E bilden. Die Gleichung (3.277) besitzt als Lo¨sungsmenge
das orthogonale Komplement (R6E)⊥ im R6E, was nur der Nullvektor sein kann: (R6E)⊥ = {0}.
Deshalb folgen aus (3.277) zwingend das Kra¨ftegleichgewicht:
0 = (
3∑
j=1
αi,j(q) ej ⊗ ej) . FQ +
∫
S
(
3∑
j=1
αi,j(x) ej ⊗ ej) .
(
σ
X
. n
)
dS, (3.278)
sowie das Momentengleichgewicht:
0 = (
3∑
j=1
βi,j(q) ej ⊗ ej) .
(
q ∧ FQ +MQ
)
+
∫
S
(
3∑
j=1
βi,j(x) ej ⊗ ej) .
(
x ∧ σ
X
+m
X
)
. n dS, (3.279)
fu¨r jeden der E Simplexeckknoten Xi, i ∈ {1, . . . , E}. Das Momentengleichgewicht fu¨r einen Eck-
knoten Xi ∈ S gema¨ß (3.279) soll nun invariant gegenu¨ber der Vorgabe des Koordinatenursprungs
sein. Fu¨hrt man nun eine beliebige Verschiebung t ∈ R3 des Koordinatenursprunges in (3.278) -
(3.279) ein, so mu¨ssen die von t abha¨ngenden Terme verschwinden. Es sei vorausgesetzt, dass die
na¨her zu bestimmenden Unbekannten αi,j(y), βi,j(y), Y ∈ S ∨ Y = Q unabha¨ngig von t seien.
Dies ist nur der Fall wenn
E∑
i=1
αi,j(y) = 1 ∀j ∈ {1, 2, 3}, Y ∈ S ∨ Y = Q (3.280)
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gilt, wie man der alternativen Darstellung zu (3.275) und (3.276) im R3 bzw. (3.247) und (3.248) im
R
6E in der letzten Gleichung von (3.281) entnimmt:
δy
′
=
E∑
i=1
3∑
j=1
αi,j(y + t) δx
′
i,j −
(
I
6E
−
E∑
i=1
3∑
j=1
αi,j(y + t) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j
)
. δt
′
und δy′ =
E∑
i=1
3∑
j=1
αi,j(y) δx
′
i,j
⇒ 0 =
E∑
i=1
3∑
j=1
(αi,j(y + t)− αi,j(y)) δx
′
i,j
−
[
I
6E
−
E∑
i=1
3∑
j=1
αi,j(y + t) e
′
3(i−1)+j ⊗ e
′
3(i−1)+j
]
. δt
′
. (3.281)
Weil die Vektoren δx′i,j ∈ R6E ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3} linear unabha¨ngig im R6E sind und
der Vektor δt′ ∈ R6E von den δx′i,j linear abha¨ngig ist, existiert eine eindeutig bestimmte Lo¨sung
γ ∈ R6E , mit γ3(i−1)+j := (αi,j(y + t) − αi,j(y)) der letzten Gleichung in (3.281), welche genau
dann dem Nullvektor entspricht, wenn (3.280) erfu¨llt ist und der Term in den eckigen Klammern []
in (3.281) somit verschwindet. Es gilt also:
(3.280) ist erfu¨llt ⇔ γ3(i−1)+j = 0
⇔ αi,j(y + t) = αi,j(y)
∀ t ∈ R3 ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3}. (3.282)
Die Faktoren βi.j(y) sind trivialerweise ebenfalls unabha¨ngig von t ∈ R3, wie man durch Vergleich
der beiden folgenden Ausdru¨cke leicht feststellt:
δΨ
′
Y+T =
E∑
i=1
3∑
j=1
βi,j(y + t) δΨ
′
Xi+T,j
mit δΨ′Xi+T = δΨ
′
Xi
∀ i ∈ {1, . . . , E},
δΨ
′
Y+T = δΨ
′
Y ⇒ 0 =
E∑
i=1
3∑
j=1
(
βi,j(y + t)− βi,j(y)
)
δΨ
′
Xi,j
Aus der linearen Unabha¨ngigkeit der Vektoren δΨ′Xi,j, i ∈ {1, . . . , E}, j ∈ {1, 2, 3} im R6E folgt
sofort:
βi,j(y + t) = βi,j(y) ∀ i ∈ {1, . . . , E}, j ∈ {1, 2, 3} ∀ t ∈ R3 ∀ Y ∈ S ∨ Y = Q. (3.283)
Die Translation t von (3.278) - (3.279) ergibt die folgenden zu modifizierenden Terme, welche von
t unabha¨ngig werden sollen:
0 = (
3∑
j=1
βi,j(q) ej ⊗ ej) .
(
t ∧ FQ+T
)
+
∫
S
(
3∑
j=1
βi,j(x) ej ⊗ ej) .
(
t ∧ σ
X+T
. n
)
dS,
(3.284)
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bzw. als Komponentengleichungen fu¨r Kra¨fte- und Momentengleichgewicht:
0 = αi,j2(q) FQ+T,j2 +
∫
S
αi,j2(x)
(
σ
X+T
. n
)
j2
dS, (3.285)
0 =
3∑
j1,j2=1
tj1 αi,j2(q) βi,k(q) FQ+T,j2 ǫj1,j2,k
+
∫
S
( 3∑
j1,j2=1
tj1 αi,j2(q) βi,k(x)
(
σ
X+T
. n
)
j2
ǫj1,j2,k
)
dS. (3.286)
Das Einsetzen von (3.285) in (3.286) ergibt fu¨r beliebige Vorgabe von t ∈ R3, σ
X
∈ R3×3:
0 =
∫
S
3∑
j1,j2=1
tj1
{
αi,j2(q) βi,k(x)− αi,j2(x) βi,k(q)
} (
σ
X+T
. n
)
j2
ǫj1,j2,k dS, (3.287)
woraus notwendigerweise folgt, dass der Term in den geschweiften Klammern {}
fu¨r alle X ∈ S und Q ∈ R3 verschwinden muss:
αi,j2(q) βi,k(x) = αi,j2(x) βi,k(q) ∀i ∈ {1, . . . , E} ∀ j2, k ∈ {1, 2, 3}. (3.288)
Aus der Darstellung der virtuellen Translationen und Rotationen in (3.275) bzw. (3.276) folgt fu¨r die
speziellen Vorgaben x = xi2 bzw. q = xi2 , wegen
αi1,j(xi2) = δi1i2, βi1,j(xi2) = δi1i2 ∀ i1, i2 ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3}, (3.289)
aus (3.288) mit x := xi oder q := xi direkt:
αi,j2(q) = βi,k(q), bzw. αi,j2(x) = βi,k(x) ∀ i ∈ {1, . . . , E} ∀ j2, k ∈ {1, 2, 3}. (3.290)
Die Gleichungen (3.290) sind Anlass fu¨r die folgenden Definitionen:
βi,j(q) := αi,j(q) := αi(q), βi,j(x) := αi,j(x) := αi(x)
∀ X ∈ S, Q ∈ R3 ∀ i ∈ {1, . . . , E} ∀ j ∈ {1, 2, 3}. (3.291)
Die Gleichungen (3.278) - (3.279) werden mit (3.291) nun u¨bersichtlicher:
∀ i ∈ {1, . . . , E} :
0 = αi(q) FQ +
∫
S
αi(x) σX
. n dS, (3.292)
0 = αi(q)MQ +
∫
S
αi(x)
(
QX ∧ σ
X
+m
X
)
. n dS. (3.293)
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Summiert man Gleichungen (3.292) und (3.293) jeweils fu¨r i ∈ {1, . . . , E} auf, so ergibt sich:
0 =
( E∑
i=1
αi(q)
)
FQ +
∫
S
( E∑
i=1
αi(x)
)
σ
X
. n dS, (3.294)
0 =
( E∑
i=1
αi(q)
)
MQ +
∫
S
( E∑
i=1
αi(x)
) (
QX ∧ σ
X
+m
X
)
. n dS. (3.295)
Wegen (3.280) und (3.291) folgt sofort:
E∑
i=1
αi(q) =
E∑
i=1
αi(x) = 1 ∀ X ∈ S. (3.296)
Das Kra¨fte- und Momentengleichgewicht fu¨r das aus Punkt Q und Simplex S bestehende Gesamtsy-
stem sind wegen (3.294) - (3.296) erfu¨llt:
0 = FQ +
∫
S
σ
X
. n dS, (3.297)
0 = MQ +
∫
S
(
QX ∧ σ
X
+m
X
)
. n dS. (3.298)
Das lokale Momentengleichgewicht ist erfu¨llt, wenn die Gleichungen m
X
. nX + x ∧ σX . nX = 0
und MQ + q ∧ FQ = 0 gelten. Dann folgt das Momentengleichgewicht (3.293) fu¨r jeden Simple-
xeckpunkt Xi ∈ S, i ∈ {1, . . . , E} direkt aus dem Kra¨ftegleichgewicht (3.292).
Bestimmung des Lastschwerpunktes bzw. des Kraftangriffspunktes
Es soll nun der Angriffspunkt Q der Gesamtkraft FQ 6= 0 aus (3.297) bestimmt werden. Fu¨r den
Ortsvektor q des gesuchten Punktes Q gilt per Definition des Kraftangriffspunktes:
0 = q ∧ FQ +MQ. (3.299)
Weil die zum a¨ußeren Produkt geho¨rende lineare Abbildung einen eindimensionalen Kern besitzt,
la¨ßt sich die Lo¨sungsmenge von (3.299) durch die Gerade
q = q
0
+ λ FQ, λ ∈ R, 0 = q0 ∧ FQ +MQ, (3.300)
darstellen, wobei q
0
in (3.300) eine noch zu bestimmende spezielle Lo¨sung von (3.299) bzw. (3.300)
ist. Wenn der Ursprung des Koordinatensystems mit keinem der Simplexpunkte Xi ∈ S zusam-
menfa¨llt, wie dies im vorigen Abschnitt vorausgesetzt wird, dann bilden die Ortsvektoren der Eck-
punkte des Simplexes S eine Basis des RE. Im Falle eines Dreiecks S = △(X1, X2, X3), E = 3
besitzt der Punkt Q0 ∈ R3 die Darstellung:
q
0
=
3∑
i=1
ξi(q0) xi. (3.301)
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Sollte das Simplex S = L(X1, X2), E = 2 ein Linienelement sein, so bilden die Ortsvektoren
x1,x2,x3 mit x3 := x1 ∧ x2 eine Basis des R3, wenn x3 6= 0 gilt. Die Darstellung von Punkt
Q0 erfolgt in diesem Falle ebenfalls durch (3.301). Die Koordinaten ξi(q0) von Q0 sind eindeutig
bestimmt, wenn gilt:
0 6= det(x1,x2,x3) = (x1 ∧ x2) . x3. (3.302)
Aus (3.274), (3.276) und (3.291) ergeben sich die virtuellen Translationen im R6E :
δx
′
=
3∑
i=1
[δξi(x) x
′
i + ξi(x) δx
′
i], δx
′
=
E∑
i=1
αi(x)δx
′
i. (3.303)
Die Kombination der beiden Gleichungen in (3.303) ergibt fu¨r E = 3:
0 =
3∑
i=1
[{−αi(x) + ξi(x)} δx′i + δξi(x) x
′
i]. (3.304)
Es gelten im R6E die Gleichungen
δx
′
i
. δx
′
k = δik (δxi)
2, δx
′
i
. x
′
k = δik δxi . xi ∀ i, k ∈ {1, . . . , E}. (3.305)
Multipliziert man (3.304) unter Beru¨cksichtigung von (3.305) mit δx′k, so erha¨lt man zuna¨chst:
0 = {−αk(x) + ξk(x)} (δxk)2 + δξk(x) δxk . xk ∀ k ∈ {1, . . . , E}. (3.306)
Wa¨hlt man nun speziell δxk ⊥ xk, so verschwindet der zweite Summand in (3.306). Wenn δxk 6= 0
gilt, folgt sofort: ξk(x) = αk(x) ∀ k ∈ {1, . . . , E}, was in (3.306) eingesetzt, das folgende Resultat
liefert:
0 = δξk(x) δxk . xk ∀ δxk ∈ R3 ∀ k ∈ {1, . . . , E}. (3.307)
Fu¨r die spezielle Vorgabe δxk . xk 6= 0 folgt aus (3.307) schließlich auch:
0 = δξk(x) ∀ k ∈ {1, . . . , E}. (3.308)
Die Beliebigkeit der virtuellen Translationen erfordert deshalb notwendigerweise:
ξk(x) = αk(x), δξk(x) = 0 ∀ k ∈ {1, . . . , E}. (3.309)
Aus (3.296) und (3.301) ergibt sich nun mit (3.309):
q
0
=
3∑
i=1
ξi(q0) xi,
3∑
i=1
ξi(q0) =
3∑
i=1
αi(q0) = 1. (3.310)
Demnach liegt der Punkt Q0 fu¨r S = △(X1, X2, X3), E = 3 in dem von S erzeugten Ebene. Wenn
zudem ξi(q0) ∈ [0, 1] ∀ i ∈ {1, . . . , E} gilt, dann folgt sogar: Q0 ∈ S. Im Falle des Linienelementes
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S = L(X1, X2), E = 2 leitet man in Analogie zu (3.301) - (3.310) her, dass notwendigerweise
ξi(q0) = αi(q0), i ∈ {1, 2}, ξ3(q0) = α3(q0) = 0 und
q
0
=
2∑
i=1
ξi(q0) xi,
2∑
i=1
ξi(q0) =
2∑
i=1
αi(q0) = 1. (3.311)
folgen, d. h. Q0 ∈ S. Die baryzentrischen Koordinaten ξi(q0) = αi(q0), i ∈ {1, . . . , E} des Last-
schwerpunktes Q0 ∈ S berechnet man aus (3.292) mit (3.297) entsprechend:
ξi(q0) =
(∫
S
σ
X
. n dS
)
.
(∫
S
ξi(x) σX
. n dS
)
(∫
S
σ
X
. n dS
)2
=
(∫
S
∑E
k=1 ξk(x) σXk
. n dS
)
.
(∫
S
∑E
k=1 ξi(x) ξk(x) σXk
. n dS
)
(∫
S
∑E
k=1 ξk(x) σXk
. n dS
)2 . (3.312)
Der Lastschwerpunkt Q0 ∈ S liegt auf der Geraden in (3.300), wie man wegen (3.292) leicht sieht:
0 =
E∑
i=1
xi ∧
(
αi(q0) FQ +
∫
S
αi(x) σX
. n dS
)
=
( E∑
i=1
αi(q0) xi
) ∧ FQ + ∫
S
( E∑
i=1
αi(x) xi
) ∧ σ
X
. n dS
= q
0
∧ FQ +
∫
S
x ∧ σ
X
. n dS = q
0
∧ FQ +MQ. (3.313)
Wegen der Eindeutigkeit der Lo¨sung von (3.292) fu¨r nicht verschwindende Kraft FQ 6= 0, welche
eine notwendige Bedingung fu¨r einen konservativen Transfer von Last, Moment und Energie ist, kann
nur der Punkt Q0 ∈ S einen konservativen Energietransfer erfu¨llen. Fu¨r die anderen potentiellen
Kraftangriffspunkte Q 6= Q0 auf der Geraden in (3.300) trifft dies demnach nicht zu. Der einzig
mo¨gliche Angriffspunkt von FQ 6= 0 ist daher der Lastschwerpunkt Q := Q0.
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Falls das Simplex S ein Dreieck ist, S = △, so findet man durch Auswerten von (3.312) unter
Beru¨cksichtigung von (3.274):
X1X = ξ2(x)X1X2 + ξ3(x)X1X3, (3.314)
dS =
∥∥∥∥∂X1X∂ξ2 ∧ ∂X1X∂ξ3
∥∥∥∥
2
dξ2 dξ3 =‖ X1X2 ∧X1X3 ‖2 dξ2 dξ3,(3.315)∫
S
ξk(x) dS = ‖ X1X2 ∧X1X3 ‖2
∫∫
△
(1− ξ2 − ξ3) dξ2 dξ3
= ‖ X1X2 ∧X1X3 ‖2
∫ 1
0
dξ2
∫ 1−ξ2
0
dξ3 (1− ξ2 − ξ3)
=
1
6
‖ X1X2 ∧X1X3 ‖2= 1
3
vol(△) ∀ k ∈ {1, 2, 3},∫
S
ξi(x) ξk(x) dS = · · · = 1 + δik
24
‖ X1X2 ∧X1X3 ‖2= 1 + δik
12
vol(△)
∀ i, k ∈ {1, 2, 3}. (3.316)
Aus (3.314) - (3.316) ergibt sich fu¨r die baryzentrischen Koordinaten von Q0 ∈ S = △ in (3.312):
ξi(q0) = αi(q0) =
1
4
(∑3
k=1 σXk
. n
)
.
(∑3
k=1(1 + δik) σXk
. n
)
(∑3
k=1 σXk
. n
)2 ∀ i ∈ {1, 2, 3}.
(3.317)
Falls das Simplex S eine Linie ist, S = L, so findet man durch Auswerten von (3.312) unter Beru¨ck-
sichtigung von (3.274):
X1X = ξ2(x)X1X2, dS =
∥∥∥∥∂X1X∂ξ2
∥∥∥∥
2
dξ2 =‖ X1X2 ‖2 dξ2, (3.318)∫
S
ξk(x) dS = ‖ X1X2 ‖2
∫
L
(1− ξ2) dξ2 =‖ X1X2 ‖2
∫ 1
0
dξ2 (1− ξ2)
=
1
2
‖ X1X2 ‖2= 1
2
vol(L) ∀ k ∈ {1, 2, 3}, (3.319)∫
S
ξi(x) ξk(x) dS = · · · = 1 + δik
6
‖ X1X2 ‖2= 1 + δik
6
vol(L)
∀ i, k ∈ {1, 2, 3}. (3.320)
Aus (3.318) - (3.320) ergibt sich fu¨r die baryzentrischen Koordinaten von Q0 ∈ S = L in (3.312):
ξi(q0) = αi(q0) =
1
3
(∑2
k=1 σXk
. n
)
.
(∑2
k=1(1 + δik) σXk
. n
)
(∑2
k=1 σXk
. n
)2
∀ i ∈ {1, 2}. (3.321)
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Man fasst die Ergebnisse (3.317) und (3.321) fu¨r das Simplex S ∈ {△, L} zu einer Formel zusam-
men:
ξi(q0) = αi(q0) =
1
E + 1
(∑E
k=1 σXk
. n
)
.
(∑E
k=1(1 + δik) σXk
. n
)
(∑E
k=1 σXk
. n
)2
=
1
E + 1
(
1+
(∑E
k=1 σXk
. n
)
.
(
σ
Xi
. n
)(∑E
k=1 σXk
. n
)2 )
∀ i ∈ {1, . . . , E}, E ∈ {2, 3}. (3.322)
Mit den Definitionen:
sk := σXk
. n ∀ k ∈ {1, . . . , E}, ŝ := 1
E
( E∑
k=1
sk
)
, (3.323)
lassen sich die baryzentrischen Koordinaten des Lastangriffspunktes Q0 in (3.322) u¨bersichtlicher
schreiben zu:
ξi(q0) = αi(q0) =
1
E + 1
(
1+
1
E
ŝ . si
ŝ
2
)
∀ i ∈ {1, . . . , E}, E ∈ {2, 3}. (3.324)
Fu¨r die Gesamtkraft FQ0 gilt entsprechend (3.297):
FQ = −
∫
S
σ
X
. n dS, (3.325)
womit das GesamtmomentMQ0 = −q0 ∧ FQ0 verbunden ist.
Unterteilung eines Simplexes zur wohldefinierten Bestimmung von Lastschwerpunkten inner-
halb der neuen Subsimplexe
Die Formel (3.324) zur Berechnung der baryzentrischen Koordinaten des Lastangriffspunktes Q0 ist
bei ŝ = 0 singula¨r, d. h. dass sie fu¨r ŝ = 0 nicht definiert ist und fu¨r ŝ ≈ 0 der zu bestimmende Last-
schwerpunkt Q0 sehr weit außerhalb des untersuchten Simplex liegen kann. Der Lastschwerpunkt
Q0 soll jedoch zur Nachbarschaftssuche eingesetzt werden, weshalb er stets innerhalb des Simplexes
liegen und deshalb ξi(q0) ∈ [0, 1] ∀ i ∈ {1, . . . , E} gelten muss. Es besteht jedoch eine Mo¨glich-
keit, stets einen Lastschwerpunkt Q0 durch die Formel (3.324) zu bestimmen, welcher auch fu¨r die
in Abschnitt 3.3.2.1 beschriebene Nachbarschaftssuche geeignet ist. Hierzu wird das jeweilige Aus-
gangssimplex S(n), n ∈ N0 solange hierarchisch iterativ in E Subsimplexe S(n+1)k , k ∈ {1 . . . , E}
unterteilt, bis der Lastschwerpunkt jedes Subsimplexes S(n+1)k , k ∈ {1 . . . , E} in S(n+1)k liegt. Erst
dann sind die Lastschwerpunkte sa¨mtlicher Subsimplexe S(n), n ∈ N0 fu¨r die Nachbarschaftssuche
in Abschnitt 3.3.2.1 geeignet. Aufgrund der vorausgesetzten linearen Spannungsverteilung ist die
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Ableitung
(
∂s
∂x
)
in jedem Simplexpunkt konstant. Daher ist die folgende Darstellung fu¨r die Gro¨ße si
exakt:
si = ŝ +
(
∂s
∂x
)
. (xi − x̂) = ŝ+
1
E
(
∂s
∂x
)
.
( E∑
k=1
(xi − xk)
)
mit x̂ = 1
E
( E∑
k=1
xi
)
,
(3.326)
was eingesetzt in (3.324) den folgenden Ausdruck (3.327) ergibt:
ξi(q0) =
1
E
+
1
E2(E + 1)
1
ŝ
2 ŝ
.
(
∂s
∂x
)
.
( E∑
k=1
(xi − xk)
)
∀ i ∈ {1, . . . , E}, E ∈ {2, 3}.
(3.327)
Der Ausdruck (3.327) la¨ßt sich nach oben abscha¨tzten:∣∣∣∣ξi(q0)− 1E
∣∣∣∣ ≤ 1E(E + 1)
∥∥∥∥( ∂s∂x
)∥∥∥∥
F
R
‖ ŝ ‖2 mit R := maxi,k∈{1,...,E} ‖ xi − xk ‖2
∀ i ∈ {1, . . . , E}, E ∈ {2, 3}. (3.328)
Die maximale Kantenla¨nge R in (3.328) geht bei der iterativen Unterteilung eines Simplexes in
Subsimplexe mit zunehmender Verfeinerungsstufe gegen Null (R → 0), weshalb aus (3.328) folgt,
falls ‖ ŝ ‖2 6= 0 in jedem der neuen Subsimplexe gilt:∣∣∣∣ξi(q0)− 1E
∣∣∣∣ = O(R)→ 0 fu¨r R→ 0 ∀ i ∈ {1, . . . , E}, E ∈ {2, 3}. (3.329)
Anhand von (3.329) wird deutlich, dass eine hierarchische Verfeinerung eines Ausgangssimplexes
existiert, in welcher sa¨mtliche Subsimplexe den Schwerpunkt der eigenen Lastverteilung in ihrem
Innern enthalten, falls vorausgesetzt werden kann, dass fu¨r den Mittelwert ŝ 6= 0 in allen Subsimple-
xen erfu¨llt ist. Im Folgenden soll deshalb die hierarchische Simplexunterteilung diese Voraussetzung
beru¨cksichtigen.
Hierzu betrachtet man das Quadrat ‖ ŝ ‖22= ŝ2 = ŝ . ŝ des Mittelwertes ŝ, fu¨r welches die ¨Aquiva-
lenzbeziehung ŝ2 = 0 ⇔ ŝ = 0 gilt, welche eine der Normeigenschaften der euklidischen L2-Norm
ist. Das Funktional
f(ξ) :=
∥∥∥∥ E∑
k=1
ξk sk
∥∥∥∥2
2
mit ξ := (ξ1, . . . , ξE)T ,
E∑
k=1
ξk = 1 und
E∑
k=1
ξk xk = x, (3.330)
entspricht fu¨r den Spezialfall ξ̂k = 1E ∀ k ∈ {1, . . . , E} dem Quadrat ŝ2 gema¨ß Definition
(3.323). Das Quadrat f(ξ̂) = ŝ2 des Mittelwerts ŝ wird gema¨ß (3.330) im Simplexmittelpunkt
x̂ =
∑E
k=1 ξ̂k xk angenommen. Die Nullstellen von Funktional f(ξ) sind zugleich seine Mini-
malstellen, weil f(ξ) ≥ 0 ∀ ξ ∈ RE gilt. Der Umkehrschluss, dass jede Minimalstelle auch
eine Nullstelle von f(ξ) ist, gilt jedoch im Allgemeinen nicht, weshalb die Menge der Nullstel-
len eine echte Teilmenge der Minimalstellen von f(ξ) ist. Die Minimalstellen ξ(min) ∈ RE , wel-
che die Lo¨sungen eines Minimierungsproblems unter einer vorgegebenen Nebenbedingung darstel-
len, berechnet man durch Lo¨sen der folgenden Gleichungen unter Verwendung der Definitionen
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∆si,j := sj − si, i, j ∈ {1, . . . , E}:
0 =
∂ f(ξ)
∂ξ
Fu¨r E = 2 : f(ξ1) =
(
s2 + ξ1 ∆s2,1
)2
=
(
s2 + ξ1 ∆s2,1
)2
⇒ 0 = (s2 + ξ(min)1 ∆s2,1) . ∆s2,1, (3.331)
fu¨r E = 3 : f(ξ1, ξ2) =
(
s3 + ξ1 ∆s3,1 + ξ2 ∆s3,2
)2
⇒ 0 = (s3 + ξ(min)1 ∆s3,1 + ξ(min)2 ∆s3,2) . ∆s3,1
und 0 =
(
s3 + ξ
(min)
1 ∆s3,1 + ξ
(min)
2 ∆s3,2
)
. ∆s3,2. (3.332)
Die zweiten Ableitungen berechnen sich zu:
Fu¨r E = 2 :
∂2f(ξ1)
∂ξ1
2 = ∆s
2
2,1 ≥ 0, (3.333)
fu¨r E = 3 : ∂
2f(ξ1, ξ2)
∂ξ2
=
(
∆s23,1 ∆s3,2 . ∆s3,1
∆s3,2 . ∆s3,1 ∆s
2
3,2
)
. (3.334)
Fu¨r E = 2 ist die 2. Ableitung stets positiv, falls s2 6= s1 gilt. In diesem Falle ist die Gleichung
(3.331) eindeutig lo¨sbar:
ξ
(min)
1 = −
s2 . ∆s2,1
∆s22,1
, ξ
(min)
2 =
s1 . ∆s2,1
∆s22,1
. (3.335)
Falls s2 = s1 gilt, so existiert kein globales Minimum, denn es gilt dann: f(ξ) = s21 = s22 ∀ ξ ∈ R2.
Fu¨r E = 3 berechnet man die Eigenwerte α1,2 der 2. Ableitung in (3.334) aus dem charakteristischen
Polynom α2 − α a + b = 0 mit a := ∆s23,1 + ∆s23,2, b := ∆s23,1 ∆s23,2 − (∆s3,1 . ∆s3,2)2 oder
b = ∆s23,1 ∆s
2
3,2 sin
2(∡(∆s3,1,∆s3,2)) zu:
α1,2 =
a±√a2 − 4 b
2
(3.336)
Durch Nachrechnen findet man, dass gilt: a2 − 4 b ≥ 0 sowie:∣∣∆s23,1 −∆s23,2∣∣ ≤ √a2 − 4 b ≤ ∆s23,1 +∆s23,2 = a,
bzw. 0 ≤ α1,2 ≤ ∆s23,1 +∆s23,2 = a. (3.337)
Die 2. Ableitung von f ist positiv definit, wenn b 6= 0 ist, denn dann gilt α1,2 > 0. In diesem
Falle ist die 2. Ableitung regula¨r, und die Gleichungen (3.332) besitzen eine eindeutig bestimmte
Minimalstelle als Lo¨sung. Wenn b = 0 gilt, so folgt: α1 = 0, α2 = a. Der Rang der 2. Ableitung
von f ist dann 1 fu¨r a 6= 0 bzw. 0 fu¨r a = 0. Fu¨r den Rang-Null-Fall mit a = b = 0 folgt: s3 = s2 = s1
und f(ξ) = s23. Hierfu¨r existiert kein globales Minimum. Fu¨r den Rang-Eins-Fall mit b = 0, a 6= 0
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ist eine Gerade die Lo¨sung der Gleichungen (3.332), auf der die Minimalstellen von f(ξ) liegen.
Die Lo¨sung von (3.332) berechnet man im Rang-Zwei-Fall zu:
ξ
(min)
1 =
(s3 . ∆s3,2) (∆s3,1 . ∆s3,2)− (s3 . ∆s3,1) ∆s23,2
∆s23,1 ∆s
2
3,2 − (∆s3,1 . ∆s3,2)2
=
(s3 . ∆s3,2) (∆s3,1 . ∆s3,2)− (s3 . ∆s3,1) ∆s23,2
∆s23,1 ∆s
2
3,2 sin
2(∡(∆s3,1,∆s3,2))
,
ξ
(min)
2 =
(s3 . ∆s3,1) (∆s3,1 . ∆s3,2)− (s3 . ∆s3,2) ∆s23,1
∆s23,1 ∆s
2
3,2 sin
2(∡(∆s3,1,∆s3,2))
,
ξ
(min)
3 = 1− ξ(min)1 − ξ(min)2 . (3.338)
Im Rang-Eins-Fall gilt: b = ∆s23,1 ∆s23,2 sin2(∡(∆s3,1,∆s3,2)) = 0, woraus sich die drei Unterfa¨lle
1. s1 = s3 u. s2 6= s3 , 2. s1 6= s3 u. s2 = s3 und 3. ∆s3,1 6= 0 u. ∆s3,2 6= 0 u. ∆s3,1 ‖ ∆s3,2 ergeben.
Im 1. bzw. 2. Unterfall ist die Lo¨sungsgerade von (3.332) gegeben durch:ξ
(min)
1
ξ
(min)
2
ξ
(min)
3
 =

0
−s3 . ∆s3,2
∆s23,2
s2
. ∆s3,2
∆s23,2
 + µ
 10
−1
 bzw.
ξ
(min)
1
ξ
(min)
2
ξ
(min)
3
 =

−s3 . ∆s3,1
∆s23,1
0
s1
. ∆s3,1
∆s23,1
+ µ
 01
−1
 , µ ∈ R.
(3.339)
Im 3. Unterfall existiert ein β ∈ R mit ∆s3,2 = β∆s3,1. Die Lo¨sungsgerade von (3.332) berechnet
man zu: ξ
(min)
1
ξ
(min)
2
ξ
(min)
3
 =

−s3 . ∆s3,1
∆s23,1
0
s1
. ∆s3,1
∆s23,1
+ µ
 β−1
1− β
 , µ ∈ R. (3.340)
Schnittmenge von Minimallo¨sung und Simplex und hierarchische Simplexunterteilung
Die zuvor bestimmten Lo¨sungsmengen von Minimalpunkten des Funktionals f(λ) sollen nun dar-
aufhin untersucht werden, ob sie mit dem Simplex S(n) Punkte gemeinsam haben:
1. Fu¨r den Rang-Null-Fall braucht nichts u¨berpru¨ft zu werden, denn das Funktional f(λ) ist ei-
ne Konstante und besitzt somit u¨ber dem Simplex S keinen lokalen Minimalpunkt. Wenn die
Konstante von Null verschieden ist, so ist der Lastschwerpunkt mit dem geometrischen Sim-
plexmittelpunkt identisch. Sollte sie jedoch Null sein, so sind sowohl die Spannungs- als auch
die Momentenverteilung identisch Null, und es kann daher kein Lastschwerpunkt bestimmt
werden. Fu¨r die in Abschnitt 3.3.2.1 beschriebene Nachbarschaftssuche gibt man dann den
Simplexmittelpunkt vor, welcher fu¨r eine konstante und von Null verschiedene Spannungsver-
teilung stets mit dem Lastschwerpunkt in konsistenter Weise u¨bereinstimmt.
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2. Fu¨r den Fall des maximalen Ranges von E − 1 > 0 bleibt zu u¨berpru¨fen, ob der Minimal-
punkt im Innern des Simplexes liegt, also ob seine baryzentrischen Koordinaten in (3.335)
bzw. (3.338) der Bedingung
ξ
(min)
i ∈ [0, 1] ∀ i ∈ {1, . . . , E} (3.341)
genu¨gen. Sollte (3.341) nicht gelten und der Minimalpunkt somit außerhalb des Simplexes S(n)
liegen, so wird S(n) durch seinen geometrischen Mittelpunkt in E Subsimplexe S(n+1)k unter-
teilt, wobei der Mittelpunkt von S(n) zugleich ein Eckpunkt von S(n+1)k , k ∈ {1, . . . , E} sein
soll. Falls der Lastschwerpunkt eines Subsimplexes S(n+1)k , k ∈ {1, . . . , E} nicht in dessen
Innern liegt, so muss dieses nach dieser hierarchischen Mittelpunktszerlegungsmethode itera-
tiv solange zerlegt werden, bis in sa¨mtlichen Subsimplexen des Ausgangssimplexes S(n) das
gewu¨nschte Ziel erreicht ist.
3. Fu¨r den Fall des Ranges 1 = E − 2 > 0, welcher nur fu¨r E = 3 relevant ist, liegen die
Minimallo¨sungen auf einer der in (3.339) bzw. (3.340) dargestellten Geraden.
Es sind 5 Schnittsituationen denkbar:
(a) Die Gerade und das Dreieck besitzen keinen gemeinsamen Schnittpunkt,
(b) beide besitzen genau einen Schnittpunkt, welcher ein Eckpunkt des Dreiecks ist,
(c) die Gerade fa¨llt mit einer Dreieckskante zusammen,
(d) die Gerade verla¨uft von einem Eckpunkt durch das Dreieck und schneidet die gegenu¨ber-
liegende Kante in ihrem Innern,
(e) oder die Gerade schneidet zwei verschiedene Kanten des Dreiecks und untereilt es somit
in ein Unterdreieck und Trapez.
In den ersten drei Fa¨llen (a) - (c) wird das Dreieck nach der Mittelpunktzerlegungsmethode
in 3 Unterdreiecke zerlegt. Im Fall (d) zerlegt die Gerade das Dreieck in zwei Unterdreiecke
und im letzten Fall (e) wird das Trapez durch eine seiner beiden Diagonale in zwei weite-
re Unterdreiecke zerlegt. Somit findet in allen 5 Fa¨llen (a) - (e) eine hierarchische Zerlegung
des Ausgangsdreieckes statt. Die entstandenen Unterdreiecke werden nun nach der Mittel-
punktzerlegungsmethode weiter solange unterteilt, bis in jedem Unterdreieck der zugeho¨rige
Lastschwerpunkt enthalten ist.
3.3 Kopplungskonzept fu¨r konservative Transfers in Raum und Zeit 178
3.3.2.3 Exakte Interpolationsmethoden fu¨r das krummlinig parametrisierte (diffeomorphe)
Bild eines Simplexgitterelementes S ⊂ R3
Konservative Aufteilung einer Kraft mit Angriffspunkt auf die Eckknoten des Bildes eines Sim-
plexes
Das in Abschnitt 3.3.2.2 beschriebene Verfahren zur Interpolation von Kra¨ften u¨ber einem Simplex
wird nun erweitert fu¨r eine krummlinig parametrisierende Abbildung φ u¨ber einem geradlinig para-
metrisierten Referenzsimplex S ′ . Die Abbildung φ sei differenzierbar und bijektiv, was nach S. 130
in [61] der Definition eines Diffeomorphismus entspricht.
Es gelte: S := φ(S ′). Das Simplex S ′ ⊂ R3 werde durch die Punkte X ′i , i ∈ {0, 1, 2, 3} festgelegt:
x
′
0 := (0, 0, 0)
T = 0, x
′
1 := (1, 0, 0)
T = e1, x
′
2 := (0, 1, 0)
T = e2, x
′
3 := (0, 0, 1)
T = e3.
(3.342)
Das in (3.342) vorgegebene Simplex S ′ besitzt einen rechten Winkel im KoordinatenursprungX′0 und
werde durch die diffeomorphe AbbildungΦ in das krummlinig parametrisierte Abbild S sowie durch
die affine Abbildung χ in das Simplex Ŝ u¨berfu¨hrt. Die Bildmengen S := φ(S ′) und Ŝ := χ(S ′)
sollen in ihren Eckpunkten miteinander u¨bereinstimmen:
xi = x̂i ⇔ xi = φ(ξ
′
(x
′
i)) = χ(ξ
′
(x
′
i)) ∀ i ∈ {0, 1, . . . , 3}. (3.343)
Der Vektor ξ ′(x′) := (ξ0(x
′
), . . . , ξ3(x
′
))T bezeichne dabei in (3.343) die baryzentrischen Koordina-
ten des Punktes x′ ∈ S ′ . Fu¨r die affine Abbildung χ ergibt sich durch diese Festlegung zwingend:
χ : S ′ → Ŝ, x′ 7→ x̂ = χ(ξ′(x′)) =
3∑
i=0
ξ
′
i(x
′
) xi,mit 1 =
3∑
i=0
ξ
′
i(x
′
). (3.344)
Es gilt fu¨r den Punkt X ′ ∈ S ′ wegen der speziellen Vorgabe in (3.342):
X
′ ∈ S ′ ⇔ x′ =
3∑
i=0
ξ
′
i(x
′
) x
′
i = ξ(x
′
), 1 =
3∑
i=0
ξ
′
i(x
′
) mit ξ ′i(x
′
) ∈ [0, 1] ∀ i ∈ {0, 1, . . . , 3}.
(3.345)
Wenn die 4 Punkte Xi, i ∈ {0, 1, . . . , 3} paarweise voneinander verschieden sind, dann ist das Glei-
chungssystem in (3.345) bzw. (3.346) eindeutig lo¨sbar und die baryzentrischen Koordinaten von
X
′ ∈ S ′ bzw. X̂ ∈ Ŝ bleiben unter der affinen Abbildung χ offensichtlich invariant:
x̂ = χ(ξ
′
(x
′
)) =
3∑
i=0
ξ
′
i(x
′
) xi,
3∑
i=0
ξ
′
i(x
′
) = 1
und x̂ =
3∑
i=0
ξ̂i(x̂) xi,
3∑
i=0
ξ̂i(x̂) = 1 ⇒ ξ̂(x̂) = ξ′(x′). (3.346)
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Fu¨r den Fall, dass ein krummlinig parametrisiertes Dreiecksgitterelement△(X0, X1, X2) Bestandteil
vom Simplexbild S ist, legt man fu¨r φ fest:
x = φ(ξ
′
(x
′
)) := φ˜(ξ
′
0(x
′
), ξ
′
1(x
′
), ξ
′
2(x
′
)) + ξ
′
3(x
′
) x3, x3 := x
′
3,
1 =
3∑
i=0
ξ
′
i(x
′
), φ˜(0, 0, 0) := 0, φ˜(ei) := xi, i ∈ {0, 1, 2}. (3.347)
Fu¨r den Fall, dass ein krummlinig parametrisiertes Liniengitterelement L(X0, X1) Bestandteil vom
Simplexbild S sei, legt man fu¨r φ fest:
x = φ(ξ
′
(x
′
)) := φ˜(ξ
′
0(x
′
), ξ
′
1(x
′
)) + ξ
′
2(x
′
) x2 + ξ
′
3(x
′
) x3, xi := x
′
i, i ∈ {2, 3},
1 =
3∑
i=0
ξ
′
i(x
′
), φ˜(0, 0) := 0, φ˜(ei) := xi, i ∈ {0, 1}. (3.348)
Der infinitesimale Fla¨chenvektor n dS berechnet sich im Falle des Dreiecks
S = △ := △(X0, X1, X2) gema¨ß:
n dS =
(
∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣∣∣
ξ
′
(x′)
dξ
′
1 dξ
′
2, ξ
′
3(x
′
) = 0,
und im Falle der Linie S = L := L(X0, X1) nach:
n dS =
(
∂φ
∂ξ
′
1
∧ e2
)∣∣∣∣
ξ
′
(x′ )
dξ
′
1, ξ
′
2(x
′
) = ξ
′
3(x
′
) = 0.
Die Fla¨che A△ des krummlinig parametrisierten Dreieckselementes △ ist gegeben durch:
A△ :=
∫
△
dS =
1∫
0
dξ
′
1
1−ξ′1∫
0
dξ
′
2
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(x′ )
∥∥∥∥
2
, (3.349)
Die Fla¨che AL, welche durch Parallelverschiebung des krummlinig parametrisierten Linienelementes
L in e2-Richtung entsteht, berechnet man zu:
AL :=
∫
L×[0,1]
dS =
1∫
0
dξ
′
1
∥∥∥∥( ∂φ∂ξ ′1
)∣∣∣∣
ξ
′
(x′ )
∧ e2
∥∥∥∥
2
. (3.350)
Wie bereits in dem Abschnitt 3.3.2.2 fu¨r die Punkte Y = Q ∨ Y = X ∈ S vollzogen, werden auch
hier die virtuellen Verru¨ckungen entsprechend (3.247) - (3.248) im R6E definiert:
δy
′
=
E∑
i=1
3∑
j=1
αi,j(y) δx
′
i,j, δΨ
′
Y =
E∑
i=1
3∑
j=1
βi,j(y) δΨ
′
Xi,j
, (3.351)
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und entsprechend (3.253) - (3.254) (nach entsprechender Projektion) im R3 formuliert:
δy =
E∑
i=1
(
3∑
j=1
αi,j(y) ej ⊗ ej) . δxi, δΨY =
E∑
i=1
(
3∑
j=1
βi,j(y) ej ⊗ ej) . δΨXi. (3.352)
Fu¨r die Spannungs- und Momentenvektoren auf Stro¨mungs- und Strukturseite werden punktuelle
Verteilungen vorgegeben:
σ
(s)
X
. nX :=
E∑
i=1
δ(x− xi) σXi . nXi , σ
(f)
X
. nX := δ(x− q) σQ . nQ, (3.353)
m(s)
X
. nX :=
E∑
i=1
δ(x− xi)mXi . nXi , m
(f)
X
. nX := δ(x− q)mQ . nQ. (3.354)
Um die virtuelle Arbeit fu¨r das Bild S = φ(S ′) ⊂ Γfs von S ′ ∈ {L,△} zwischen Fluid- und
Strukturgebiet berechnen zu ko¨nnen, beru¨cksichtigt man die u¨ber S ⊂ Γfs wirkenden Spannungs-
und Momentenverteilungen und die virtuellen Verru¨ckungen der Eckknoten von S entsprechend den
Gleichungen (3.353) - (3.354).
Mit der Definition
NY :=
(
∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣∣∣
ξ
′
(Y
′
)
, ∀ Y ∈ S ∨ Y = Q, (3.355)
folgt:
0 = δW =
∫
S
δx . (σ(s)
X
+ σ(f)
X
) . nX dS +
∫
S
δΨX .
(
x ∧ (σ(s)
X
+ σ(s)
X
)
+
(
m(s)
X
+m(f)
X
))
. nX dS
=
∫
S
δx .
( E∑
i=1
σ
Xi
δ(x− xi) + σQ δ(x− q)
)
. nX dS
+
∫
S
δΨX .
( E∑
i=1
(x ∧ σ
Xi
+m
Xi
) δ(x− xi) + (x ∧ σQ +mQ) δ(x− q)
)
. nX dS
=
E∑
i=1
δxi .
( E∑
k=1
(
3∑
j=1
αi,j(xk) ej ⊗ ej) . σXk .NXk + (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ .NQ
)
+
E∑
i=1
δΨXi
.
( E∑
k=1
(
3∑
j=1
βi,j(xk) ej ⊗ ej) .
(
xk ∧ σXk +mXk
)
.NXk
+(
3∑
j=1
βi,j(q) ej ⊗ ej) . (q ∧ σQ +mQ) .NQ
)
. (3.356)
Setzt man in (3.351) δy′ := δx′k,j und δΨ
′
Y := δΨ
′
Xk
bzw. y := xk ein, so sieht man sofort, dass
gelten muss:
αi,j(xk) = δik, βi,j(xk) = δik ∀ j ∈ {1, 2, 3}. (3.357)
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Mit (3.357) vera¨ndert sich (3.356) zu der Darstellung:
0 = δW =
E∑
i=1
δxi .
{
σ
Xi
.NXi + (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ .NQ
}
+
E∑
i=1
δΨXi
.
{(
xi ∧ σXi +mXi
)
.NXi + (
3∑
j=1
βi,j(q) ej ⊗ ej) . (q ∧ σQ +mQ) .NQ
}
.
(3.358)
Weil die den virtuellen Verru¨ckungen δxi, δΨXi ∈ R3 zugeordneten Vektoren δx
′
i, δΨ
′
Xi
∈ R6E eine
Basis des R6E bilden, ergeben sich aus (3.358) zwingend das Kra¨fte- und Momentengleichgewicht
aus den Termen in den geschweiften Klammern {} in (3.358) fu¨r den Knoten Xi, i ∈ {1, . . . , E}:
0 = σ
Xi
.NXi + (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ .NQ, (3.359)
0 =
(
xi ∧ σXi +mXi
)
.NXi + (
3∑
j=1
βi,j(q) ej ⊗ ej) . (q ∧ σQ +mQ) .NQ. (3.360)
Man setzt nun (3.359) in (3.360) ein und erha¨lt:
0 = m
Xi
.NXi + (
3∑
j=1
βi,j(q) ej ⊗ ej) .mQ .NQ
+
{
(
3∑
j=1
βi,j(q) ej ⊗ ej) . q ∧ σQ − xi ∧ (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ
}
.NQ.
(3.361)
Die Gleichung (3.361) soll invariant unter der Verschiebung des Momentenbezugspunktes sein. Es
sei angenommen, dass die Gro¨ßen σ
Y
,m
Y
,NY , Y ∈ {Q,Xi, i ∈ {1, . . . , E}} invariant gegenu¨ber
Translationen des Koordinatenursprungs seien. Die Faktoren αi,j(q), βi,j(q) sind, wie bereits in Ab-
schnitt 3.3.2.2 in den Gleichungen (3.280) - (3.283) dargestellt, nur dann unabha¨ngig gegenu¨ber einer
Translation t ∈ R3, wenn Gleichung (3.280) erfu¨llt ist. Eine Verschiebung des Momentenbezugs-
punktes um t ∈ R3 vera¨ndert Gleichung (3.361) durch zusa¨tzliche, von t abha¨ngige Terme. Wa¨hlt
man die αi,j(q), βi,j(q) geeignet, so kann man eine Forminvarianz der Gleichung (3.361) gegenu¨ber
Verschiebungen t ∈ R3 erhalten. Diese Vorgehensweise ist sinnvoll, da das Momentengleichgewicht
unabha¨ngig von der Vorgabe des Koordinatenursprungs sein soll.
3.3 Kopplungskonzept fu¨r konservative Transfers in Raum und Zeit 182
Eine Verschiebung durch t ∈ R3 in (3.361) erzeugt demnach die folgende Gleichung:
0 = m
Xi+T
.NXi+T + (
3∑
j=1
βi,j(q) ej ⊗ ej) .mQ+T .NQ+T
+
{
(
3∑
j=1
βi,j(q) ej ⊗ ej) . q ∧ σQ+T − xi ∧ (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ+T
}
.NQ+T
+
[
(
3∑
j=1
βi,j(q) ej ⊗ ej) . t ∧ σQ+T − t ∧ (
3∑
j=1
αi,j(q) ej ⊗ ej) . σQ+T
]
.NQ+T .
(3.362)
Wenn die von t abha¨ngigen Terme in den eckigen Klammern [] in (3.362) eliminiert werden sollen,
so muss wegen der Beliebigkeit von σ
Q+T
∈ R3×3 und t ∈ R3 gelten:
αi,1(q) = βi,2(q) = αi,3(q) = βi,1(q) = αi,2(q) = βi,3(q) ∀ i ∈ {1, . . . , E}, Q ∈ R3, (3.363)
was Anlass zu den Definitionen gibt:
αi,j(q) := βi,j(q) := αi(q) ∀ i ∈ {1, . . . , E}, j ∈ {1, 2, 3}, Q ∈ R3. (3.364)
Man vergleiche die Gleichungen (3.363) - (3.364) mit den Herleitungen in den Gleichungen (3.259)
- (3.263) sowie (3.280) - (3.283). Wegen der geforderten Translationsinvarianz der Faktoren αi(q)
muss notwendigerweise (3.280) gelten:
1 =
E∑
i=1
αi(q), (3.365)
vergleiche hierzu (3.280) - (3.283). Die Gleichungen (3.359), (3.360) bzw. (3.361) nehmen jetzt eine
u¨bersichtlichere Gestalt an:
0 = σ
Xi+T
.NXi+T + αi(q) σQ+T
.NQ+T , (3.366)
0 = m
Xi+T
.NXi+T + αi(q)
[
XiQ ∧ σQ+T +mQ+T
]
.NQ+T (3.367)
Definiert man in Analogie zu (3.269) in Abschnitt 3.3.2.2 den Punkt P ∈ Ŝ = χ(S ′), so steht der
Punkt Q ∈ S wegen der Faktoren αi(q), welche die baryzentrischen Koordinaten von P sind, mit P
in einer funktionalen Beziehung, welche noch na¨her bestimmt werden soll:
p :=
3∑
i=1
αi(q) xi, mit
3∑
i=1
αi(q) = 1, (s. (3.365)). (3.368)
Falls der Angriffspunkt Q der Kraft FQ in der Menge S = φ(S ′) liegt, so existiert, weil φ eine Bijek-
tion ist, ein eindeutig bestimmter Punkt Q′ ∈ S ′ mit q = φ(q′). Legt man fest, dass der Punkt P ∈ Ŝ
durch die affine Transformation χ aus Q′ hervorgehe: p = χ(q′), so folgt direkt q = φ ◦ χ−1(p)
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oder auch p = χ ◦ φ−1(q). Die funktionale Beziehung zwischen den Punkten Q ∈ S und P ∈ Ŝ ist
somit durch die Bijektion χ ◦ φ−1 durch die krummlinige Parametrisierungsfunktion φ und die affi-
ne Transformation χ eindeutig festgelegt. Die Koeffizienten αi(q), i ∈ {1, 2, 3} berechnen sich nun,
durch Auflo¨sen der Gleichungen (3.368) nach den αi(q) unter Beru¨cksichtigung von p = χ◦φ−1(q).
Durch die jeweilige Summation der Gleichungen (3.366) - (3.367) u¨ber i ∈ {1, . . . , E} ergeben sich
unter Beru¨cksichtigung von (3.365) und (3.368) das Kra¨fte- und Momentengleichgewicht fu¨r das aus
S und Punkt Q ∈ R3 bestehende Gesamtsystem:
0 =
E∑
i=1
σ
Xi
.NXi + σQ
.NQ, (3.369)
0 =
E∑
i=1
m
Xi
.NXi +
[
PQ ∧ σ
Q
+m
Q
]
.NQ (3.370)
Damit das lokale Momentengleichgewicht erfu¨llt ist, muss gelten:
m
Y
. nY + y ∧ σY . nY = 0 ∀ Y ∈ S ∨ Y = Q. (3.371)
Mit Gleichung (3.371) ko¨nnen die Gleichungen (3.367) und (3.370) auf (3.366) und (3.369) zuru¨ck-
gefu¨hrt werden.
Definiert man
FY := σY
.NY , MY := mY
.NY ∀ Y ∈ S ∨ Y = Q, (3.372)
so stimmen die Gleichungen (3.366) - (3.367) mit den Gleichungen fu¨r die Kraftaufteilung u¨ber
einem Simplex (3.266) - (3.267) in Abschnitt 3.3.2.2 u¨berein. In Abschnitt 3.3.2.2 wird der Punkt P
in Gleichung (3.269) jedoch durch den Minimalabstand zum Simplex Ŝ bestimmt.
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Konservative Substitution einer linearen Spannungsverteilung u¨ber dem Simplexurbild durch
eine Gesamtkraft mit Lastschwerpunkt im Bild des Simplex
Wie bereits in Abschnitt 3.3.2.2 in den Gleichungen (3.274) fu¨r ein Simplex beschrieben, sei nun eine
Spannungsverteilung σ′
X
′ des in Abschnitt 3.3.2.3 anhand von (3.342) definierten Referenzsimplex
S ′ vorgegeben:
1 =
3∑
i=0
ξ
′
i(x
′
), ξ
′
i(x
′
) ∈ [0, 1] ∀ i ∈ {0, 1, . . . , 3},
x
′
=
3∑
i=0
ξ
′
i(x
′
) x
′
i, σ
′
X
′
. n
′
:= σ
′
(x
′
) . n
′
=
3∑
i=0
ξ
′
i(x
′
) σ
′
X
′
i
. n
′
. (3.373)
Im Falle eines Dreiecks S ′ := △′(X0, X1, X2), E = 3 gelte: ξ ′3(x′) := 0, σ′X′3 := 0 und im Falle
eines Linienelementes S ′ := L′(X0, X1), E = 2 gelte: ξ ′i(x′) := 0, σ′X′i := 0, fu¨r i ∈ {2, 3}.
Durch die diffeomorphe Abbildung φ : S ′ → S wird das Referenzsimplex S ′ auf das krummlinig
parametrisierte Bild S = φ(S ′) abgebildet. Die Tangentialvektoren an das Bild S sind durch ∂φ
∂ξ
′
1
∣∣
ξ
′
(x′ )
und ∂φ
∂ξ
′
2
∣∣
ξ
′
(x
′
)
gegeben. Weil Φ bijektiv ist, gilt: ( ∂φ
∂ξ
′
1
)∣∣
ξ
′
(x
′
)
6= 0 und ( ∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣
ξ
′
(x
′
)
6= 0.
Deshalb ist die folgende orthonormale Basis {u(i)X , i ∈ {1, 2, 3}} des R3 wohldefiniert:
0 6= u˜(1) :=
(
∂φ
∂ξ
′
1
)∣∣∣∣
ξ
′
(x′ )
, u
(1)
X :=
u˜
(1)
X
‖ u˜(1)X ‖2
,
0 6= u˜(3)X :=
(
∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣∣∣
ξ
′
(x′ )
, u
(3)
X :=
u˜
(3)
X
‖ u˜(3)X ‖2
,
0 6= u˜(2)X := u(3)X ∧ u(1)X , u(2)X :=
u˜
(2)
X
‖ u˜(2)X ‖2
,
U
X
:=
(
u
(1)
X ,u
(2)
X ,u
(3)
X
)
⇒ UT
X
.U
X
= I
3
. (3.374)
Die durchU
X
definierte lineare Abbildung u¨berfu¨hrt die kanonische Basis {ei, i ∈ {1, 2, 3}} des Re-
ferenzsimplex S ′ in die lokale Basis {u(i)X , i ∈ {1, 2, 3}} des Tangentialraumes im Punkt X ∈ S des
Simplexbildes S. Die in dem Referenzsimplex S ′ gema¨ß (3.373) vorgegebene Spannungsverteilung
σ
′
X′
la¨ßt sich durch die folgende ¨Ahnlichkeitstransformation
σ
X
= U
X
. σ
′
X′
.UT
X
, X
′ ∈ S ′ , X ∈ S, (3.375)
in die Spannungsverteilung σ
X
u¨berfu¨hren.
Bezu¨glich des Referenzsimplex S ′ lassen sich nun die Gesamtkraft F′
Q′
und der Lastschwerpunkt
bzw. ihr Angriffspunkt Q′ ∈ S ′ . wie in Abschnitt 3.3.2.2 durch die Formeln (3.312) - (3.322) sowie
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(3.297) beschrieben, fu¨r E ∈ {2, 3} berechnen:
q
′
=
E−1∑
i=0
ξ
′
i(q
′
) x
′
i, 1 =
E−1∑
i=0
ξ
′
i(q
′
),
ξ
′
i(q
′
) =
1
E + 1
(
1+
(∑E−1
k=0 σ
′
X
′
k
. n
′
)
. (σ
′
X
′
i
. n
′
)(∑E−1
k=0 σ
′
X
′
k
. n
′
)2 ), n′ = e3, ∀ i ∈ {0, 1, . . . , E − 1},
F
′
Q′
= −
∫
S′
dS
′
σ
′
X′
. e3 = −
1
E(E − 1)
( E−1∑
i=0
σ
′
X
′
i
)
. e3. (3.376)
Im Simplexbild S wirkt die zu bestimmende Gesamtkraft FQ im Punkt Q ∈ S und kann deshalb
durch die punktfo¨rmige Spannungsverteilung σ˜
X
:= σ
Q
δ(x−q) unter Beru¨cksichtigung von (3.374)
und (3.375) beschrieben werden:
FQ =
∫
S
σ˜
X
. n dS =
∫∫
S′
δ(x− q) σ
Q
.
(
∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣∣∣
ξ
′
(x′ )
dξ
′
1 dξ
′
2
= σ
Q
.
(
∂φ
∂ξ
′
1
∧ ∂φ
∂ξ
′
2
)∣∣∣∣
ξ
′
(q′ )
= U
Q
. σ
′
Q′
. e3
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q′)
∥∥∥∥
2
. (3.377)
Wa¨hlt man speziell φ(ξ ′(x′)) := (ξ ′1(x
′
), ξ
′
2(x
′
), 0)T , so vereinfacht sich die Darstellung der Gesamt-
kraft in (3.377) zu:
F
′
Q′
= σ
′
Q′
. e3, (3.378)
Die Darstellungen (3.376), (3.377) und (3.378) liefern durch Vergleich die Beziehung
FQ = UQ
. σ
′
Q′
. e3
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q′)
∥∥∥∥
2
= U
Q
. F
′
Q′
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q′ )
∥∥∥∥
2
= − 1
E(E − 1)
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q′)
∥∥∥∥
2
U
Q
.
( E−1∑
i=0
σ
′
X
′
i
)
. e3. (3.379)
Durch die diffeomorphe Abbildung φ wird der Punkt Q′ ∈ S ′ eindeutig auf den gesuchten Angriffs-
bzw. Lastschwerpunkt Q ∈ S der Kraft FQ abgebildet: q = φ(q′).
Die Momente MQ und mX . nX sind durch die Erfu¨llung der beiden lokalen Momentengleichge-
wichte
MQ + q ∧ FQ = 0, und mX . nX + x ∧ σX . nX = 0, (3.380)
festgelegt.
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Konservative Ru¨ck-Substitution einer Kraft mit Angriffspunkt im Bild eines Simplex durch
eine lineare Spannungsvektorverteilung u¨ber dem Simplexurbild
Im Abschnitt 3.3.2.3 wurden in den Formeln (3.376) und (3.379) fu¨r eine lineare Spannungsvektor-
verteilung σ′
X
′
. n
′
entsprechend (3.373) u¨ber dem Referenzsimplex S ′ mit n′ = e3 die folgenden
Ergebnisse hergeleitet:
q
′
=
E−1∑
i=0
ξ
′
i(q
′
) x
′
i, 1 =
E−1∑
i=0
ξ
′
i(q
′
), (3.381)
ξ
′
i(q
′
) =
1
E + 1
(
1+
(∑E−1
k=0 σ
′
X
′
k
. e3
)
. (σ
′
X
′
i
. e3)(∑E−1
k=0 σ
′
X
′
k
. e3
)2 ) ∀ i ∈ {0, . . . , E − 1}, (3.382)
F
′
Q′
= −
∫
S′
dS
′
σ
′
X′
. e3 = −
1
E(E − 1)
( E−1∑
i=0
σ
′
X
′
i
)
. e3. (3.383)
Hierin bezeichnen der Punkt Q′ ∈ S ′ den Lastschwerpunkt der linearen Spannungsvektorverteilung
bzw. den Kraftangriffspunkt der Gesamtkraft F′
Q′
u¨ber dem Simplex S ′ . Die Faktoren ξ ′i(q′) sind
seine baryzentrischen Koordinaten im Simplex S ′ . Durch die bijektive Abbildung φ : S ′ → S wird
dem Punkt Q′ in eindeutiger Weise der korrespondierende Lastangriffspunkt q = φ(q′) der Kraft
FQ im Simplexbild S zugeordnet, in der die Gesamtkraft FQ der gema¨ß (3.375) transformierten
Spannungsvektorverteilung σ
X
. n wirkt. Fu¨r die Gesamtkraft FQ gilt nach (3.379):
FQ = −
1
E(E − 1)
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q
′
)
∥∥∥∥
2
U
Q
.
( E−1∑
i=0
σ
′
X
′
i
)
. e3. (3.384)
Im Gegensatz zu Abschnitt 3.3.2.3 soll nun in umgekehrter Richtung vorgegangen werden. Man setzt
nun die Kraft FQ und ihren Angriffspunkt Q ∈ S als bekannt voraus. Der Angriffspunkt soll nun mit
dem Lastschwerpunkt einer u¨ber dem Referenzsimplex S ′ zu bestimmenden linearen Spannungs-
vektorverteilung u¨bereinstimmen, welche u¨ber dem Simplexbild S die Gesamtkraft FQ besitze. Bei
dieser Vorgehensweise handelt es sich sozusagen um eine ru¨ckwa¨rts gerichtete Berechnung der Ein-
gangsdaten bei Vorgabe des Substitutions-Ergebnisses. Die zu ermittelnden Unbekannten sind nun
die E Spannungsvektoren σ′
X
′
i
. e3, i ∈ {0, . . . , E − 1} in den E Eckknoten des Referenzsimplex
S ′ . In Formel (3.384) erkennt man, dass fu¨r die Berechnung der Gesamtkraft FQ der Mittelwert der
Spannungsvektoren 1
E
( E−1∑
i=0
σ
′
X
′
i
)
. e3 in denE Eckknoten des Referenzsimplex verwendet wird. Dies
motiviert die folgende Definition der Spannungsvektoren σ′
X
′
i
. e3 mit einem noch zu bestimmenden
Spannungsvektor σ˜
′
. e3:
σ
′
X
′
i
. e3 := λi σ˜
′
. e3,
E−1∑
i=0
λi = 1 ∀ i ∈ {0, . . . , E − 1}. (3.385)
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Damit vereinfacht sich die Gleichung (3.384) zu:
σ˜
′
. e3 = −
E(E − 1)UT
Q
. FQ∥∥∥∥( ∂φ∂ξ′1 ∧ ∂φ∂ξ′2
)∣∣∣∣
ξ
′
(q′ )
∥∥∥∥
2
. (3.386)
Es bleiben noch die E unbekannten Parameter λi anhand der umgeformten Gleichung (3.382) zu
bestimmen: (E + 1) ξ ′i(q
′
) =
(
1 + λi
) ∀ i ∈ {0, . . . , E − 1}, weshalb die Faktoren in (3.385)
durch λi := −1 + (E + 1) ξ ′i(q′) ∀ i ∈ {0, . . . , E − 1} festgelegt seien, woraus mit (3.375) fu¨r die
Spannungsverteilung σ′
X′
u¨ber dem Referenzsimplex S ′ bzw. u¨ber seinem Bild S = φ(S ′) folgt:
σ
′
X
′
. e3 =
E−1∑
i=0
ξ
′
i(x
′
)
(− 1 + (E + 1) ξ ′i(q′)) σ˜′ . e3, σX . nX = UX . σ′X′ . e3. (3.387)
Den Momentenvektorm
X
. nX u¨ber S und das MomentMQ der Kraft FQ mit Angriffspunkt Q sind
durch die lokalen Momentengleichgewichte festgelegt:
m
X
. nX + x ∧ σX . nX = 0, MQ + q ∧ FQ = 0 ∀ X, Q ∈ S. (3.388)
3.3.2.4 Superpositionsprinzip von Kra¨ften bzw. -spannungen an gemeinsamen Knoten be-
nachbarter Gitterelemente
Mit den in den Abschnitten 3.3.2.2 - 3.3.2.3 hergeleiteten Methoden der Zusammenfassung und Auf-
teilung von fluidseitigen punktuellen Kra¨ften oder linearen Spannungsverteilungen ko¨nnen nun fu¨r
ein strukturseitig vorgegebenes Simplex bzw. sein diffeomorphes Bild die entsprechenden Kra¨fte
oder Spannungen in seinen Eckknoten berechnet werden. Die Eckknotenkra¨fte wirken punktuell,
die Eckknotenspannungen hingegen sind Bestandteil einer u¨ber dem strukturseitigen Simplex linear
verteilten Spannung. Die stro¨mungs- und strukturseitigen Kra¨fte bzw. Spannungsverteilungen kom-
pensieren einander an jedem separat betrachteten Element, so dass stets ein konservativer Last-,
Momenten- und damit in a¨quivalenter Weise auch ein konservativer Energietransfer gewa¨hrleistet
sind. Das strukturseitige Gitter besteht nun aber aus vielen dieser separierten Simplexelemente oder
im Falle der krummlinigen Grenzfla¨chenparametrisierung aus deren diffeomorphen Bildern. In den
Eckknoten dieser Gitterelemente mu¨ssen nun noch die Kra¨fte oder Spannungen zu einer einzigen
Gro¨ße geeignet zusammengefasst werden, so dass die konservativen Transfers von Last, Moment
bzw. Energie gewahrt bleiben.
Superpositionsprinzip fu¨r die Interpolation von Kra¨ften:
Das Simplexelement Sic, ic ∈ {1, . . . , nC} eines Gitters mit nC := nCells Zellen und nN :=
nNodesKnoten besitze die Eckknoten mit den Nummern in ∈ N(ic) in unmittelbarer Nachbarschaft
N(ic) sowie die Zellen mit den Nummern ic ∈ N(in), welche den Knoten in ∈ {1, . . . , nN}
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gemeinsam haben. Es gelten die folgenden lokalen Kra¨fte- und Momentengleichgewichte fu¨r jede
einzelne Zelle ic ∈ {1, . . . , nC}:
p(s)
ic
=
∑
in∈N(ic)
αin,ic(q
(f)
ic
) x
(s)
in , 1 =
∑
in∈N(ic)
αin,ic(q
(f)
ic
), 0 = F
(s)
Xin,ic
+ αin,ic(q
(f)
ic
) F
(f)
Qic
,
(3.389)
0 =
( ∑
in∈N(ic)
F
(s)
Xin,ic
)
+ F
(f)
Qic
, 0 =
( ∑
in∈N(ic)
M
(s)
Xin,ic
)
+M
(f)
Qic
+ (q(f)
ic
− p(s)
ic
) ∧ F(f)Qic .
(3.390)
Die αin,ic(q(f)) bezeichnen die baryzentrischen Koordinaten des Punktes P im strukturseitigen
Simplexgitterelement Sic mit den Eckknoten in ∈ N(ic), welcher dem fluidseitigen PunktQ(f) zuge-
ordnet wird. Durch Aufsummierung der Gleichungen (3.389) und (3.390) u¨ber ic ∈ {1, . . . , nCells}
ergeben sich das globale Kra¨fte- und Momentengleichgewicht:
0 =
nC∑
ic=1
( ∑
in∈N(ic)
F
(s)
Xin,ic
)
+
nC∑
ic=1
F
(f)
Qic
=
nN∑
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( ∑
ic∈N(in)
F
(s)
Xin,ic
)
+
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ic=1
F
(f)
Qic
, (3.391)
0 =
nN∑
in=1
( ∑
ic∈N(in)
M
(s)
Xin,ic
)
+
nC∑
ic=1
(
M
(f)
Qic
+ (q(f)
ic
− p(s)
ic
) ∧ F(f)Qic
)
. (3.392)
Mit den Definitionen
F
(s)
Xin
:=
∑
ic∈N(in)
F
(s)
Xin,ic
, M
(s)
Xin
:=
∑
ic∈N(in)
M
(s)
Xin,ic
∀ in ∈ {1, . . . , nN}. (3.393)
folgen aus (3.391) - (3.392) unmittelbar die Gleichungen:
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nN∑
in=1
F
(s)
Xin
+
nC∑
ic=1
F
(f)
Qic
, 0 =
nN∑
in=1
M
(s)
Xin
+
nC∑
ic=1
(
M
(f)
Qic
+ (q(f)
ic
− p(s)
ic
) ∧ F(f)Qic
)
. (3.394)
Legt man fu¨r das Element Sic, ic ∈ {1, . . . , nC} fest:
M
(f)
Qic
:= −q(f)
ic
∧ F(f)Qic , ∀ in ∈ N(ic) : M
(s)
Xin,ic
:= −x(s)in ∧ F(s)Xin,ic, (3.395)
so folgt aus (3.389), (3.393) - (3.395):
M
(s)
Xin
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∑
ic∈N(in)
M
(s)
Xin,ic
= −x(s)in ∧
( ∑
ic∈N(in)
F
(s)
Xin,ic
)
= −x(s)in ∧ F(s)Xin , (3.396)
nN∑
in=1
M
(s)
Xin
+
nC∑
ic=1
(
M
(f)
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(
F
(s)
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(f)
ic
) F
(f)
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= 0. (3.397)
Aus (3.389) - (3.390) bzw. (3.394) und (3.397) folgert man nun, dass die Superposition der Kno-
tenkra¨fte und -momente in (3.393) einen konservativen Last-, Momenten- sowie Energietransfer so-
wohl fu¨r jedes einzelne Gitterelement als auch fu¨r das Randfla¨chengitter als Ganzes gleichermaßen
gewa¨hrleistet.
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Superpositionsprinzip fu¨r die Interpolation von linearen Spannungensverteilungen:
Damit in jedem Simplexgitterelement Sic, ic ∈ {1, . . . , nC}, welches die Eckknoten in ∈ N(ic)
besitze, das Kra¨fte- und Momentengleichgewicht und somit ein konservativer Energietransfer erfu¨llt
sind, mu¨ssen fu¨r die fluidseitige Gesamtkraft F(f)Qic mit Angriffspunkt Qic und die strukturseitigen
Spannungsvektoren σ
′(s)
X
′
in,ic
. e3 in den Eckknoten X
′
in ∈ S ′ic, in ∈ N(ic) die folgenden Gleichungen
gelten:
AQic :=
∥∥∥∥( ∂φ∂ξ ′1 ∧ ∂φ∂ξ ′2
)∣∣∣∣
ξ
′
(q′
ic
)
∥∥∥∥
2
, (3.398)
0 = F
(f)
Qic
+
AQic
E(E − 1) UQic
.
( ∑
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σ
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X
′
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)
, (3.399)
0 = M
(f)
Qic
+
∫
S
(
(x(s) − q(f)
ic
) ∧ σ(s)
X
+m(s)
X
)
. nX dS. (3.400)
Die Momentenvektoren ergeben sich aus der Erfu¨llung des lokalen Momentengleichgewichts:
M
(f)
Qic
= −q(f)
ic
∧ F(f)Qic = q(f)ic ∧
∫
S
σ
(s)
X
. nX dS, m
(s)
X
. nX = −x(s) ∧ σ(s)X . nX , (3.401)
so folgt (3.400) stets aus (3.401). Aus der lokalen Transferkonservativita¨t ergibt sich durch Aufsum-
mierung der Gleichungen (3.399) und (3.400) fu¨r ic ∈ {1, . . . , nC} der globale konservative Transfer
von Last, Moment und Energie:
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0 =
nC∑
ic=1
M
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Qic
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nC∑
ic=1
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S
(
(x− q
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) ∧ σ(s)
X
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X
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. nX dS
]
. (3.403)
Es liegt nahe, in Gleichung (3.402) die Knotenpannungsvektoren σ′(s)
X
′
in
. e3 der an den Knoten in
angrenzenden Elemente ic ∈ N(in) fu¨r alle Knoten in ∈ {1, . . . , nN} durch die Forderung[ ∑
ic∈N(in)
AQic UQic
]
. σ
′(s)
X
′
in
. e3 =
∑
ic∈N(in)
AQic UQic
. σ
′(s)
X
′
in
,ic
. e3, (3.404)
festzulegen. Wenn die Matrizensumme auf der linken Seite der Gleichung (3.404) regula¨r ist, so folgt
aus (3.404) die folgende Mittelungsvorschrift:
σ
′(s)
X
′
in
. e3 :=
[ ∑
ic∈N(in)
AQic UQic
]−1
.
[ ∑
ic∈N(in)
AQic UQic
. σ
′(s)
X
′
in,ic
. e3
]
. (3.405)
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Die zum Element S ′ic, ic ∈ {1, . . . , nC} geho¨renden Eckknotenspannungsvektorenσ
′(s)
X
′
in,ic
. e3, in ∈
N(ic) werden also, wie in Abschnitt 3.3.2.3 in den Gleichungen (3.381) - (3.388) beschrieben, im
ersten Schritt durch Ru¨ck-Substitution bestimmt. Im darauffolgenden Schritt wird die in (3.405)
angegebene Mittelungsvorschrift zur Berechnung der Knotenspannungsvektoren σ
′(s)
X
′
in
. e3, in ∈
{1, . . . , nN} bestimmt. Der Lasttransfer in der gesamten Grenzfla¨che Γfs ist zwar immer noch
konservativ, fu¨r den lokalen Lasttransfer eines beliebigen Grenzfla¨chenelementes Sic ⊂ Γfs, ic ∈
{1, . . . , nC} kann dies jedoch nicht mehr garantiert werden. Der Momententransfer ist trotz der
Mittelungsvorschrift in (3.405) dennoch lokal wie global konservativ, wenn in (3.401) bei der Be-
rechnung der Momentenvektoren m
X
. nX die entsprechend (3.405) gemittelten Knotenspannungs-
vektoren beru¨cksichtigt werden.
Monotoniekorrekturen des strukturseitigen Spannungsverlaufs
Die in (3.405) berechneten Knotenspannungsvektoren σ′(s)
X
′
in
. e3, in ∈ {1, . . . , nN} werden unter
Verwendung der Spannungsvektoren σ
′(s)
X
′
in,ic
. e3, in ∈ {1, . . . , nN}, ic ∈ {, . . . , nC} berechnet,
welche ra¨umlich von zweiter Ordnung sind. Sie sind somit als deren Linearkombinationen eben-
falls von zweiter Ordnung und stellen eine hochaufgelo¨ste Darstellung der Knotenspannungsvek-
toren dar, welche mo¨glicherweise insbesondere in der Na¨he von ra¨umlichen Diskontinuita¨ten nicht
monoton verla¨uft, sondern oszilliert. Cebral und Lo¨hner verwenden in diesem Falle im Anschluss an
die approximative Galerkin-Interpolation in [35, 36] die sogenannte pFCT-Monotoniekorrektur, um
unerwu¨nschte Oszillationen der strukturseitigen Druckverteilung von zweiter Ordnung in der Na¨he
von Diskontinuita¨ten ga¨nzlich zu unterdru¨cken. Die Spannungsverteilung von erster Ordnung weist
in den Gitterelementen stets einen monotonen Verlauf auf. Diese erha¨lt man, wenn man den Mittel-
wert der Knotenspannungsvektoren σ
′(s)
X
′
in
,ic
. e3, in ∈ N(ic) fu¨r die Zelle ic berechnet. Der gemittelte
Spannungsvektor
σ˜
′(s)
ic
. e3 :=
1
E
( ∑
in∈N(ic)
σ
′(s)
X
′
in,ic
. e3
)
, mit Eckknotenanzahl E = #N(ic), (3.406)
ist u¨ber dem Element ic ∈ {1, . . . , nC} eine ra¨umliche Konstante. Die monotone und zugleich ra¨um-
lich hochauflo¨sende Spannungsverteilung liegt zwischen den beiden Spannungsverla¨ufen erster und
zweiter Ordnung. Mit Hilfe des von Barth und Jespersen entwickelten Limiterkonzeptes kann man
hier als Alternative zu der in [35, 36] beschriebenen pFCT-Methode das oszillatorische Verhalten
des hochaufgelo¨sten Spannungsverlaufs in der Na¨he von Diskontinuita¨ten der Stro¨mungslo¨sung un-
terdru¨cken, siehe hierzu [15] und Gleichungen (3.134) - (3.138) in Abschnitt 3.1.6.3. Man definiert
daher fu¨r die Komponenten k ∈ {1, 2, 3} der Spannungsvektoren σ′(s)
X
′
in
. e3 und σ˜
′(s)
ic
. e3:
S˜ic,k := (σ˜
′(s)
ic
. e3)k, Sin,k := (σ
′(s)
X
′
in
. e3)k, (3.407)
S limin,k := S˜ic,k + γin,ic,k (Sin,k − S˜ic,k), γin,ic,k ∈ [0, 1]. (3.408)
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Es bezeichnen in (3.407) S˜ic,k den Spannungsvektorverlauf in Element ic von erster und Sin,k den
Spannungsverlauf von zweiter Ordnung. Der Faktor γin,ic,k in (3.408) entspricht der zu bestimmen-
den Limiterfunktion, mit welcher der monotone Verlauf der Spannungsverteilung S limin,k in den Kno-
ten entsprechend (3.408) berechnet werden soll. Die Monotoniefunktion γin,ic,k muss dazu, wie von
Barth und Jespersen in [15] gefordert, fu¨r den Knoten in ∈ {1, . . . , nN} und die an ihn grenzenden
Zellen ic ∈ N(in) die folgende Monotoniebedingung erfu¨llen:
Smink ≤ S limin,k ≤ Smaxk mit Smink := min{S˜ic,k | ic ∈ N(in)}
und Smaxk := max{S˜ic,k | ic ∈ N(in)},
woraus mit (3.408) folgt:
γin,ic,k =

min
{
1,
(
Smax
k
−S˜ic,k
)(
Sin,k−S˜ic,k
)}, Sin,k − S˜ic,k > 0,
min
{
1,
(
Smin
k
−S˜ic,k
)(
Sin,k−S˜ic,k
)}, Sin,k − S˜ic,k < 0,
1, Sin,k − S˜ic,k = 0.
(3.409)
Man legt die knotenbezogene Limiterfunktion γin nun fest durch:
γin,ic,k := γin := min{γin,ic,k | ic ∈ N(in), k ∈ {1, 2, 3}}
∀ ic ∈ N(in) ∀ k ∈ {1, 2, 3}. (3.410)
Der Faktor γin ist jetzt ein nur von der Knotennummer in ∈ {1, . . . , nN} abha¨ngiger Skalar. Weil
sowohl die Spannungsverteilung von erster als auch von zweiter Ordnung das Kra¨ftegleichgewicht
fu¨r das Grenzfla¨chengitter wahren, gilt dies wegen der Linearita¨t der Gleichung (3.402) auch fu¨r
die limitierte Spannungsvektorverteilung S limin,k, welche wegen (3.408) und (3.410) als Linearkom-
bination aus den beiden Spannungsvektorverteilungen hervorgeht. Wenn die Monotoniekorrektu-
ren entsprechend (3.406) - (3.410) durchgefu¨hrt werden, dann mu¨ssen auch die Momentenvekto-
ren m
X
. nX gema¨ß (3.401) angepasst werden, damit das (globale) Momentengleichgewicht fu¨r das
gesamte Randfla¨chengitter stets erfu¨llt ist.
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3.3.2.5 Zusammenfassung und Fazit zur konservativen ra¨umlichen Fluid-Struktur-Kopplung
Zusammenfassung: Die von Cebral und Lo¨hner in [35, 36] beschriebene Galerkin-Interpolations-
methode ermo¨glicht den Transfer von Spannungsvektoren, welche abschnittweise linear u¨ber nicht
u¨bereinstimmenden Randfla¨chengittern (non-matching grids) zwischen Fluid und Struktur verlaufen.
Dieses Verfahren besitzt die folgenden Nachteile:
• Das Galerkin-Verfahren ist ein approximatives und somit inexaktes Verfahren, welches umso
(un)genauer ist, je (gro¨ber) feiner die Randfla¨chengitter ra¨umlich diskretisiert sind.
• Es garantiert zwar einen konservativen Last-, jedoch keinen konservativen Momententransfer.
Der Momententransfer wird bei diesem Verfahren gar nicht beru¨cksichtigt. Weil jedoch die
Energieerhaltung a¨quivalent zur gleichzeitigen Erfu¨llung von Kra¨fte- und Momentengleichge-
wicht ist, kann daher die Konservativita¨t des Energietransfers nicht gewa¨hrleistet werden.
• Die Galerkin-Interpolation kann lediglich (lineare) Spannungsvektorverla¨ufe verarbeiten. Ei-
ne Interpolation zwischen punktuell wirkenden Kra¨ften und den zugeho¨rigen Momenten ist
hingegen nicht mo¨glich.
Der mit QUADFLOW gekoppelte Strukturlo¨ser FEAP soll jedoch die in den strukturseitigen
Randfla¨chengitterknoten wirkenden Kra¨fte als Input erhalten. Es ist daher ein neues ra¨umliches
Kopplungsverfahren erforderlich, welches trotz der nicht u¨bereinstimmenden Randfla¨chengitter
sowohl lineare Spannungsverteilungen als auch punktuelle Kra¨fte durch exakte Interpolation
ineinander umwandelt und diese von der Fluid- zur Strukturseite hin transferieren kann. Als
Ausgangsbasis dieses Verfahrens dient das Prinzip der virtuellen Arbeit. Hieraus werden die
gleichzeitige Erfu¨llung des Kra¨fte- und Momentengleichgewichtes und in a¨quivalenter Weise der
konservative Energietransfer nachgewiesen. In dem Abschnitt 3.3.2.1 wird eine schnelle hierar-
chische Nachbarschaftssuche, welche auf baumartigen Datenstrukturen basiert, vorgestellt. Die
sogenannte kd-tree-Nachbarschaftssuche ist in der frei verfu¨gbaren Software VTK enthalten und
findet durch die Routine FindClosestPointWithinRadius in QUADLOW ihre Anwendung. Diese
Routine verwendet den Kraftangriffspunkt Q einer Kraft FQ bzw. den Lastschwerpunkt einer
Spannungsverteilung im fluidseitigen Randfla¨chengitter als Eingabe und sucht im strukturseitigen
Randfla¨chengitter nach dem na¨chstliegenden Element und dem darin enthaltenen Punkt P mit
Minimalabstand zu Q. Diese Zuordnung ist aufgrund einer in VTK vorgenommenen Selektion
auch dann eindeutig, falls mehrere Gitterelemente mit darin befindlichen Minimalabstandspunkten
gefunden werden. Fu¨r eine derartige Kombination von fluidseitigem Punkt Q und na¨chstgelegenem
Strukturgitterelement werden in den Abschnitten 3.3.2.2 und 3.3.2.3 und deren Unterabschnit-
ten Interpolationsmethoden entwickelt. Allen Interpolationsmethoden ist gemeinsam, dass ein
Kraftangriffs- oder Lastschwerpunkt bereits vorgegeben ist oder noch bestimmt werden muss.
Dieser wird anschließend fu¨r die Nachbarschaftssuche verwendet. In Abschnitt 3.3.2.2 werden
Simplexe wie das Dreiecks- und Linienelement und in Abschnitt 3.3.2.3 deren diffeomorphen
Bilder hinsichtlich der Interpolationsmethoden Aufteilung und Substitution untersucht. In Abschnitt
3.3.2.2 wird eine Kraft FQ mit Angriffspunkt Q und zugeho¨rigem Moment MQ auf die Eckknoten
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eines Simplex aufgeteilt. Ferner wird in Abschnitt 3.3.2.2 auch die Interpolation durch Substitution
beschrieben. Hierzu wird einer u¨ber einem Simplex vorgegebenen linearen Spannungsvektor- und
zugeho¨rigen Momentenvektorverteilung als Resultierende eine a¨quivalente Lastgruppe bestehend
aus der Kraft FQ mit Lastschwerpunkt Q und zugeho¨rigem Moment MQ zugeordnet. Die in den
Unterabschnitten von Abschnitt 3.3.2.2 beschriebenen Interpolationsmethoden fu¨r Simplexelemente
werden fu¨r das diffeomorphe Bild eines Simplex verallgemeinert, wobei auf die fu¨r Simplexe
gu¨ltigen Ergebnisse Bezug genommen wird. In Abschnitt 3.3.2.3 wird durch ru¨ckwa¨rts gerichtete
Berechnung einer Kraft FQ mit Angriffspunkt Q eine lineare Spannungsverteilung unter Hinzu-
nahme der Ergebnisse aus den Abschnitten 3.3.2.2 bzw. 3.3.2.3 zugeordnet. Nun ko¨nnen durch
diese Aufteilungs- bzw. Substitutions-Interpolationsmethoden fu¨r einzelne Gitterelemente sowohl
lineare Spannungsverteilungen als auch punktuelle Kra¨fte durch Kombination beider Methoden
ineinander u¨berfu¨hrt werden. Die elementweise gu¨ltigen Interpolationsergebnisse werden durch
das in Abschnitt 3.3.2.4 beschriebene Superpositionsprinzip in globaler Weise auf die Knoten des
strukturseitigen Randfla¨chengitters u¨bertragen. Sehr einfach la¨ßt sich dies fu¨r die Superposition von
Kra¨ften und Momenten durchfu¨hren, welche lediglich punktuell addiert werden. Die Transfers von
Last, Moment und Energie sind hierbei sowohl lokal fu¨r jedes einzelne Element als auch global
fu¨r die beiden Randfla¨chengitter konservativ. Die Superposition der Knotenspannungen des struk-
turseitigen Randfla¨chengitters ist hingegen nicht so einfach. Es kann hierbei lediglich in globaler
Weise ein konservativer Transfer von Last, Moment und Energie fu¨r die beiden Randfla¨chengitter
garantiert werden. Ein lokal konservativer Transfer von Last und Energie kann fu¨r ein einzelnes
Element nach Ausfu¨hrung der Mittelungsvorschrift (3.405) in Abschnitt 3.3.2.4 mo¨glicherweise
nicht mehr erfu¨llt werden, weil durch (3.405) die Knotenspannungen und somit auch die linearen
Spannungsverla¨ufe im Element vera¨ndert werden. Zudem mu¨ssen noch, wie in Abschnitt 3.3.2.4
beschrieben, Monotoniekorrekturen an der strukturseitigen Spannungsverteilung vorgenommen
werden, damit physikalisch falsche Oszillationen vermieden werden.
Fazit: Vergleicht man das in [35, 36] beschriebene Galerkin-Verfahren mit den hier vorge-
stellten Interpolationsmethoden, so stellt man fest, dass auf die Berechnung von Momenten
nicht verzichtet werden darf, damit ein konservativer Transfer von Last, Moment und Energie
gewa¨hrleistet wird. Die Interpolation linearer Spannungsvektorverteilungen erweist sich wegen
der Mittelungsvorschrift und der Monotoniekorrektur als relativ aufwendig im Vergleich zu der
Interpolation punktueller Kra¨fte. Letztere garantiert zudem einen lokalen wie globalen Last-,
Momenten- und Energietransfer und sollte deshalb der linearen Spannungsinterpolation vorgezogen
werden.
Kapitel 4
Aeroelastische Anwendungen
4.1 Instationa¨re Euler-Rechnungen fu¨r transsonisches Paneel
und 2D-Profile
4.1.1 Transsonisches Paneel
Das im Folgenden untersuchte aeroelastische Problem ist das sogenannte zweidimensionale panel-
flutter-Problem, bei dem die Wechselwirkung einer in Spannweitenrichtung unendlich ausgedehnten
rechteckigen Platte mit einer ebenen Gasstro¨mung betrachtet wird, siehe hierzu [58] und Abbildung
4.1. Im Trans- und ¨Uberschallbereich ko¨nnen in diesem aeroelastischen System Instabilita¨ten, wie
statische Divergenz oder Flattern auftreten. Das Problem wird hier durch numerische Integration
der entsprechenden dynamischen Gleichungen in der Zeit gelo¨st. Dabei werden zur Beschreibung
der Stro¨mungsdynamik die Euler- bzw. Navier-Stokes-Gleichungen und zur Beschreibung der Struk-
turdynamik die Reissner-Mindlin-Gleichungen verwendet. Einen ¨Uberblick u¨ber die Literatur geben
die Artikel von Dowell [52, 53, 54, 55], Bismarck-Nasr [23, 24] und Mei et al. [104]. Bendiksen
et al. [16, 17, 18, 19, 20, 21] untersuchten 2D-Plattendivergenz und -flattern im Transschall, wobei
sie explizite Finite-Elemente-Methoden (FEM) zur Lo¨sung der Euler- und von Ka´rma´n-Gleichungen
verwendeten. Gordnier und Visbal [71, 72, 74, 75, 76, 108, 125] haben 2D sowie 3D reibungsfreie
und reibungsbehaftete Stro¨mungen u¨ber elastischen Platten betrachtet.
4.1.1.1 Ebenes panel flutter Problem
Es wurden numerische Simulationen zweidimensionaler, reibungsfreier Stro¨mungen u¨ber eine elasti-
sche Aluminium-Platte durchgefu¨hrt. Die Platte besitzt die Spannweite c = 1 m und eine Dicke
von h ≈ 4 · 10−3 m. Die verwendeten Materialdaten fu¨r Aluminium sind ρs = 2700kgm−3,
E = 7.1 · 1010Nm−2 und ν = 0.34. Weitere wichtige Parameter des Flatterproblems sind die re-
4.1 Instationa¨re Euler-Rechnungen fu¨r transsonisches Paneel und 2D-Profile 195
lative Plattendicke hrel = hc , das Massenverha¨ltnis
µpanel =
ρ∞ c
ρs h
=
ρ∞
ρs hrel
(4.1)
und der dimensionslose dynamische Druck
λ =
ρ∞ U2∞ c
3
D
, wobei D = E h
3
12(1− ν2) . (4.2)
Die 1D Platte wird, wie bereits in [58] beschrieben, mit 80 FRAME Elementen diskretisiert. Diese
Anzahl von Elementen hatte sich bei Testrechnungen als sinnvoll herausgestellt. Es konnte Gitter-
konvergenz festgestellt werden, denn die mit 160 bzw. 320 Elementen erzeugten Strukturlo¨sungen
zeigten vernachla¨ssigbare Abweichungen von der mit 80 Elementen dargestellten Strukturlo¨sung.
Der ra¨umliche Diskretisierungsfehler schien deshalb mit 80 Elementen bereits hinreichend gering zu
sein. Wie in [19] und [20] wurde fu¨r die Euler-Rechnungen eine homogene Parallelstro¨mung entspre-
chend den Fernfeldwerten als Anfangsvertreilung der Stro¨mungswerte vorgegeben. Die Platte wird
als noch nicht ausgelenkt angenommen. Sie erha¨lt jedoch eine kleine Anfangsgeschwindigkeit mit
einer Verteilung, die der ersten Eigenschwingungsform einer linearen Platte im Vakuum entspricht:
v(x) = vmax sin
(
πx
c
)
, x ∈ [0, c]. (4.3)
Der Betrag von vmax wird dabei immer so gewa¨hlt, dass sich fu¨r die lineare Platte im Vakuum ei-
ne Amplitude von ca. 20% der Plattendicke erga¨be, also eine sehr kleine Amplitude. An- und Ab-
stro¨mkante der Platte befinden sich in gelenkigen Festlagern bei xrel = x/c = 0 und xrel = 1.
Die deshalb beru¨cksichtigte geometrische Nichtlinearita¨t bewirkt, dass die Vakuumamplitude der
linearen Platte noch unterschritten wu¨rde. Zuna¨chst wird der auch in [84] und [99] betrachtete Flat-
terfall mit M∞ = 1.2, dem atmospha¨rischen Gaszustand in einer Ho¨he von H = 20000ft und
hrel = 0.004 betrachtet. Neben der Simulation der Referenzbedingungen wurde zusa¨tzlich die An-
fangswertabha¨ngigkeit der Lo¨sung des Problems untersucht, indem der Maximalwert der Anfangs-
geschwindigkeit vmax in einem Bereich von vmax = 0.001ms bis vmax = 0.3
m
s
variiert wurde. Da-
bei wurde gefunden, dass eine solche Abha¨ngigkeit von den Anfangswerten tatsa¨chlich zu bestehen
scheint. Mit Schema B wurde durch zahlreiche Testla¨ufe eine ”kritische” Geschwindigkeitsampli-
tude bei einem Wert von vmax,krit.,B ≈ 0.0908ms ermittelt, bei dem eine signifikante ¨Anderung des
Zeitverlaufs der Lo¨sung eintritt. Fu¨r vmax < vmax,krit.,B, z. B. vmax = 0.0905ms beobachtet man
einen Zeitverlauf vom Schwingungstyp I und fu¨r vmax > vmax,krit.,B, z. B. vmax = 0.0910ms einen
Zeitverlauf vom Schwingungstyp II, siehe Abbildungen 4.8 und 4.9. Fu¨r die Zeitverla¨ufe I und II
ermittelt man mit Hilfe der schnellen Fouriertransformation (FFT = Fast Fourier Transformation)
fu¨r die beiden Flattervorga¨nge fI,B = 44Hz bzw. fII,B = 39Hz. In Abbildung 4.10 sieht man, dass
die Spektren zu den Schwingungstypen I und II auch insgesamt voneinander abweichen. Auch bei
Schema A la¨sst sich diese signifikante ¨Anderung des Zeitverlaufs (I→ II) bei wachsender Anfangs-
geschwindigkeitsamplitude vmax beobachten. Die zu Schema A geho¨renden Zeitverlaufstypen I und
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II sowie die Frequenzen fI,A und fII,A stimmen mit den entsprechenden Zeitverlaufstypen und Fre-
quenzen von Schema B u¨berein. Man ermittelt hier jedoch die ”kritische” Geschwindigkeitsamplitu-
de vmax,krit.,A ≈ 0.0269ms . In [102] wurde der Flatterfall M∞ = 0.95, hrel = 0.002 und µpanel = 0.1
fu¨r verschiedene dynamische Dru¨cke und CFL-Zahlen auf Bifurkationen hin untersucht. Verwendet
man zur Berechnung der Lo¨sung das Schema B fu¨r den dynamischen Druck λ = 2392, so erha¨lt man
einen Flatterfall, siehe Abbildung 4.11. Mittels FFT berechnet man das in Abbildung 4.12 dargestell-
te Frequenzspektrum. Senkt man den dynamischen Druck auf λ = 1784 ab (unter Beibehaltung der
Parameter M∞ = 0.95, hrel = 0.002 und µpanel = 0.1), so findet man fu¨r Kopplungsschema B einen
¨Ubergang vom Flattern zur statischen Divergenz. Dieser Testfall wird fu¨r die CFL-Zahlen 100, 50
und 20 durchgefu¨hrt und man beobachtet, dass die statische Divergenz umso fru¨her eintritt, je kleiner
die CFL-Zahl ist, siehe Abbildung 4.13. Eine von der CFL-Zahl abha¨ngige Bifurkation der Lo¨sung
in Flattern und statische Divergenz konnte fu¨r λ = 1784 jedoch nicht beobachtet werden.
4.1.1.2 Vergleich der Kopplungsschemata unter Verwendung des FRAME-Elements
Bei den untersuchten Flatterfa¨llen zeigte sich, wie bereits in [58] erwa¨hnt, dass Kopplungsschema
B (Extrapolation) und das starke Kopplungsschema C (FPI) sehr gut u¨bereinstimmende Ergebnis-
se liefern. Das schwache Kopplungsschema A hingegen lieferte dagegen z. B. beim Flatterfall mit
M∞ = 1.2, H = 20000ft und gleichen Anfangsbedingungen v(x, 0) mit vmax = 0.05ms gerin-
gere Flatterfrequenzen als Schema B bzw. C. Die Flatterfrequenz fu¨r Schema A betra¨gt in diesem
Fall fA = 39Hz, fu¨r Schema B hingegen fB = 44Hz, dies entspricht einer Abweichung von
11.4% der beiden Flatterfrequenzen voneinander. Anhand des Flatterfalls: M∞ = 0.95, λ = 2392
und µpanel = 0.22685 wurden die Kopplungsschemata A, B und das hybride Kopplungsschema wie
in [84] miteinander verglichen, siehe Abbildung 4.14. Man erkennt in dieser Abbildung, dass Sche-
ma B und das hybride FPI-Schema sehr gut miteinander u¨bereinstimmende Ergebnisse liefern. Die
mit Schema A berechnete Lo¨sung hingegen weist einen zeitlichen Phasenfehler auf, welcher mit der
Anzahl der Schwingungszyklen zunimmt. Die zu den Schemata A, B und C geho¨renden dominie-
renden Frequenzen unterscheiden sich hier nur geringfu¨gig voneinander. Die diskrete FFT lo¨st diese
Unterschiede nicht hinreichend genau auf. Daher erscheint es ratsam, die dominierenden Frequenzen
anhand der Nulldurchga¨nge des jeweiligen Zeitverlaufs in Abbildung 4.14 abzuscha¨tzen. So ergibt
sich fu¨r das Schema B und das hybride Schema jeweils die Flatterfrequenz 11.5 Hz, sowie fu¨r das
Schema A die Frequenz 10.8 Hz, was einer Abweichung von 6.1% entspricht. Dies besta¨tigt die in
[84] formulierte Vermutung, dass die Abweichung zwischen den Vorhersagen des Schemas A ei-
nerseits und der Schemata B bzw. C andererseits durch Akkumulation der Phasenfehler verursacht
werden, die im Schema A durch den Zeitversatz zwischen Stro¨mung und Struktur eingefu¨hrt werden.
Es wurden weitere Rechnungen mit dem Kopplungsschema A fu¨r den in Abbildung 4.11 dargestell-
ten Testfall durchgefu¨hrt, wobei nicht die Zeitschrittweite, sondern die CFL-Zahl konstant gehalten
wurde, was bei einer Adaption des Gitters und der damit verbundenen Verringerung der Zellgro¨ße
zu einer Verkleinerung der globalen Zeitschrittweite fu¨hrt. Dies erfolgte mit den Parametern CFL =
100, 70, 50, 20 in Schema A. Die berechneten Lo¨sungen wurden mit denen mit Schema B und C
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bei CFL = 100 berechneten verglichen. Der Zweck dieses Vergleichs war es zu u¨berpru¨fen, ob die
mit schwacher Kopplung berechneten Flatterlo¨sungen bei hinreichend kleinen CFL-Zahlen gegen
die Lo¨sungen der Schemata B bzw. C konvergieren. Die Verkleinerung der CFL-Zahl lieferte fu¨r das
numerische Experiment eine zunehmende Anna¨herung der schwach gekoppelten Ergebnisse an die
Ergebnisse der Schemata B und C.
4.1.1.3 Stabilita¨tsgebiet der beidseitig gelenkig gelagerten Platte
In [19, 84, 99] wurden mehrere Rechnungen durchgefu¨hrt, um das dynamische Stabilita¨tsgebiet der
oben beschriebenen, momentenfrei gelagerten Aluminium-Platte am Beispiel der Platte auf Mee-
resho¨he mit Dickenverha¨ltnis hrel = 0.00454 und Massenverha¨ltnis µpanel = 0.1 fu¨r einen Mach-
zahlbereich 0.8 bis 1.3 zu bestimmen. In den beiden Teilbildern der Abbildung 4.15 wird jeweils
eine Stabilita¨tsgrenze dargestellt, d. h. die Grenzlinie in einem Parameterraum zwischen stabilem
und nichtstabilem Verhalten (statische Divergenz, Flattern). In den beiden Teilbildern von Abbildung
4.15 ist jeweils der dimensionslose dynamische Druck λ gegen die Machzahl M aufgetragen, wobei
im linken Teilbild eine momentenfrei gelagerte und im rechten Teilbild eine beidseitig eingespannte
Aluminiumplatte untersucht werden. Die durchgezogenen Linien stellen die von Davis & Bendiksen
[19] ermittelten Stabilita¨tskurven dar, die Symbole repra¨sentieren die Ergebnisse der Rechnungen, fu¨r
die unstrukturierte, lokal adaptierte Euler-Gitter mit bis zu vier Verfeinerungsstufen, die Zeitschritt-
weite ∆t = 10−4s und die Reissner-Mindlin-Plattendynamik verwendet wurden. Diese Ergebnisse
befinden sich in guter ¨Ubereinstimmung mit den Stabilita¨tskurven aus [19, 84, 99].
4.1.1.4 Ergebnisse der Zeitschrittweitensteuerung fu¨r instationa¨re Simulationen
Die Abbildung 4.1 zeigt die Prinzipskizze der numerisch simulierten Testfa¨lle. In Abbildung 4.1
erkennt man eine, in Festlagern drehbar gelagerte, du¨nne Aluminiumplatte. Die Platte besitzt eine
Sehnenla¨nge von c = 1m und eine Dicke von 4 · 10−3m. Die Tiefe der Platte betra¨gt 10−1m. Unter
der Platte befindet sich ein Hohlraum, welcher mit Luft gefu¨llt ist. Es wird angenommen, dass hier
der Druck p∞ vorliegt. In den simulierten Platten-Testfa¨llen wird die Platte mit M∞ = 1.2 bzw.
M∞ = 0.9 angestro¨mt. In beiden Testfa¨llen werden der Druck p∞ = 46564.2 Nm2 und die Temperatur
T∞ = 248.525K, einer Ho¨he von 20000 ft u¨ber dem Meeresspiegel entsprechend, gewa¨hlt. Die Platte
wird als noch nicht ausgelenkt angenommen. Sie erha¨lt jedoch eine Anfangsgeschwindigkeit, die der
ersten Eigenschwingungsform einer linearen Platte im Vakuum entspricht:
v(x) = vmax sin
(
πx
c
)
, x ∈ [0, c]. (4.4)
Hier wurde vmax = 1.0ms gewa¨hlt. Im Vakuum nimmt die nichtlineare Plattenschwingung den Ma-
ximalausschlag von 7.4 · 10−3 m an. Fu¨r M∞ = 1.2 liegt Flattern, fu¨r M∞ = 0.9 liegt hingegen
statische Divergenz vor.
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4.1.1.5 Transsonische Plattensimulationen
In Abbildung 4.2 ist die Auslenkung dreier Punkte der Platte ( c
4
, c
2
, 3c
4
) dargestellt. Die linke Teilab-
bildung zeigt die Auslenkungen unter Verwendung des Venkatakrishnan-Limiters, die rechte hin-
gegen unter Verwendung des PC5-Limiters. In Abbildung 4.3 sind die zum Venkatakrishnan- und
PC5-Limiter geho¨rigen Zeitschrittweitenverla¨ufe dargestellt. Im linken Teilbild sind die (kleineren)
Zeitschrittweiten fu¨r die Simulation mit dem Venkatakrishnan-Limiter, im rechten die (gro¨ßeren)
Zeitschrittweiten des PC5-Limiters dargestellt. In beiden Simulationen wurde eine maximale Zeit-
schrittweite von ∆t = 10−3s im Input vorgegeben. Beide Limiter erforderten, bedingt durch die
APOSTERIORI-Zeitschrittweitensteuerung eine Verringerung der Zeitschrittweite. Es wurden mit
dem Venkatakrishnan-Limiter fu¨r die physikalische Simulationszeit von T = 0.25s eine CPU-Zeit
von 187 min, mit dem PC5-Limiter jedoch nur 128 min beno¨tigt. Der Venkatakrishnan-Limiter erho¨ht
somit, verglichen mit dem PC5-Limiter, in diesem Testfall die Rechenzeit um das 1,46-fache. Auch
fu¨r den Testfall M∞ = 0.9 wurden die beiden Limiter in analoger Weise zu M∞ = 1.2 miteinander
verglichen, wie man anhand der Abbildungen 4.4 und 4.5 erkennen kann. Es wurde hierfu¨r die physi-
kalische Zeit von T = 0.25s simuliert. Hierzu beno¨tigte man mit dem dem Venkatakrishnan-Limiter
38 min, mit dem PC5-Limiter hingegen nur 32 min. Der Venkatakrishnan-Limiter erho¨ht, verglichen
mit dem PC5-Limiter, die Rechenzeit in diesem Falle also um das 1.19-fache. Die Verla¨ngerung der
Rechenzeit ist im M∞ = 0.9-Testfall weniger ungu¨nstig als im M∞ = 1.2-Testfall, da die Stro¨mung
nach einiger Zeit in den stationa¨ren Zustand u¨bergeht. Bei Erreichen des stationa¨ren Lo¨sungszustan-
des sind na¨mlich im Allgemeinen gro¨ßere Zeitschrittweiten mo¨glich als wa¨hrend der (instationa¨ren)
Simulation, da noch vorhandene Fluktuationsprozesse die Zeitschrittweite reduzieren. In den beiden
Plattentestfa¨llen wurde die Konvergenzgu¨te der APOSTERIORI-Schrittweitensteuerung so festge-
legt, dass das Newton-Verfahren in maximal 5 Newton-Schritten die vorgegebene Toleranzschranke
von INSTAT RES DROP = 10−5 unterschritt.
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Simulationen des ebenen Plattenproblems
Stro¨mung
M∞
p∞
Druck p∞
Metallplatte mit Dicke
hrel = h/c ≈ 4 · 10−3
c = 1.0 m
x/c = 0
x/c = 1
Bild 4.1: Geometrie des zweidimensionalen panel-flutter-Problems.
Simula- Mach- dimensions- dimensions- dimensions- Anfangs- Limiter
tions- zahl lose Platten- loses Massen- loser dy- geschwindig- (V=Venkata-
nummer dicke verha¨ltnis namischer keitsamplitu- krishnan-Lim.,
M hrel µ Druck λ de vmax in [ms ] P=PC5-Lim.)
98 1.2 0.004 0.06043 220.56 1.0000 V
99 1.2 0.004 0.06043 220.56 1.0000 P
100 0.9 0.004 0.06043 124.07 1.0000 V
101 0.9 0.004 0.06043 124.07 1.0000 P
102 1.2 0.004 0.06043 220.56 0.0905 V
103 1.2 0.004 0.06043 220.56 0.0910 V
104 0.95 0.002 0.10000 2392 0.0500 V
105 0.95 0.002 0.10000 1784 0.0500 V
106 0.95 0.002 0.22685 2392 0.0500 V
Tabelle 4.1: Inputparameter u. Laufzeiten fu¨r Simulationen 98-106, APOSTERIORI-ZSW-Steuerung
In Tabelle 4.1 sind die fu¨r Simulationen 98-103 verwendeten stro¨mungsrelevanten Eingabeparameter
dargestellt, wie ρ∞ = 0.65269 kgm3 und T∞ = 248, 525K, welche denen der Standardatmospha¨re in
einer Ho¨he von H = 20000ft entsprechen, siehe [86].
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t [s]
w
[m
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3/4 c
t [s]
w
[m
]
0. 0.05 0.1 0.15 0.2-0.015
-0.01
-0.005
0
0.005
0.01
0.015
1/4 c
1/2 c
3/4 c
Bild 4.2: Simulationen 98 (links) und 99 (rechts), Auslenkung dreier Paneelpunkte
In Bild 4.2 ist der zeitliche Verlauf der Auslenkung dreier Punkte auf der Platte bei 1/4 c, 1/2 c u.
3/4 c fu¨r M∞ = 1.2, H = 20000ft u. vmax = 1.0ms dargestellt, (links, Venkatakrishnan-Limiter,
ǫvenkat. = 10
−4), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem Extrapolationsschema be-
rechnet.
t [s]
dt
[s]
0. 0.05 0.1 0.15 0.2
10-5
10-4
10-3
dt [s]
t [s]
dt
[s]
0. 0.05 0.1 0.15 0.2
10-5
10-4
10-3
dt [s]
Bild 4.3: Simulationen 98 (links) und 99 (rechts), Zeitschrittweitenverlauf
In Bild 4.3 ist der zeitliche Verlauf der verwendeten globalen Zeitintegrationsschrittweite ∆t[s] fu¨r
M∞ = 1.2, H = 20000ft u. vmax = 1.0ms dargestellt, (links, Venkatakrishnan-Limiter, ǫvenkat. =
10−4), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem Extrapolationsschema berechnet.
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Bild 4.4: Simulationen 100 (links) und 101 (rechts), Auslenkung dreier Paneelpunkte
In Bild 4.4 ist der zeitliche Verlauf der Auslenkung dreier Punkte auf der Platte bei 1/4 c, 1/2 c u.
3/4 c fu¨r M∞ = 0.9, H = 20000ft u. vmax = 1.0ms dargestellt, (links, Venkatakrishnan-Limiter,
ǫvenkat. = 10
−5), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem Extrapolationsschema be-
rechnet.
t [s]
dt
[s]
0. 0.1 0.2 0.3 0.4 0.5
10-5
10-4
10-3
dt [s]
t [s]
dt
[s]
0. 0.1 0.2 0.3 0.4 0.5
10-5
10-4
10-3
dt [s]
Bild 4.5: Simulationen 100 (links) und 101 (rechts), Zeitschrittweitenverlauf
In Bild 4.5 ist der zeitliche Verlauf der verwendeten globalen Zeitintegrationsschrittweite ∆t[s] fu¨r
M∞ = 0.9, H = 20000ft u. vmax = 1.0ms dargestellt, (links, Venkatakrishnan-Limiter, ǫvenkat. =
10−5), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem Extrapolationsschema berechnet.
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Bild 4.6: Simulationen 100 (links) und 101 (rechts), Druckverteilung
In Bild 4.6 wird der Druck in Pa fu¨r M∞ = 0.9, H = 20000ft u. vmax = 1.0ms dargestellt, (links,
Venkatakrishnan-Limiter, ǫvenkat. = 10−5), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem
Extrapolationsschema berechnet.
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Bild 4.7: Simulationen 100 (links) und 101 (rechts), Machzahlverteilung
In Bild 4.7 wird die Machzahl fu¨r M∞ = 0.9, H = 20000ft u. vmax = 1.0ms dargestellt, (links,
Venkatakrishnan-Limiter, ǫvenkat. = 10−5), (rechts, PC5-Limiter). Die Lo¨sungen wurden mit dem
Extrapolationsschema berechnet.
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Bild 4.8: Simulationen 102 (links) und 103 (rechts), verschiedene Schwingungstypen I und II
In Bild 4.8 wird der zeitliche Verlauf der Auslenkung dreier Punkte auf der Platte bei 1/4 c, 1/2 c
u. 3/4 c fu¨r M∞ = 1.2, H = 20000ft und vmax = 0.0905 m/s (links, I) bzw. vmax = 0.0910 m/s
(rechts, II) dargestellt. Die Lo¨sungen wurden mit dem Extrapolationsschema berechnet.
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Bild 4.9: Simulationen 102 (links) und 103 (rechts), Zeitliche Plattenauslenkungen (Contourplots)
In Bild 4.9 wird der zeitliche Verlauf der Auslenkung der Platte fu¨r M∞ = 1.2, H = 20000ft u.
vmax = 0.0905 m/s (links, I) bzw. vmax = 0.0910 m/s (rechts, II). fu¨r den Zeitraum t ∈ [0.5s, 0.55s]
dargestellt. Die in z-Richtung wirkende Stro¨mungskraftverteilung ist als Contourplot dargestellt.
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Bild 4.10: Simulationen 102 und 103, Fouriertransformierte der Schwingungstypen I und II
In Bild 4.10 wird die Fouriertransformierte (FFT) der beiden in den Abbildungen 4.8 u. 4.9 darge-
stellten Zeitverlaufstypen I u. II fu¨r den Plattenmittelpunkt 1/2 c dargestellt.
t [s]
w
[m
]
0.3 0.32 0.34 0.36 0.38 0.4
-0.01
-0.005
0
0.005
0.01
0.015
1/4 c
1/2 c
3/4 c
M = 0.95
hrel = 0.002µ = 0.1
λ = 2392
Bild 4.11: Simulation 104, Auslenkungen des Paneels bei 1/4 c, 1/2 c, 3/4 c
In Bild 4.11 wird der zeitliche Verlauf der Auslenkung dreier Punkte auf der Platte bei 1/4 c, 1/2 c u.
3/4 c fu¨r den Testfall M∞ = 0.95, hrel = 0.002, µ = 0.1 u. λ = 2392 dargestellt. Die Lo¨sung wurde
mit dem Extrapolationsschema berechnet.
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Bild 4.12: Simulation 104, Fouriertransformation
In Bild 4.12 wird die Fouriertransformierte (FFT) des in Abbildung 4.11 wiedergegebenen Zeitver-
laufs fu¨r den Plattenmittelpunkt 1/2 c dargestellt.
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Bild 4.13: Simulation 105, Vergleich der zeitlichen Auslenkungen fu¨r verschiedene CFL-Zahlen
In Bild 4.13 werden die Zeitverla¨ufe des Testfalls M∞ = 0.95, hrel = 0.002, µ = 0.1 u. λ = 1784 fu¨r
CFL = 20, 50 , 100 miteinander verglichen. Es wird jeweils die Auslenkung des Plattenmittelpunktes
dargestellt. Die Lo¨sungen wurden mit dem Extrapolationsschema berechnet.
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Bild 4.14: Simulation 106, Vergleich der Kopplungsschemata A, B und C
In Bild 4.14 werden die Kopplungsschemata A u. B mit dem hybriden Schema (C) fu¨r Simulation
106 miteinander verglichen, M∞ = 0.95, hrel = 0.002, µ = 0.22685 u. λ = 2392. Es wird jeweils
die Auslenkung des Plattenmittelpunktes dargestellt.
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Bild 4.15: Stabilita¨tsdiagramme fu¨r drehbar gelagerte (links) bzw. beidseitig eingespannte Platte
(rechts)
In Bild 4.15 sind die Stabilita¨tskurven fu¨r eine momentenfrei gelagerte (links) und beidseitig ein-
gespannte Aluminiumplatte (rechts) auf Meeresho¨he dargestellt, hrel = 0.00454, Massenverha¨ltnis
µ = 0.1.
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Bild 4.16: Zellanzahl bei x/c = 0.5 (links) und x/c = 1.5 (rechts) fu¨r Simulation 99
In Bild 4.16 ist die zeitabha¨ngige Zellanzahl bei x/c = 0.5 (links) u. x/c = 1.5 (rechts) fu¨r Simula-
tion 99 dargestellt.
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Bild 4.17: Zellanzahl bei x/c = 2.5 (links) und x/c = 3.5 (rechts) fu¨r Simulation 99
In Bild 4.17 ist die zeitabha¨ngige Zellanzahl bei x/c = 2.5 (links) u. x/c = 3.5 (rechts) fu¨r Simula-
tion 99 dargestellt.
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4.1.2 Stabilita¨tsgrenze fu¨r freie stationa¨re Gleichgewichtslagen von 2D-
Profilen
Die Stabilita¨tsdiagramme des elastisch aufgeha¨ngten NLR-7301- und des BAC-3-11-Profils, siehe
Abbildungen 4.18, 4.21, 4.24, 4.25 und 4.26 werden durch aeroelastische Simulationen im Zeitbe-
reich unter Verwendung der Euler-Gleichungen fu¨r die Stro¨mung ermittelt. Fu¨r alle Simulationen
wird das in Abbildung 2.4 beschriebene Kopplungsschema C (Fixpunktiteration) und fu¨r die Zeit-
integration der Gleichungen (2.23) - (2.24) wird das implizite HHT-Zeitintegrationsverfahren ver-
wendet. Die Strukturwerte wie Massedaten, Da¨mpfungswerte und Federsteifigkeiten, das sind die
Koeffizienten auf den linken Seiten der Gleichungen (2.23) - (2.24), sind jeweils in den Tabellen 4.2,
4.5, 4.8, 4.10 und 4.12 aufgefu¨hrt. Damit das Profil bei der instationa¨ren Fluid-Struktur-Simulation
zum Schwingen angeregt wird, erteilt man dem Profil eine gewisse Anfangsgeschwindigkeit, wel-
che das Profil aus der stationa¨ren Ruhelage bewegen soll. Nimmt das Profil nun Energie aus der
Stro¨mung auf, so wachsen die Schwingungsamplituden mit der Zeit an. Das Gesamtsystem aus Fluid
und Struktur wird in diesem Falle als instabil bezeichnet. Klingen beide Amplituden hingegen mit
der Zeit ab, so liegt eine geda¨mpfte Schwingung vor. Das Profil verliert bei Anna¨herung an seine
stationa¨re Gleichgewichtslage an Energie und wird seine Ruhelage dann nach einiger Zeit erreichen.
Das Gesamtsystem wird in diesem Falle als asymptotisch stabil bezeichnet. Bei Erho¨hung des sta-
tischen Druckes kann man in einem Stabilita¨tsdiagramm bei allen untersuchten Machzahlen einen
¨Ubergang vom stabilen zum instabilen Zustand hin beobachten. Wenn die elastische Lagerung des
Profils hinreichend steif ist, so besitzt es in der stationa¨ren Stro¨mung mindestens eine zeitlich kon-
stante Gleichgewichtslage, welche von den Stro¨mungsparametern Machzahl M und Druck p der
Anstro¨mung abha¨ngt. Um diese Gleichgewichtslage fu¨hrt das Profil je nach Stro¨mungsparameter ei-
ne geda¨mpfte oder angefachte Schwingung durch.
Die Gleichgewichtslage kann nun durch die numerische Lo¨sung der stationa¨ren Fluid-Struktur-
Gleichungen mit Hilfe einer Fixpunktiteration bestimmt werden. Nimmt man an, dass das
Gesamtsystem asymptotisch stabil ist, also zeitlich gegen die gesuchte freie Gleichgewichtslage
strebt, so gilt nach hinreichend langer Zeit: h = h = const., α = α = const. und somit
..
h =
.
h =
..
α =
.
α = 0. Fu¨r die Vorspannungen gilt: FV = 0, MV = 0, da hier eine freie Gleich-
gewichtslage untersucht wird. Die Gleichungen (2.23) - (2.24) lassen sich damit zu dem System
nichtlinearer Fixpunktgleichungen (4.5) reduzieren:
h = h0 + F (α)/Kh, α = α0 +M(α)/Kα, (4.5)
wodurch die zu bestimmende Gleichgewichtslage als Fixpunktlo¨sung (h, α) eines asymptotisch sta-
bilen Gesamtsystems festgelegt ist.
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Aus dem Gleichungssystem (4.5) la¨sst sich zur Bestimmung der gesuchten stationa¨ren Gleichge-
wichtslage (h, α) unter Vorgabe des Startvektors (h(0), α(0)) := (h0, α0) = (0, α0) ein iteratives
Fixpunktverfahren gema¨ß
h(r+1) = h0 + F (α
(r))/Kh = F (α
(r))/Kh, α
(r+1) = α0 +M(α
(r))/Kα, (4.6)
erstellen. Nach dem Fixpunktsatz von Banach in Abschnitt B.2 ist dieses Verfahren eine Kontrakti-
on, wenn die Federsteifigkeiten Kh und Kα hinreichend groß vorgegeben werden. Wenn zudem der
Startvektor hinreichend nahe an der zu bestimmenden Lo¨sung gewa¨hlt wird, dann konvergiert das
Fixpunktverfahren in (4.6) gegen diese: (h(r), α(r))→ (h, α) fu¨r r →∞.
Sollte es mehrere lokale Fixpunktlo¨sungen bzw. asymptotisch stabile Gleichgewichtslagen geben, so
ha¨ngt die gefundene Lo¨sung dieses iterativen Verfahrens von der Wahl der Startvektors (h(0), α(0)) ab.
Die rekursive Vorgehensweise erfolgt in Anlehnung an das in Abbildung 2.4 beschriebene Schema C
(Fixpunktkopplung), welches in jedem Kopplungsschritt zwischen Fluid- und Strukturlo¨ser die Da-
ten an der Grenzfla¨che zwischen Fluid und Struktur wechselseitig austauscht. Mit dem Laufindex r
werden in Abbildung 2.4 die Approximationen der gesuchten stationa¨ren Gesamtlo¨sung nummeriert,
welche sich der gesuchten stationa¨ren Fixpunkto¨sung der Rekursion na¨hern, falls das Verfahren kon-
vergiert. Die mit der Variable n bezeichneten Zeitlevel sind jedoch fu¨r stationa¨re Gleichgewichtsbe-
rechnungen physikalisch irrelevant. Die Daten, welche bei der stationa¨ren Kopplung zwischen Fluid-
und Strukturlo¨ser ausgetauscht werden, sind die Hubkraft F und das Drehmoment M in Kopplungs-
richtung Fluid→Struktur, sowie der Anstro¨mwinkel α in Kopplungsrichtung Struktur→Fluid. Das
Stro¨mungsgitter bleibt bei dieser Kopplung hinsichtlich rotatorischer wie translatorischer Bewegung
unverformt. In sa¨mtlichen Simulationen zur Ermittlung der stationa¨ren freien Gleichgewichtslage des
NLR-7301-Profils werden die beiden Abbruchkriterien
|Kh (h(r+1) − h(r))| ≤ Ftol. := 10−2N und |Kα (α(r+1) − α(r))| ≤Mtol. := 10−2Nm, (4.7)
vorgegeben. Bei dem Fixpunktverfahren wird der zeitliche Verlauf des numerischen Fehlers unter-
sucht. Stellt man fest, dass der numerische Fehler stets zunimmt und die Bedingung (4.7) somit nicht
erfu¨llt werden kann, so wird das Verfahren nach einiger Zeit abgebrochen und als divergent einge-
stuft. Dies beobachtet man erfahrungsgema¨ß, wenn die Federkonstanten Kh und Kα im Vergleich zu
den aerodynamischen Parametern Kraft F und Moment M zu klein sind, um ein konvergentes Fix-
punktverfahren zu garantieren. Bei der Bestimmung der Stabilita¨tskurven durch numerische Simula-
tionen mittels QUADFLOW wird der Druck p fu¨r eine bestimmte Machzahl M in kleinen Schritten
bis zum Erreichen der Stabilita¨tsgrenze erho¨ht. Im Bereich oberhalb der Stabilita¨tsgrenze liefert die-
ses Verfahren jedoch erfahrungsgema¨ß kein brauchbares Ergebnis mehr, denn es konvergiert dann
zu langsam oder divergiert sogar. In einem Divergenzfall werden die Gleichgewichtslagen dann vom
na¨chstliegenden konvergenten Fixpunktverfahren als approximative Gleichgewichtslage fu¨r eine in-
stationa¨re Simulation der Fluid-Struktur-Kopplung u¨bernommen. Im divergenten Falle stellt man er-
fahrungsgema¨ß fest, dass dem divergenten Verfahren zur Bestimmung der freien Gleichgewichtslage
ein instabiler Schwingungszustand folgt.
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Sind die Gleichgewichtslagen bestimmt, so wird der Anstellwinkel α dem Stro¨mungslo¨ser zu Beginn
der instationa¨ren Rechnung vorgegeben. Die Profilsehne verla¨uft demnach relativ zur Stro¨mungsrich-
tung im Winkel α, jedoch parallel zur x-Achse des Koordinatensystems. Dem Strukturlo¨ser werden
nun zu Beginn der instationa¨ren Rechnung der Hub h sowie der Anstro¨mwinkel α als Anfangsbedin-
gung vorgegeben. Die Schwingung findet fu¨r kleine Auslenkungen (∆h,∆α) relativ zur Gleichge-
wichtslage (h, α) statt. Die absolute Position erha¨lt man demnach durch Addition der Auslenkungen
(∆h,∆α) zur Gleichgewichtslage (Offset) gema¨ß:
h(t) = h+∆h(t), α(t) = α+∆α(t), (4.8)
Ebenso werden Hubkraft F und DrehmomentM zu Beginn der instationa¨ren Rechnung entsprechend
∆F (t) = F (t)−Kh (h− h0), ∆M(t) = M(t)−Kα (α− α0), (4.9)
modifiziert und (∆F (t),∆M(t)) in Kopplungsrichtung Fluid→Struktur als Input zur Lo¨sung der
Strukturgleichungen zum Zeitpunkt t verwendet. In Richtung Struktur→Fluid werden die Gro¨ßen
(∆h(t),∆α(t)) an das im Stro¨mungslo¨ser QUADFLOW enthaltene Gitterdeformationsprogramm
u¨bergeben, welches das Stro¨mungsgitter entsprechend dieser Vorgabe verformt. Mit dem vera¨nder-
ten Gitter wird anschließend die Stro¨mungsberechnung durchgefu¨hrt. Die freien Gleichgewichtsla-
gen ko¨nnen je nach vorgegebener Profilanstro¨mung und Federsteifigkeiten sehr große Auslenkungen
bis zu Zahlenwerten von |h| ≤ 6.6 · 10−2m und |α| = 10.9 ◦ annehmen, siehe Tabelle 4.3. Eine
weitere Mo¨glichkeit zur Ermittlung der Stabilita¨tsgrenze eines Profils besteht darin, eine einzige sta-
tiona¨re Gleichgewichtslage fu¨r sa¨mtliche Testfa¨lle vorzugeben und die Strukturgleichungen (2.23)
und (2.24) derart durch Vorgabe von FV und MV zu modifizieren, dass Schwingungen um die eine
vorgegebene Gleichgewichtslage untersucht werden ko¨nnen. Diese Vorgehensweise zur Ermittlung
der Stabilita¨tsgrenze eines NLR-7301-Profils hat bereits G. Britten in [34] angewendet, sie wird im
Abschnitt 4.1.3 na¨her beschrieben. Die Ergebnisse zu sa¨mtlichen Stabilita¨tskurven in den Abschnit-
ten 4.1.2 und 4.1.3 werden unter Zuhilfenahme der folgenden Formeln erstellt:
Fi =
u∗F√
µprofile
, u∗F =
2u∞
c ωα
, ωα =
√
Kα
Iα
und µprofile =
ρm
ρ∞
=
m
π
4
ρ∞c2b
. (4.10)
Fi bezeichnet darin den dimensionslosen flutter index. Die fu¨r seine Berechnung erforderlichen
Strukturdaten ko¨nnen fu¨r den entsprechenden Testfall mit freier Gleichgewichtslage des NLR-Profils
aus den Tabellen 4.2, 4.5 und 4.8 entnommen werden. In Abschnitt 4.1.2 wird das BAC-3-11-Profil
fu¨r freie Gleichgewichtsauslenkungen untersucht. Hierfu¨r ist die Strukturdatentabelle 4.10 hinzu-
zuziehen. Fu¨r die in Abschnitt 4.1.3 untersuchte vorgegebene Gleichgewichtslage des NLR-7301-
Profils ist die Strukturdatentabelle 4.12 relevant.
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Ergebnisse der Stabilita¨tsuntersuchungen fu¨r freie Gleichgewichtslagen des NLR-7301- und
des BAC-3-11-Profils
In den Abbildungen 4.18, 4.21 und 4.24 sind die Stabilita¨tskurven des NLR-7301-Profils mit freien
stationa¨ren Gleichgewichtsauslenkungen und in den Tabellen 4.3, 4.6, 4.9 die vorliegenden (varia-
blen) Gleichgewichtsauslenkungen sowie die vorherrschenden Gleichgewichtskra¨fte und -momente
dargestellt. Fu¨r die Stabilita¨tskurven in den Abbildungen 4.18 und 4.21 ist ein Anstellwinkel ohne
Wind von α0 = 0.25 ◦ und fu¨r die Stabilita¨tskurven in Abbildung 4.24 ein entsprechender Winkel
von α0 = 1.25
◦ vorgegeben. Die Tabellen 4.2, 4.5 und 4.8 enthalten die fu¨r die Stabilita¨tsunter-
suchungen des NLR-7301-Profils verwendeten Strukturdaten. In Tabelle 4.2 werden die in [121]
verwendeten Strukturdaten vorgegeben. Diese Daten werden ebenso in den Tabellen 4.5 und 4.8 ver-
wendet. In den Tabellen 4.5 und 4.8 weicht jedoch die Spannweite durch die Vorgabe von b = 4m
von den Strukturdaten in Tabelle 4.2 bzw. [121] ab. Die Abbildungen 4.19 - 4.20 veranschaulichen
die angeregten Schwingungszusta¨nde des NLR-7301-Profils fu¨r die in der Tabelle 4.4 angegebenen
Daten. Entsprechend geben die Abbildungen 4.22 - 4.23 die Schwingungszusta¨nde fu¨r die in Tabelle
4.7 angegebenen Daten wieder. In den Teilabbildungen der Abbildungen 4.19 - 4.20 und 4.22 - 4.23
sind jeweils Hub, Drehwinkel, Hubkraft und Drehmoment fu¨r das NLR-7301-Profil einzeln darge-
stellt. Fu¨r das BAC-3-11-Profil mit freier stationa¨rer Gleichgewichtslage sind in Abbildung 4.25 die
Stabilita¨tskurven erstellt, deren Auslenkungen und Gleichgewichtskra¨fte bzw. -momente in Tabelle
4.11 zusammengefasst sind. Die fu¨r diese Stabilita¨tsuntersuchungen relevaten Strukturdaten sind in
Tabelle 4.10 aufgelistet.
NLR-7301-Profil mit Strukturdaten gema¨ß [121] und Anstellwinkel ohne Wind α0 = 0.25 ◦
Schwingende Masse: m 25.935 kg
Sehnenla¨nge: c 0.3 m
Spannweite: b 1.0 m
Tra¨gheitsmoment: Iα,c/4 0.0906 kgm2
Statisches Moment: Sα 0.3765 kgm
Drehda¨mpfung: Dα 0.2019 kgm2/s
Hubda¨mpfung: Dh 78.228 kg/s
Drehsteifigkeit: Kα 6696.9 Nm/rad
Hubsteifigkeit: Kh 1106981.055N/m
Tabelle 4.2: Strukturdaten fu¨r das in Abbildung 4.18 untersuchte elastisch aufgeha¨ngte NLR-7301-Profil
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Mach- stabil ↔ instabil Gleichgewichtsauslenkungen Gleichgewichtskraft / -moment
zahl M p / [kPa] h / [m] α / [◦] F (α) / [N ] M(α) / [Nm]
0.550 550 ↔ 600 -2.6824E-02 -8.4472E+00 -2.9694E+04 -1.0166E+03
0.575 550 ↔ 600 -3.3674E-02 -9.4307E+00 -3.7277E+04 -1.1315E+03
0.600 600 ↔ 650 -4.4296E-02 -1.0467E+01 -4.9035E+04 -1.2527E+03
0.625 650 ↔ 700 -5.4155E-02 -1.0897E+01 -5.9949E+04 -1.3029E+03
0.650 650 ↔ 700 -5.7993E-02 -1.0360E+01 -6.4197E+04 -1.2401E+03
0.675 750 ↔ 800 -6.5536E-02 -9.9274E+00 -7.2548E+04 -1.1896E+03
0.700 850 ↔ 900 -4.6151E-02 -8.1511E+00 -5.1088E+04 -9.8195E+02
0.725 700 ↔ 750 -4.7867E-02 -7.4116E+00 -5.2988E+04 -8.9551E+02
0.750 590 ↔ 610 -4.1039E-02 -6.6675E+00 -4.5430E+04 -8.0854E+02
0.775 530 ↔ 550 -3.4921E-02 -5.8830E+00 -3.8657E+04 -7.1684E+02
0.800 470 ↔ 490 -2.8741E-02 -5.4928E+00 -3.1816E+04 -6.7123E+02
0.825 350 ↔ 370 -2.0275E-02 -5.8097E+00 -2.2444E+04 -7.0828E+02
0.850 170 ↔ 190 -5.2205E-03 -5.2024E+00 -5.7790E+03 -6.3730E+02
0.875 410 ↔ 430 -3.4120E-02 -8.0924E+00 -3.7771E+04 -9.7508E+02
0.900 530 ↔ 550 -3.3950E-02 -5.8300E+00 -3.7582E+04 -7.1065E+02
0.925 570 ↔ 590 -2.2750E-02 -4.1175E+00 -2.5184E+04 -5.1049E+02
0.950 570 ↔ 590 -1.8875E-02 -3.7470E+00 -2.0894E+04 -4.6718E+02
0.975 570 ↔ 590 -1.8675E-02 -5.3025E+00 -2.0673E+04 -6.4899E+02
Tabelle 4.3: Wertetabelle und Gleichgewichtsauslenkungen der Stabilita¨tsgrenzkurve in Abbildung 4.18 bei
freier Gleichgewichtslage
4.1 Instationa¨re Euler-Rechnungen fu¨r transsonisches Paneel und 2D-Profile 213
M
p
[kP
a
]
0.5 0.6 0.7 0.8 0.9 1 1.10
200
400
600
800
1000
Stabil
Grenzkurve
Instabil
M
flu
tte
r
in
de
x
0.5 0.6 0.7 0.8 0.9 1
0.4
0.6
0.8
1
1.2
1.4
Stabil
Grenzkurve
Instabil
Bild 4.18: Stabilita¨tsgrenze des NLR-7301-Profils fu¨r freie Gleichgewichtsauslenkungen mit α0 =
0.25 ◦ und die Strukturdaten aus Tabelle 4.2
In Abbildung 4.18 sind die QUADFLOW-Simulationen fu¨r die Strukturdaten aus Tabelle 4.2 dar-
gestellt. Die Euler-Lo¨sungen wurden mit Kopplungsschema C berechnet und die Stabilita¨tskurven
wurden mit QUADFLOW numerisch aus Euler-Lo¨sungen fu¨r das elastisch aufgeha¨ngte NLR-7301-
Profil fu¨r T∞ = 274K und freie Gleichgewichtsauslenkungen ermittelt. Der Anstellwinkel des Profils
ohne Wind betra¨gt fu¨r alle Simulationen α0 = 0.25 ◦. Im Bild links ist der statische Druck, im Bild
rechts der entsprechende dimensionslose flutter index u¨ber der Machzahl dargestellt. Die Stabilita¨ts-
grenzkurven wurden durch eine Splineinterpolation ermittelt.
Machzahl M∞ = 0.750
Druck p∞ = 590 kPa
Temperatur T∞ = 274K
Dichte ρ∞ = 7.50122 kgm3
Anstellwinkel ohne Wind α0 = 0.25 ◦
Tabelle 4.4: Simulation 107, relevante Stro¨mungsparameter
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Bild 4.19: Simulation 107, Hub (links), Drehwinkel (rechts)
In Abbildung 4.19 ist die QUADFLOW-Simulation fu¨r den Testfall aus Tabelle 4.4 mit den Struktur-
daten aus Tabelle 4.2 dargestellt. Die Lo¨sung wurde mit Kopplungsschema C berechnet.
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Bild 4.20: Simulation 107, Auftriebskraft (links), Drehmoment (rechts)
In Abbildung 4.20 ist die QUADFLOW-Simulation fu¨r den Testfall aus Tabelle 4.4 mit den Struktur-
daten aus Tabelle 4.2 dargestellt. Die Lo¨sung wurde mit Kopplungsschema C berechnet.
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NLR-7301-Profil mit Strukturdaten gema¨ß [121], Anstellwinkel ohne Wind α0 = 0.25 ◦ und
vera¨nderter Spannweite b = 4m
Schwingende Masse: m 25.935 kg
Sehnenla¨nge: c 0.3 m
Spannweite: b 4.0 m
Tra¨gheitsmoment: Iα,c/4 0.0906 kgm2
Statisches Moment: Sα 0.3765 kgm
Drehda¨mpfung: Dα 0.2019 kgm2/s
Hubda¨mpfung: Dh 78.228 kg/s
Drehsteifigkeit: Kα 6696.9 Nm/rad
Hubsteifigkeit: Kh 1106981.055N/m
Tabelle 4.5: Strukturdaten fu¨r das in Abbildung 4.21 untersuchte elastisch aufgeha¨ngte NLR-7301-Profil
Mach- stabil ↔ instabil Gleichgewichtsauslenkungen Gleichgewichtskraft / -moment
zahl M p / [kPa] h / [m] α / [◦] F (α) / [N ] M(α) / [Nm]
0.550 130 ↔ 135 -2.4190E-02 -8.2387E+00 -2.6778E+04 -9.9218E+02
0.575 115 ↔ 120 -2.4302E-02 -8.3688E+00 -2.6902E+04 -1.0074E+03
0.600 100 ↔ 105 -2.3188E-02 -8.1889E+00 -2.5669E+04 -9.8637E+02
0.625 85 ↔ 90 -2.0537E-02 -7.6536E+00 -2.2734E+04 -9.2379E+02
0.650 75 ↔ 80 -1.8831E-02 -7.1625E+00 -2.0846E+04 -8.6639E+02
0.675 60 ↔ 65 -1.3944E-02 -6.1783E+00 -1.5436E+04 -7.5136E+02
0.700 55 ↔ 60 -1.2453E-02 -5.6253E+00 -1.3785E+04 -6.8672E+02
0.725 55 ↔ 60 -1.2181E-02 -5.2725E+00 -1.3484E+04 -6.4549E+02
0.750 55 ↔ 60 -1.1347E-02 -4.9185E+00 -1.2561E+04 -6.0410E+02
0.775 55 ↔ 60 -1.0319E-02 -4.7091E+00 -1.1423E+04 -5.7963E+02
0.800 45 ↔ 50 -7.1118E-03 -4.4661E+00 -7.8726E+03 -5.5123E+02
0.825 20 ↔ 25 -1.3593E-03 -3.6687E+00 -1.5047E+03 -4.5803E+02
0.850 15 ↔ 20 -8.0488E-04 -3.7767E+00 -8.9099E+02 -4.7065E+02
0.875 55 ↔ 60 -1.3290E-02 -5.8840E+00 -1.4711E+04 -7.1696E+02
0.900 65 ↔ 70 -8.7855E-03 -2.6210E+00 -9.7254E+03 -3.3557E+02
0.925 70 ↔ 75 -7.0760E-03 -1.5887E+00 -7.8330E+03 -2.1492E+02
0.950 80 ↔ 85 -8.5282E-03 -2.3147E+00 -9.4406E+03 -2.9977E+02
0.975 80 ↔ 85 -8.6947E-03 -3.9000E+00 -9.6249E+03 -4.8507E+02
Tabelle 4.6: Wertetabelle und Gleichgewichtsauslenkungen der Stabilita¨tsgrenzkurve in Abbildung 4.21 bei
freier Gleichgewichtslage
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Bild 4.21: Stabilita¨tsgrenze des NLR-7301-Profils fu¨r freie Gleichgewichtsauslenkungen mit α0 =
0.25 ◦ und die Strukturdaten aus Tabelle 4.5
In Abbildung 4.21 sind die QUADFLOW-Simulationen fu¨r die Strukturdaten aus Tabelle 4.5 dar-
gestellt. Die Euler-Lo¨sungen wurden mit Kopplungsschema C berechnet und die Stabilita¨tskurven
wurden mit QUADFLOW numerisch aus Euler-Lo¨sungen fu¨r das elastisch aufgeha¨ngte NLR-7301-
Profil fu¨r T∞ = 274K und freie Gleichgewichtsauslenkungen ermittelt. Der Anstellwinkel des Profils
ohne Wind betra¨gt fu¨r alle Simulationen α0 = 0.25 ◦. Im Bild links ist der statische Druck, im Bild
rechts der entsprechende dimensionslose flutter index u¨ber der Machzahl dargestellt. Die Stabilita¨ts-
grenzkurven wurden durch eine Splineinterpolation ermittelt.
Machzahl M∞ = 0.750
Druck p∞ = 90 kPa
Temperatur T∞ = 274K
Dichte ρ∞ = 1.14425 kgm3
Anstellwinkel ohne Wind α0 = 0.25 ◦
Tabelle 4.7: Simulation 108, relevante Stro¨mungsparameter
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Bild 4.22: Simulation 108, Hub (links), Drehwinkel (rechts)
In Abbildung 4.22 ist die QUADFLOW-Simulation fu¨r den Testfall aus Tabelle 4.7 mit den Struktur-
daten aus Tabelle 4.5 dargestellt. Die Lo¨sung wurde mit Kopplungsschema C berechnet.
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Bild 4.23: Simulation 108, Auftriebskraft (links), Drehmoment (rechts)
In Abbildung 4.23 ist die QUADFLOW-Simulation fu¨r den Testfall aus Tabelle 4.7 mit den Struktur-
daten aus Tabelle 4.5 dargestellt. Die Lo¨sung wurde mit Kopplungsschema C berechnet.
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NLR-7301-Profil mit Strukturdaten gema¨ß [121], Anstellwinkel ohne Wind α0 = 1.25 ◦ und
vera¨nderter Spannweite b = 4m
Schwingende Masse: m 25.935 kg
Sehnenla¨nge: c 0.3 m
Spannweite: b 4.0 m
Tra¨gheitsmoment: Iα,c/4 0.0906 kgm2
Statisches Moment: Sα 0.3765 kgm
Drehda¨mpfung: Dα 0.2019 kgm2/s
Hubda¨mpfung: Dh 78.228 kg/s
Drehsteifigkeit: Kα 6696.9 Nm/rad
Hubsteifigkeit: Kh 1106981.055N/m
Tabelle 4.8: Strukturdaten fu¨r das in Abbildung 4.24 untersuchte elastisch aufgeha¨ngte NLR-7301-Profil
Mach- stabil ↔ instabil Gleichgewichtsauslenkungen Gleichgewichtskraft / -moment
zahl M p / [kPa] h / [m] α / [◦] F (α) / [N ] M(α) / [Nm]
0.550 70 ↔ 90 -3.8307E-03 -4.0375E+00 -4.2405E+03 -6.1802E+02
0.575 130 ↔ 150 -3.1518E-02 -9.2359E+00 -3.4890E+04 -1.2256E+03
0.600 130 ↔ 150 -3.7517E-02 -9.8130E+00 -4.1530E+04 -1.2931E+03
0.625 130 ↔ 150 -4.1874E-02 -1.0020E+01 -4.6354E+04 -1.3172E+03
0.650 130 ↔ 150 -4.5005E-02 -9.6348E+00 -4.9819E+04 -1.2722E+03
0.675 150 ↔ 170 -5.6100E-02 -9.7280E+00 -6.2102E+04 -1.2831E+03
0.700 130 ↔ 150 -4.6381E-02 -8.3738E+00 -5.1343E+04 -1.1249E+03
0.725 110 ↔ 130 -3.6047E-02 -6.9770E+00 -3.9903E+04 -9.6160E+02
0.750 70 ↔ 90 -1.8004E-02 -5.4151E+00 -1.9930E+04 -7.7904E+02
0.775 30 ↔ 50 -4.3985E-03 -3.5469E+00 -4.8691E+03 -5.6067E+02
0.800 50 ↔ 70 -9.7826E-03 -4.7373E+00 -1.0829E+04 -6.9982E+02
0.825 50 ↔ 70 -1.1277E-02 -5.5692E+00 -1.2484E+04 -7.9705E+02
0.850 110 ↔ 130 -1.1562E-02 -8.2754E+00 -1.2799E+04 -1.1134E+03
0.875 130 ↔ 150 -7.6955E-03 -5.3028E+00 -8.5188E+03 -7.6591E+02
0.900 170 ↔ 190 -3.8292E-03 -2.3302E+00 -4.2389E+03 -4.1846E+02
0.925 190 ↔ 210 -8.2641E-03 -1.2608E+00 -9.1482E+03 -2.9347E+02
0.950 190 ↔ 210 -1.5438E-02 -1.8489E+00 -1.7090E+04 -3.6221E+02
0.975 190 ↔ 210 -1.0802E-02 -2.0036E+00 -1.1957E+04 -3.8029E+02
Tabelle 4.9: Wertetabelle und Gleichgewichtsauslenkungen der Stabilita¨tsgrenzkurve in Abbildung 4.24 bei
freier Gleichgewichtslage
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Bild 4.24: Stabilita¨tsgrenze des NLR-7301-Profils fu¨r freie Gleichgewichtsauslenkungen mit α0 =
1.25 ◦ und die Strukturdaten aus Tabelle 4.8
In Abbildung 4.24 sind die QUADFLOW-Simulationen fu¨r die Strukturdaten aus Tabelle 4.8 dar-
gestellt. Die Euler-Lo¨sungen wurden mit Kopplungsschema C berechnet und die Stabilita¨tskurven
wurden mit QUADFLOW numerisch aus Euler-Lo¨sungen fu¨r das elastisch aufgeha¨ngte NLR-7301-
Profil fu¨r T∞ = 274K und freie Gleichgewichtsauslenkungen ermittelt. Der Anstellwinkel des Profils
ohne Wind betra¨gt fu¨r alle Simulationen α0 = 1.25 ◦. Im Bild links ist der statische Druck, im Bild
rechts der entsprechende dimensionslose flutter index u¨ber der Machzahl dargestellt. Die Stabilita¨ts-
grenzkurven wurden durch eine Splineinterpolation ermittelt.
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BAC-3-11-Profil mit Strukturdaten gema¨ß [121] und Anstellwinkel ohne Wind α0 = 0.25 ◦
Schwingende Masse: m 25.9346 kg
Sehnenla¨nge: c 0.3 m
Spannweite: b 1.0 m
Tra¨gheitsmoment: Iα,c/4 0.09058 kgm2
Statisches Moment: Sα 0.3765 kgm
Drehda¨mpfung: Dα 0.2019 kgm2/s
Hubda¨mpfung: Dh 78.228 kg/s
Drehsteifigkeit: Kα 6696.9 Nm/rad
Hubsteifigkeit: Kh 1106981.055N/m
Tabelle 4.10: Strukturdaten fu¨r das in Abbildung 4.25 untersuchte elastisch aufgeha¨ngte BAC-3-11-Profil
Mach- stabil ↔ instabil Gleichgewichtsauslenkungen Gleichgewichtskraft / -moment
zahl M p / [kPa] h / [m] α / [◦] F (α) / [N ] M(α) / [Nm]
0.550 440 ↔ 460 -7.9880E-03 -4.3601E+00 -8.8425E+03 -5.3885E+02
0.575 400 ↔ 420 -7.8171E-03 -4.2980E+00 -8.6534E+03 -5.3159E+02
0.600 340 ↔ 360 -6.7251E-03 -4.1367E+00 -7.4446E+03 -5.1273E+02
0.625 380 ↔ 400 -1.4578E-02 -6.0149E+00 -1.6138E+04 -7.3226E+02
0.650 440 ↔ 460 -3.0906E-02 -8.3769E+00 -3.4213E+04 -1.0083E+03
0.675 500 ↔ 520 -4.3376E-02 -8.8253E+00 -4.8017E+04 -1.0607E+03
0.700 480 ↔ 500 -4.5517E-02 -8.0885E+00 -5.0386E+04 -9.7463E+02
0.725 400 ↔ 420 -3.5834E-02 -6.6987E+00 -3.9668E+04 -8.1219E+02
0.750 320 ↔ 340 -2.5963E-02 -5.5170E+00 -2.8740E+04 -6.7407E+02
0.775 320 ↔ 340 -2.4582E-02 -4.8403E+00 -2.7212E+04 -5.9497E+02
0.800 400 ↔ 420 -2.9288E-02 -4.3152E+00 -3.2421E+04 -5.3359E+02
0.825 380 ↔ 400 -6.7788E-03 -1.7944E+00 -7.5040E+03 -2.3896E+02
0.850 260 ↔ 280 -3.6220E-03 -5.2484E+00 -4.0095E+03 -6.4266E+02
0.875 150 ↔ 170 -7.2701E-03 -2.8761E+00 -8.0479E+03 -3.6538E+02
0.900 600 ↔ 620 -2.8248E-02 -2.3821E+00 -3.1271E+04 -3.0764E+02
0.925 680 ↔ 700 -3.4227E-02 -2.5400E+00 -3.7889E+04 -3.2611E+02
0.950 780 ↔ 800 -4.0783E-02 -2.6363E+00 -4.5146E+04 -3.3735E+02
0.975 780 ↔ 800 -4.1925E-02 -2.6414E+00 -4.6411E+04 -3.3795E+02
Tabelle 4.11: Wertetabelle und Gleichgewichtsauslenkungen der Stabilita¨tsgrenzkurve in Abbildung 4.25 bei
freier Gleichgewichtslage
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Bild 4.25: Stabilita¨tsgrenze des BAC-3-11-Profils fu¨r freie Gleichgewichtsauslenkungen mit α0 =
0.25 ◦ und die Strukturdaten aus Tabelle 4.10
In Abbildung 4.25 sind die QUADFLOW-Simulationen fu¨r die Strukturdaten aus Tabelle 4.10 dar-
gestellt. Die Euler-Lo¨sungen wurden mit Kopplungsschema C berechnet und die Stabilita¨tskurven
wurden mit QUADFLOW numerisch aus Euler-Lo¨sungen fu¨r das elastisch aufgeha¨ngte BAC-3-11-
Profil fu¨r T∞ = 274K und freie Gleichgewichtsauslenkungen ermittelt. Der Anstellwinkel des Profils
ohne Wind betra¨gt fu¨r alle Simulationen α0 = 0.25 ◦. Im Bild links ist der statische Druck, im Bild
rechts der entsprechende dimensionslose flutter index u¨ber der Machzahl dargestellt. Die Stabilita¨ts-
grenzkurven wurden durch eine Splineinterpolation ermittelt.
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4.1.3 Stabilita¨tsgrenze fu¨r eine einzige vorgegebene stationa¨re Gleichge-
wichtslage
Es wird angestrebt, die Stabilita¨t von aeroelastischen Gleichgewichtslagen bei einem vorgegebenen
Anstellwinkel α0 zu untersuchen. Dazu wird zuna¨chst die stationa¨re Stro¨mung berechnet, die sich bei
dem betreffenden Anstellwinkel einstellen wu¨rde, wenn das Profil durch eine Kraft und ein Moment
in der vorgegebenen Lage festgehalten wa¨re. Die dazu notwendigen Gro¨ßen der Haltekraft und des
Haltemomentes werden aus der stationa¨ren Stro¨mungslo¨sung ermittelt: FV = F (α0), MV =M(α0).
Im Versuchsaufbau ko¨nnen die beiden Haltegro¨ßen durch Vorspannung der Federn gewa¨hrleistet wer-
den. Praktisch kann das so erfolgen, dass das Profil in der gewu¨nschten Lage durch ”Handkra¨fte”
festgehalten wird, bis die Vorspannungsgro¨ßen FV und MV eingestellt sind und die Stro¨mung den
beabsichtigten stationa¨ren Zustand erreicht hat. Die notwendigen Handkra¨fte sind dann Null und das
Profil kann losgelassen werden. Die Stabilita¨t der so erreichten aeroelastischen Gleichgewichtsla-
ge wird nun untersucht, indem die Systemantwort auf eine kleine Anfangssto¨rung zeitecht mit dem
Kopplungsschema C berechnet wird. Es wird der Fall α0 = 0.25 ◦, h0 = 0m untersucht.
Der Strukturlo¨ser berechnet stets die Hub- und Winkelvera¨nderungen (∆h,∆α) relativ zur vorge-
gebenen Gleichgewichtslage (h, α) := (h0, α0). Die absoluten Auslenkungen werden entsprechend
(4.8) berechnet. Durch die Vorspannung der Hub- und Torsionsfeder werden an den Strukturlo¨ser
stets die Kraft ∆F (t) und das Moment ∆M(t) als Eingabedaten u¨bergeben:
∆F (t) := F (t)− FV , ∆M(t) :=M(t)−MV . (4.11)
Ergebnisse der Stabilita¨tsuntersuchungen fu¨r eine vorgegebene Gleichgewichtslage des NLR-
7301-Profils
Die Ergebnisse zu den Stabilita¨tsuntersuchungen sind grafisch fu¨r das NLR-7301-Profil in Abbildung
4.26 dargestellt. Der im rechten Bild der Abbildung 4.26 dargestellte flutter index Fi berechnet sich
nach den Formeln (4.10). In Tabelle 4.12 sind die Strukturdaten des NLR-7301-Profils fu¨r die in
Abbildung 4.26 erstellten Stabilita¨tskurven angegeben.
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Schwingende Masse: m 2.5935 kg
Sehnenla¨nge: c 0.3 m
Spannweite: b 1.0 m
Tra¨gheitsmoment: Iα,c/4 0.00906 kgm2
Statisches Moment: Sα 0.03765 kgm
Drehda¨mpfung: Dα 0.02019 kgm2/s
Hubda¨mpfung: Dh 7.8228 kg/s
Drehsteifigkeit: Kα 669.69 Nm/rad
Hubsteifigkeit: Kh 110698.1055 N/m
Tabelle 4.12: Strukturdaten fu¨r das in Abbildung 4.26 untersuchte elastisch aufgeha¨ngte NLR-7301-Profil
Mach- stabil ↔ instabil Vorspannkraft / -moment
zahl fu¨r α0 = 0.25 ◦, h0 = 0m
M p / [kPa] FV / [N ] MV / [Nm]
0.550 55 ↔ 60 1.7392E+03 -1.2137E+02
0.575 50 ↔ 55 1.7931E+03 -1.2410E+02
0.600 50 ↔ 55 2.0230E+03 -1.3888E+02
0.625 45 ↔ 50 2.0659E+03 -1.3973E+02
0.650 45 ↔ 50 2.3309E+03 -1.5476E+02
0.675 50 ↔ 55 2.9224E+03 -1.8790E+02
0.700 50 ↔ 55 3.3905E+03 -2.0804E+02
0.725 40 ↔ 45 3.3339E+03 -1.9821E+02
0.750 21 ↔ 26 2.1152E+03 -1.5043E+02
0.775 30 ↔ 35 2.9942E+03 -2.6530E+02
0.800 50 ↔ 55 4.7878E+03 -5.2119E+02
0.825 60 ↔ 65 5.6579E+03 -7.3514E+02
0.850 60 ↔ 65 5.3131E+03 -8.1100E+02
0.875 60 ↔ 65 3.8132E+03 -6.8053E+02
0.900 65 ↔ 70 1.0308E+03 -2.2762E+02
0.925 65 ↔ 70 9.9037E+02 -2.2508E+02
Tabelle 4.13: Wertetabelle und Gleichgewichtskra¨fte bzw. -momente der Stabilita¨tsgrenzkurve in Abbildung
4.26 bei der vorgegebenen Gleichgewichtslage α0 = 0.25 ◦, h0 = 0m
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Bild 4.26: Stabilita¨tsgrenze des NLR-7301-Profils fu¨r die vorgegebene Gleichgewichtsauslenkung
bei α = α0 = 0.25 ◦ und die Strukturdaten aus Tabelle 4.12
In Abbildung 4.26 sind die QUADFLOW-Simulationen fu¨r die Strukturdaten aus Tabelle 4.12 dar-
gestellt. Die Euler-Lo¨sungen wurden mit Kopplungsschema C berechnet und die Stabilita¨tskurven
wurden mit QUADFLOW numerisch aus Euler-Lo¨sungen fu¨r das elastisch aufgeha¨ngte NLR-7301-
Profil fu¨r T∞ = 274 K und die vorgegebene Gleichgewichtsauslenkung bei α = 0.25 ◦ ermittelt.
Der Anstellwinkel des Profils mit und ohne Wind betra¨gt fu¨r alle Simulationen α0 = 0.25 ◦. Im Bild
links ist der statische Druck, im Bild rechts der entsprechende dimensionslose flutter index u¨ber der
Machzahl dargestellt. Die Stabilita¨tsgrenzkurven wurden durch eine Splineinterpolation ermittelt.
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4.1.4 Zusammenfassender Vergleich der Stabilita¨tsuntersuchungen an den
2D-Profilen
Bei allen in den Abschnitten 4.1.2 und 4.1.3 durchgefu¨hrten Simulationen wird die Stro¨mung durch
die Euler-Gleichungen beschrieben. Die Strukturdaten der untersuchten NLR-7301- und BAC-3-11-
Profile werden entsprechend den Tabellen 4.2, 4.5, 4.8, 4.10 und 4.12 gewa¨hlt und sind in der Tabelle
4.14 noch einmal zusammengefasst. Die Tabellen 4.2 und 4.10 enthalten genau die in [121] verwen-
deten Strukturdaten fu¨r das NLR-7301-Profil. In den Tabellen 4.5 und 4.8 wird nur die Spannweite
auf b = 4m gegenu¨ber der Spannweite von b = 1m in Tabelle 4.2 vergro¨ßert. Die Simulationen
zu den Strukturdaten in den Tabellen 4.5 und 4.8 unterscheiden sich zudem noch durch den An-
stellwinkel des Profils ohne Wind α0. Lediglich fu¨r das NLR-7301-Profil in Tabelle 4.8 betra¨gt
der Winkel α0 = 1.25 ◦, ansonsten wird er stets fu¨r alle Profile mit freier Gleichgewichtslage mit
α0 = 0.25
◦ vorgegeben. Fu¨r das NLR-7301-Profil mit vorgegebener Gleichgewichtslage wird er
gema¨ß α = α0 := 0.25 ◦, h = h0 := 0m gewa¨hlt. Die Strukturdaten fu¨r Masse-, Da¨mpfungs-
und Federsteifigkeitsparameter werden in Tabelle 4.12 mit einem Faktor von 1/10 multipliziert. Die
geometrischen Parameter, wie Sehnenla¨nge c = 0.3m und Spannweite b = 1m entsprechen hierin je-
doch denen in der Literatur [121]. Im Folgenden soll nun untersucht werden, wie die unterschiedliche
Vorgabe von Profilform (NLR-7301- oder BAC-3-11-Profilform) und von geometrischen Parametern
wie Spannweite b ∈ {1m, 4m}, Anstellwinkel ohne Wind α0 ∈ {0.25 ◦, 1.25 ◦} und die Art der
Gleichgewichtslagen (frei oder vorgegeben) die Lage der Stabilita¨tskurven beeinflussen.
Tabellennr. 4.2 4.5 4.8 4.10 4.12
Profilform NLR-7301 NLR-7301 NLR-7301 BAC-3-11 NLR-7301
Art der frei: frei: frei: frei: vorgegeben:
Gleichge- FV = 0, FV = 0, FV = 0, FV = 0, FV = F (α0),
wichtslage MV = 0 MV = 0 MV = 0 MV = 0 MV = M(α0)
m/[kg] 25.935 25.935 25.935 25.935 2.5935
c/[m] 0.3 0.3 0.3 0.3 0.3
b/[m] 1.0 4.0 4.0 1.0 1.0
α0/[
◦] 0.25 0.25 1.25 0.25 0.25
Iα/[kgm
2] 0.0906 0.0906 0.0906 0.0906 0.00906
Sα/[kgm] 0.3765 0.3765 0.3765 0.3765 0.03765
Dα/[kgm
2/s] 0.2019 0.2019 0.2019 0.2019 0.02019
Dh/[kg/s] 78.228 78.228 78.228 78.228 7.8228
Kα/[Nm/rad] 6696.9 6696.9 6696.9 6696.9 669.69
Kh/[N/m] 1106981.06 1106981.06 1106981.06 1106981.06 110698.11
Tabelle 4.14: Vergleich der Strukturdaten aus den Tabellen 4.2, 4.5, 4.8, 4.10 und 4.12. Die aus [121] ent-
nommenen Strukturdaten sind in Normaldruck, die modifizierten Parameter hingegen in Fettdruck kenntlich
gemacht.
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4.1.4.1 Einfluss einer Spannweitenvariation b ∈ {1m, 4m} bei unvera¨ndertem Anstellwinkel
ohne Wind α0 = 0.25 ◦ auf den Verlauf der Stabilita¨tskurven bei freien Gleichge-
wichtslagen fu¨r das NLR-7301-Profil
Zuna¨chst sei der Einfluss einer Vera¨nderung des Spannweitenparameters b ∈ {1m, 4m} bei kon-
stantem Anstellwinkel ohne Wind von α0 = 0.25 ◦ untersucht. Eine Vergro¨ßerung der Spannweite
von b = 1m auf b = 4m la¨ßt die Position des globalen Minimums der Stabilita¨tskurven in den zu
vergleichenden Abbildungen 4.18 und 4.21 scheinbar invariant, na¨mlich bei M = 0.85. Sie verlagert
die Stabilita¨tskurve jedoch zu niedrigeren statischen Dru¨cken hin, weil durch die Vervierfachung der
Spannweite auch die Kraft F und das Moment M vervierfacht werden. Jedoch weisen die Verla¨ufe
der beiden Stabilita¨tskurven keine ¨Ahnlichkeit miteinander auf, da sich die freien Gleichgewichts-
lagen durch die Vergro¨ßerung der Spannweite in nichtlinearer Weise a¨ndern, wie man dies anhand
des Gleichungssystems (4.5) erkennen kann. So besitzt die Stabilita¨tskurve in Abbildung 4.18 ein
Maximum bei M = 0.7, welches bei der Stabilita¨tskurve in Abbildung 4.21 jedoch nicht vorhanden
ist. Dieses Pha¨nomen la¨ßt sich durch die Nichtlinearita¨t der stro¨mungsabha¨ngigen Gro¨ßen F und
M in den Gleichungen (2.23) - (2.24) erkla¨ren. Wa¨ren die Stro¨mungsgleichungen und somit auch
die Gleichungen (2.23) - (2.24) linear in den Parametern Hub h und Drehwinkel α, so mu¨ssten die
Stabilita¨tskurven durch eine affine Transformation auseinander hervorgehen und demnach einander
a¨hnlich sein. Da die vorliegenden Gleichungen jedoch nichtlinear sind, ist die zuvor beschriebene
Nichta¨hnlichkeit der beiden Stabilita¨tskurven durchaus legitim.
4.1.4.2 Einfluss einer Variation des Anstellwinkels ohne Wind α0 ∈ {0.25 ◦, 1.25 ◦} bei glei-
cher Spannweite b = 4m auf den Verlauf der Stabilita¨tskurven bei freien Gleichge-
wichtslagen fu¨r das NLR-7301-Profil
Nun soll der Einfluss einer Vergro¨ßerung des Anstellwinkels ohne Wind von α0 = 0.25 ◦ auf
α0 = 1.25
◦ bei konstant gehaltener Spannweite von b = 4m und der sich bei Wind einstellenden ae-
roelastischem Gleichgewichtslage untersucht werden. Hierzu sind die Abbildungen 4.21 und 4.24 zu
betrachten. Man beobachtet eine Verlagerung des globalen Minimums der untersuchten Stabilita¨ts-
kurve bei Vergro¨ßerung von α0 von M = 0.850 fu¨r α0 = 0.25 ◦ hin zu M = 0.775 fu¨r α0 = 1.25 ◦.
Auch hier kann man, ebenso wie bereits in Abschnitt 4.1.4.1 festgestellt, keine ¨Ahnlichkeit der Sta-
bilita¨tskurven nach einer derartigen Modifikation feststellen, was sich mit der Nichtlinearita¨t der
Stro¨mungsgleichungen begru¨nden la¨ßt.
4.1.4.3 Einfluss der Profilform auf die Lage des globalen Minimums einer Stabilita¨tskurve fu¨r
freie Gleichgewichtslagen bei Vorgabe gleicher Strukturdaten und gleichem Anstell-
winkel ohne Wind α0 = 0.25 ◦
Der folgende Vergleich von Stabilita¨tskurven erfolgt fu¨r einen Austausch der Profilkontur. Hierzu
wird das NLR-7301-Profil durch das BAC-3-11-Profil unter Beibehaltung der Strukturdaten in den
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Tabellen 4.2 und 4.10 gema¨ß [121] ersetzt. Fu¨r den Vergleich beider Profile wird ein Anstellwin-
kel ohne Wind von α0 = 0.25 ◦ und eine Spannweite von b = 1m vorgegeben. Der Vergleich der
Abbildungen 4.18 und 4.25 la¨ßt erkennen, dass die Stabilita¨tskurve des BAC-3-11-Profils ein glo-
bales Minimum bei M = 0.875 und die entsprechende Kurve des NLR-7301-Profils hingegen bei
M = 0.85 aufzeigen.
4.1.4.4 Untersuchung der Stabilita¨tskurve fu¨r eine vorgegebene Gleichgewichtslage des NLR-
7301-Profils durch geeignete Federvorspannungen
Fu¨r die Simulationen mit den vorgegebenen Gleichgewichtslagen α := 0.25 ◦, h = 0 m werden
die Strukturdaten aus Tabelle 4.12 verwendet. Man erkennt in Abbildung 4.26 die Lage des globa-
len Minimums der Stabilita¨tskurve bei M = 0.75. Mit Ausnahme der geometrischen Parameter des
NLR-7301-Profils, wie seine Spannweite b = 1m und seine Sehnenla¨nge c = 0.3m wurden die
Zahlenwerte der restlichen Strukturparameter im Vergleich zu den Literaturvorgaben in [121] auf
ein Zehntel verringert. Deshalb verla¨uft die Stabilita¨tskurve im Vergleich zu allen anderen in den
Abschnitten 4.1.2 und 4.1.3 untersuchten Stabilita¨tskurven durch den Bereich der niedrigsten hier
auftretenden statischen Dru¨cke. In [121] sind die Gleichungen (2.23) - (2.24) dimensionslos. Man
kann deshalb den Gleichungen in [121] entnehmen, dass es vo¨llig legitim ist, statt des hier verwen-
deten Faktors von 1/10 die Tabelle 4.2 gema¨ß [121] zur Beschreibung der Struktur zu verwenden
und nur die Spannweite auf das 10-fache zu vergro¨ßern. Diese Modifikation la¨ßt die dimensions-
losen Gleichungen in [121] invariant und sollte deshalb dieselbe Stabilita¨tskurve wie in Abbildung
4.26 ergeben.
4.1.4.5 Vergleich der globalen Minima sa¨mtlicher in diesem Kapitel 2.3.2 untersuchten Stabi-
lita¨tskurven
Vergleicht man nun die Lage der globalen Minima aller in diesem Kapitel 2.3.2 untersuchten Stabi-
lita¨tskurven, so ergibt sich die folgende geordnete Auflistung:
1. M = 0.750 fu¨r eine vorgegebene Gleichgewichtslage des NLR-7301-Profils gema¨ß α = α0 =
0.25 ◦, h = h0 = 0m,
2. M = 0.775 fu¨r freie Gleichgewichtslagen des NLR-7301-Profils bei einem Anstellwinkel ohne
Wind von α0 = 1.25 ◦,
3. M = 0.850 fu¨r freie Gleichgewichtslagen des NLR-7301-Profils bei einem Anstellwinkel ohne
Wind von α0 = 0.25 ◦ fu¨r die beiden Spannweiten b ∈ {1m, 4m},
4. M = 0.875 fu¨r freie Gleichgewichtslagen des BAC-3-11-Profils bei einem Anstellwinkel ohne
Wind von α0 = 0.25 ◦.
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4.1.4.6 Vergleich experimenteller und numerischer Druckverteilungen
Die in den Abschnitten 4.1.2 und 4.1.3 dargestellten Stabilita¨tsdiagramme 4.18, 4.21, 4.24, 4.25
und 4.26 fu¨r das NLR-7301- und BAC-3-11-Profil wurden durch numerische Simulationen mit dem
Stro¨mungslo¨ser QUADFLOW ermittelt. G. Schewe et al. haben im transsonischen Windkanal in
Go¨ttingen (TWG) gema¨ß [49, 50, 121, 122] experimentelle Untersuchungen zum Flatterverhalten
des NLR-7301-Profils mit einem Translations- und Drehfreiheitsgrad durchgefu¨hrt. H. C. Hillen-
herms hat in ihrer Dissertation [80] das Flatterverhalten eines elastischen BAC-3-11-Profils mit ei-
nem Drehfreiheitsgrad unter transsonischer Anstro¨mung im Windkanal des Aerodynamischen Insti-
tuts der RWTH Aachen (AIA) untersucht. Die in dem Abschnitt 4.1.3 in Abbildung 4.26 numerisch
ermittelte Stabilita¨tskurve fu¨r das NLR-7301-Profil bei vorgegebener Gleichgewichtslage ist nicht
mit den experimentellen Daten aus dem Windkanal (TWG) vergleichbar, wie dies G. Britten bereits
in seiner Dissertation [34] erla¨utert. Die Lagen der Minima der Stabilita¨tskurven (transonic dip) von
numerischer Simulation und TWG-Experiment liegen zu weit auseinander. In [34] liegt das berechne-
te Minimum bei M = 0.75, in [121] hingegen bei M = 0.84. G. Britten begru¨ndet dies mit dem Ein-
fluss der Windkanalwa¨nde, welcher die Stro¨mung in weiten Bereichen dreidimensional macht, was
bei der numerischen ebenen Stro¨mungsberechnung nicht beru¨cksichtigt wird. Denn im TWG werden
die Druckmessungen am NLR-7301-Profil im 1m× 1m Querschnitt des Messstreckenbereichs vor-
genommen. Das Profil besitzt eine Spannweite von 1m und eine Tiefe von 0.3m, womit der Abstand
der Wa¨nde zum Profilrand im Mittelschnitt maximal 0.5 m betragen kann. Der AIA-Windkanal un-
terliegt mit einem Messstreckenquerschnitt von 0.4 m × 0.4 m und dem BAC-3-11-Profil, welches
0.4 m Spannweite und 0.15 m Tiefe aufweist, a¨hnlich beengten Verha¨ltnissen wie der TWG. Eine
Wechselwirkung der lokalen Stro¨mungsgebiete in Profil- und Wandna¨he mu¨sste deshalb fu¨r beide
Profile im Falle eines Vergleichs von numerischen und experimentellen Daten beru¨cksichtigt wer-
den. Weder die numerischen Stabilita¨tsuntersuchungen zum NLR-7301-Profil von G. Britten in [34]
noch die Stabilita¨tsuntersuchungen mittels QUADFLOW in den Abbildungen 4.18, 4.21, 4.24, 4.25
und 4.26 beru¨cksichtigen eine derartige Wechselwirkung. Sie wurden durch die Vorgabe von Frei-
strahlrandbedingungen ermittelt, da ein mit CAD-Methoden erstelltes Abbild vom TWG-Windkanal
nicht vorlag.
4.1.4.7 Berechnung der na¨chstliegenden Druckverteilung fu¨r den Messpunkt MP77
Nach [121] eignet sich der Messpunkt MP77 als Testfall fu¨r die stationa¨re Stro¨mungsberechnung, da
in diesem Zustand die Stro¨mung noch nicht massiv abgelo¨st ist, s. Tabelle 4.15. Da die Randbedin-
gungen in der perforierten Messstrecke nicht denen in freier paralleler Anstro¨mung entsprechen, wur-
den in [121] Windkanalkorrekturen angewendet, die Mackrodt in [98] fu¨r den speziellen Fall zweidi-
mensionaler Stro¨mungen in der perforierten Messstrecke des TWG beschrieben hat. Die Art und der
Einfluss der Strahlgrenzen auf die Verdra¨ngungswirkung des Modells und die Gro¨ße des Nachlaufs
werden durch Machzahl-abha¨ngige Einflussfaktoren repra¨sentiert, deren Verlauf in [98] dargestellt
ist. Es soll nun untersucht werden, wie gut die numerischen QUADFLOW-Simulationsergebnisse der
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Navier-Stokes-Gleichungen mit vorgegebener Freistrahlrandbedingung die Realita¨t im engen Wind-
kanal wiederspiegeln ko¨nnen. Hierzu werden die numerisch bestimmten Cp-Verteilungen mit der ge-
messenen Cp-Verteilung des Messpunktes MP77 aus [121] bei Variation der beiden Parameter Mach-
zahl M und Anstro¨mwinkel α verglichen. Es sind diejenigen Cp-Verteilungen zu bestimmen, wel-
che am besten die experimentell ermittelte Cp-Verteilung fu¨r den Messpunkt MP77 approximieren.
Laut [121] versucht K. Weinman vom Institut fu¨r Stro¨mungsmechanik des DLR Go¨ttingen den Fall
MP77 numerisch zu simulieren, indem er den Anstellwinkel und die Machzahl variiert, bis sich eine
mo¨glichst gute ¨Ubereinstimmung zwischen gemessener und gerechneterCp-Verteilung ergibt. Er ver-
wendet hierzu den TAU-Code und erzielt die beste ¨Ubereinstimmung fu¨r die Machzahl M = 0.754
und den Anstellwinkel α = −0.15 ◦. In dieser Arbeit wird das Vorgehen von K. Weinman mit QUAD-
FLOW wiederholt. Als Gu¨tekriterien fu¨r die ¨Ubereinstimmung von experimenteller und numerischer
Cp-Verteilung werden die L1- bzw. L2-Vektornorm der Differenzen der Cp-Verteilungen berechnet
und graphisch in den Abbildungen 4.28 und 4.29 dargestellt. Alle vier Abbildungen besitzen jeweils
14 × 14 = 196 Bildpunkte. Jeder Bildpunkt entspricht einer stationa¨ren Stro¨mungsberechnung. Aus
den 196 Bildpunkten wurden durch lineare Interpolation mit der Visualisierungssoftware TECPLOT
Ho¨henliniendiagramme (contour plots) erstellt. In den Abbildungen 4.28, 4.29 und 4.36 kann jeweils
ein Tal (dunkler Bereich) erkannt werden, in dem sich die Lo¨sungen mit minimalem Abstand zur ex-
perimentell bestimmten Cp-Verteilung von MP77 befinden. Bezu¨glich der L1- bzw. L2-Vektornorm
gibt es deshalb numerisch bestimmbare Optimallo¨sungen, die durch die Parameter Machzahl M und
Anstro¨mwinkel α festgelegt sind. Es ist naheliegend, die Ta¨ler der Optimallo¨sungen durch die recht-
eckigen Parametermengen
(M,α) ∈ [0.755, 0.765] × [−0.20 ◦,+0.00 ◦] (4.12)
und (M,α) ∈ [0.770, 0.780] × [+0.03 ◦,+0.36 ◦] (4.13)
einzugrenzen. Die Mittelwerte der approximativen Rechteckfla¨chen in (4.12) und (4.13),
(M 1, α1) = (0.760,−0.10 ◦) und (M2, α2) = (0.775,+0.20 ◦), ko¨nnen mit einer Genauigkeit von
(∆M1,∆α1) = (±0.005,±0.10 ◦) bzw. (∆M2,∆α2) = (±0.005,±0.18 ◦) bestimmt werden.
In den Abbildungen 4.30 - 4.35 sind die zu den Kombinationen in Tabelle 4.16 geho¨renden Cp-
Verteilungen im Vergleich zur experimentellen TWG-Cp-Verteilung fu¨r MP77 dargestellt. Entspre-
chend geben die Abbildungen 4.37 - 4.42 die in Tabelle 4.17 aufgelisteten Kombinationen wieder. In
Abbildung 4.27 sind die contour plots von Druck und Machzahl fu¨r die Parameter von Simulation
110 dargestellt. Vergleicht man die in den Abbildungen 4.30 - 4.35 dargestellten Cp-Verteilungen fu¨r
die Kombinationen aus der Rechteckfla¨che in Gleichung (4.12) mit den Abbildungen 4.37 - 4.42 fu¨r
die Kombinationen aus der Rechteckfla¨che in Gleichung (4.13), so stellt man fest, dass die letzte-
ren die Saugseite in den dargestellten CP -Verteilungen in 4.37 - 4.42 schlechter approximieren als
die erstgenannten Kombinationen in Gleichung (4.12). Der Mittelpunkt der ersten Rechteckfla¨che in
(4.12) liegt bei M = 0.760, α = −0.1 ◦. Dieser Kombination entspricht das linke Teilbild in Ab-
bildung 4.33. Sie sei aufgrund ihrer zentralen Lage im Rechteck in Gleichung (4.12) als optimale
Parameterkombination betrachtet.
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M 0.768
ρ∞[kg/m3] 0.383
T∞[K] 277
Re 1.7 · 106
Tabelle 4.15: Tabelle mit Stro¨mungsparametern
fu¨r die numerische Simulation von Messpunkt
MP77
Simulations- Mach- Anstro¨m-
nummer zahl M winkel α
109 0.755 −0.20 ◦
110 0.755 −0.15 ◦
111 0.755 −0.10 ◦
112 0.755 +0.05 ◦
113 0.760 −0.20 ◦
114 0.760 −0.15 ◦
115 0.760 −0.10 ◦
116 0.760 +0.05 ◦
117 0.765 −0.20 ◦
118 0.765 −0.15 ◦
119 0.765 −0.10 ◦
120 0.765 +0.05 ◦
Tabelle 4.16: Simulationen 109-120, verschiede-
ne Kombinationen von Machzahl M und An-
stro¨mwinkel α
x / c
y
/c
-1 0 1 2
-1
0
1
p: 18000 24000 30000 36000 42000
x / c
y
/c
-1 0 1 2
-1
0
1
Mach: 0.05 0.25 0.45 0.65 0.85 1.05
Bild 4.27: Visualisierung von Druck und Machzahl fu¨r Simulation 110
Visualisierung der mittels QUADFLOW numerisch bestimmten Navier-Stokes-Lo¨sung fu¨r die Pa-
rameterkombination M = 0.755 und α = −0.15 ◦ (Simulation 110), Druck (links) und Machzahl
(rechts).
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Bild 4.28: Visualisierung der Differenz-Cp-Verteilung in L1-Norm bei Variation von M und α
Graphische Darstellung der Differenz der Cp-Verteilungen aus Daten vom TWG-Experiment (MP77)
und numerischen Simulationen (QUADFLOW) in der L1-Norm bei Variation von M und α.
Linkes Bild: ∆M = 1.0 · 10−2,∆α = 1.0 · 10−1, Rechtes Bild: ∆M = 5.0 · 10−3,∆α = 5.0 · 10−2
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Bild 4.29: Visualisierung der Differenz-Cp-Verteilung in L2-Norm bei Variation von M und α
Graphische Darstellung der Differenz der Cp-Verteilungen aus Daten vom TWG-Experiment (MP77)
und numerischen Simulationen (QUADFLOW) in der L2-Norm bei Variation von M und α.
Linkes Bild: ∆M = 1.0 · 10−2,∆α = 1.0 · 10−1, Rechtes Bild: ∆M = 5.0 · 10−3,∆α = 5.0 · 10−2
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Bild 4.30: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 109 und 110
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.755 und α = −0.20 ◦ (links) und
fu¨r M = 0.755 und α = −0.15 ◦ (rechts).
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Bild 4.31: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 111 und 112
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.755 und α = −0.10 ◦ (links) und
fu¨r M = 0.755 und α = +0.05 ◦ (rechts).
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Bild 4.32: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 113 und 114
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.760 und α = −0.20 ◦ (links) und
fu¨r M = 0.760 und α = −0.15 ◦ (rechts).
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Bild 4.33: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 115 und 116
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.760 und α = −0.10 ◦ (links) und
fu¨r M = 0.760 und α = +0.05 ◦ (rechts).
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Bild 4.34: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 117 und 118
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.765 und α = −0.20 ◦ (links) und
fu¨r M = 0.765 und α = −0.15 ◦ (rechts).
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Bild 4.35: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 119 und 120
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.765 und α = −0.10 ◦ (links) und
fu¨r M = 0.765 und α = +0.05 ◦ (rechts).
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Simulations- Mach- Anstro¨m-
nummer zahl M winkel α
121 0.770 +0.03 ◦
122 0.770 +0.09 ◦
123 0.770 +0.21 ◦
124 0.770 +0.36 ◦
125 0.775 +0.03 ◦
126 0.775 +0.09 ◦
127 0.775 +0.21 ◦
128 0.775 +0.36 ◦
129 0.780 +0.03 ◦
130 0.780 +0.09 ◦
131 0.780 +0.21 ◦
132 0.780 +0.36 ◦
Tabelle 4.17: Simulationen 121-132, verschiedene Kombination von Machzahl M und Anstro¨mwinkel α
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Bild 4.36: Visualisierung der Differenz-Cp-Vert. in L1- und L2-Norm bei Variation von M und α
Grafische Darstellung der Differenz der Cp-Verteilungen aus Daten vom TWG-Experiment (MP77)
und num. Simulationen (QUADFLOW) in der L1-Norm (linkes Bild) und L2-Norm (rechtes Bild)
bei Variation von M und α im Bereich ∆M = 5.0 · 10−3,∆α = 3.0 · 10−2.
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Bild 4.37: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 121 und 122
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.770 und α = +0.03 ◦ (links) und
fu¨r M = 0.770 und α = +0.09 ◦ (rechts).
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Bild 4.38: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 123 und 124
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.770 und α = +0.21 ◦ (links) und
fu¨r M = 0.770 und α = +0.36 ◦ (rechts).
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Bild 4.39: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 125 und 126
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.775 und α = +0.03 ◦ (links) und
fu¨r M = 0.775 und α = +0.09 ◦ (rechts).
x / c
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
TWG
QUADFLOW
x / c
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
TWG
QUADFLOW
Bild 4.40: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 127 und 128
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.775 und α = +0.21 ◦ (links) und
fu¨r M = 0.775 und α = +0.36 ◦ (rechts).
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Bild 4.41: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 129 und 130
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.780 und α = +0.03 ◦ (links) und
fu¨r M = 0.780 und α = +0.09 ◦ (rechts).
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Bild 4.42: Vergleich der Cp-Verteilungen (TWG u. QUADFLOW), Simulationen 131 und 132
Vergleich der Cp-Verteilungen (TWG u. QUADFLOW) fu¨r M = 0.780 und α = +0.21 ◦ (links) und
fu¨r M = 0.780 und α = +0.36 ◦ (rechts).
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4.2 Navier-Stokes-Vergleichsrechnungen zu den stationa¨ren Ex-
perimenten im KRG
4.2.1 Druckmessungen am BAC 3-11-Profil
Bezeichungen
Messgro¨ßen
l Profiltiefe, b Spannweite, h Messstreckenho¨he,
Ca Auftriebsbeiwert, Cp Druckbeiwert, Cw Widerstandsbeiwert,
Ma Machzahl, p lokaler Druck, T lokale Temperatur,
Re Reynoldszahl, u Anstro¨mgeschwindigkeit, f Frequenz,
t Zeit, P Leistung, x, y, z Modellkoordinaten,
α Anstellwinkel.
Indizes
0 Ruhegro¨ße L Ladegro¨ße ∞ Gro¨ße der freien Anstro¨mung
Einfu¨hrung
Innerhalb des zentralen Projektes Z2 ”Transsonische Aerostrukturdynamik bei großen Reynolds-
zahlen” (HIRENASD) des Sonderforschungsbereichs SFB 401, ”Stro¨mungsbeeinflussung und
Stro¨mungs-Struktur-Wechselwirkung an Tragflu¨geln”, sind Messungen an einem 2D-Profil mit der
”BAC 3-11/RES/30/21”-Profilierung im Kryo-Rohrwindkanal Go¨ttingen (KRG) durchgefu¨hrt wor-
den. Dieses Profil wurde im Rahmen eines Vorversuchs fu¨r das HIRENASD-Projekt [93] im KRG
bezu¨glich der anzuwendenden Druckmesstechnik untersucht. Es sollte festgestellt werden, inwieweit
die fu¨r den Einsatz im ETW geplanten Druckaufnehmer der Firma Kulite die gestellten Anforderun-
gen unter kryogenen Bedingungen erfu¨llen. Dazu wurden Experimente bei großen Reynoldszahlen
und kryogenen Temperaturen durchgefu¨hrt und fu¨r stationa¨re wie instationa¨re Fa¨lle ausgewertet. Fu¨r
die stationa¨ren Fa¨lle entha¨lt diese Arbeit numerische Simulationen und den Vergleich von Ergebnis-
sen mit den Experimenten. Fu¨r instationa¨re Pha¨nomene wie stromaufwa¨rts laufende Wellen und Buf-
fet mit großen periodischen Stro¨mungsablo¨sungen wurden ebenfalls experimentelle Daten gewonnen
und die Versuchsergebnisse mit direkter numerischer Simulation (DNS) verifiziert, siehe hierzu [14]
und [92]. Außerdem wurde fu¨r die KRG-Experimente eine Datenerfassungsanlage der Abteilung Ae-
roelastische Experimente aus dem Institut fu¨r Aeroelastik eingesetzt, die spa¨ter am ETW ebenfalls
benutzt wurde. Hauptziel dieser Untersuchung war also die ¨Uberpru¨fung von Druckmesstechnik und
Datenerfassung.
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4.2.1.1 Der Kryo-Rohrwindkanal Go¨ttingen (KRG)
Der KRG ist ein nach dem Ludwiegschen Prinzip des Rohrwindkanals aufgebauter Druckspei-
cherkanal fu¨r transsonische Stro¨mungen, siehe hierzu Abbildung 4.43 und [119]. Der Einsatz
von Kryo-Technologie ermo¨glichte bei Ladedru¨cken von bis zu 1.25 MPa die in [93] beschriebe-
ne Durchfu¨hrung von Profiluntersuchungen bis zu Freiflug-Reynoldszahlen großer transsonischer
Transportflugzeuge, siehe Abbildung 4.44. Die Messzeit betrug zwischen 0.6 s und 1.0 s, siehe hier-
zu Abbildung 4.46. Je nach Ladedruck und -temperatur wurden ca. 20 - 40 Schu¨sse pro Tag durch-
gefu¨hrt. Die Machzahl wurde mit Hilfe eines verstellbaren Schallhalses stromab der Messstrecke
eingestellt, siehe Abbildungen 4.43 und 4.45. Das Fehlen jeglicher Einbauten stromauf der Mess-
strecke bot gute Voraussetzungen fu¨r eine hohe Stro¨mungsqualita¨t. Weiterfu¨hrende Informationen
zur Stro¨mungsqualita¨t des KRG, unter anderem auch im Vergleich mit anderen Kryo-Windkana¨len,
wie zum Beispiel dem TCT oder dem NTF findet sich in [94]. Die Versuche wurden gema¨ß [93] in der
adaptiven Messstrecke des KRG durchgefu¨hrt, die einen Querschnitt von 0.4 m × 0.35 m bei einer
La¨nge von 2 m aufweist. Die Einstellungen der flexiblen oberen und unteren Wand wurden nach dem
nicht-iterativen Cauchy-Verfahren aus den Wanddruckverteilungen berechnet, s. [119]. Fu¨r die Mes-
sung mit der interferenzfreien Wandkontur war dann ein zweiter Schuss erforderlich. Unter gu¨nstigen
Bedingungen ließen sich die Wandkonturen auch aus vorangegangenen Messungen mit genu¨gender
Genauigkeit abscha¨tzen. Der Nachlaufrechen mit 59 Gesamtdruckro¨hrchen zur Messung des Pitot-
Drucks, siehe Abbildung 4.45 bzw. [93], war auf der Kanalachse installiert. Der Abstand von der
Hinterkante des Modells betrug 299.5 mm, siehe Abbildung 4.45. Da der Rechen nicht mit Sonden
zur Messung des statischen Druckes ausgestattet war, wurde der statische Druck an der Ober- und
Unterwand der Messstrecke in Ho¨he des Nachlaufrechens gemessen. Der statische Druck wurde auf
die Position der Pitotrohre des Rechens interpoliert. Mittels des Impulssatzes la¨sst sich mit diesen
Stro¨mungsgro¨ßen der Widerstandsbeiwert Cw des eingebauten 2D-Profils bestimmen.
Das Windkanalmodell ”BAC3-11/RES/20/21”
Das in den hier beschriebenen Versuchen eingesetzte Windkanalmodell mit der Profilierung ”BAC3-
11/RES/20/21” besitzt die Profiltiefe l=150 mm bei einer Spannweite von b = 400 mm. Das in der
Messstrecke des KRG eingebaute Modell ist in Abbildung 4.45 zu sehen. Das Profilmodell in [93] ist
mit insgesamt 41 Druckbohrungen mit einem Durchmesser von 0.5 mm entlang des Hauptschnittes
ausgeru¨stet. Tabelle 4.18 zeigt die Koordinaten der einzelnen Druckbohrungen, wobei der Koordi-
natenursprung in der Modellvorderkante, in Spannweitenrichtung liegt. Der Druck wurde mit kryo-
tauglichen, schnellen 7 bar-Absolut-Druckaufnehmern ”CCQ-093” der Firma Kulite gemessen. Die
Sensoren wurden direkt unter der Modelloberfla¨che derartig verbaut, dass sie nach den durchgefu¨hr-
ten Versuchen wieder aus dem Modell entfernt und weiter verwendet werden konnten. Deshalb wurde
auf der Unterseite des Modells ein Deckel installiert, der mit acht Schrauben am Hauptko¨rper fixiert
wurde und in Stro¨mungsrichtung von x/l = 0.046 bis x/l = 0.859 reichte, siehe Abbildung 4.46.
Die beiden Druckbohrungen auf der Oberseite des Profilmodells bei x/l = 0.535 und x/l = 0.418
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zeigten wa¨hrend der Messungen fehlerhafte Druckwerte an. Laut [93] waren mo¨glicherweise die
Kulites nicht druckdicht eingebaut oder die Bohrungen selbst waren fehlerhaft. Daher wurden diese
Druckbohrungen aus der Auswertung des Berichtes [93] herausgenommen.
Durchfu¨hrung und Analyse der Versuche
Tabelle 4.19 aus [93] gibt eine ¨Ubersicht u¨ber das durchgefu¨hrte Messprogramm. Bis einschließlich
Versuch 3 wurde ohne Transitionsstreifen gemessen. Danach wurde auf der Saugseite des Modells
ein Transitionsstreifen bei x/l = 0.127 (bezogen auf die Hinterkante des Streifens) installiert. Der
Transitionsstreifen bestand aus kleinen Kunststoffzylindern mit einem Durchmesser von 1.0 mm und
einer Ho¨he von 76 µm. Der spannweitige freie Abstand zwischen den Zylindern betrug 1.54 mm. Der
am Modell aufgeklebte Transitionsstreifen ist in Abbildung 4.45 zu sehen. Auf der Druckseite des
Modells wurde kein Transitionsstreifen installiert, da hier aufgrund des in Abschnitt 4.2.1.1 beschrie-
benen Deckels eine Einbaukante bei einer Profiltiefe von x/l = 0.046 vorzufinden war, die sicherlich
ho¨her gewesen ist, als ein eventuell anzubringender Transitionsstreifen mit einer Ho¨he von 76 µm.
Es ist davon auszugehen, dass die Transition auf der Unterseite des Profils im Bereich des Druck-
bohrungshauptschnittes bei allen Versuchen an dieser Kante fixiert wurde. Der Ladedruck variierte
bei den Versuchen zwischen 240 kPa und 622 kPa, wa¨hrend die Ladetemperatur zwischen 124 K und
285 K lag. Fu¨r die in Tabelle 4.19 entsprechend [93] aufgefu¨hrten Versuche mit 0.0 ◦ ≤ α ≤ 2.0 ◦
sind in den Abbildungen 4.47, 4.48, 4.49, 4.50, 4.51, 4.52, 4.53, 4.54, 4.55, 4.56 und 4.57 die Druck-
verteilungen am Profilmodell und die Gesamtdruckverluste im Profilnachlauf dargestellt. Hierbei
handelt es sich um gemittelte Druckbeiwerte bzw. -verha¨ltnisse, die u¨ber einem Zeitraum von 0.1 s
konstanter Stro¨mungsbedingungen ermittelt wurden. Zusa¨tzlich zu dem urspru¨nglich vorgesehenen
Messprogramm wurden Versuche bei hohem Anstellwinkel α = 4.0 ◦ und Ma = 0.75 durchgefu¨hrt.
Innerhalb der in [93] beschriebenen Messkampagne konnten S. Koch und G. Dietz zeigen, dass mit-
tels speziell eingebauter schneller Druckaufnehmer der Firma Kulite instationa¨re Druckverteilungen
an einem 2D-Profil unter kryogenen Bedingungen gemessen werden ko¨nnen. Mit Hinblick auf die
aeroelastischen Messungen am ETW bei instationa¨rer Profilumstro¨mung sind die schnellen Druck-
aufnehmer unverzichtbares Hilfsmittel zur Bestimmung der sich schnell a¨ndernden Druckverteilung
am Profil und sind einer zeitlich stark mittelnden Messtechnik wie Druckro¨hrchen natu¨rlich u¨berle-
gen.
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4.2.1.2 Druckverteilungen am Profil und Profilnachla¨ufe
In den Abbildungen 4.47, 4.48, 4.49, 4.50, 4.51, 4.52, 4.53, 4.54, 4.55, 4.56 und 4.57 sind au-
ßer den experimentell ermittelten Profildruckverteilungen zusa¨tzlich numerische Ergebnisse aus
QUADFLOW-Rechnungen aufgetragen. Die Simulationsrechnungen erfolgten in dem Modus fu¨r
stationa¨re Stro¨mungen. Fu¨r Machzahlen Ma ≤ 0.70 (Abbildungen 4.47, 4.48 und 4.49) zeigen die
Rechnungen eine relativ gute ¨Ubereinstimmung mit den experimentellen Ergebnissen. Im Vergleich
fa¨llt jedoch auf, dass QUADFLOW in Abbildung 4.49 sowohl fu¨r Ober- als auch Unterseite des
Profils einen ho¨heren Druck ermittelt. Fu¨r die Reynoldszahlreihe bei Ma = 0.75 und α = 0.0 ◦
(Abbildungen 4.50, 4.51, 4.52 und 4.53) zeigen die QUADFLOW-Rechnungen einen Stoß bei ca.
50− 60% der Profiltiefe. Anhand der Profildruckverteilung im Experiment ist ein solcher Stoß nicht
zu identifizieren, wobei der tatsa¨chliche Verlauf der Druckverteilung mo¨glicherweise durch die zu ge-
ringe Anzahl der Messstellen in diesem Bereich nicht ada¨quat wiedergegeben wird. Jedoch zeigt der
Gesamtdruckverlust im Profilnachlauf einen symmetrischen Verlauf ohne Hinweis auf einen zusa¨tz-
lichen Wellenwiderstand, so dass bei dieser Reynoldszahlreihe im Experiment ein entsprechender
Stoß wie er in den QUADFLOW-Rechnungen zu finden ist, offensichtlich nicht vorliegt. Bei einer
Machzahl von Ma = 0.75 und einem Anstellwinkel von α = 1.0 ◦ bzw. α = 2.0 ◦ (Abbildungen
4.54, 4.56 und 4.57) stimmen Experiment und QUADFLOW recht gut miteinander u¨berein. Gema¨ß
[93] sind die u¨ber 0.1 s gemittelten Profildruckverteilungen und Gesamtdruckverluste im Profilnach-
lauf dargestellt. Der mittlere Cp-Wert wurde hier, wie in [93] beschrieben, aus zehn Einzelwerten
innerhalb eines Zeitraums von 0.4 ms bestimmt. Die Versuche stationa¨rer Stro¨mungen werden in der
Simulation gut reproduziert.
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Oberseite Unterseite
x/l y/l x/l y/l
0.000000 0.006667 0.050000 -0.013333
0.069400 0.010000 0.111600 -0.006667
0.109533 0.013333 0.164000 -0.003333
0.155733 0.016667 0.231000 0.000000
0.200133 0.020000 0.273933 0.003333
0.240933 0.023333 0.323133 0.006666
0.277467 0.026667 0.378000 0.013333
0.307800 0.030000 0.430867 0.020000
0.336400 0.033333 0.499867 0.026667
0.356667 0.036667 0.542400 0.033333
0.377000 0.040000 0.609067 0.040000
0.397333 0.043333 0.664867 0.043333
0.417733 0.046667 0.714733 0.046667
0.438067 0.050000 0.765000 0.050000
0.468000 0.053333 0.819600 0.053333
0.496467 0.056667 0.842667 0.056667
0.534933 0.060000
0.573467 0.063333
0.616267 0.066667
0.666800 0.070000
0.717200 0.073333
0.767533 0.076667
0.821600 0.080000
0.844333 0.083333
0.895467 0.083333
Tabelle 4.18: Koordinaten der Druckbohrungen am 2D-Profil, siehe [93]
QUADFLOW- KRG-
Simulations- Versuchs-
nummer nummer Trans. Str. α[ ◦] p0,∞[kPa] T0,∞[K] Ma Re [106] Ca Cw
133 20 -/- +0.0 382.01 268.4 0.682 8.2 0.2377 0.0076
134 34 -/- +0.0 411.96 146.4 0.701 20.7 0.2474 0.0075
135 51 -/- +0.0 515.07 116.4 0.699 36.2 0.2521 0.0073
136 4 -/- +0.0 197.31 268.4 0.751 4.5 0.3169 0.0076
137 29 -/- +0.0 272.62 148.5 0.751 14.0 0.2720 0.0081
138 35 -/- +0.0 426.86 149.0 0.749 22.4 0.2733 0.0079
139 49 -/- +0.0 395.18 116.8 0.751 28.9 0.2792 0.0075
140 39 -/- +1.0 383.23 145.7 0.749 20.2 0.4412 0.0090
141 43 -/- +2.0 401.22 145.5 0.700 20.3 0.5136 0.0080
142 12 -/- +2.0 281.49 270.0 0.751 6.3 0.6012 0.0135
143 45 -/- +2.0 267.46 145.9 0.752 14.1 0.5936 0.0146
Tabelle 4.19: Messprogramm, siehe [93]
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Gebla¨se
Bild 4.43: Schematische Darstellung des Kryo-Rohrwindkanals Go¨ttingen (KRG), siehe [93]
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Bild 4.44: Machzahl-Reynoldszahl Enveloppe des KRG, siehe [93]
4.2 Navier-Stokes-Vergleichsrechnungen zu den stationa¨ren Experimenten im KRG 245
o 1.2x0.2
15
x2
14
x4
17
2
Bild 4.45: Linkes Teilbild: Skizze des Nachlaufrechens mit 172 Pitot-Ro¨hrchen;
Rechtes Teilbild: Blick stromab in die Messstrecke des KRG mit eingebautem 2D-Profil,
im Hintergrund: Nachlaufrechen und verstellbarer Schallhals, siehe [93].
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Bild 4.46: Linkes Teilbild: Blick auf die Profilvorderkante und Modellunterseite mit Deckel;
Rechtes Teilbild:Zeitlicher Verlauf des statischen Druckes der ungesto¨rten Anstro¨mung in
der Messstrecke, siehe [93]
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Bild 4.47: KRG-Versuch 20 (links), α = 0.0 ◦,Ma = 0.682, Re = 8.2 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 133 (rechts, Quadrate).
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Bild 4.48: KRG-Versuch 34 (links), α = 0.0 ◦,Ma = 0.701, Re = 20.7 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 134 (rechts, Quadrate).
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Bild 4.49: KRG-Versuch 51 (links), α = 0.0 ◦,Ma = 0.699, Re = 36.2 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 135 (rechts, Quadrate).
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Bild 4.50: KRG-Versuch 04 (links), α = 0.0 ◦,Ma = 0.751, Re = 4.5 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 136 (rechts, Quadrate).
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Bild 4.51: KRG-Versuch 29 (links), α = 0.0 ◦,Ma = 0.751, Re = 14.0 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 137 (rechts, Quadrate).
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Bild 4.52: KRG-Versuch 35 (links), α = 0.0 ◦,Ma = 0.749, Re = 22.4 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 138 (rechts, Quadrate).
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Bild 4.53: KRG-Versuch 49 (links), α = 0.0 ◦,Ma = 0.751, Re = 28.9 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 139 (rechts, Quadrate).
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Bild 4.54: KRG-Versuch 39 (links), α = 1.0 ◦,Ma = 0.749, Re = 20.2 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 140 (rechts, Quadrate).
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Bild 4.55: KRG-Versuch 43 (links), α = 2.0 ◦,Ma = 0.700, Re = 20.295 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 141 (rechts, Quadrate).
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Bild 4.56: KRG-Versuch 12 (links), α = 2.0 ◦,Ma = 0.751, Re = 6.3 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 142 (rechts, Quadrate).
4.2 Navier-Stokes-Vergleichsrechnungen zu den stationa¨ren Experimenten im KRG 251
0 0.2 0.4 0.6 0.8 1-1.5
-1
-0.5
0
0.5
1
1.5
-Cp Quadflow
-Cp KRG
-
C
p
[-]
x/l [-]
0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1 1.01
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
KRG
QUADFLOW
z/
h
[-]
p0/p0,∞ [-]
Bild 4.57: KRG-Versuch 45 (links), α = 2.0 ◦,Ma = 0.752, Re = 14.1 · 106:
Gemessene stationa¨re Profildruckverteilung (links) und Pitot-Druckverluste im Profilnachlauf
(rechts, Dreiecke) im Vergleich mit QUADFLOW-Simulation 143 (rechts, Quadrate).
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Bild 4.58: Simulation 143, Verteilungen des Drucks (links) und der Machzahl (rechts)
Kapitel 5
Zusammenfassung
Ein nichtlineares Fluid-Struktur-Problem, welches zeitlich implizit formuliert ist, kann auf zwei Ar-
ten zeitlich gelo¨st werden. Die erste entspricht einem monolithischen Ansatz. Dies bedeutet, dass die
Fluid- und Strukturgleichungen einheitlich zur Beschreibung des Gesamtsystems betrachtet werden.
Die aus der zeitlichen und ra¨umlichen Diskretisierung resultierenden Gleichungen werden in jedem
Zeitintegrationsschritt gemeinsam von einem einzigen Programm gelo¨st. Hierzu wird in jedem Zeit-
schritt das Newton-Verfahren auf die Fluid-Struktur-Gleichungen angewendet. Konvergiert das zur
Lo¨sung des nichtlinearen Problems verwendete Newton-Verfahren, so liefert es den Gesamtlo¨sungs-
zustand von Fluid- und Strukturgebiet in einem bestimmten Zeitschritt. Die monolithische Zeitinte-
gration erfordert das Vorhandensein eines einheitlichen Programmsystems, welches Fluid-, Struktur-
und Fluid-Struktur-Interaktionsprobleme lo¨sen kann, wie es Massjung [99] in seiner Dissertation
fu¨r den Spezialfall des ebenen Paneel-Flatter-Problems entwickelt hat. Oft weisen reine Fluid- bzw.
Strukturlo¨ser aber einen sehr großen Umfang an Werkzeugen zur Lo¨sung des gestellten Einzelpro-
blems auf. Dieser Umfang kann kaum in einem monolithischen Multiphysics-Programmpaket wie-
dergefunden werden. Es scheint daher ratsam, einen separierten Lo¨sungsansatz der Fluid-Struktur-
Gleichungen dem monolithischen Ansatz vorzuziehen. Hierzu ko¨nnen zwei voneinander verschie-
dene Softwarepakete algorithmisch miteinander gekoppelt werden. So wird in dieser Arbeit zur Be-
schreibung der Stro¨mungsmethode der ra¨umlich und zeitlich adaptive finite-Volumen-Lo¨ser QUAD-
FLOW verwendet, welcher in dem von der Deutschen Forschungsgemeinschaft (DFG) gefo¨rderten
Sonderforschungsbereich 401 entwickelt wurde. Auf der Strukturseite kann zur Simulation der Struk-
turbewegung ein beliebiges (nicht)kommerzielles Strukturlo¨sungsprogrammm verwendet werden,
welches das Bewegungsverhalten der Struktur hinreichend genau beschreibt. Beide Programme wer-
den bei dieser Lo¨sungsmethode getrennt voneinander ausgefu¨hrt. Man spricht daher von einem sepa-
rierten oder partitionierten Lo¨sungsverfahren des Fluid-Struktur-Problems. Die beiden Programmpa-
kete mu¨ssen entlang der gemeinsamen Randfla¨che zwischen Fluid- und Strukturgebiet Informationen
austauschen. Diese Informationen bestehen aus Eingabegro¨ßen, die fu¨r den jeweils anderen Lo¨ser
relevant sind. So liefert der Stro¨mungslo¨ser aus der Druckverteilung auf der Grenzfla¨che durch In-
terpolation die Lasten in den Knoten des strukturseitigen Gitters, welches im Allgemeinen ra¨umlich
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viel gro¨ber als das Stro¨mungsgitter diskretisiert ist. In dieser Arbeit werden je nach Gitterelementtyp
im Kapitel 3.3.2 verschiedene ra¨umliche Interpolationsmethoden hergeleitet, welche einen konserva-
tiven Last-, Energie- und Momententransfer zwischen Stro¨mung und Struktur garantieren. Es wird
gezeigt, dass die ra¨umlichen Interpolationsmethoden auch tatsa¨chlich konservativ sind. Wie bereits
R. Massjung in [99] feststellt, erfordert eine konservative Kopplungsmethode nicht nur die Kon-
servativita¨t der ra¨umlichen Interpolation, sondern auch die der zeitlichen Kopplungsmethodik eines
vollimpliziten Fluid-Struktur-Lo¨sers. Bei separiertem Lo¨sungsansatz des Fluid-Struktur-Problems
mu¨ssen sich deshalb sowohl die Fluid- als auch die Strukturlo¨sung am Ende des Zeitintegrations-
schrittes auf zeitlich gleichem Niveau befinden. Der zeitliche Phasenfehler zwischen Stro¨mung und
Struktur, wie er durch das weitverbreitete lose Kopplungsschema stets auftritt, kann durch das Extra-
polationsschema angena¨hert und durch das (iterative) Fixpunktkopplungsschema hinreichend gering
gehalten werden. Durch das Fixpunktkopplungsschema wird also die zeitliche Konservativita¨t der
Fluid-Struktur-Kopplung hinreichend genau gewahrt. Um der Konservativita¨t hinsichtlich der zeitli-
chen Kopplung zu genu¨gen, muss daher die gesuchte Gesamtlo¨sung zum na¨chstliegenden Zeitpunkt
mo¨glichst genau bestimmt werden. Bereits J. Hurka [84] und R. Massjung [99] haben die vorhin
beschriebenen drei Kopplungsschemata verwendet. Es blieb jedoch unklar, unter welchen Vorausset-
zungen das iterative Fixpunktschema u¨berhaupt konvergieren kann. In dieser Arbeit wird auf diese
Problematik im Zusammenhang mit der Zeitschrittweitensteuerung na¨her eingegangen. Mit Hilfe
des Fixpunktsatzes von Banach (siehe Abschnitt B.2) wird in Abschnitt 3.3.1 in konstruktiver Wei-
se eine zu verwendende maximale Zeitschrittweite vorgegeben, unterhalb welcher die Konvergenz
des Fixpunktverfahrens stets garantiert werden kann. Die Vorgabe dieser maximalen Zeitschrittweite
entspricht auch dem konstruktiven Nachweis ihrer Existenz.
Die Zeitschrittweite ist nicht nur fu¨r die aeroelastische Fixpunktkopplung von Fluid und Struktur re-
levant, sondern auch fu¨r die im Stro¨mungslo¨ser durchzufu¨hrende Zeitintegration. Ist die Zeitschritt-
weite zu groß gewa¨hlt, so kommt es erfahrungsgema¨ß zu numerisch instabilem Verhalten, was sich in
einer unphysikalischen Lo¨sung oder Konvergenzschwierigkeiten bei der Lo¨sungsbestimmung a¨ußern
kann. In dieser Arbeit wird deshalb eine Schrittweitensteuerung entwickelt, die diese Schwierigkei-
ten vermeidet. In einem Zeitintegrationsschritt ist a priori nicht klar, wie groß die Zeitschrittweite
gewa¨hlt werden darf, um noch die Stabilita¨tsanforderungen zu erfu¨llen. Es wird zuna¨chst in kon-
struktiver Weise gezeigt, dass eine hinreichend kleine Grenzzeitschrittweite existiert, unterhalb wel-
cher die Stabilita¨tskriterien stets erfu¨llt werden ko¨nnen. Diese Schrittweite kann vor Ausfu¨hrung
des Zeitintegrationsschrittes durch eine geeignete Formel bestimmt werden und wird deshalb als
APRIORI-Zeitschrittweite bezeichnet. Fu¨r die praktische Anwendung ist sie aber zu klein. Numeri-
sche Experimente mit gro¨ßeren Schrittweiten als die APRIORI-Zeitschrittweite haben gezeigt, dass
gewisse gro¨ßere Schrittweiten unter Wahrung der numerischen Stabilita¨t mo¨glich sind und die Simu-
lation schneller verlaufen lassen. Es erscheint daher vorteilhaft, nach der gro¨ßtmo¨glichen Zeitschritt-
weite zu suchen, die unter Wahrung der numerischen Stabilita¨t noch mo¨glich ist. Dies wird durch die
APOSTERIORI-Zeitschrittweitensteuerung nach Ausfu¨hrung eines Zeitintegrationssschrittes unter-
sucht. Sollte die verwendete Zeitschrittweite die vorgegebenen Stabilita¨tskriterien nicht erfu¨llen, so
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wird unter Verringerung der Zeitschrittweite der aktuelle Zeitintegrationsschritt solange wiederholt,
bis eine zula¨ssige Zeitschrittweite gefunden ist.
Der Algorithmus der APOSTERIORI-Zeitschrittweitensteuerung bewirkt sprunghafte ¨Anderun-
gen der Zeitschrittweite im Simulationsverlauf. Hierdurch ko¨nnen sich Konvergenzschwierigkei-
ten bei stationa¨ren Stro¨mungsberechnungen ergeben. Als Vorbeugungsmaßnahmen bieten sich da-
her Gla¨ttungs- oder Filteralgorithmen an, welche allgemein zur Gla¨ttung von Zeitreihen verwendet
werden. Der Kalman-Filter wird zur Scha¨tzung der geeigneten APOSTERIORI-Zeitschrittweite ver-
wendet und reduziert augenscheinlich die Simulationszeit von stationa¨ren Stro¨mungsberechnungen
um ein Vielfaches. Eine weitere Da¨mpfungsmaßnahme besteht in der Modifikation des klassischen
Newton-Verfahrens durch eine da¨mpfende Schrittweitensteuerung. Auch diese Maßnahme bewirkt
eine Verringerung der Simulationszeit um ein Vielfaches. Hierzu wurde in dieser Arbeit ein Algo-
rithmus zur Bestimmung der optimal da¨mpfenden Newton-Schrittweite entwickelt und auch seine
Wohldefiniertheit bewiesen.
Die Konvergenz des Newton-Verfahrens kann durch den Einsatz geeigneter (dissipativer) Limiter ver-
bessert werden, Wie z. B. in [22, 135] beschrieben, ko¨nnen nicht differenzierbare Limiter bei ra¨um-
licher Rekonstruktion ho¨herer Ordnung den Konvergenzprozess zur gesuchten Lo¨sung erschweren
oder sogar ga¨nzlich verhindern. Dieses Pha¨nomen tritt auch bei Verwendung einer Zeitschrittweiten-
steuerung auf und ist somit nicht allein auf eine ungu¨nstig gewa¨hlte Zeitschrittweite zuru¨ckzufu¨hren.
In [44] wird deshalb der sogenannte PC5-Limiter vorgestellt, welcher nur aus differenzierbaren Funk-
tionen aufgebaut ist und somit als Verkettung dieser differenzierbar ist. Die Verwendung des PC5-
Limiters la¨sst im Vergleich zum Venkatakrishnan- oder Barth-Jespersen-Limiter keine merklichen
Genauigkeitseinbußen erkennen, ist jedoch dissipativer als jeder der beiden Limiter. Durch mehr
Dissipativita¨t bei der ra¨umlichen Rekonstruktion wird nachweislich die Konvergenz des Lo¨sungsver-
fahrens sichergestellt und zudem die Simulationszeit verringert. In dieser Arbeit sind Korrekturen
fu¨r den Barth-Jespersen- und den Venkatakrishnan-Limiter verwendet worden, welche die beiden
Limiter differenzierbar, damit aber auch dissipativer machen. Hierdurch konnten Konvergenzverbes-
serungen erzielt werden. Es wurden Vergleichsrechnungen fu¨r verschiedene Dissipationsparameter
hinsichtlich Laufzeit und Rekonstruktionsgenauigkeit durchgefu¨hrt. Es gilt als unsicher, ob der PC5-
Limiter in [44] u¨berhaupt das in [15] geforderte Monotoniekriterium erfu¨llt. In dieser Arbeit wurden
deshalb iterative Verfahren der algorithmischen Monotonieu¨berpru¨fung, wie das Fixpunktverfahren
und die Intervallschachtelung, verwendet, um die Erfu¨llung des Monotoniekriteriums zu garantieren.
Die Voraussetzungen, welche fu¨r nichtlineare aeroelastische Simulationen zu erfu¨llen sind, um die
numerische Stabilita¨t des Lo¨sungsprozesses zu gewa¨hrleisten, sind nun beschrieben. Sie wurden er-
folgreich auf die instationa¨re aeroelastische Simulation des in [19] beschriebenen transsonischen
ebenen Paneels und auf das in [121] untersuchte NLR 7301-Profil angewendet. Es wurden Stabi-
lita¨ts- und Druckverteilungskurven fu¨r das Profil und das Paneel berechnet, welche gut mit Litera-
tur und Experiment u¨bereinstimmen. Es wurden zudem die im Kryo-Rohrwindkanal in Go¨ttingen
(KRG) durchgefu¨hrten Experimente am BAC 3-11-Profil mit QUADFLOW verifiziert und zeigten
gute ¨Ubereinstimmung.
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Die in den vorigen Abschnitten beschriebenen Methoden zur Wahrung der numerischen Stabilita¨t des
in QUADFLOW vorgegebenen zeitlich impliziten Verfahrens zur Lo¨sung der Navier-Stokes- oder
Euler-Gleichungen konnten bei der Durchfu¨hrung der verifizierenden Rechnungen erfolgreich ange-
wendet werden. Diese waren jedoch auf ebene (zweidimensionale) Probleme aus Literatur und Expe-
riment beschra¨nkt. Das in dieser Arbeit vorgestellte Konzept zur Zeitschrittweitensteuerung kann mit
nur geringem Aufwand auch auf dreidimensionale Aeroelastikprobleme angewendet werden und ist
hinsichtlich des Speicherbedarfs als sehr sparsam einzustufen. Interessant wa¨re deshalb die zuku¨nf-
tige Implementierung der in dieser Dissertation vorgestellten Methoden zur Wahrung der Stabilita¨t
nichtlinearer aeroelastischer Probleme in drei Raumdimensionen sowohl im Stro¨mungslo¨ser QUAD-
FLOW als auch in anderen Lo¨sern.
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A.1 Detaillierte Differenziation der Euler-Gleichungen von er-
ster Ordnung
Mithilfe von
∂p
∂ρ
= (γ − 1)m
2
2ρ2
,
∂p
∂m
= −(γ − 1)m
ρ
,
∂p
∂ǫ
= (γ − 1), (A.1)
berechnet man nun die Ableitungen von Fi, i = 1, 2, 3 in den Gleichungen (2.16).
A˜ :=
∂F1
∂u
=

0 1 0 0 0
A21 A22 A23 A24 A25
−m2m1
ρ2
m2
ρ
m1
ρ
0 0
−m3m1
ρ2
m3
ρ
0 m1
ρ
0
A51 A52 A53 A54 A55
− vg,1 I5, (A.2)
mit
A21 =
1
ρ2
(
−m21 +
(γ − 1)
2
m2
)
, A22 = (3− γ)m1
ρ
,
A23 = (1− γ)m2
ρ
, A24 = (1− γ)m3
ρ
, A25 = (γ − 1),
A51 = −m1
ρ2
(
γǫ+ (1− γ)m
2
ρ
)
, A52 =
γǫ
ρ
+
(1− γ)
2ρ2
(m2 + 2m21),
A53 = (1− γ)m1m2
ρ2
, A54 = (1− γ)m1m3
ρ2
, A55 = γ
m1
ρ
, (A.3)
B˜ :=
∂F2
∂u
=

0 0 1 0 0
−m1m2
ρ2
m2
ρ
m1
ρ
0 0
B31 B32 B33 B34 B35
−m2m3
ρ2
0 m3
ρ
m2
ρ
0
B51 B52 B53 B54 B55
− vg,2 I5, (A.4)
mit
B31 =
1
ρ2
(
−m22 +
(γ − 1)
2
m2
)
, B32 = (1− γ)m1
ρ
,
B33 = (3− γ)m2
ρ
, B34 = (1− γ)m3
ρ
, B35 = (γ − 1),
B51 = −m2
ρ2
(
γǫ+ (1− γ)m
2
ρ
)
, B52 = (1− γ)m1m2
ρ2
,
B53 =
γǫ
ρ
+
(1− γ)
2ρ2
(m2 + 2m22), B54 = (1− γ)
m2m3
ρ2
, B55 = γ
m2
ρ
, (A.5)
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C˜ :=
∂F3
∂u
=

0 0 0 1 0
−m1m3
ρ2
m3
ρ
0 m1
ρ
0
−m2m3
ρ2
0 m3
ρ
m2
ρ
0
C41 C42 C43 C44 C45
C51 C52 C53 C54 C55
− vg,3 I5, (A.6)
mit
C41 =
(
− m
2
3
ρ2
+
(γ − 1)
2
m2
ρ2
)
, C42 = (1− γ)m1
ρ
, C43 = (1− γ)m2
ρ
,
C44 = (3− γ)m3
ρ
, C45 = (γ − 1),
C51 = −m3
ρ2
(
γǫ+ (1− γ)m
2
ρ
)
, C52 = (1− γ)m1m3
ρ2
,
C53 = (1− γ)m2m3
ρ2
, C54 =
γǫ
ρ
+
(1− γ)
2ρ2
(m2 + 2m23), C55 = γ
m3
ρ
. (A.7)
Fasst man A˜, B˜ und C˜ zur Matrix D(1) zusammen, so ergibt sich mit nsp = 3, neq = 5:
D(1) :=
nsp∑
i=1
ni
∂Fi
∂u
= n1 A˜+ n2 B˜+ n3 C˜
=

0 n1 n2 n3 0
b1 A
′
11 A
′
12 A
′
13 (γ − 1)n1
b2 A
′
21 A
′
22 A
′
23 (γ − 1)n2
b3 A
′
31 A
′
32 A
′
33 (γ − 1)n3
c d1 d2 d3 e
− (vg . n) I5, (A.8)
mit:
b = − 1
ρ2
(
(m⊗m) + (γ − 1)
2
m2 I
5
)
. n, c = −(m
. n)
ρ2
(
γǫ+
(1− γ)
ρ
m2
)
,
d =
(1− γ)
ρ2
(m⊗m) . n+ 1
ρ
(
γǫ+
(1− γ)
2
m2
ρ
)
n, e =
γ
ρ
(m . n),
A
′
=
1
ρ
(
(m . n) I
3
+m⊗ n+ (1− γ) n⊗m
)
. (A.9)
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Es gilt fu¨r nsp = 3, neq = 5:
D(2) :=
∂
∂u
(
D(1)
)
=
nsp∑
i=1
ni
∂2Fi
∂u2
= n1
∂A˜
∂u
+ n2
∂B˜
∂u
+ n3
∂C˜
∂u
∈ Rneq×neq×neq , (A.10)
oder auch:
D
(2)
i,j,k :=
∂Di,j
∂uk
∈ R mit Di,j = ∂Ri
∂uj
, i, j, k ∈ {1, ..., neq}, (A.11)
wobei sich mit neq = 5 ergibt:
∂D
(1)
1,j
∂u
= 0T , j = 1, 2, 3, 4, 5,
∂D
(1)
i,1
∂u
=
(
aT1 , B
T
1
, 0T
)
, i = 2, 3, 4,
a1 =
1
ρ3
(
2(m . n)m+ (1− γ)m2 n
)
,
B
1
= − 1
ρ2
(
(m . n) I+ (1− γ) n⊗m+m⊗ n
)
,
∂D
(1)
i,5
∂u
= 0T , i = 1, 2, 3, 4,
∂D
(1)
5,5
∂u
=
(
− γ
ρ2
(m . n), γ
ρ
nT , 0
)
,
∂D
(1)
i+1,j+1
∂u
=
(
a2, b
T
2 , 0
)
, i, j = 1, 2, 3, (A.12)
mit:
a2 = − 1
ρ2
(
(m . n)δij +mi nj + (1− γ) ni mj
)
, i, j = 1, 2, 3,
(b2)k =
1
ρ
(
nk δij + δik nj + (1− γ) δjk ni
)
, i, j = 1, 2, 3, k = 1, 2, 3,
∂D
(1)
5,j
∂u
=
(
aT3 , B
T
3
, γ
ρ
nT
)
, j = 2, 3, 4, (A.13)
mit:
a3 =
2(γ − 1)
ρ3
(m . n)m+ (γ − 1) m
2
ρ3
n− γǫ
ρ2
n,
B
3
=
(1− γ)
ρ2
(
m⊗ n+ n⊗m+ (m . n) I
3
)
. (A.14)
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B.1 Kalman-Filter fu¨r korreliertes Rauschen, Theorem 4.1 aus
[38]
Die optimale Scha¨tzung x̂k = x̂k|k, basierend auf den Daten v0,v1, . . . ,vk ∈ Rq, kann nach [38]
rekursiv bestimmt werden:
Definiere:
P
0,0
= V ar(x0), Q
k
= V ar(ξ
k
) = E(ξ
k
⊗ ξ
k
),
R
k
= V ar(η
k
) = E(η
k
⊗ η
k
) und S
k
= E(ξ
k
⊗ η
k
).
Dann berechne fu¨r k = 1, 2, . . . :
P
k,k−1 = (Ak−1 −Kk−1 .Ck−1) . Pk−1,k−1 . (Ak−1 −Kk−1 .Ck−1)T (B.1)
+G
k−1
.Q
k−1
.GT
k−1 −Kk−1 .Rk−1 .KTk−1,
wobei
K
k−1 = Gk−1
. S
k−1
.R−1
k−1, (B.2)
und die Kalmansche Gewichtungsmatrix:
W
k
= P
k,k−1
.CT
k
. (C
k
.R
k,k−1
.CT
k
+R
k
)−1, (B.3)
mit
P
k,k
= (I−W
k
.C
k
) . P
k,k−1. (B.4)
Dann berechne, ausgehend von der Anfangsbedingung
x̂0|0 = E(x0), (B.5)
fu¨r k = 1, 2, . . . , die Pra¨diktionsscha¨tzungen:
x̂k|k−1 = Ak−1
. x̂k−1|k−1 +Kk−1
. (vk−1 −Ck−1 . x̂k−1|k−1) (B.6)
und die Korrekturscha¨tzungen:
x̂k|k = x̂k|k−1 +Wk
. (vk −Ck . x̂k|k−1). (B.7)
Dies sind die Gleichungen des Kalmanschen Filters fu¨r korreliertes Prozess- und Messrau-
schen. Anzumerken ist an dieser Stelle, dass K
k−1 = 0n×q, falls Sk−1 = 0p×p ∀ k ∈ N. In
diesem Falle gewinnt man die gewo¨hnlichen Kalmanschen Filtergleichungen zuru¨ck (unkorreliertes
Prozess- und Messrauschen).
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Der folgende Satz entha¨lt im Vergleich zum Fixpunktsatz in Abschnitt 3.1.6.5 noch die verscha¨rfende
Zusatzvoraussetzung II.:
Sei Φ : E → E, E = Rn eine Iterationsfunktion, x(0) ∈ E ein Startvektor
und x(i+1) := Φ(x(i)), i ∈ N0. Es gebe ferner eine Umgebung Sr(x(0)) mit
Sr(x
(0)) := {x ∈ E | ‖ x− x(0) ‖< r} von x(0) und eine Konstante LΦ mit
0 < LΦ < 1, so dass die beiden Voraussetzungen
I. ‖ Φ(x)−Φ(y) ‖ ≤ LΦ ‖ x− y ‖ ∀ x,y ∈ Sr(x(0)),
II. ‖ x(1) − x(0) ‖ = ‖ Φ(x(0))− x(0) ‖ ≤ (1− LΦ)r < r,
erfu¨llt sind. Dann gelten:
I. x(i) ∈ Sr(x(0)) ∀ i ∈ N0,
II. Φ besitzt in Sr(x(0)) genau einen Fixpunkt x̂ : Φ(x̂) = x̂ und
es gilt: lim
i→∞
x(i) = x̂, ‖ x(i+1) − x̂ ‖ ≤ LΦ ‖ x(i) − x̂ ‖,
III. sowie die Fehlerscha¨tzung:
‖ x(i) − x̂ ‖ ≤ LiΦ
1−LΦ ‖ x(1) − x(0) ‖.
