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Abstract
The spectrum of the anomalous dimensions of the composite operators (with arbitrary number of fields n
and derivatives l) in the scalar φ4 - theory in the first order of the ǫ -expansion is investigated. The exact
solution for the operators with number of fields ≤ 4 is presented. The behaviour of the anomalous dimensions
in the large l limit has been analyzed. It is given the qualitative description of the structure of the spectrum
for the arbitrary n.
1
1 Introduction
The subject of this paper is to study the critical scalar φ4 - model in first order in ǫ - expansion.
In recent papers [1, 2] the spectrum of the anomalous dimensions of the composite operators have
been investigated in N-vector model (first order in ǫ). Due to mixing of the operators the general
problem is not tractable already in one-loop level. In [1, 2] the solution has been obtained for
the operators with two and three fields where this difficulty does not present in full. In our view
main problem appeared already in scalar theory is the mixing of the operators, the ”N-vector
complication” being not principial. (Note, that the problem of calculation of the spectrum of
the anomalous dimensions for the composite operators in scalar φ4 theory is equivalent those for
O(N) symmetric and traceless ones in N-vector theory.) By this reason we confine ourselves by
consideration of spatially symmetric and traceless composite operators in scalar φ4 - theory. Using
approach different from one in [1, 2] we succeeded in obtaining the exact solution for operators
with four fields. Some properties of the latter is appeared to be inherent in spectrum for arbitrary
n. (We prove that all nonzero eigenvalues of the spectrum for given n are appeared as either the
accumulating points or the exact eigenvalues of infinite degeneracy in the spectrum on (n + k)
level.)
The organisation of this paper is as follows. In Sect.2 we give the full description of the
canonical conformal spatially symmetric and traceless composite operators. This extend the well
know solution for the case of two fields [4] and give in this special case the same result. The similar
problem has been considered recently by F.Wegner and S.Kehrein [2]. In Sect.3 we calculate the
counterterms in first order in coupling constant and formulate main equations. These equations
were obtained in [1, 2] in a different manner. In Sect.4 it is shown how the known solutions of the
eigenvalue problem for the operators with two [3] and three [2] fields can be obtained in the frame
of our approach. Sec.5 is devoted to the investigation of the eigenvalue problem for the operators
with four fields. In Sec.6 we prove some statement about structure of spectrum valid in general
case and discuss the qualitative picture of the distribution of the eigenvalues.
2 Spatially symmetric and traceless composite operators.
The composite operator is a local functional of the field φ(x) which contains n fields and l spatial
derivatives acting on these fields. We suppose that all indices of the derivatives are ”free” i.e.
operator have as many tensor indices as a derivatives. We consider only the spatially symmetric
and traceless composite operators Ψi1i2...il(x).
It is useful to introduce the ”scalar” operators
Ψ(x, u) ≡ Ψi1...ilui1...uil
where ui is the D-dimensional vector. For the sake of brevity we shall call Ψ(x, u) by composite
operator also. It is easy to understand that every composite operator Ψ(x) with n fields is defined
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by the total symmetric ”coefficient functions” of n arguments ψ(z1, ..., zn) in the following way:
Ψ(x, u) = ψ(
∂
∂a1
, ...,
∂
∂an
)Φ(x; a1, ..., an)
∣∣∣∣∣
am=0
; (2.1)
where
Φ(x; a1, ..., an) ≡ P (u, ∂
∂v
)
n∏
m=1
φ(x+ amv)
∣∣∣∣∣
v=0
. (2.2)
P - projector on subspace of traceless tensors.
∂2
∂ui∂ui
P (u, v) =
∂2
∂vi∂vi
P (u, v) = 0 , P (u,
∂
∂w
)P (w, v)
∣∣∣∣∣
w=0
= P (u, v).
The explicit expression for function P (u, v) have form [5]:
P (u, v) = F (uv, u2v2) , and at x2 ≤ y
F (x, y) =
Γ(µ− 1)
2πi
∫ (4z)µ−1ezdz
(y − 4zx+ 4z2)µ−1 ,
here µ = (D − 2)/2, and D – the dimension of space. The integrand function is defined on the
complex z-plane with three horizontal cuts, going from the points z1 = 0, z2 = (x+
√
x2 − y), z3 =
(x−√x2 − y) to −∞. The integration contour is shown on fig.1.
✩
✪
✲
✛
✉
✉
✉
z = 0
z = 2x+ 2
√
x2 − y
z = 2x− 2√x2 − y
(Fig.1
In the case when operators have as many tensor indices as a derivatives, function ψ(z1, ..., zn)
is the gomogeneous symmetric polynomial of its n arguments.
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A basis for the vector space of symmetric, gomogeneous polynomials of degree l is generated
by product
[s1(z1, ..., zn)]
m1 [s2(z1, ..., zn)]
m2 [s3(z1, ..., zn)]
m3 ...[sn(z1, ..., zn)]
mn ,
where m1+2m2+3m3+ ...+nmn = l and mi ≥ 0. The polynomials sn(z1, ..., zn) are the standard
symmetric polynomials. The generating function for these polynomials is
n∏
m=1
(zm + t) =
n∑
m=1
tn−mpn(z1, ..., zn).
All composite operators are divided in two following sets. The operators from first set may be
represented as a ∂i...∂kΨs1...sm and for operators from second set it is impossible (nonderivative
operators). The operators ∂i...∂kΨs1...sm and Ψs1...sm have the equal anomalous dimensions.
The operators from first set have the ”coefficient functions” ψ(z1, ..., zn) of the following struc-
ture
ψ(z1, ..., zn) = (z1 + z2 + ... + zn)
pφ(z1, ..., zn).
To extract all these operators, it is convenient to introduce the restriction
z1 + z2 + ...+ zn = 0⇐⇒ s1(z1, ..., zn) = 0
A basis for the vector space of symmetric , gomogeneous polynomials of degree l with this restric-
tion is generated by product
[s2(z1, ..., zn)]
m2 [s3(z1, ..., zn)]
m3 ...[sn(z1, ..., zn)]
mn
where 2m2 + 3m3 + ...+ nmn = l and mi ≥ 0 (and we keep in mind the restriction s1 = 0).
In Sec.4 it will be shown that to obtain the spectrum of the anomalous dimension is enough to
know the block of the mixing matrix describing the renormalization on the conformal operators.
So we give the full description of the conformal operators.
Let x→ x′(x) be the coordinate transformation of the general form and φ → φ′ is the special
field transformation of the form :
φ(x)→ φ′(x) = det
[
∂x′
∂x
]∆/D
φ(x′). (2.3)
Here ∆ is a constant which is called the canonical field dimension (for the φ4-model ∆ = (D−2)/2).
For the infinitesimal transformations (2.3) one obtains
x→ x′(x) = x+ α(x)
φ(x)→ φ′(x) = φ(x) + δαφ(x) , δαφ(x) ≡ (α(x)∂ + ∆
D
∂α(x))φ(x) (2.4)
The transformations (2.4) generate the following transformations of the composite operators
δαΨi1i2...il(x) ≡
δΨi1i2...il(x)
δφ
δαφ, or δαΨ(x, u) ≡ δΨ(x, u)
δφ
δαφ. (2.5)
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For the infinitesimal conformal transformations one has:
αi(x) = ai + ωikxk + λxi + (x
2δik − 2xixk)bk
where ai, ωik = −ωki, λ, bk are (constant) group parameters. Summation over repeated indices will
be understood throughout.
The composite operator is called canonically conformal one if the transformation law of this
operator for conformal α has the form:
δαΨi1...il = (α∂ +
∆Ψ
D
∂α)Ψi1...il +
l∑
k=1
∂ikαsΨi1...s...il (2.6)
or in equivalent form,
δαΨ(x, u) = (α∂ +
∆Ψ
D
∂α)Ψ(x, u) + ((u · ∂)(α · ∂u))Ψ(x, u). (2.7)
(Note, that ∆ψ = (scale dimension)-(number of indices)).
The requirement of the conformal invariance of the Ψ(x; u) leads to the following expression
for the canonical dimension ∆Ψ = n∆ and to the differential equation for the symmetric and
gomogeneous function ψ(z1, ..., zn) (see Appendix A):
n∑
m=1
(zm
∂2
∂z2m
+∆
∂
∂zm
)ψ(z1, ..., zn) = 0. (2.8)
In the φ4 theory ∆ = (D− 2)/2 and D = 4− 2ǫ. For ǫ = 0 ∆ = 1 and therefore eq. (2.8) turns
into
n∑
m=1
(zm
∂2
∂z2m
+
∂
∂zm
)ψ(z1, ..., zn) = 0. (2.9)
Let us consider the following transformation of ψ → ψˆ
ψˆ(z1, ..., zn) =
∫ ∞
0
n∏
m=1
dtme
−tmψ(t1z1, ..., tnzn). (2.10)
It is not difficult to obtain the explicit form of this transformation. If the function ψ(z1, ..., zn)
has the form
ψ(z1, ..., zn) =
∑
(i)
ψm1...mnz
m1
1 ...z
mn
n
then for the function ψˆ(z1, ..., zn) we obtain
ψˆ(z1, ..., zn) =
∑
(i)
ψm1...mnm1!...mn!z
m1
1 ...z
mn
n
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The equation (2.9) in the terms of ψˆ takes the more simple form:
n∑
m=1
∂
∂zm
ψˆ(z1, ..., zn) = 0. (2.11)
For some purpose it is necessary to generalize this consideration. Let us suppose that composite
operator is builded from a different ”elementary fields”:
Ψ(x, u) = ψ(
∂
∂a1
, ...,
∂
∂an
)
n∏
i=1
φi(x+ aiu)
∣∣∣∣∣
am=0
(2.12)
and each φi has the simple transformation law with respect to the general coordinate transforma-
tion:
δαφi(x) = (α(x)∂ +
∆i
D
∂α(x))φ(x).
The requirement of the conformal invariance of the Ψ(x; u) leads to the equation on the function
ψ(z1, ..., zn) (now this function is not symmetric):
n∑
m=1
(zm
∂2
∂z2m
+∆m
∂
∂zm
)ψ(z1, ..., zn) = 0. (2.13)
Let ψ → ψˆ be the following transformation
ψˆ(z1, ..., zn) =
∫ ∞
0
n∏
m=1
dtm t
∆m−1
m e
−tmψ(t1z1, ..., tnzn). (2.14)
The equation (2.13) on the function ψ also turns into the simple one on the function ψˆ
n∑
m=1
∂
∂zm
ψˆ(z1, ..., zn) = 0. (2.15)
This equation show that function ψˆ is translation invariant and the solutions of this equation are
described in [2].
Taking into account eq. (2.11) we conclude that the space of the conformal operators is equiva-
lent to the vector space C(n, l) of symmetric , gomogeneous and translation invariant polynomials
of n variables. A basis for it is generated by product
[p2(z1, ..., zn)]
m2 [p3(z1, ..., zn)]
m3 ...[pn(z1, ..., zn)]
mn ,
where 2m2+3m3+ ...+nmn = l and mi ≥ 0. The polynomials pi(z1, ..., zn) can be obtained from
the following formula:
n∏
m=1
(zm − 1
n
n∑
k=1
zk + t) =
n∑
m=1
tn−mpm(z1, ..., zn).
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The generating function D(n, x) for dimC(n, l) has the form:
D(n, x) ≡
∞∑
l=0
dimC(n, l) xl =
1∏n
i=2(1− xi)
(2.16)
3 The one-loop counterterms.
Let us consider the renormalization of the set of the operators described above. The renormalized
operator is defined as ([6, 7]):
[Ψi(φ)]R =
∑
k
QikΨk(φ) , (3.1)
where Qik is the mixing matrix, which is found from the requirement of the finiteness of the
Green functions of the operator [Ψi(φ)]R. Matrix of the anomalous dimensions γ
ik
Ψ connects with
the mixing matrix (in the MS-scheme) by formula:
γikΨ (g) = nkγφ(g)δ
ik + [2ǫg∂g −M∂M ]Q
ik
1Ψ
ǫ
, where (3.2)
Qik = 1 +
Qik1Ψ
ǫ
+ ...,
nk - number of fields φ in the operator Ψk(φ) and γφ(g) – the anomalous dimension of field.
Our immediate goal now – the calculation of the mixing matrix Qik. Since our consideration
restricted by first order of perturbation theory it is necessary to calculate only two diagrams,
shown on Fig.2 (where the black dot denotes the operator insertion and the external lines - φ-
arguments). It is convenient to do all calculation in the terms of the generating function for the
composite operator. To avoid a misunderstanding, it should be stressed that all equalities with the
generating functions Φ(x; a1, . . . , an) is understood in the sense of the equalities of the coefficient
of the expansion in the power series on ai of the right and left sides.
✫✪
✬✩
as am as apam✫✪
✬✩
③⑦ ⑦
 
  
❅
❅❅
✉
▲
▲
▲
☞
☞
☞
 
  
❅
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▲
▲
▲
☞
☞
☞
✉   ❅❅❅
( a ) ( b )
Fig.2
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Let us calculate the diagram (a). It has the following expression in the momenta representation
(p = ps + pm) : ∫ dDk
πD/2
exp [ivkas + iv(p− k)am]
k2(p− k)2 =
=
∫ 1
0
ds(1− s)D/2−2 exp [ivp(sas + (1− s)am)] ·
·
∫ ∞
0
dtt1−D/2 exp [−p2ts− v2(as − am)21− s
4t
] (3.3)
We need to extract the ǫ pole contributions (D = 4 − 2ǫ) to the coefficients of the expansion of
this integral in sources ai. In the final formula this expression will be stand under sign of the
projector and due to evident property:
P (u,
∂
∂v
)v2f(v)
∣∣∣∣∣
v=0
= 0,
it is possible to drop all terms proportional to v2. Thus for singular part of the diagram (a) one
obtains :
1
ǫ
∫ 1
0
ds exp [iup(sas + (1− s)ap)]. (3.4)
The singular part of the diagram (b) is calculated in the similar way. Finally, we obtain
counterterms generated by the first and second diagrams respectively:
− 1
2ǫ
g
(4π)2
∑
i<k
∫ 1
0
dsΦ(x; a1, ..., sai + (1− s)ak, ..., sai + (1− s)ak, ..., an) (3.5)
− 1
2ǫ
g
(4π)4
∑
i<k<m
∫ 1
0
ds dt tΦ(x; a1, ..., aˆi, ..., aˆk, ..., aˆm, ..., an) (3.6)
∂2φ(x+ stai + (1− s)tak + (1− t)am).
where Φ(x; a1, ..., aˆi, ..., aˆk, ..., aˆm, ..., an) means that we exclude from Φ(x; a1, . . . , an) the fields
with ”source” aˆ. The second diagram generates new type of operators
φ(x+ a1u)φ(x+ a2u)...∂
2φ(x+ an−2u). (3.7)
Thus, one can see, that the class of the operators defined in Sec.1 is unclosed under renormal-
ization and must be enlarged by the inclusion of the operators with all possible ∂2φ-insertions. Let
us consider the counterterms for the operator with one ∂2φ-insertion. It is possible two variants:
1. ∂2φ-insertion get inside a diagram: in this case the operator ∂2 ”erase” a line in a loop, and
we get the zero contribution,
2. ∂2φ-insertion is external with respect to the diagram: in such case the answer is the same as
for the operator without ∂2φ-insertion.
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It is easy to understand, that the counterterms for the operators with k ∂2φ-insertions consist
of those of with k and (k+1) ∂2φ - insertions. This means that mixing matrix Qik for the set
of the operators in question has ”block triangular” form, block on diagonal being induced by
(a)–diagram, and off–diagonal ones — by (b)–diagram. It should be noted that this property is
disappeared in the next order of the perturbation theory.
It is evident that the eigenvalue problem for Qik is reduced to the eigenvalue problem for the
”main diagonal block”. The renormalization of the composite operator with coefficient function
ψ is given by formula:
[Ψ(x, u)]R = ψ(
∂
∂a1
, ...,
∂
∂an
)[Φ(x; a1, ..., an)]R
∣∣∣∣∣
am=0
.
where
[Φ(x; a1, ..., an)]R = Φ(x; a1, ..., an)+ (3.8)
+
1
2ǫ
g
(4π)2
∑
i<k
∫ 1
0
dsΦ(x; a1, ..., sai + (1− s)ak, ..., sai + (1− s)ak, ..., an) + . . . ,
where dots denote the counterterms type of (3.6).
In the result we receive the following eigenvalue problem:
∑
i<k
∫ 1
0
ds ψ(
∂
∂a1
, ...,
∂
∂an
)Φ(x; a1, ..., sai + (1− s)ak, ..., sai + (1− s)ak, ..., an)
∣∣∣∣∣
am=0
=
= λ ψ(
∂
∂a1
, ...,
∂
∂an
)Φ(x; a1, ..., an)
∣∣∣∣∣
am=0
. (3.9)
By using of the Fourier transformation φ(x) =
∫
dqeiqxφ(q) we obtain
∑
i<k
∫ 1
0
dsψ(z1, ..., s(zi + zk), ..., (1− s)(zi + zk), ..., zn) = λψ(z1, ..., zn). (3.10)
The corresponding composite operator Ψ(x; u) has in virtue of (3.2) the follow anomalous
dimension:
γΨ =
2λ
3
ǫ+O(ǫ2). (3.11)
It should be noted that eq. (3.10) defines the eigenvalues of the mixing matrix Qik only. The
exact eigenvectors contain the admixture of the operators with ∂2φ - insertions defined by the
counterterms (3.6) which can be reconstructed recurrently.
4 Solution for the cases of two and three fields.
We consider the equation (3.10) from previous part
∑
i<k
∫ 1
0
dα ψ(z1, ..., α(zi + zk), ..., (1− α)(zi + zk), ..., zn) = λψ(z1, ..., zn). (4.1)
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It is useful to reformulate problem in terms of a function ψˆ(z1, ..., zn). To do this we perform in
equation (4.1) the transformation (2.10) from the Sec.2. After transformation (2.10) one obtains
Hψˆ(z1, ..., zn) ≡
∑
i<k
∫ 1
0
dαψˆ(z1, ..., αzi + (1− α)zk, ..., αzi + (1− α)zk, ..., zn)
Hψˆ(z1, ..., zn) = λψˆ(z1, ..., zn). (4.2)
For some purpose the equivalent form of (4.2) is more useful
Hψˆ(z1, ..., zn) ≡
∑
i<k
1
zi − zk
∫ zi
zk
dsψˆ(z1, ..., s, ..., s, ..., zn) = λψˆ(z1, ..., zn). (4.3)
The important properties of the spectrum have been established in [1, 2]. The spatial symmetry
group of H is the SL(2,C) [1]. Let us define the action of the SL(2,C)-group on the functions in
the following way
S(g)ψˆ(z1, ..., zn) =
n∏
i=1
(czi + d)
−1ψˆ(
az1 + b
cz1 + d
, ...,
azn + b
czn + d
)
where g ∈ SL(2, C), g =
(
a b
c d
)
and ad− bc = 1. It is not hard to check (using the representa-
tion (4.3)) that operators H and S(g) commute for all g. The group SL(2) has a three generators
S , S+ , S−
S ≡ ∂
∂a
S(g)
∣∣∣∣∣
g=I
=
n∑
i=1
zi
∂
∂zi
S− ≡ ∂
∂b
S(g)
∣∣∣∣∣
g=I
=
n∑
i=1
∂
∂zi
, S+ ≡ ∂
∂c
S(g)
∣∣∣∣∣
g=I
= −
n∑
i=1
(z2i
∂
∂zi
+ zi). (4.4)
All these generators commute with H and have the following commutation relations
[S−, S] = −S− , [S+, S] = +S+ , [S+, S−] = 2S + 1. (4.5)
The operator H has the same set of eigenvectors as S (as a commuting operators)
Sψˆ = lψˆ =⇒ Hψˆ = λψˆ
The function ψˆ satisfies the equation
n∑
i=1
zi
∂
∂zi
ψˆ(z1, ..., zn) = lψˆ(z1, ..., zn),
and, consequently, ψˆ is the gomogeneous polynomial of the degree l. From the equalities
SS−ψˆ = (l− 1)S−ψˆ , HS−ψˆ = λS−ψˆ,
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SS+ψˆ = (l + 1)S+ψˆ , HS+ψˆ = λS+ψˆ
it is seen that operators S+ and S− are the standard rising and lowering operators. Then the
subspace of the eigenvectors of H with some eigenvalue λ is the SL(2) - module generated by
highest weight vector ψˆ (vacuum vector),i.e. vector space spanned by linear combinations of
monomials in the S+ applied to ψˆ. The highest weight vector ψˆ is defined by the equation
S−ψˆ = 0 or in the coordinate form
n∑
i=1
∂
∂zi
ψˆ(z1, ..., zn) = 0.
This equation is the same equation (2.11) from first part and we obtain the following correspon-
dence: the highest weight vector ψˆ represents the canonically conformal composite operator and
all other vectors from SL(2) - module represent a derivatives of this operator. We obtain that all
composite operators with the same anomalous dimension are divided into two sets. The operators
from first set are the canonically conformal ones and those from second set are a derivatives of
a conformal operators. In this sense the spectrum of anomalous dimensions is generated by the
conformal operators.
Now we have the eigenvalues problem (4.2) for the functions ψˆ(z1, ..., zn) satisfying the following
restrictions:
1. ψˆ(z1, ..., zn) is the total symmetric function,
2. ψˆ(z1, ..., zn) is the gomogeneous polynomial of degree l,
3. ψˆ(z1, ..., zn) is the translation invariant function.
The vector space C(n, l) of symmetric , gomogeneous and translation invariant polynomials of
degree l have been considered in Sect.2.
The case n = 2 is trivial. The generating function D(2, x) for the dimC(2, l) has the form (2.16):
D(2, x) =
1
1− x2
and we obtain that C(2, l) have nonzero dimension only for even l. For even l dimC(2, l) = 1 and
the basis polynomial is
ψˆ(z1, z2) = (z1 − z2)l.
It is evident that this eigenfunction correspond to the zero eigenvalue.
The case n = 3 is more complicate. We consider this case in detail because the same methods
we will be used in the case n = 4.
All functions which vanishes if any two arguments coincide correspond of the eigenvalue λ = 0
and have the follow general form
ψˆ0(z1, . . . , zn) =
∏
i<k
(zi − zk)2φ(z1, . . . , zn), (4.6)
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where φ(z1, . . . , zn) symmetric, translation invariant polynomial degree (l − 2 · Cn2 ). Let us the
vector space of such functions ψˆ0(z1, . . . , zn) denote C0(n, l). The generating function D0(n, x) for
dimC0(n, l) has the form:
D0(n, x) =
x2·C
n
2∏n
i=2(1− xi)
. (4.7)
It is evident that the difference D(n, x) − D0(n, x) (see (2.16)) is the generating function for the
dimensions of the spaces of the polynomials, which do not vanish if any two arguments coincide.
In the case n = 3
D(3, x)−D0(3, x) = 1 + x2 + x3 + x4 + ...
Thus we obtain that in vector space C(3, l) exist only one eigenvector which does not vanish if
any two arguments coincide.
Let us put in the equation (4.3) for n = 3 z1 = z2 = z then we obtain the equation on the
function of the two variables ψˆ(z, z, z3)
2
z − z3
∫ z
z3
ds ψˆ(s, s, z) = (λ− 1)ψˆ(z, z, z3).
The function ψˆ(z, z, z3) has the simple form:
ψˆ(z, z, z3) = ψˆ(z − z3, z − z3, 0) = (z − z3)lψˆ(1, 1, 0)
(the constant ψˆ(1, 1, 0) is not equal to zero because the function ψˆ(z, z, z3) 6≡ 0). If we substitute
this function in integral equation we obtain the eigenvalue
λ = 1 +
2(−1)l
l + 1
(4.8)
The ”true” eigenfunction ψˆ(z1, z2, z3) can be reconstructed with the help of equation (4.3).
5 Solution for the case of four fields.
Let us consider the case n = 4. At first, as in the case n = 3, we calculate the dimension of the
space of polynomials not vanishing at coinciding of any two arguments. According to (2.16),(4.7)
D(4, x)−D0(4, x) = 1 + x + x3 +
∞∑
L=0
Lx2L +
∞∑
L=0
(L− 1)x2L+1
Thus one obtains that in vector space C(4, l) there exist L eigenvectors for l = 2L which not
vanishes if any two arguments coincide and L− 1 such eigenvectors for l = 2L+ 1 (L ≥ 1).
Let us put in equation (4.3) for n = 4 z1 = z2 and introduce the function of one variable ψ(z):
ψ(z) ≡ ψˆ(0, 0, 1, z). (5.1)
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Using the symmetry properties of ψˆ one can obtain
ψˆ(z1, z1, z3, z4) = (z3 − z1)lψ(z4 − z1
z3 − z1 ).
Then equation (4.3) takes the following form:
1
z
∫ z
0
ds slψ(
s− 1
s
) +
∫ 1
0
ds slψ(
s− z
s
) +
ψ(1)(−1)l
2(l + 1)
1− zl+1
1− z =
λ− 1
2
(−1)lψ(z), (5.2)
where ψ(1) = 0 for odd l. The function ψ(z) inherits the some properties of ψˆ:
1. ψ(z) is the polynomial of degree l.
2. ψ(z) = zlψ(1
z
).
It is useful to rewrite the equation (5.2) as the functionally-differential equation. For this
purpose we introduce the new function F (z):
F (z) =
∫ z
0
ds slψ(
s− 1
s
)
Immediately from definition we obtain
F ′(z) = zlψ(
z − 1
z
)⇐⇒ ψ(z) = (1− z)lF ′( 1
1− z ) ; F (0) = 0.
In virtue of the property ψ(z) = zlψ(1
z
) the function F (z) also have the nice symmetry property
F (z) = (−1)l+1F (1− z) + (−1)lF (1). (5.3)
It is easy obtain from eq. (5.2) that
F (1) = (−1)lλ− 2
4
ψ(1).
In terms of function F (z) eq. (5.2) takes the form:
1
z
F (z) + zl+1F (
1
z
) +
ψ(1)(−1)l
2(l + 1)
1− zl+1
1− z =
λ− 1
2
(−1)l(1− z)lF ′( 1
1− z ). (5.4)
where F (z) is the polynomial of degree (l+1) and F (0) = 0.
5.1 The eigenfunctions with eigenvalues λ = 1.
Let us put λ = 1. Then we obtain the functional equation:
1
z
F (z) + zl+1F (
1
z
) +
ψ(1)(−1)l
2(l + 1)
1− zl+1
1− z = 0. (5.5)
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The solutions of this equation differs for the cases odd and even l but they have one common
property: for all these solutions ψ(1) = 0. Let us consider at first the case of odd l (l = 2L+ 1)
F (z) + z2L+3F (
1
z
) = 0. (5.6)
It is easy to check by direct calculation that functions
Fa,b(z) = [z(1− z)]a[1− z(1 − z)]b (5.7)
are the solutions of (5.6) if the following conditions are fulfilled
a is odd and 3a+ 2b = 2L+ 3 , a+ b ≤ L.
The parameters a and b take the following values:
L = 3M , a = 2k + 1 , b = 3(M − k) where k = 1, ...,M;
L = 3M + 1 , a = 2k + 1 , b = 3(M − k) + 1 where k = 1, ...,M ; (5.8)
L = 3M + 2 , a = 2k + 1 , b = 3(M − k)− 1 where k = 0, ...,M − 1,
therefore the dimension of the eigenspace with λ = 1 is equal to M for L = 3M + r (r = 0, 1, 2).
In the case of the even l (l = 2L) the equation
F (z) + z2L+2F (
1
z
) = 0 (5.9)
with the help of the ansatz
F (z) = (1− 2z)(−2 − z(1− z))G(z) = (1− 2z)(z − 2)(z + 1)G(z)
(where G(z) = G(1− z)) reduces to the one for odd case
G(z) + z2L−1G(
1
z
) = 0.
The solutions are:
Ga,b(z) = [z(1− z)]a[1− z(1 − z)]b (5.10)
where
a is odd and 3a+ 2b = 2L− 1 , a+ b ≤ L− 2.
(from the condition ψ(1) = 0 follows that F (z) is polynomial of the degree ≤ 2L−1 and therefore
a + b ≤ L− 2) and
a = 2k + 1 , b = 3(M − k)− 2 where k = 1, ...,M − 1 for l = 3M
a = 2k + 1 , b = 3(M − k)− 1 where k = 1, ...,M − 1 for L = 3M + 1
a = 2k + 1 , b = 3(M − k) where k = 1, ...,M for L = 3M + 2.
The dimension of the eigenspace with λ = 1 is equal to M-1 for L = 3M + r (r = −1, 0, 1) and
M > 1.
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5.2 The solutions for the nondegenerate eigenvalues.
In this Section we limit ourselves to the determination of the nondegenerate eigenvalues (λ 6= 1). In
this case we obtain the interesting result - the equation (5.4) on the function F (z) with symmetry
property (5.3) for λ 6= 1 is equivalent to the linear differential equation of the third order
−(z(1 − z))2d
3F (z)
dz3
+ (l − 1)z(1− z)(1− 2z)d
2F (z)
dz2
+
+ [z(1− z)(l(l − 1)− µ2 − µ) + l + 1 + µ2]dF (z)
dz
− (5.11)
−µ2(l + 2) 1− 2z
z(1− z)F (z) = P (z)
where µ ≡ 2
λ−1
and
P (z) = [(−1)l(1− z)l+3 + zl+3]µ(µ− 1)(µ+ 2) ψ(1)
2(l + 1)
+
+[(−1)l(1− z)l+2 + zl+2](F (1)µ2(µ+ 1) + ψ(1)
2(l + 1)
µ(l + 3− µ− µ2))+
+[(−1)lz1 − z
l+1
1− z + (1− z)
1 − (1− z)l+1
z
]µ3
ψ(1)
2(l + 1)
+
+F (1)µ2(µ+ 1) + µ3
ψ(1)
2
[1 + (−1)l] + µ2(l + 2)F (1) z
1− z .
The derivation of this equation we give in Appendix B.
In the case of odd l ψ(1) = F (1) = 0, and consequently P (z) = 0. The corresponding
gomogeneous equation has the respectively simple solutions. For generality we shall consider case
of the arbitrary l (real or complex). This equation belongs to the Fuchs class and have three
singular points z = 0, z = 1, z = ∞. In the neighbourhood of the singular point z0 6= ∞ the
solution of this equation has the simple form
F (z) = (z − z0)αFˆ (z),
where the function Fˆ (z) is regular in the point z0, i.e. Fˆ (z) =
∑∞
n=0 Fˆn(z − z0)n. The expansion
of F (z) in the vicinity of the point z0 =∞ can be written in the similar way
F (z) = zαFˆ (z),
where Fˆ (z) =
∑∞
n=0 Fˆnz
−n. For the point z0 = 0 one obtains the following characteristic equation
for α
α3 − (l + 2)α2 − µ2α + µ2(l + 2) = 0
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with solutions α = l + 2 , α = µ , α = −µ. For the point z0 =∞ we have
α(α2 − (2l + 1)α + l(l + 1)− µ− µ2) = 0
and therefore α = 0 , α = l− µ , α = l + 1 + µ. In virtue of the evident symmetry (z −→ 1− z)
of the equation (5.11) the characteristic equation for the point z0 = 1 is the same as for point
z0 = 0. Let us look for the solutions in the form F (z) = f(z(1− z)). The eq. (5.11) with P (z) = 0
in terms of the variable t = z(1 − z) is rewritten as
t2(1− 4t)d
3f(t)
dt3
− t(l − 1 + t(10− 4l))d
2f(t)
dt2
+
+ [t(2(l − 1)− l(l − 1) + µ2 + µ)− l − 1− µ2]df(t)
dt
+
µ2(l + 2)
t
f(t) = 0. (5.12)
The solutions of this equation have the form
f(t) = tα
∞∑
n=0
fnt
n.
Eq.(5.12) leads to the simple recurrent relations for the coefficients fn:
fn+1 =
(n+ α)(2n+ 2α− l + µ)(2n+ 2α− l − 1− µ)
(n+ α− l − 1)(n+ α+ 1− µ)(n+ α + 1 + µ)fn. (5.13)
Substituting the corresponding values for α we obtain three solutions:
α = µ , fn+1 =
(n+ µ)(n+ (3µ− l)/2)(n+ (µ− l − 1)/2)
(n+ 2µ+ 1)(n+ µ− l − 1)
4
n+ 1
fn. (5.14)
α = −µ , fn+1 = (n− µ)(n− (3µ+ l + 1)/2)(n− (µ+ l)/2)
(n− 2µ+ 1)(n− µ− l − 1)
4
n+ 1
fn. (5.15)
α = l + 2 , fn+1 =
(n+ l + 2)(n+ (µ+ l + 4)/2)(n+ (l + 3− µ)/2)
(n+ l − µ+ 3)(n+ l + µ+ 3)
4
n + 1
fn. (5.16)
These solutions (with normalization f0 = 1) can be represent in terms of generalized hypergeo-
metric function:
F (a, b, c; d, e; x) =
∞∑
n=0
(a)n(b)n(c)n
(d)n(e)n
xn
n!
where
(a)0 = 1 , (a)n = a(a+ 1)...(a+ n− 1) = Γ(a + n)
Γ(a)
in the following way
fµ(t) = t
µF (µ, (3µ− l)/2, (µ− l − 1)/2; 2µ+ 1, µ− l − 1; 4t), (5.17)
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f−µ(t) = t
−µF (−µ,−(3µ+ l + 1)/2,−(µ+ l)/2;−2µ+ 1,−(µ+ l + 1); 4t), (5.18)
fl+2(t) = t
l+2F (l + 2, (µ+ l + 4)/2, (l + 3− µ)/2; l + 3− µ, l + 3 + µ; 4t), (5.19)
First we consider the case of the odd l (l = 2L + 1). In this case we can obtain the exact
solution of the problem and moreover this exact solution give us the key for the understanding of
the structure of the spectrum for all l.
The eigenvalue µ is defined by the following requirement: for given µ the polynomial solution
must exist. (The requirement ψ(1) = 0 decrease the degree of the polynomial f(t) by one (f(t) =∑L
n=1 fnt
n)).
The requirement of the polynomiality immediately leads to the following set of eigenvalues:
L = 3M, µ = 2k + 1, where k = 0, ...,M − 1
and µ = −2k, where k = 1, ...,M ;
L = 3M + 1, µ = 2k + 1, where k = 0, ...,M
and µ = −2k, where k = 1, ...,M ;
L = 3M + 2, µ = 2k + 1, where k = 0, ...,M
and µ = −2k, where k = 1, ...,M + 1.
and therefore exist 2M + r nondegenerate eigenvalues for L = 3M + r (r = 0, 1, 2).
Thus for L = 3M + r (r = 0, 1, 2) there exists L solutions of eq.(5.2) (M solutions with λ = 1,
2M+r ones with λ = 1+ 2
k
(−1)k+1, k = 1, 2, ..., 2M+r). On the other hand, the dimension of the
vector space of the gomogeneous, symmetric and translation invariant polynomials C(4, 2L+ 1),
which does not vanish if any two arguments coincide, is equal to L−1. Hence, going from eq. (4.3)
to eq. (5.2) we got one additional solution. This fact has simple explanation. There are functions
ψ(z) which cannot be obtained from anyone ψˆ(z1, ..z4) ∈ C(4, 2L+ 1) by procedure described in
Sec.5. It is not hard to understand which solution must be deleted from spectrum. As seen from
eq. (4.3) it is always possible to reconstruct ψˆ(z1...z4) corresponding to solution of eq. (5.2) with
nonzero λ. So, the unnecessary solution of eq. (5.2) corresponds to λ = 0 (µ = 2).
Unlike the case l = 2L + 1 we are failed to obtain the analytical expression for the spectrum
when l = 2L. However, the numerical calculations reveal some interesting properties of spectrum.
In the corse of calculation we find the following facts. First of all, as and for odd case there
exists solution of eq.(5.11) with µ = 2, (λ = 0) (it is the exact result for both cases) which does
not correspond to any solution of eq.(4.3) and consequently must be deleted from the spectrum.
Further, let us pick out the following intervals on the real axis: I+i = [2i, 2i + 1], I
−
i =
[−2i,−2i+1], i = 2, 3, . . . and I1 = [1, 2], I2 = [1, 2], I3 = [3, 4]. Then for any givenM ≥ 1, L ≥ 4,
(L = 3M+r, r = 0, 1, 2) there are three eigenvalues µ1(L), µ2(L), µ3(L) which lay in the intervals
I1, I2 and I3 correspondingly. The others nonzero eigenvalues are situated by the following way:
µ+i (L) ∈ I+i ,,
where i = 2, . . . ,M + 1, for L = 3M + 1, L = 3M + 2
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and i = 2, . . . ,M + 2, for L = 3M
µ−i (L) ∈ I−i ,,
where i = 2, . . . ,M + 2, for L = 3M + 1, L = 3M + 2,  L = 3(M + 1)
The set of zero eigenvalues is described in Sec.5.1
In the course of a numerical calculations we have observed the following properties of eigenvalues
:
1. For any given i at L→∞ we have
µ+i (L) −→
L→∞
2i+ 1; µ−i (L) −→
L→∞
−2i
and
µ1(L) −→
L→∞
1 µ2(L) −→
L→∞
2 µ3(L) −→
L→∞
3
2. The sequences {µ+i (m)}, {µ−i (m)}, {µ1(m)}, {µ3(m)} are monoton.
µ+i (m) < µ
+
i (m+ n), µ1(m) < µ1(m+ n), n > 0,
µ−i (m) > µ
+
i (m+ n), µ3(m) < µ3(m+ n), n > 0,
Beginning with L = 7 {µ2(m)} tends to its limit monotonically also.
3. At the increasing L a new eigenvalues appear close enough to the ends of intervals I±i , to left
one for positive µ, and to right one for negative. In other words
[µ+M−i(L)− 2(m− i)] −→
L→∞
0;
[µ−M−i(L) + 2(m− i)− 1] −→
L→∞
0;
here i-fixed, and L = 3M + r.
So, we have the following picture, in any interval I+i (I
−
i ) there exists only one eiegenvalue which
appears at some L > L0 at the left (right) boundary of the interval I
+
i (I
−
i ) and then moves, slowly
enough, to the opposite boundary. (We collect in Table 1 a few first eigenvalues for different values
of L to demonstrate their evolution with L).
6 The general structure of spectrum
In the previous section the spectrum of the anomalous dimension for the case n = 4 has been
described. Though we have failed to obtain the analytical expression for all eigenvalues we have
note that in the limit l → ∞ the structure of spectrum is strongly simplified. In this section we
consider the structure of the spectrum for nonzero eigenvalues for arbitrary n. All eigenvectors
with λ = 0 were obtained in [2].
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In paper [2] it has been shown, that the eigenvalue problem (4.3) is equivalent to one for the
hermitean positive definite operator H .
H =
1
2
∞∑
n=0
1
n+ 1
H†nHn =
1
2
∞∑
n=0
1
n+ 1
n∑
i=0
a†ia
†
n−i
n∑
j=0
ajan−j (6.1)
(where a†i , ai – are creation and annihilation operators with the standard commutation relations
[ai, a
†
k] = δik) acting in the Fock space. To the every symmetric polynomial
ψ(z1, . . . , zn) =
∑
{ji}
cj1,...,jnz
j1
1 . . . z
jn
n
the vector from the Fock space corresponds
ψ =
∑
{ji}
cj1,...,jna
†
j1 . . . a
†
jnψ0,
where ψ0 – vacuum vector.
The operators S, S± (4.4) in terms of ai, a
†
i are expressed in the following way:
S =
∞∑
j=0
j · a†j aj
S− =
∞∑
j=0
(j + 1) · a†j aj+1 (6.2)
S+ = −
∞∑
j=0
(j + 1) · a†j+1 aj
We will say that the vector from the Fock space belongs to the n- level, if it contains n creation
operators. (Note, that the number of the creation operators is equal to the number of the variables
in the function ψˆ(z1, . . . , zn).) It is evident from eq (6.1) that subspace of the vectors from n level
is invariant subspace of the operator H .
Now we prove the following theorem.
Theorem: Any eigenvalue of the operator H from the n-level appears on the (n + i)-level
either as a accumulation point of the spectrum or as the exact infinitely degenerate eigenvalue.
At first, we prove the following simple Lemma.
Lemma: Let for hermitean matrix A there exist vector φ (||φ|| = 1) and number λ such that
||(H − λ)φ|| ≤ ǫ.
Then at least for one eigenvalue λA of matrix A the following inequality |λA − λ| ≤ ǫ is fulfilled.
Indeed,
ǫ ≥ ||(A− λ)φ|| = ||∑
k
(A− λ)ckψk|| =
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= (
∑
k
(λAk − λ)2c2k)1/2 ≥ min|λAk − λ| · (
∑
k
c2k)
1/2 = min|λAk − λ|
This Lemma admits the evident generalization. If for hermitean matrix A there exist set of
orthogonal vectors φk (||φk|| = 1) and number λ such that
||(H − λ)φk|| ≤ ǫ.
Then matrix A has at least k eigenvectors with eigenvalues λk such that |λk − λ| ≤ (k + 1)ǫ.
Let vector ψn belongs to n-level and
Hψn = λ · ψn, Sψn = kψn. (6.3)
Let us transfer the vector ψn from n level to (n+ i) one in according with the following formula
fn+i = (a
†
p)
iψn. ( ”kg(a+(, ||(H − λ)fn+i||. Then taking into account that [Hj , a†p] = 0 at p > j,
and ||H†ja†i1 . . . a†in || ≤
√
(n + 2)! · j we obtain:
||(H − λ)fn+i|| =
=
1
2
||(
p+k∑
j=p
1
j + 1
H†j ·Hj +
1
2p+ 1
H†2pH2p)fn+1|| ≤
C(k, n, i)√
p
||fn+i||, (6.4)
where constant C(k, n, i) depends only from k,n and i. For the sake of brevity we explain this
statement on the concrete example.The generalization is straightforward.
Let us choose the initial vector in the form: (a†0)
nψ0, H(a
†
0)
nψ0 = C
n
2 · (a†0)nψ0. It is evident
that only two terms from H , namely H†0H0 and H
†
pHp, give the nonzero result at acting on the
vector fn+1. Therefore we obtain
||(H − Cn2 )a†pa†n0 ψ0|| =
1
2(p+ 1)
||H†pHpa†p(a†0)nψ0|| =
=
n
(p+ 1)
||H†p(a†0)n−1ψ0|| ≤
n
(p+ 1)
p∑
k=0
||a†ka†p−k(a†0)n−1ψ0|| ≤
2n · √n!√
p+ 1
(6.5)
Thus for the any eigenvector ψn and arbitrary ǫ it is possible to choose such p, that ||(H −
λ)fn+1|| ≤ ǫ.
Therefore (see Lemma), we conclude that on n + 1 level there exists the eigenvector with
eigenvalue λn such that |λ−λn| ≤ ǫ. Acting on this vector sufficiently enough times by the operator
S− one obtains the conformal vector ζ (S−ζ = 0) with the same eigenvalues (Sζ = lζ, l ≤ p+ k).
Analogously, considering the orthogonal vectors ap−m(S
+)mψn (k,m ≪ p) we can prove the
existence on the n+1 level m conformal eigenvectors with the eigenvalues λi, for which λ (|λ−λi| ≤
C/
√
p).
Let us prove theorem. Let suppose that λ has the finite degeneracy and is not the accumulation
point of the spectrum on n+ i level. Then there exists the number δ such that the distance from
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λ to any other points of spectrum is greater than δ. On the other hand, using described above
procedure (choosing large enough p) one can state that on the (n + i) level operator H has at
least M eigenvectors with the eigenvalues λi for which |λi − λ| < ǫ. Moreover, M always can be
chosen greater than N , that contradicts to the initial assumption.
Let us demonstrate how this theorem can be applied for the qualitative explanation of the
spectrum’s structure. Let us begin from level n = 2. In this case only one nonzero eigenvalues
(equal to one) exists.In the according with the mentioned above on the level n = 3 there are the
sequence of the eigenvectors with the eigenvalues λl = 1+
2(−1)l
l+1
, tends to 1 at l →∞ (see Sec. 4).
Analogously, on level n = 4 for even l there exist the sequences of the eigenvalues which converge
to λk = 1 +
2(−1)k
k+1
at l → ∞, and for odd l the corresponding eigenvalues λk have the infinite
degeneracy. Moreover, in the both cases in the spectrum the infinitely degenerate eigenvalue λ = 1
from the level n = 2 is present.
In the result the qualitative structure of spectrum can be described in the following way. Every
eigenvalue λn = C
n
2 for eigenvector (a
†
0)
nψ0 from the level n, (Sψn = 0), is a founder of the whole
”genealogical tree”. On the level n+ 1 it generate infinite sequence of the eigenvalues. At l →∞
this sequence tends to its ”ancestor” λn. On the level n + 2 every eigenvalue from this sequence
generates own analogous one, which converges already to its ”ancestor” at l →∞ and so on. The
results for levels n = 2, 3, 4 allows us to formulate the hypothesis that the representative from this
sequence exist for every l. It should be stressed that there exist the sequences of the eigenvalues
which has not ”ancestor” (µ2(k) for example).
Note, that analogously observations have been made by S.Kehrein (private communication) on
the base of numerical calculation.
Thus, ”almost every” eigenvalue can be coded by the set of natural numbers describing its
position on the ”genealogical tree”.
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7 Appendix A.
In this Appendix we derive the differential equation on the coefficient function of the canonically
conformal composite operator. In terms of the composite operators Ψ(x, u) we may rewrite the
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transformation law (1) in more compact form
δαΨ(x, u) = Lα(u,
∂
∂v
)Ψ(x, v)
∣∣∣∣∣
v=0
(A.1)
In virtue of the locality Lα, this differential operator can be written in the form
Lα(u, s) = i
∫
eipxαi(p)li(u, s, p, q)dp , q ≡ −i ∂
∂x
, s ≡ ∂
∂v
(A.2)
For operators with the transformation law (2) (for general α) we have
Lα(u, s) = e
us(
∆Ψ
D
∂α + α∂ + (u∂)(αs)). (A.3)
and
li(u, s, p, q) = e
us(
∆Ψ
D
pi + qi + (up)si)) (A.4)
For the operators Ψ(x, u) it is not difficult to calculate the li(u, s, p, q). On the one hand
δαΨ(x, u) = ψ(
∂
∂a1
, ...,
∂
∂an
)δαΨ(x; a1, ..., an)
∣∣∣∣∣
am=0
and
δαΨ(x; a1, ..., an) = i
∫
dpeipxαi(p)
n∑
k=1
eiakup[−i ∂
∂xki
+
∆
D
pi]Ψ(x; a1, ..., an)
∣∣∣∣∣
xk=0
=
= i
∫
dpeipxαi(p)
∫ n∏
m=1
dqmeiq
m(x+amu)φ(qm)
n∑
k=1
eiakup[qki +
∆
D
pi].
In last equality we have used the Fourier transformation φ(x) =
∫
dqeiqxφ(q). From these formulae
we obtain
δαΨ(x, u) = i
∫
dpeipxαi(p)
∫ n∏
m=1
dqmeiq
mxφ(qm)
n∑
k=1
[qki +
∆
D
pi]ψ(iq
1u, ..., iqku+ iup, ..., iqnu).
On the other hand use the definition of the operator li we have
δαΨ(x, u) = i
∫
dpeipxαi(p)li(u,
∂
∂v
, p,−i ∂
∂x
)
∫ n∏
m=1
dqmeiq
mxφ(qm)ψ(iq1v, ..., iqnv)
∣∣∣∣∣
v=0
.
From last two equalities we obtain
li(u,
∂
∂v
, p,
∑
qk)ψ(iq1v, ..., iqnv)
∣∣∣∣∣
v=0
=
n∑
k=1
(qki +
∆
D
pi)ψ(iq
1u, ..., iqku+ iup, ..., iqnu) (A.5)
22
This equation allows us to determine the exact form of the composite operator in according with
its transformation property. For the canonically conformal composite operator li must coincide
with (A.4) for conformal α. From this requirement the definite restrictions on the li(u, s, p, q)
follow:
li(u, s, p, q)|p=0 = eusqi ; (
∂li(u, s, p, q)
∂pk
− ∂lk(u, s, p, q)
∂pi
)
∣∣∣∣∣
p=0
= eus(uksi − uisk)
∂li(u, s, p, q)
∂pi
∣∣∣∣∣
p=0
= eus(∆Ψ + us) ;
∂2li(u, s, p, q)
∂pk∂pk
∣∣∣∣∣
p=0
= 2
∂2lk(u, s, p, q)
∂pi∂pk
∣∣∣∣∣
p=0
.
These restrictions on the li and the equation (A.5) lead to the expression for the canonical dimen-
sion ∆Ψ = n∆ and to the equation for the symmetric and gomogeneous function ψ(z1, ..., zn)
n∑
m=1
(zm
∂2
∂z2m
+∆
∂
∂zm
)ψ(z1, ..., zn) = 0. (A.6)
8 Appendix B.
In this Appendix we derive the differential equation (5.11). Let us start from the equation
1
z
F (z) + zl+1F (
1
z
) +
ψ(1)(−1)l
2(l + 1)
1− zl+1
1− z =
1
µ
(−1)l(1− z)lF ′( 1
1− z ). (B.1)
The function F (z) has the property
F (z) = (−1)l+1F (1− z) + (−1)lF (1).
On the first step we perform the change of variables z −→ z−1
z
in the main equation (B.1) and
obtain
zl+1F (
1
z
) =
1
µ
(1− z)F ′(z) + (−1)l+1 (1− z)
l+2
z
F (
1
1− z )+ (B.2)
+F (1)zl+1 + F (1)(−1)l (1− z)
l+2
z
− ψ(1)
2(l + 1)
[(1− z)zl+1 + (−1)l(1− z)l+2].
Then, substituting the expression for zl+1F (1
z
) from (B.2) in (B.1) one obtains
zlF ′(
1
z
) + µ
zl+2
1− zF (
1
z
) = zF ′(z)− µ 1
1− zF (z) + µF (1)[
(−1)l
1− z + (1− z)
l+1 +
(−z)l
1− z ]+ (B.3)
+µ
ψ(1)
2(l + 1)
[(−1)l 1− (1− z)
l+1
z
− (−z)l+2 − z(1 − z)l+1].
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On the third step we express F ( 1
1−z
) from the equation (B.2) and substitute it in the equation (B.1).
Then the equation similar to one (B.3) can be obtained
zlF ′(
1
z
)− zl+1[µ+ l + 2
1− z ]F (
1
z
) = −1
µ
z(1− z)F ′′(z)− 1
µ
(1 + zl)F ′(z) +
1
µz
F (z)− (B.4)
−F (1)(l + 2) z
l+1
1− z +
ψ(1)
2(l + 1)
[(l + 2− z)zl+1 + (−1)l(1− z)l+2 + µ(−1)l 1− z
l+1
1− z ].
The differential equation
−(z(1 − z))2d
3F (z)
dz3
+ (l − 1)z(1− z)(1− 2z)d
2F (z)
dz2
+
+ [z(1− z)(l(l − 1)− µ2 − µ) + l + 1 + µ2]dF (z)
dz
− (B.5)
−µ2(l + 2) 1− 2z
z(1 − z)F (z) = P (z),
where
P (z) = [(−1)l(1− z)l+3 + zl+3]µ(µ− 1)(µ+ 2) ψ(1)
2(l + 1)
+
+[(−1)l(1− z)l+2 + zl+2](F (1)µ2(µ+ 1) + ψ(1)
2(l + 1)
µ(l + 3− µ− µ2))+
+[(−1)lz1 − z
l+1
1− z + (1− z)
1 − (1− z)l+1
z
]µ3
ψ(1)
2(l + 1)
+
+F (1)µ2(µ+ 1) + µ3
ψ(1)
2
[1 + (−1)l] + µ2(l + 2)F (1) z
1− z .
is the condition of the compatibility of the equations (B.3) and (B.4).
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Table 1: The table of eigenvalues
L µ1 µ3 µ2 µ
−
2 µ
+
2
L=1 0.60000000
L=2 0.71428571 6.0000000
L=3 0.78857514 4.0839167 1.9759929
L=4 0.83937146 3.5389047 1.9503009 -3.0418639
L=5 0.87517807 3.3100086 1.9314066 -3.0984570
L=6 0.90102482 3.1942326 1.9199929 -3.1590898 4.0042568
L=7 0.92007929 3.1288968 1.9143589 -3.2192912 4.0132266
L=8 0.93440321 3.0891924 1.9126585 -3.2770862 4.0265764
L=9 0.94536854 3.0637382 1.9134658 -3.3316057 4.0436670
L=10 0.95390533 3.0467430 1.9157926 -3.3825103 4.0637924
L=15 0.97708364 3.0129839 1.9339767 -3.5840909 4.1893508
L=20 0.98647363 3.0048358 1.9499351 -3.7142619 4.3229188
L=25 0.99111713 3.0021674 1.9613325 -3.7972717 4.4433197
L=30 0.99373325 3.0011045 1.9693761 -3.8510501 4.5446233
L=40 0.99641060 3.0003718 1.9794625 -3.9116771 4.6926591
L=50 0.99767975 3.0001573 1.9864961 -3.9422393 4.7860076
L=60 0.99837854 3.0000774 1.9888526 -3.9594671 4.8451766
L=70 0.99880357 3.0000423 1.9914543 -3.9700495 4.8838364
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