Most common chronic diseases are caused by the interactions of multiple factors including the influences and responses of susceptibility and modifier genes that are themselves subject to etiologic events, interactions, and environmental factors. These entities, interactions, mechanisms, and phenotypic consequences can be richly represented using graph networks with semantically definable nodes and edges. To use this form of knowledge representation for inferring causal relationships, it is critical to leverage pertinent prior knowledge so as to facilitate ranking and probabilistic treatment of candidate etiologic factors. For example, genomic studies using linkage analyses detect quantitative trait loci that encompass a large number of disease candidate genes. Similarly, transcriptomic studies using differential gene expression profiling generate hundreds of potential disease candidate genes that themselves may not include genetically variant genes that are responsible for the expression pattern signature. Hypothesizing that the majority of disease-causal genes are linked to biochemical properties that are shared by other genes known to play functionally important roles and whose mutations produce clinical features similar to the disease under study, we reasoned that an integrative genomics-phenomics approach could expedite disease candidate gene identification and prioritization. To approach the problem of inferring likely causality roles, we generated Semantic Web methods-based network data structures and performed centrality analyses to rank genes according to model-driven semantic relationships. Our results indicate that Semantic Web approaches enable systematic leveraging of implicit relations hitherto embedded among large knowledge bases and can greatly facilitate identification of centrality elements that can lead to specific hypotheses and new insights.
Introduction
The identification of genes responsible for causing or preventing human disease provides critical knowledge of underlying pathophysiological mechanisms and is essential for developing new diagnostics and therapeutics. Traditional approaches such as positional cloning and candidate gene analyses, as well as modern methodologies such as gene expression profiling tend to fail to converge on specific genes or features that underlie a disease [1, 2] . Quantitative trait loci intervals identified by positional genetics usually include anywhere between 5 and 300 genes [3] and expression studies generate hundreds of unprioritized differentially regulated genes [4] . The identification of the right set of genes from these generated lists for further mutation analysis to associate with the disease under study is termed gene prioritization [5] [6] [7] [8] . Prioritizing candidates within these lists tends to be difficult, thus techniques and tools to identify key candidates from gene lists generated by disease process-associated gene discovery methods would be very desirable. Moreover, the demonstration of successful methods for the identification of disease-critical genes would also serve to validate specific computational approaches useful for knowledge representation and inference for the improvement of human health.
The discovery of genes and specific gene variants that cause or modify disease has been shown to be accelerated by knowledge integration and the application of a variety of computational methodologies, in particular to genome-scale experiments [5] . Integrating diverse functional genomic data has several advantages as described by Giallourakis et al. [1] . First, a more comprehensive description of functional gene networks can be formed by essentially combining complementary view-points generated from interrogation of diverse aspects of gene function from different technologies. Second, data integration reduces noise associated with each experimental limitation that limits false positives and increases sensitivity and specificity to detect true functional relationships. However, large-scale data aggregation efforts tend to be manual and lack sufficient semantic abstraction to allow for mechanistic generalizations.
Several gene prioritization methods have been developed [2, 3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Some of them [4, 5, 9, 10, 12] use training gene sets to prioritize candidate test genes based on their similarity with the training properties obtained from the reference set. The significant drawback in these methods is the dependence on there being a sufficiently large number of training set genes. In many practical situations, relevant training sets are not available and results may also vary depending on different approaches used to delineate the particular training set. Though there are methods [2, [6] [7] [8] 11, 13, 14] that do not require any training set, their potential is limited by their reliance on a small number of data sources. Here, for the first time we utilized Semantic Web (SW) [18] standards and techniques for finding human disease genes. Resource Description Framework (RDF) (www.w3.org/RDF/) and Ontology Web Language (OWL) (www.w3.org/2004/OWL/) are used to integrate genomic and phenomic annotations associated with the candidate gene set. The resulting BioRDF (i.e. RDF generated from life science datasets) is a conventional directed acyclic graph (DAG) on to which centrality analysis is applied to score the elements in the network based on their importance within network structure. Centrality analysis determines the relative importance of a node within a graph, by performing a graph theoretic measure on each node [19] . There are several measures to quantify centrality. Here we have utilized degree centrality analysis, which considers the number of links incident upon a node. In the context of RDF, resources that have a high in-degree (the number of links coming into a node in a directed graph) or out-degree (the number of links going out of a node in a directed graph) implicate a highly significant node. Central elements in biological networks are generally found to be essential for viability and their delineation within a network leads to new insights and potential to generate new hypotheses [20] . In this approach, score of each gene depends on the functional importance inferred from the genomic knowledge combined with the clinical features representing phenomic knowledge. Centrality measures are calculated from a modified version [21] of the Kleinberg algorithm [22] similar to Google's Page rank algorithm [23] extended for the Semantic Web. While Semantic Web querying languages do not per se naturally rank the retrieved results from RDF graphs, we have adapted a technique described by M. Sougata et al. [21, 24] for domain-specific ranking to rank the retrieved genes from BioRDF using SPARQL (http://www.w3.org/ TR/rdf-sparql-query/). RDF graphs provide the ability to aggregate and recombine loosely associated disease and molecular information into a formal knowledge structure. This semantic mashup can be viewed together or analyzed as a complete set. In addition, semantic mashup are not just for viewing facts, they can support analytical lenses and algorithms for uncovering deeper meaningful associations.
Thus, although there have been several other approaches developed that either include purely genomic data [3, [5] [6] [7] 10, 25] or genomic data combined with either human [2, 8, 9, 11, 12, 14, 26] or mouse phenomic [4] data sets in order to expedite disease gene search, our approach enables for the first time systematic gene prioritization without the assertion of a focus training set by utilizing both mouse phenotypes and human disease clinical features as well as their GO and pathways relationships. Our method does not use any training data set, but extends the earlier hypothesis that majority of the disease-causal genes are functionally important and share clinical features with related diseases [5, 8, 11, 12] . We reasoned that an integrative genomic-phenomic approach utilizing the available human gene annotations including human and mouse phenomic knowledge will provide more comprehensive and valid disease candidate gene identification and prioritization. In this study, we have focused on cardiovascular system diseases (CVD). We tested our hypothesis by prioritizing genes from the recently reported (a) hypertrophic cardiomyopathy susceptibility loci (chromosome 7p12.1-7q21) [27] (b) dilated cardiomyopathy loci (chromosome 10q25-26) [28] and (c) among genes differentially expressed in dilated cardiomyopathy [29] .
Methods

Knowledge sources
Genomic and phenomic knowledge representation was accomplished by RDF conversion of datasets from multiple data sources (see Fig. 1 ). These are described as follows:
Genomic knowledge sources
(1) Gene Ontology (GO) [30] was downloaded from Gene Ontology website (geneontology.org/ontology/gene_ontology_ edit.obo). Corresponding human GO-gene annotations were downloaded from NCBI Entrez Gene ftp site (ftp.ncbi.nih.gov /gene/DATA/gene2go.gz). The resultant data set contained 15068 human genes annotated with 7124 unique GO terms. (2) Gene-pathway annotations were compiled from KEGG [31] , BioCarta (http://www.biocarta.com/), BioCyc [32] , and Reactome [33] . 4772 human genes had at least one pathway association (a total of 672 pathways). 
Mapping clinical features to find UMLS concepts
OMIM ID's and the corresponding features from CS section were parsed using JAVA XML scripts from the downloaded XML files. The CS section of OMIM and the MF section of Syndrome DB are presented as loosely defined free textual descriptions. There is inconsistency in the use of clinical feature terms both semantically (e.g. increased sweating and diaphoresis) and syntactically (e.g. neonatal hypotonia and hypotonia, neonatal). In order to overcome these limitations, we have chosen to directly map these terms to Unified Medical Language System (UMLS) (http://umlsks.nlm.nih.gov) concepts using MetaMap [37, 38] . It is a NLP (Natural Language Processing) tool which takes free text from biomedical domain and maps noun phrases to a potential list of matching concepts from UMLS Metathesaurus. Fig. 3 provides an example of overcoming orthographic (spelling variants) problem inherent among clinical terms represented in OMIM records by mapping to UMLS concepts. We used an online version of MetaMap program (SKR-MetaMap) that is available as part of Semantic Knowledge Representation project (SKR) (http://skr.nlm.nih.gov/), that aims to provide a framework for exploiting UMLS knowledge resources for NLP.
The extracted clinical features were uploaded into the SKRMetaMap batch mode module and a JAVA script was written to parse the results. The parser extracts score for each match, original textual phrase, mapped Concept Unique Identifiers (CUIs) and the Semantic Type it belongs to from the list of final candidate mappings. To avoid the erroneous mappings, UMLS Semantic Network is used to restrict the mappings belonging only to semantic types under 'Disorders' semantic group. These sets are further refined by selecting scores ranging from 570 to 1000 and after careful manual curation incorrectly assigned concepts were removed.
The online SKR-MetaMap works well for short phrases but requires exceptionally long processing times when handling the TX section of OMIM as it contains large sections of free text as opposed to small phrases in CS. We used GATE toolbox (General Architecture for Text Engineering) [39] , produced at Sheffield University. GATE is a general purpose text engineering system, whose modular and flexible design allows us to use it to create a more specialized biological IE system. In our case, we used GATE for clinical feature entity recognition in the TX section of OMIM using gazetteers, an important component of GATE holding a list of members of a particular category. Here, the input to gazetteers is a list of clinical feature keywords supplied from UMLS concepts belonging to 'Disorders' semantic group. For each concept belonging to this group, preferred names and synonyms were extracted and supplied to the gazetteers. GATE scans through each OMIM TX section and identifies the clinical features matching to the keywords present in the gazetteers, a post-processing step is performed to find the appropriate UMLS concepts for the extracted clinical features. Table 1 provides the statistics before and after performing semantic normalization of the OMIM clinical features to UMLS concepts and the table does not indicate the MetaMap performance evaluation. MetaMap mitigates the manual curation to a large extent by controlling semantic types and keeping us focused on less scored mappings and this process is also scalable to a much large data sets. The advantage of using UMLS concepts instead of raw clinical features from unstructured text extremely reduced the total clinical feature space by around 50%. We have to consider the entire UMLS for the semantic normalization of OMIM clinical features as no single terminology or ontology is sufficient to provide the necessary coverage (Table 2A and B).
Mapping clinical features to genes
The Phenome network was constructed from gene to clinical features associations derived from individual OMIM records. As described in the previous step we normalized the clinical features to UMLS concepts, where each clinical feature has an associated OMIM id. Further association of genes to features is done through OMIM id using 'mim2gene' (ftp://ftp.ncbi.nlm.nih.gov/gene/DATA/ mim2gene) dataset.
Generating RDF
The Resource Description Framework (RDF), an official W3C recommendation, provides a generic framework to describe entity properties, relationships, and constraints, and can be used to form directed acyclic graph (DAG) representations of multidimensional data and web resources. It is a semi-structured data model in which complex relations can be readily modeled [40] . RDF statements describe a resource, the resource's properties and the values of those properties. Each statement is referred to as a ''triple" that consists of a subject, predicate (property), and object (property value). Statements in RDF can be represented as graph of nodes (resources) connected by edges (properties) to values. For example the triplet, <'ATM' 'is a' 'Gene'>, expresses 'ATM' as subject, 'is a' the property and 'Gene' as object of the statement. Disease Card Ontology (DCO), an ontology currently under internal development [41] to model and help relate mechanisms of actions (pathways) to biological entities, influence of genotypes and clinical findings that are operative in a diseased state is used to provide the required semantic framework in generating RDF. DCO is being developed using Protégé [42, 43] in OWL, a language layered on top of RDF to offer support for axioms and inference. Jena (www.jena. sourceforge.net), a JAVA frame work for building Semantic Web applications is used to generate the required triples for RDF.
In the current version, the data is retrieved from local relational databases to create BioRDF instantly on the fly for the specific disease and gene set under study. The data includes genomic information (pathways and gene ontology annotations) and phenomic information (OMIM, Syndrome DB clinical features and Mouse Phenotypes) associated with the test genes under study (Fig. 1) . Fig. 4 provides a portion of DCO and associated BioRDF. As we are focusing on CVD, mouse phenotypes are restricted under 'cardiovascular system phenotype' a parent node in the Mouse Phenotype Ontology.
Ranking on Semantic Web (SW)
In real world Semantic Web, most queries will result in large numbers of retrieved results. Therefore, developing efficient information retrieval techniques for discovering relevant knowledge will be crucial towards realizing the vision of Semantic Web. In our approach, we see the ranking of retrieved disease genes as essential since researchers will tend to consider only the first few results. Our approach to ranking Semantic Web resources is based on an algorithm developed and successfully implemented in the BioPatentMiner System [24] that itself was an extension to an earlier WWW link-analysis algorithm [22] to identify relevant web pages based on the number of pages linking to it and also the importance of linking pages. The extended algorithm considers specific aspects of Semantic Web such as information complexity compared to a traditional web since it contains different kinds of resources and relations between them as well as ontological relations and references. In addition, it follows the same principle as Google that ranking the search results should not be determined just for specific queries but rather by the importance of the results in the overall information space (RDF graph) [21] . Google search result ranking relies on web content analysis performed over the full information space prior to any query and the same logic can also be applied in querying for the disease genes on an integrative functional Bio-RDF network created for a particular disease. The algorithm is recursive and the score of each node is passed to the adjacent node in the next iteration, until score becomes constant with further iterations. This score indicates the relevance of the node in the network based on the importance it has in relative to the overall disease information space. In the next section, we briefly describe the algorithm and metrics in calculating scores for each resource. For a more complete in-depth analysis and explanation of the algorithm, refer to the original paper [24, 44] .
Calculating resource importance
In the world of Semantic Web, a resource can be considered relevant if it has relations with many other resources where the meaning and significance of these other resources have been recursively defined as relevant with respect to their associated resources. Resource relevance, scoring RDF network elements according to their idiosyncratic defining relationships within the network structure, can be calculated from the complete set of these relationships within the RDF graph set. In the context of a graph, resources that have a high in-degree or out-degree should be considered relevant, i.e. may contain causal or predictive (correlative) relations. In SW networks (graphs), two important metrics were defined to estimate the importance of each resource, Subjectivity Score (SS) and Objectivity Score (OS) parallel to Kleinberg's [22] hub and authority scores for the WWW graph (Fig. 5) . Kleinberg not only considers the number of links to and from a node but also the relevance of linked nodes. Accordingly, if a resource in SW is pointed to by a resource with high SS, its OS increases. Conversely, if a resource points to a resource with a high OS, its SS is increased. Initially these scores are set to 1.0 and resources with high subjectivity/objectivity scores are the subject/object of many of RDF triples.
Significance of subjectivity (SW) and objectivity weights (OW)
In the present WWW, all links are of equal weight and considered equally important while calculating hub and authoritative scores. But the SW space is more complex, where each property might not be equally important and depends on the subject and object it is associated with. For example, consider the property 'associatedPathway' where it links a gene to a pathway it has role in. A gene associated with multiple pathways can be considered to be more relevant than compared to a pathway having multiple genes because any mutation in the multipathway-linked gene could affect several pathways manifesting into a disease. Therefore, importance of a pathway resource should not increase if it has many genes. However, the relevance of a gene resource obviously depends on the pathways it's associated with, paralleling the causal flow from gene products to the pathways in which they participate. Fig. 6 illustrates the significance of semantic weights on gene-pathway association. In order to influence the scoring scheme, each property is assigned with initial zsubjectivity and objectivity weights, which control the sub- ject/object scores (resource importance) for that property. Consequently, properties like 'associatedPathway' are assigned with higher subjectivity weight and lower objectivity weight. As gene is the subject of all triples (from Fig. 4) , every property is assigned with higher subjectivity weights and lower objectivity weights. Since the relative strength between subjectivity and objectivity is really what important, the choice of exact weights can be arbitrary, however, one constraint is that for each property the sum of subjectivity and objectivity weights must be equal to 1.0. We have chosen a subjectivity weight of 0.9 and objectivity weight of 0.1. The modified Kleinberg's algorithm [21] to calculate Subjectivity and Objectivity scores of Semantic Web resources with predefined Subjectivity and Objectivity weights is as follows:
1. Let R be the set of resources (nodes) and E be the set of properties (edges) in the BioRDF graph. The modification is that while determining the subjectivity and objectivity scores of a node we multiply the scores of the adjacent vertex by the subjectivity and objectivity weights of the corresponding link. This will ensure that the scores of certain resources are not influenced by the total number of resources it's associated with for a particular property. For example, a low objectivity weight for the 'associatedPathway' property will ensure that the objectivity scores of pathway resources are not increased by the number of genes that pathway is associated with. As with the original Kleinberg algorithm, our modified version also terminates with all the vectors converging for any Semantic Web graph. Convergence is defined when the subjectivity and objectivity scores for all resources become stable after finite iterations, at which the program is automatically terminated. Finally, the importance of each resource I[r] is determined by adding its corresponding subjectivity and objectivity score as follows:
Ranking the retrieved results
Search result ranking is an important research topic in information retrieval. The node scores used for ordering the results are not determined by a specific query but calculated prior through the relevance of the data nodes in the overall information space. But for every issued query, the resultant ranked list of nodes are identified by the SPARQL-SELECT clause and sorted according to their pre-calculated relevance scores. We used ARQ (http:// jena.sourceforge.net/ARQ/), a query engine for Jena that supports SPARQL, a RDF query language. A sample query to prioritize genes associated with cardiomyopathy is shown in Fig. 1 . However, SPARQL does not in itself prioritize the results, hence we borrowed a technique from Bhuvan and Sougata [21] which adds an extra computational layer to rank the retrieved results. For each query the SPARQL returns a set of variable bindings matching to the query parameters and each unique result produces a graph formed from the triples matching the criteria. We retrieve the associated graph for each result using 'CONSTRUCT' query form of SPARQL [45] , and compute a score for every result. The original equation was designed to handle queries ranging from simple to complex and calculated a score for the relevance of each result by using various parameters associated with it. But since as we are prioritizing only genes, the query is more focused and assumes that if a gene has high relevance in the overall semantic graph, their ranking should be correspondingly higher. Therefore, most of the variables in the original equation are assigned 0, but could be incorporated to handle complex queries such as prioritizing genes associated with a particular pathway while also being linked to a specific high-scored Gene Ontology class.
Results
Benchmark of the method
To explore the feasibility of our approach in candidate gene prioritization, we randomly selected 60 diseases from a total of 423 CVD from OMIM database having at least one implicated gene with associated clinical synopsis. The algorithm was not provided with any explicit link between target gene and the disease to validate that our method detects the true functional relationship between the disease and the gene. For every OMIM disease from our dataset, we extracted the genes from the locus specified in the OMIM database. On an average we ensured that each list contained around 300 genes including the implicated gene. These gene lists are used to validate how efficient our approach can be in finding the real implicated gene from the other non-disease genes ($300 genes) in that specific locus. The benchmark results were quite promising, since in 44 out of 60 cases (74%) the related gene is ranked in the top 10 and in 33 cases (55%) ranked in top 5.
Application
We tested the efficacy of our method in prioritizing candidate genes from cardiovascular disease (CVD)-implicated genomic regions (from LOD scores) and from differentially expressed genes from expression studies.
Prioritizing candidate genes from CVD-implicated genomic regions
Linkage analysis is a proven method to associate diseases with specific genomic regions. However, these regions are often large, containing hundreds of genes, which make experimental or automated methods employed to identify the correct disease gene difficult and costly. We used our integrative based ranking approach to prioritize candidate genes from the CVD-implicated genomic regions. As test sets, we used known gene lists from 2 loci recently implicated in cardiomyopathy [27, 28] .
3.2.1.1. Prioritization of genes at a locus for hypertrophic cardiomyopathy on chromosome 7p12.1-7q21. We ranked the 110 genes occurring in the chromosome locus 7p12.1-7q21($27.2 megabases), a recently reported susceptibility region for inherited cardiomyopathy on human chromosome 7 [27] . Mutations in the top ranked genes (Table 3) , namely, GTF2IRD1 [46] [47] [48] , GTF2I [49, 50] , ELN [51] [52] [53] , LIMK1 [54] [55] [56] , and BAZ1B [57] [58] [59] (in mouse or human or both) have been associated with WilliamsBeuren Syndrome(OMIM ID: 194050). Though this syndrome is primarily recognized as a mental retardation syndrome, it is also associated with cardiovascular symptoms such as atrial septal defect, supravalvar aortic stenosis and less frequently hypertrophic cardiomyopathy [60] .
3.2.1.2. Prioritization of genes at a locus for dilated cardiomyopathy on chromosome 10q25-26. After prioritizing the 68 genes in the chromosome 10q25-26 region ($9.5 mega bases, locus for cardiomyopathy, diffuse myocardial fibrosis, and sudden death) [28] , we identified FGFR2 as the top ranked gene. FGF signaling via FGFR2 regulates myocardial proliferation during midgestation heart development and in the absence of this signal newborn mice develop dilated cardiomyopathy [61] . From a study [62] , comparing the GRK5 (second ranked) expression in patients with left ventricular volume-overload disorders and dilated cardiomyopathic hearts, a relation exists between the expression of GRK5 and alterations in myocardial b-adrenoceptor signaling in volume-overload. The result point to myocardial GRK5 regulation in cardiac disease localized to ventricles. Jahns et al. [63] have provided direct evidence that an autoimmune attack directed against the cardiac b(1)-adrenergic receptor, ADRB1 (third ranked) may play a causal role in dilated cardiomyopathy (DCM). A recent study reports the use of ADRB1 as a prognostic marker, a risk predictor, and adverse clinical effects by stimulating antib1-antibodies in DCM [64] . Table 4 provides the top 10 prioritized genes at this loci for dilated cardiomyopathy.
Prioritizing Candidate Genes from the Differentially Expressed genes in CVD
Microarray analysis is a powerful technique for high-throughput, global transcriptonomic profiling of gene expression. It holds great promise for analyzing the genetic and molecular basis of var- ious complex diseases and permitting the analysis of thousands of genes simultaneously, both in diseased and non-diseased tissues and/or cell lines [65] . However, it often provides researchers with too many candidates without necessarily identifying causative elements. To assess our prioritization approach with such studies, we used a dataset of differentially expressed genes in human idiopathic dilated cardiomyopathy [29] .
3.2.2.1. Gene prioritization of differentially expressed genes in human idiopathic dilated cardiomyopathy (DCM). We used our prioritization approach to rank 216 differentially expressed genes (Table 5 lists the top 10 genes) from the expression profiles of myocardiac biopsies from 10 DCM patients [29] . The top ranked gene is DMD, which is already well known in cardiac function and malformation. Specific DMD gene mutations may protect against or inhibit development of DCM. The K336E mutation in ACTA1 (Ranked 2) is associated with fatal hypertrophic cardiomyopathy [66] . A missense mutation of CRYAB (Ranked 5), Arg157His, was found in a familial DCM patient and the mutation affected the evolutionary conserved amino acid residue among a-crystallins [67] . Although GJA1 (ranked 8th) is not associated with hypertrophic cardiomyopathy, but disturbances in Cx43 expression and localization are reported to influence heart embryogenesis and maturation and also contribute to hypertrophy and dysfunction of the right ventricle, including arrhythmias in children with tetralogy of fallot [68] . RYR2, ranked 10th in our list, encodes ryanodine receptor found in the cardiac muscle sarcoplasmic reticulum. Mice with the R176Q cardiac RYR2 mutation exhibit catecholamine-induced ventricular tachycardia and cardiomyopathy [69] . RYR2 mutations are also known to cause cardiomyopathies and sudden cardiac death [70] .
Advantages of using Semantic Web technologies
Flexible integration and query of genomic and phenomic networks Querying
An important feature of our framework is the ability to include multiple knowledge sources related to different disease features for modeling and prioritization. RDF provides a very flexible way to integrate different layers of information and also to mine the integrated network by applying graph theory-based analytical algorithms. We assessed whether our sequential integrative genomic-phenomic approach is capable of prioritizing implicated genes for the 60 sample diseases. Sensitivity and specificity values are computed for the 60 prioritizations using the methodology described in [4, 5] . Sensitivity refers to the frequency (% of all prioritizations) of all known disease implicated genes that are ranked above a particular threshold position. Specificity refers to the percentage of actual non-implicated genes ranked below this threshold which is different from negative predictive value which states that the proportion of less ranked genes that are truly non-implicative. We plotted rank receiver operating characteristic (ROC) curves to prove that increasing the number of heterogeneous knowledge bases enhances the probability in predicting the disease implicated gene. ROC curves from Fig. 7 illustrate that sequential addition of genomic to phenomic knowledge integration improves the overall performance of ranking. The greater the area under the curve (AUC) the better the performance and as can be seen from Fig. 7 , the area with all the sources is comparatively larger than all the other areas with partial sources, thus supporting our hypothesis.
In addition to ROC curves, the following example illustrates how RDF based integrative approaches assisted to home in on the gene SDHB underlying Paragangliomas 4 (OMIM ID: 115310), a disorder having several cardiovascular symptoms (palpitations, tachycardia, and hypertension). SDHB is one of the 245 genes located at the genomic region 1p36.1-p35. Fig. 8 explains how flexible and incremental integration provided by RDF improves the rank of the implicated gene. To conclude, RDF facilitates the flexible and modular additions of specific knowledge sources to enhance its overall performance. Moreover, the algorithm also requires repeated traversals of the graph with each database addition to properly score each node in the network and SPARQL provides the required graph querying capabilities.
Adding context through semantic weights
As discussed in the methods section and also from Fig. 6 , incorporating context specific subjectivity (SW) and objectivity weights (OW) improved ranking of certain genes. We generated ROC curves with and without semantic weights (Fig. 9) by including all knowledge sources. Fig. 9 clearly illustrates improved overall performance in ranking by assigning weights to properties but as the change in the ranking are only for few genes we did not consider doing a further statistical test of these two ROC curves. For example, the ACADVL gene implicated in mitochondrial very-long-chain acyl-CoA dehydrogenase deficiency (as evidenced in OMIM ID: 201475) ranked 53 without any Subjectivity and Objectivity weights, but improved to rank 9 after including weight functions.
Ability to investigate other resources (apart from genes) in BioRDF
As every resource is scored in the integrated BioRDF information space, we can issue further SPARQL queries to retrieve and prioritize other entities (apart from genes), such as pathways. Using the Human Idiopathic DCM example (Section 3.2.2.1), we queried further for the important pathways. This provides evidence of other relevant entities shared in the network to corroborate our initial findings. Fig. 10 illustrates the resulting pathways and SPAR-QL queries retrieved from multiple sources. This feature is particularly useful in expression studies as the differentially expressed genes are already related in a particular disease context.
Discussion
Our approach to the prioritization of candidate genes differs from other methods in multiple ways, beginning with more extensive coverage of knowledge bases, flexible data integration methods, and the application of novel mining algorithms. To the best of our knowledge, apart from G2D [8] , PROSPECTR [7] , and POCUS [6] , most of the current tools for candidate gene prioritization use training gene sets. But in many cases, training gene sets are not available and results are highly dependent on the quality and relevance of the training set used. G2D uses MeSH (www. nlm.nih.gov/mesh) disease terms from publications as clinical fea- tures associated with each OMIM disease. These features are not comprehensive or granular compared to the clinical synopsis section we used, limiting the potential of G2D. In addition, none of the these other approaches integrate both human and mouse clinical features although the mouse is the key model organism for the analysis of mammalian developmental, physiological, and disease processes [71] .Our method has two phases, first to find the biologically functional important genes from the test set by integrating multiple genomic knowledge sets. This relevance is scored from their participation in multiple pathways, biological processes and molecular functions independent of any particular disease. In the next phase, we apply specific disease context to the genomic network by adding phenotypic or clinical features relevant to the disease under study (Ex: All clinical features associated with the test genes restricted to CVD in OMIM). This step improves the ranking of those specific genes, considered important from relevant genomic knowledge and also associated with clinical features related to the studied disease. In general, we are applying network centrality analysis to rank resources according to their relevance within the BioRDF graph. Moreover, here, the relevance of a resource is properly enhanced by integrating multiple diverse knowledge sources (from genome to phenome) into the RDF information space. It is also evident from the earlier exemplary work [26, 38, [72] [73] [74] [75] that integration and mining of phenomic and genomic knowledge provides deep insight in elucidating diseasemolecular relationships. Additionally, resource ranking is performed semantically by including contextual semantic weights on the properties connecting the resources, which effectively insert general causal relations (such as genes influencing pathway behavior) into the prioritization process. Our approach however has some limitations. First, the prioritization can only be accurate as the underlying online sources from which the annotations are retrieved. Second, prioritization can be applied only on diseases where clinical features are available. However, as more quality data becomes available and is integrated into BioRDF, we believe the errors will be washed out. At present, BioRDF graphs are generated instantly by retrieving knowledge from local relational databases but the future versions will access a native RDF triple store to extract large subsets of graphs for a particular disease and gene set. We are also planning to move towards using a locally installed version of MetaMap as it can easily handle large sections of free text [38, 76] in contrast to the online version. 
Conclusion
We have used for the first time in human disease gene prioritization a combination of both mouse phenotype and human disease clinical features from OMIM clinical synopsis. In addition to such extended coverage of knowledge sources used, we have also shown for the first time that one can leverage Semantic Web standards and techniques applied to a specific biological problem. The direct use of W3C's RDF and OWL standards for knowledge integration, the application of network centrality analysis for mining and the retrieving of ranked results using graph query languages such as SPARQL. Although in this current study we focused on the cardiovascular system, our approach can be applied to any group of genes or diseases. One immediate application could be to apply our methods to all OMIM diseases (around 1554) having known loci but unknown molecular basis. As the functional annotations of human and mouse genes improve over time we envisage a proportional increase in the performance and robustness of this approach. Finally, we strongly believe that our methods will accelerate the disease gene discovery process by gathering and sifting through all knowledge of each candidate gene from any source including its homologs and their phenotypes. Consequently, this will enable targeted research on the contribution of genetic mutations towards diseases that will provide specific leads towards novel diagnostic Fig. 9 . Rank ROC curves for validating the improvement in overall performance in ranking the implicated gene (out of 300 genes on average) including all sources with and without semantic weights. Fig. 10 . Ranked pathways from various sources of the BioRDF graph associated with differentially expressed genes in human idiopathic dilated cardiomyopathy (DCM) [16] . and therapeutic approaches. Our objective in this manuscript is to make a compelling case and provide evidence that no other single open standard exists for mapping any data record entry from any DB into a common graph space and along with associated ontologies/semantics. Graph models of data are essential to apply algorithms such as Page rank and SW allows Page rank to apply not to just pages but to individual data objects.
