Companies in the concrete industry are facing the following scheduling problem on a daily basis: concrete produced at several plants has to be delivered at customers' construction sites using a heterogeneous fleet of vehicles in a timely, but cost-effective manner. As the ordered quantity of concrete typically exceeds the capacity of a single vehicle several deliveries need 1 to be scheduled in order to fulfill an order. The deliveries cannot overlap and the time between consecutive deliveries has to be small. Our solution approach effectively integrates optimization and heuristic techniques. Information is passed back and forth between an integer multi-commodity flow optimization component and a variable neighborhood search component in order to find high-quality solutions in a reasonable amount of time. Even though both components are capable of producing feasible solutions, the integrated approach is far more effective. Computational results show that our hybrid approach outperforms an innovative metaheuristic approach by more than 6 percent on average for large instances.
which produces a feasible delivery schedule. They assume a homogeneous fleet of vehicles used solely for the delivery of concrete. Specialized unloading equipment, such as pumps or conveyor belts, which may be required during the unloading operation of other vehicles is not considered.
Time windows need to be respected and an uninterrupted supply of concrete is required. To handle bottleneck situations that may occur when many tight time windows have to be respected, they allow outsourcing of production and hiring vehicles externally. Their objective has various components: transportation costs, in terms of distance traveled, loading and unloading waiting times, outsourcing costs, and overtime costs. The approach has been extended in Naso et al. [18] to handle additional practical considerations, such as plant capacities and vehicle speeds. A nonlinear mathematical model is presented. Furthermore, an event-driven rescheduling approach is proposed to handle perturbations that might occur during the planning horizon.
Durbin [5] and Hoffman and Durbin [10] develop an optimization-based decision-support tool.
They present a time-space network formulation and use minimum-cost network flow optimization techniques and tabu search to solve the problem. Their effective use of a time-space network formulation inspired us to include a integer MCNF component in our approach. However, our focus on fulfillment patterns for orders is quite different from their pure network flow formulation.
Asbach et al. [2] develop a general mixed integer programming model, which can only solve very small instances. Hence, a local search based approach is implemented to handle real-world instances. A subset of customers and their associated deliveries are removed from the current solution and then sequentially re-introduced while keeping the timing of all other loading and unloading operations unchanged.
Schmid et al. [24] present a hybrid method combining VNS with integer programming. Integer programming is used to optimally solve small capacitated vehicle routing problems with multiple time windows. The approach produces competitive results for up to medium-sized instances.
Unlike most models proposed in the literature, we consider a heterogenous fleet of vehicles.
Because of the different vehicle capacities, the number of deliveries required to fulfil an order cannot be determined in advance. The additional flexibility significantly complicates constructing feasible low-cost delivery schedules. Furthermore, we consider vehicles with specialized unloading equipment. These vehicles need to arrive first at the construction site so as to assist other vehicles arriving later with their unloading operations. Because there are multi-purpose vehicles, which can deliver concrete and assist during unloading operations, the problem cannot simply be split into two phases (e.g., routing the vehicles with special loading equipment followed by concrete delivery vehicles).
The success of our solution approach is due to the effective integration of two well-known and efficient techniques: IP and VNS. IP is used to solve an integer MCNF formulation, which is instantiated by suggestions produced by the VNS.
Integer MCNF formulations are often used in transportation problems (Ahuja et al. [1] , Glover et al. [7] ). VNS has proven its effectiveness on a multitude of problems. Efficient implementations for solving routing problems have been developed by Kytöjoki et al. [13] . The vehicle routing problem with time windows has been tackled using VNS by Bräysy [3] , the vehicle routing problem with multiple depots and time windows by Polacek et al. [22] and the periodic vehicle routing problem by Hemmelmayr et al. [9] .
Integer Multi-Commodity Flow Component
The ready-mixed concrete delivery problem can be modeled as an integer MCNF problem on a time-space network (with some similarities to the model proposed by Hoffman and Durbin [10] ).
The nodes in the time-space network represent the construction sites at which concrete needs to be delivered at discrete points in time. We have employed a time discretization of five minutes. Links in the network represent possible movements of delivery vehicles. We group vehicles with the same capacity, the same home plant, and the same instrumentation into vehicle classes and each vehicle class is a commodity.
A crucial entity in the model is a fulfillment pattern for an order. A fulfillment pattern a for order o completely specifies a set of unloading operations that will feasibly fulfill the demand associated with that order, i.e., the exact sequence of vehicles to show up at the construction site as well as the exact points in time when these vehicles will arrive at the construction site and start unloading. Any additional requirements of the order concerning specialized unloading equipment will also be satisfied. The set of fulfillment patterns for order o is denoted by A o .
If a vehicle of class c starts unloading at time t in fulfillment pattern a for order o, then the binary indicator P ct oa is equal to 1 (and 0 otherwise). For convenience, we denote the start (end) of the first (last) unloading operation in fulfillment pattern a for order o by start oa (end oa ).
Furthermore, the class of the vehicle that will perform the first unloading operation in fulfillment pattern a for order o is denoted by f irst oa . Every fulfillment pattern is feasible in the sense that the first vehicle does not arrive too early and has any required special equipment, consecutive unloading operations do not overlap, and the cumulative capacity of all vehicles scheduled to make a delivery exceeds the demand for concrete.
A graphical representation of a valid pattern is depicted in Figure 1 . In case special unloading equipment is required, the first vehicle to arrive needs to have the proper instrumentation. This vehicle performs its unloading operation and then remains at the The vehicle is only allowed to leave after the last vehicle has finished its unloading operation.
This situation is depicted in Figure 3 . The goal is to choose an appropriate fulfillment pattern for each order. Therefore, the following decision variable is introduced z oa : a binary variable indicating whether or not pattern a (a ∈ A o ) is chosen for order o.
and the following set of constraints is introduced
Vehicle movement between the end of an unloading operation for one order and the start of an unloading operation of another order is modelled as a link in the time-space network. The loading operation and the plant where this loading operation take places are embedded in this link. As the capacity of the plants is assumed not be limiting, it is simple to determine the most cost-effective plant to visit in between two unloading operations.
This results in three types of decision variables (representing flow on the links in the timespace network): Once a fulfillment pattern a ∈ A o is chosen for order o ∈ O, we have to ensure that the unloading operations of that pattern are going to be performed, i.e., we have to ensure that the appropriate vehicle arrives at the appropriate time. The model assumes that vehicles arrive just in time, i.e., any waiting happens at the location from which the vehicle departs, either a plant or a construction site. (In practice, of course, vehicles will not remain idle at construction sites after finishing their unloading operations, but will immediately drive to the plant where they will be loaded next. For modeling purposes, though, it is more convenient to assume that waiting happens at the location from which the vehicle departs.) Vehicles will start their unloading operation immediately after arriving at the construction site. Let tt c po denote the time required for a vehicle of class c to load at its home plant p plus the driving time to the construction site associated with order o. Furthermore, let tt c o 1 o 2 denote the driving time from the construction site associated with order o 1 to the construction site associated with order o 2 plus the loading time enroute at the closest plant (within two hours from the construction site of o 2 ) for a vehicle of class c. The following set of constraints ensures the arrival at the right time of the right vehicle for an order and its associated pattern:
The term on the left hand side of the equation indicates whether or not a truck of class c has to start at the construction site associated with order o at time t for the selected pattern a. If so, then this may be the first delivery for a truck of class c, which is captured by the first term on the right hand side of the equation, or it may be a truck of class c that has already made a delivery at some other construction site, which is captured in the second term on the right hand side of the equation.
We do not only have to ensure that the right vehicle arrives at a construction site at the right time for an order and its associated pattern, we also need to ensure that the vehicle remains at the construction site until it has finished unloading. Furthermore, in case an order requires special equipment, we have to ensure that the first vehicle to arrive, which brings the specialized equipment, remains until the last vehicle has finished its unloading operation. Therefore, we have to consider two slightly different situations, i.e., one for orders where no special equipment is required (o ∈ O ′ ) and one for orders where special equipment is required (o ∈ O ′′ ). They will be discussed separately as the resulting constraints are slightly different. 
The first term on the left hand side captures vehicles that have just finished their unloading operation and the second term on the left hand side captures any vehicles waiting at the construction site. The right hand side captures that vehicles either move to another construction site, move to their home plant, or remain at the construction site.
In case an order requires special equipment for unloading, the situation is slightly more complicated. We have to ensure that the first vehicle that arrives remains at the site until the last vehicle leaves. To do so the terms on the left hand side of the equation need to be defined more carefully. In the first term, we need to make sure that the first vehicle cannot leave when it finishes unloading except in case this is the only unloading operation of the order, i.e., for a vehicle of class c, we need to exclude t = start oa + U c o if c = f irst oa unless t = end oa .
Furthermore, we need to add a term that ensures that the first vehicle can leave when all unloading operations have finished, i.e., we need to "release" a vehicle of class c at t = end oa when c = f irst oa . This leads to the following set of constraints:
The objective of the optimization consists of minimizing traveling time as well as gaps.
Gaps might occur either as a consequence of delays between consecutive unloading operations scheduled at the same construction site or because of starting with the very first unloading operation after the end of the corresponding time window. An example of a gap between consecutive unloading operations is shown in Figure 2 , where there is a delay between the second and third unloading operation.
As mentioned before, the objective is to fulfill all orders, to minimize the travel cost, and to avoid delays between two consecutive unloading operations for an order. Each fulfillment pattern has an associated amount of delay, so penalizing delays can easily be accomplished. Similarly, penalizing unfulfilled orders is also trivial. As the severity of these two undesirable aspects of a delivery schedule are quite different, we use different values for their penalty coefficients, namely β 1 and β 2 . This leads to the following objective function, where p c refers to the home plant of trucks of class c, t ij represents the travel cost from location i to j, and delay oa represent the delay in fulfillment pattern a for order o:
In order to ensure that vehicles start their daily tours from their home plants and return there after having executed their last unloading operation, the following constraints need to be added: the number of vehicles of a given class c available at a given plant p (n pc ) equals the number of vehicles starting their tour plus the number of vehicles staying at the home plants throughout the day (s pc ). Similarly, all vehicles need to return to their home plant:
Two different methods have been developed to generate a set of fulfillment patterns for the MCNF component.
The first myopic approach randomly generates a (relatively large) number of fulfillment patterns for each order. Recall that by definition a fulfilment pattern is feasible from an order's perspective, i.e., total demand is satisfied, unloading operations do not overlap, and special equipment is used when needed.
A single pattern is generated sequentially. First, the class of the vehicle that will perform the first unloading operation and the time at which the first unloading operation will start will be determined. Then, the class of the vehicle that will perform the second unloading operation and the time at which the second unloading operation will start will be determined.
This process repeats until the total quantity that can be delivered by the vehicles exceeds the demand associated with the order. The probability of choosing a certain vehicle class is proportional to the number of vehicles within that class, taking into account special requirements for unloading equipment when selecting the first vehicle. The first vehicle should preferably start its unloading operation as close as possible to the beginning of the order time window. All subsequently scheduled vehicles should preferably start their unloading operation immediately after the previous unloading operation has finished. The probability of choosing a particular start time for an unloading operation is inversely proportional to the length of the delay caused by that start time. A set of x fulfillment patterns is generated in this way, making sure that all patterns generated for one order are unique.
Next, the set of patterns is expanded to a set of 10x patterns by adding delays to existing patterns, again randomly. A fulfillment pattern and an unloading operation of this pattern are randomly chosen. The sequence of vehicles in the pattern remains unchanged, but the start time of the selected unloading operation will be delayed by a small amount, again chosen randomly.
The resulting pattern will be added to the pool of fulfillment patterns. The delays are added on purpose, because when resources are tight, in terms of fleet size, a delivery schedule with delays might be the only way to satisfy every order.
This approach has been chosen because it allows us to quickly generate a large number of possible patterns. However, it does not take into account the interaction between the various orders and their fulfillment patterns.
The second, more intelligent approach, does take the dependence between fulfillment patterns for different orders into account. Instead of randomly generating a large number of patterns, a small set of compatible patterns will be generated. One by one, patterns are generated for each order in such a way that the set of patterns generated can be converted into a low-cost feasible delivery schedule. More specifically, a complete feasible delivery schedule is constructed greedily and the compatible patterns are derived from the delivery schedules for the individual orders.
To construct a complete feasible delivery schedule, orders are processed in random order. For a given order, unloading operations are scheduled sequentially at the earliest possible start time with a vehicle with the largest possible capacity, taking into account any existing partial schedule for the vehicles. If more than one vehicle (with the same capacity) is available to perform the unloading operation, the vehicle is selected randomly with a bias inversely proportional to the distance of the home plant of the vehicle to the location where the unloading operation needs to take place. It is always possible to construct a feasible schedule this way, although the delays between consecutive unloading operations can sometimes be large.
The length of the planning horizon depends on the instance characteristics. It is set to the smallest value that accommodates all generated fulfillment patterns used during the initialization of the MCNF-component. If during execution patterns are generated that require a larger planning horizon, the length of the planning horizon is adjusted upward.
Variable Neighborhood Search Component
Any concrete delivery schedule may possibly be improved using methods inspired by VNS (see Mladenović and Hansen [15] and Hansen and Mladenović [8] ). A high-level sketch of the basic steps of the implemented VNS can be found in Algorithm 1. The VNS stops after a given number of iterations, a given number of iterations in which no improvement is found, or when a time limit is reached.
During the shaking phase various neighborhoods are used to thoroughly explore the solution space and to avoid being trapped in a local optimum. The neighborhoods invert and exchange Algorithm 1 Basic Steps of VNS while stopping criterion not met do ⊲ Iterations, Time 
Shaking
In order to thoroughly explore the solution space -in terms of potential patterns -two shaking operators, resulting in six neighborhood structures have been designed and implemented. Table 1 . The position and the length of the sequence to be exchanged is determined randomly. In order to compensate for the loss of unloading capacity associated with the vehicles being removed, new vehicles will be inserted into the pattern until the demand of the corresponding order can be satisfied again.
Furthermore, if the first vehicle of the sequence is being exchanged and the order requires special Each takes a set of patterns, one for each order, and builds vehicle itineraries compatible with these patterns, which imply start times of the unloading operations performed at the constructions sites. The resulting solution, a complete delivery schedule, will not only be feasible from the orders' point of view, but also from the vehicles' point of view, i.e., it will properly account for driving time and loading time between consecutive unloading operations. The two evaluation functions will be described in more detail in the next section.
Evaluation Functions
As the shaking operators and the LS operators employed by the VNS perturb the patterns of a solution x, the movements of vehicles and the timing of unloading operations need to be re-computed. Two heuristic approaches have been developed to do so: forward time setting
and backward time setting. They are executed consecutively, starting with forward time setting.
The delivery schedule with the lowest cost is chosen. The procedures have been inspired by the Critical Path Method used in activity planning (see Moder [16] ). However, modifications were necessary to handle vehicles with special unloading equipment, as they need to remain at the construction site to assist with concrete delivery of vehicles arriving later. If not handled carefully, deadlock situations might arise.
A deadlock situation arises in the following situation (see Figure 4) . We need to set the 
Local Search
o ← l.order ⊲ order under consideration 6: k ← l.vehicle ⊲ vehicle to perform unloading operation 7: t ← l.time ⊲ start time of unloading operation
if order o is not blocked then
if vehicle k can reach construction site of o by time t then 10:
schedule unloading operation with vehicle k at time t for order o
11:
if there are remaining unloading operations for order o then
12:
Update L ⊲ insert next unloading operation into list 13: end if 14: if first unloading operation of order requiring special equipment then A high-level description of the LS can be found in Algorithm 3. The Shrink operator is applied to eliminate any unnecessary unloading operations from the patterns. Next, the Intra Pattern Move operator is executed on a first improvement basis followed by the Inter Pattern Swap operator as soon as the Intra Pattern Move is unable to improve the solution, again on a first improvement basis. To complete the LS, the Shrink operator is applied one more time.
The three operators are described in more detail below.
Shrink: This operator ensures that no pattern has any unnecessary unloading operations. It may happen that the demand of an order can be satisfied with fewer unloading operations. Each unloading operation is removed from the pattern to see if the resulting pattern is still feasible (from an order's perspective), i.e., demand is satisfied and specialized unloading equipment is there when needed. After an unloading operation is deleted, feasibility is re-established using the evaluation functions.
Intra Pattern Move:
This operator ensures that no lower cost delivery schedule can be obtained by changing the position of one unloading operation within a pattern. This is im- Feasibility needs to be re-established using the evaluation function for every attempted change.
Of course, any requirements concerning specific unloading equipment will be taken into account.
Inter Pattern Swap: This operator ensures that no lower cost delivery schedule can be obtained by exchanging two unloading operations for two different orders. This is implemented by simply trying all possible exchanges of two unloading operations for every combination of two orders. Feasibility needs to be re-established using the evaluation function for every attempted exchange. Of course, any requirements concerning specific unloading equipment will be taken into account.
Hybrid Approach
It is impractical, if not impossible, to generate all possible fulfillment patterns and have the integer MCNF component select one pattern for each order and, at the same time, determine vehicle itineraries in such a way that the resulting costs of vehicle movements are minimum.
A more pragmatic approach is to generate a small number of fulfillment patterns and have the integer MCNF component optimize over these patterns. Further, if the solution thus obtained is not satisfactory, additional fulfillment patterns can be generated and another optimization can be performed. In such a scheme, the performance depends critically on the way patterns are generated. This is where our approach is novel and innovative, as the generation of fulfillment patterns will be done using VNS.
As the VNS produces complete delivery schedules, the fulfillment patterns transferred from the VNS component to the MCNF component will be feasible from an order's perspective, i.e., the demand for concrete can be completely satisfied, consecutive unloading operations do not overlap, and special unloading equipment is available when needed. The MCNF component identifies among all the patterns in its "database" of patterns a fulfillment pattern for each order and a set of associated feasible vehicle itineraries, i.e., with enough time between unloading operations to drive from one location to a plant, fully load the vehicle with concrete, and drive to the next location, that minimizes total costs, i.e., direct costs (travel costs) and indirect costs (delays between consecutive deliveries).
A graphical representation of the hybrid approach can be found in Figure 5 . The first step is to generate an initial set of fulfillment patterns for each order. After solving the resulting integer We tested the various algorithms on a set of 15 instances. Each instance represents one day, i.e., all orders that have to be satisfied on that particular day. The instances have different characteristics and can be grouped into three categories: small, medium, and large. An overview of the characteristics of the instances and the three categories can be found in Table 2 . The number of orders is denoted by n o , the total quantity of concrete to be delivered is denoted by sumQ, the average, smallest, and largest order quantity are denoted by avgQ, Q min , and Q max respectively. The standard deviation of the order quantities is denoted by σ Q . Instances with fewer than 50 orders are considered small, instances with between 50 and 60 orders are considered medium-sized, and instances with more than 60 orders are considered large. Averages over all instances in each category are also provided.
For the MCNF-component, the parameters β 1 and β 2 used in the objective function to penalize delays and unfulfilled orders, respectively, were set to 3 and 5000.
All computational experiments have been conducted on a desktop PC with a 3.2 GHz Intel
Pentium c processor and 3 Gb of RAM. The Xpress-Optimizer (version 2006B) was used for solving integer MCNF problems. Run times are given in seconds.
Integer Multi-Commodity Flow Formulation Initialization
Two methods have been discussed for generating fulfillment patterns for the MCNF component in Section 3. The first randomly generates fulfillment patters for each order; the second generates fewer, but compatible fulfillment patterns for the orders.
To evaluate the impact of the set of fulfillment patterns on the performance of the MCNF component, we compared the following settings: 100 randomly generated fulfillment patterns per order versus 20 intelligently generated fulfillment patterns per order. The results are presented Table 3 . Each entry in the table represents the average over five runs.
The best solution value found among the five runs is denoted by z min . The average of the five solution values is denoted by z avg . The average of the five run times (in seconds) is denoted by t avg . In the last two columns, we present the difference between the two variants in terms of average solution values (%z gap ) and total run times (%t gap ).
The results clearly demonstrate that intelligently generating fulfillment patterns, as opposed to generating them randomly, dramatically improves solution quality and performance. This observation, in a way, already signals that our hybrid approach, which uses VNS to identify high-quality compatible fulfillment patterns makes sense.
The increase in run time when fulfillment patterns are generated intelligently is not the result of an increase in pattern generation time. Intelligently generating 20 patterns takes only 1.8 seconds for the largest instance. Using the brute force approach to generate 100 patterns for the same instance takes 0.13 seconds. The increase in run time is due to the fact that selecting patterns by means of the MCNF takes more time. We want to point out that the run times reported in Table 3 represent the time required to prove optimality. In the hybrid approach, however, we rarely solve problems to proven optimality, as we impose run time limits for the solution process. When the run time limit is reached, the best known solution will be used as an input for VNS.
The Hybrid Approach
Two parameters control the execution of our hybrid approach: the number of iterations n iter , i.e., the number of times we executed the embedded MCNF and VNS components, and the To understand and analyze the sensitivity of the hybrid approach with respect to these parameters, we conducted the following experiment. For the medium-sized instances and for a run time limit of 600 and 1200 seconds, we varied the number of iterations n iter between 6 and 10 (in steps of two) and the percentage of time allocated to the embedded MCNF component from 20 to 40% (in steps of 10). The results are reported in Table 4 . For every combination of parameters, each instance was solved five times (instantiated with a different random seed);
values in the table represent averages over all instances.
First and foremost, the results show that the hybrid approach is quite robust and not very sensitive to the chosen parameters. Different parameter choices lead only to small variations in the average solution values obtained. Second, the results also validate, to some extend, our intuition that a certain amount of time has to be allocated to MCNF component, almost independent of the instances being solved. With a run time limit of 600 seconds, it is better to allocated 40% of the time per iteration to the MCNF component, whereas with a run time limit of 1200 seconds it suffices to allocate 20% of the time to the MCNF component. Similarly, with a run time limit of 600 seconds, it is better to have only 6 iterations, whereas with a run time limit of 1200 seconds, the number of iterations does not seem to have a major impact anymore.
As mentioned above, most of the experiments focus on investigating the efficacy of the proposed hybrid approach. We do so by comparing its performance to the performance of the MCNF component, the performance of the VNS component, and the commercially available solution based on SA.
Hybrid Approach vs. Integer Multi-Commodity Network Flow
The main difference between the hybrid approach and the MCNF component is the set of fulfillment patterns used during the optimization. The hybrid approach relies heavily on the VNS to provide good sets of fulfillment patterns, whereas the pure MCNF component relies on a greedy approach for generating compatible patterns. To assess the impact of the different schemes for generating patterns, we conducted the following experiment. After executing the hybrid approach for a given maximum run time, we look at the number of fulfillment patterns in the pool of patterns at termination. Next, we initialize the MCNF component with the same number of patterns, using greedy construction of compatible patterns, and allow it to run for the same amount of time. The results are found in Table 5 . 
Hybrid Approach vs. Variable Neighborhood Search
The main difference between the hybrid approach and the VNS component is that the hybrid approach, by means of the MCNF component, at various time during the solution process, is able to take a global view and consider all the fulfillment patterns encountered during the search and combine them in a cost-effective way, thereby moving to a promising part of the search space.
As in the previous set of experiments, we run both algorithms for a maximum of t max seconds and compare the results, where the VNS is initialized with one fulfillment pattern per order.
The results are presented in Table 6 . As before, the values presented for a category correspond to averages over the values obtained for all instances in that category. For both the hybrid approach and the VNS, we report the best and the average solution value, denoted by z min and z avg , respectively. The overall best solution value is highlighted in bold. The percentage improvement of the average solution value obtained with the hybrid approach over the average solution value obtained with the VNS is presented in the last column (with heading %z gap ).
Again, the results demonstrate the superiority of the hybrid approach. The best solution is always obtained by the hybrid approach. Even the average solution value of the hybrid approach is almost always better than the best solution value obtained by the pure VNS component. The MCNF component in the hybrid approach is able to diversify the search effectively enabling the VNS component to quickly reach areas of the search space containing low-cost delivery schedules.
We observe that both methods, not surprisingly, produce better solutions if given more time.
The hybrid approach starts to produce high-quality solutions much more quickly, already when given about 600 seconds (maybe a little more for large instances). When given 600 seconds the quality of solutions produced by the hybrid approach and the VNS differs markedly, a difference of around 17% for medium-size and 25% for large instances. With more time, the VNS is able to reduce the difference in quality. Our initial contention that the MCNF component may provide a powerful diversification mechanism for the VNS seems to be validated here. The integration of both methods allows us to reach a high-quality solution much more quickly, as opposed to when relying only on the mechanisms embedded in the VNS itself.
For run time limits of 300 and 600, we provide a more detailed overview of the results in Table 7 .
The results reinforce our earlier interpretations. The variance in quality of the solutions produced by the hybrid approach is much smaller than for the VNS with these run time limits, especially when we examine the results for the run time limit of 600 seconds. This demonstrates once more the ability of the MCNF component, with its global view, to quickly move to a good part of the solution space. The VNS may reach that same part of the search space at some point, but it will require much longer to do so.
Hybrid Method vs. Simulated Annealing
Finally, we compare the hybrid approach to a commercial solution specifically developed for this type of ready-mixed concrete delivery scheduling. The commercial solution relies on a simulated annealing (SA) algorithm (see Kirkpatrick et al. [12] for an introduction to SA). We compare the delivery schedules obtained by our hybrid approach to those produced by the commercial solution when given a maximum run time of 150 seconds, which is the typical time required by the SA-based approach to converge to its final solution. The results are presented in Table   8 . The best solution for each instance is always found by our hybrid approach. For small instances the average solution quality can be increased by 38.34%, for medium-size instances the average solution quality can be improved by 37.88%, and for large instance the average solution quality can be improved by 38.09%.
Conclusion and Final Remarks
Our study demonstrates the potential of integrating optimization and heuristic techniques. Our hybrid approach is extremely effective, especially when high-quality delivery schedules need to be produced in a relatively short amount of time. Environments in which high-quality solutions to complex problems need to be produced in a short amount of time can be found everywhere, and these environments seem to be especially suited for hybrid approaches. The hybridization enables us to combine the strengths of optimization and heuristic techniques and to compensate for their weaknesses. Heuristic techniques efficiently and effectively exploring the solution space around a known feasible solution. Optimization techniques take a global view and can to jump to promising parts of the solution space.
The combination can be extremely powerful.
The computational efficiency of our hybrid approach may be further enhanced, if necessary, by parallelizing the proposed scheme. Multiple VNS components, initialized with different random seeds, can be run simultaneously to generate patterns for the MCNF component. Similarly, multiple MCNF components can be employed, each seeded with different sets of initial fulfillment patters. It is even possible to consider schemes in which a centralized database of patterns and feasible delivery schedules is envisioned and MCNF components and VNS components ask for sets of patterns and a feasible delivery schedule from the central repository. This is a topic of potential future research. 
