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1 Introduction
Optical tomography (OT) is a relatively novel modality for non-invasive medical
imaging using near-infrared or visible red light. The basic idea in optical tomography
is to guide light into the tissue at certain source locations, and collect the transmitted
light at a set of measurement locations. The goal is to reconstruct the spatial
distribution of the optical parameters of the domain being imaged based on the
properties of the measured light. Generally, the parameters of interest are the optical
absorption and scattering coefficients of the tissue. These parameters are related
to certain physiological quantities, such as the blood volume or concentration of
haemoglobin. Using several different wavelengths of light to probe the tissue, it is
possible to retrieve information on, e.g., the concentrations of different absorbers
such as oxygenated and deoxygenated haemoglobin.
In most tissue types, light propagation is characterised by strong scattering. When
constructing models for light propagation in tissue, the scattering is usually as-
sumed to be isotropic, i.e, the probability of scattering into a certain direction is
assumed to depend only on the relative angle between the incident and scattered
light. Within this assumption, light propagation in OT is commonly modelled using
the isotropic diffusion equation. For most tissue types, the assumption of isotropy
is a good approximation. However, in some biological tissues with specific type of
structures the assumption of isotropy may not hold. Then, light propagation be-
comes anisotropic, i.e., the probability for the scattering depends on the absolute
direction of the incident light.
This thesis is concerned with anisotropic light propagation in the context of optical
tomography. The research on this subject is relatively new, and questions related
to, e.g., the significance of the anisotropy from the point of view of tomographic
applications still need to be investigated. The approach taken in this thesis is com-
putational rather than experimental, and all in all the work should be taken as a
conceptual demonstration of the novel methods.
One of the aims of this thesis was to develop light propagation models for the
anisotropic case. Successively, another point of focus was the inverse problem of
OT assuming that the medium imaged is at least partly anisotropic. This kind of
situation raises several questions related to how the anisotropies are treated during
the estimation. Adding anisotropy into the model increases the number of para-
meters in the model. However, it is likely that the background anisotropy is not
accurately known, or that no specific prior information is available. The recovery
of all the parameters in the anisotropic model is likely to be unsuccessful due to
the ill-posedness of the inverse problem. One of the main emphasis in this thesis is
on the development of methods that help us to retrieve the estimates of the sought
quantities even when the prior information on the background anisotropy is very
limited.
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This thesis is organized in the following way. Section 2 presents some background on
optical tomography and optical anisotropies from the point of view of optical tomog-
raphy. Section 3 continues by presenting light propagation models for anisotropic
media together with the numerical solution. Section 4 is concerned with the inverse
problem in the presence of anisotropies. The inverse problem is defined, solution
methods presented and the most important results of the thesis reviewed. Section 5
summarizes the work and discusses its significance and some future aspects.
2
2 Background
2.1 On optical tomography
In optical tomography both implementing the measurements and creating the im-
age of the desired quantity are challenging tasks. Different measurement techniques
used in OT can be roughly classified into three categories: the continuous wave,
the time domain, and the frequency domain techniques. Continuous wave systems
measure the continuous intensity of the detected light. However, especially when
both scattering and absorption images are being resolved, time or frequency domain
techniques are often used in order to have more information for the reconstruction.
In time domain systems, a short picosecond laser pulse is used as the probing signal
incident on the tissue, and the temporal behaviour, the so-called temporal point
spread function (TPSF) of the transmitted pulse is recorded [1–3]. In frequency
domain systems, the optical power of the light source is modulated using a radiofre-
quency signal, and the amplitude and the phase of the transmitted signal relative
to the source are measured [4, 5]. More detailed information on the measurement
systems may also be found in Publication III. Generally in OT, the source inten-
sities used are relatively low and the light is strongly attenuated in tissue; hence
the measured signals are extremely weak, which poses severe requirements on the
measurement system in order to obtain data of reasonable quality. Issues related
to, e.g., stability of the light source and electronics, radiofrequency shielding, dy-
namic range and optode to patient interface may deteriorate the signal and therefore
require careful planning [4, Publication III].
The high scattering in most tissue types renders light propagation a diffusion-type
process, where photons migrate following complicated paths before being absorbed
or escaping through the boundary. Optical tomography is a so-called diffuse imag-
ing modality, where the inverse problem of reconstructing the internal parameter
distribution is typically an ill-posed problem requiring sophisticated modelling and
reconstruction methods.
A generally used starting point to model light propagation in highly heterogeneous
media such as most biological tissues is the radiative transfer equation (RTE). As
an integro-differential equation, it is, however, rather tedious to solve, and hence its
partial differential equation (PDE) approximations are commonly employed. Nowa-
days, it has become an almost standard way in OT to model light propagation using
the diffusion equation (DE), which can be derived as a special case of the first order
spherical harmonics approximation to the RTE. Due to the heterogeneous optical
structure of many body parts being imaged, numerical solutions to the forward
model equations often need to be used. The most commonly used techniques are
the Monte Carlo (MC) simulation implemented based on the RTE, and the finite
element (FE) or finite difference (FD) methods to solve the DE. MC simulations
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can provide a more accurate solution, but to obtain sufficient statistics, the compu-
tation times are often extremely long. The FE or FD solutions to the DE are faster
and more commonly used for image reconstruction, whereas MC can be used, e.g.,
to investigate light propagation in certain tissue structures and to validate other
solutions. In some cases, analytical solutions to the PDEs are also used [6–8].
A popular approach for image reconstruction in OT is to formulate the reconstruc-
tion problem as a minimization of an objective function of the residual of the mea-
sured and model-predicted data with respect to the optical parameter values in the
model. Due to the ill-posedness of the problem, a regularizing penalty term on the
solution generally needs to be included in the objective function. The computations,
especially in 3D, are generally heavy due to the large number of parameters in the
discretized model. Various other methods for imaging have also been presented,
including perturbation approaches with analytical solutions [8], backprojection and
backpropagation algorithms [9–11], linear methods [12], and others [13–15]. The
diffuse propagation of light and measurement noise make the spatial resolution at-
tainable with OT inherently poorer than what can be obtained using anatomical
medical imaging modalities such as magnetic resonance imaging (MRI) or computed
tomography.
Promising clinical applications of optical imaging include imaging of the brain [16,17]
to detect and locate hematomas and problems in blood perfusion and oxygenation
in newborn babies, brain activation imaging, and imaging of the breast for breast
cancer screening. In brain imaging, tomographic imaging is possible with premature
infants because of the smaller physical dimensions of the head and thinner skull.
During recent years, the first fully three-dimensional reconstructions of the neonatal
head have been published [18, 19]. Topographic brain activation imaging to study
the hemodynamic changes in response to a stimulus have been performed with both
adults [20–22] and infants [23–26]. Optical mammography is a potential application
that has received wide interest. The cancerous tissue may have different metabolism
and especially the absorption properties of cancerous tissue may differ from those of
normal breast tissue. First 3D reconstructions of the breast and clinical studies on
breast cancer detection have been presented recently [27–29]. Yet another applica-
tion of OT is studying the oxidative metabolism of muscles. Spatial information on
oxidative metabolism in skeletal muscles during rest and exercise can be retrieved
using topographic or tomographic methods [30,31]. More information on the appli-
cations of optical tomography may also be found in Publication III and references
therein.
Optical tomography complements existing imaging modalities, and it has a few im-
portant advantages compared to some existing techniques. The method does not
use ionizing radiation, it is noninvasive and harmless to the patient. The measure-
ment devices can in many cases be made relatively inexpensive and portable. Hence
the technique could be used, e.g., for bedside monitoring or noninvasive breast can-
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cer screening. Optical imaging can also be used simultaneously with other imaging
modalities, as light does not affect low-frequency electromagnetic radiation.
The potential advantages offered by OT on one side, and the great challenges posed
by it, on the other side, have made OT a subject of intensive research over the last
two decades. One direction has been the development of more refined light propaga-
tion models and novel reconstruction methods in order to improve the estimates of
the optical parameter distributions. The isotropic diffusion equation that is conven-
tionally used to model light propagation in OT may not always be accurate enough
or, in some cases, even useful. A good example of this are the void-like regions, the
most important of which when OT is concerned is the cerebrospinal fluid (CSF) in
the head. In such clear regions the diffusion equation fails to model the light propa-
gation, and more suitable modelling approaches need to be employed [32–35]. Some
other, perhaps less dramatic examples include, e.g., the proximity of sources, where
more faithful light propagation models have been constructed by hybrid models that
combine the DE in regions far away from the sources with the RTE [36] or MC sim-
ulation [37] close to the sources. Also, it has been suggested that the third order
approximation (the so called P3 approximation) to the RTE may be useful when
highly absorbing or void-like regions are present [38]. Yet another case where the
isotropic diffusion equation may not be sufficient is when light propagation depends
on absolute direction, i.e., light propagation is anisotropic.
2.2 Optical anisotropies
Generally in optical tomography, light propagation is assumed to be isotropic, i.e.,
in the macroscopic scale light propagates equally in all directions, assuming that any
initial direction is lost by multiple scatterings and disregarding the effect of spatially
variant optical properties. In some cases, however, light may have a preferential
direction of propagation, and the assumption of isotropy does not hold.
Biological tissues in which anisotropic light propagation may be observed commonly
have some structures such as fibres or tubules. Such structural anisotropic charac-
teristics may be observed also in processes other than light propagation, e.g., in the
diffusion of water [39,40] or electrical conductivity [41,42]. Accurate light propaga-
tion models that take also anisotropic characteristics into account may be useful, e.g.,
in therapeutic and diagnostic applications of light in medicine. In these contexts,
light propagation in some tissues that potentially exhibit anisotropic properties has
been experimentally explored. In [43], light propagation in chicken breast tissue was
measured and found to depend on the relative orientation of the muscle fibers. Sim-
ilar results have been obtained also for dentin [44], where light propagation depends
on the orientation of the tubules, and for skin [45], where the collagen fibres give rise
to anisotropic light propagation. In [45], the direction-dependent light propagation
in a medium with aligned fibruous or tubular structures was also shown by Monte
5
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Figure 1: (a) An anatomical MR image slice from an infant head. (b) A fractional
anisotropy f image based on MR-DTI data from an infant head. The fractional anisotropy f
was calculated from f = (3/2)1/2((λ1 − λ)2 + (λ2 − λ)2 + (λ3 − λ)2)1/2/(λ21 + λ22 + λ23)1/2,
where λ1, λ2 and λ3 are the eigenvalues that correspond to the eigenvectors of the diffusion
tensor and λ = (λ1 + λ2 + λ3)/3.
Carlo simulations.
Similar tubular structures may also be found in the white matter of the brain, where
it is known from diffusion tensor magnetic resonance imaging (MR-DTI) [39,46,47]
that the anisotropic effects in the diffusion of water are connected to the orientation
of the axon bundles. Hence, even though it has not been experimentally verified
according to our knowledge, there is good reason to believe that light propagation
in the white matter of the brain is anisotropic. How strong this anisotropy may be,
is a question still unanswered, as well as the significance of the phenomenon in the
context of OT. In Ref. [48], a Monte Carlo simulation study for light propagation
in a topographic measurement setup at one side of the head was conducted. In
this study, magnetic resonance (MR) images for the anatomical structure and MR-
DTI data for tissue anisotropy of an adult head were used, and the strength of
the anisotropy in light propagation was assumed to be comparable to that of water
diffusion in the MR-DTI data. Simulations omitting and including the anisotropic
effects were compared. For the adult head, the results, though some difference
between the isotropic and anisotropic cases could be seen, did not demonstrate
statistically significant differences. An attempt to model the head of an infant
was then done by scaling down the model of the adult head. In this case, clear
and statistically significant differences were observed for some detector positions.
The infant model is of course a crude approximation due to differences, e.g., in the
anatomical structure and the state of myelinisation of the white matter axon bundles
between the adult and infant head. However, in a tomographic measurement setup
it is likely that the effects due to the white matter of the brain are more pronounced,
and the anisotropic effect may be more significant. Indeed, preliminary results [49]
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from MC simulation using MR and MR-DTI data of an infant head indicate that
for certain source and detector positions in the transmission geometry the effect of
anisotropy on the amplitude is clearly significant, up to approximately 50 percent.
Figure 1 displays anatomical MR and fractional anisotropy slices from the infant
head MR and MR-DTI data that was used in the simulation.
In connection of medical optical tomography and imaging, research on anisotropic
light propagation is a relatively new topic. The full radiative transfer model is
capable of modelling anisotropic behaviour, but for OT, numerical solutions to
the RTE are often computationally too demanding. For now, most published re-
sults concentrate on the forward problem. Different approaches taken for modelling
anisotropic light propagation include Monte Carlo techniques [45, 48, Publication
II], the so called random walk method [50–52], and a PDE-based approach using an
anisotropic diffusion equation [53, 54, Publications I,II,IV-VI]. Monte Carlo tech-
niques have been applied, at least, to construct a model for light propagation in the
head and to compare the results from MC simulations with those obtained using
the diffusion equation. The anisotropic random walk method was first introduced
in [50], and generalized further in [51]. Recently, the research group at University
College London has built a solid anisotropic phantom using an epoxy resin cube
containing parallel holes filled with paraffin wax. The effective scattering coefficient
for the wax was lower than that of the epoxy, hence enabling the light to propagate
better in direction parallel to the paraffin wax rods. Measurements on this phantom
were fitted to the predictions of the anisotropic random walk model in [52].
The partial differential equation based approach utilizing the diffusion equation is
particularly suitable when the inverse problem of determining the optical properties
is considered, as the diffusion equation can be solved numerically relatively quickly
for inhomogeneous media. First approaches to solve the inverse problem in the
presence of anisotropies may be found in Publications I, IV, V, and [53]. Methods
developed to treat anisotropies may also become useful to handle other problems in
OT such as inaccurate modelling of the geometry, as demonstrated in Publication
VI.
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3 Forward problem in the presence of anisotropies
3.1 Models for light propagation
3.1.1 Radiative Transfer Equation
The Maxwell equations describe the propagation of light in a medium. In the case
of near-infrared radiation in biological tissue, however, the characteristic distances
in the medium are so large compared to the wavelength of the light, that exact
light propagation models become impractical. A generally used model for light
propagation in turbid media is the radiative transfer equation [55, 56]. For a time-
dependent problem it is written
1
c
∂
∂t
L(r, sˆ, t) + sˆ · ∇L(r, sˆ, t) + µa(r)L(r, sˆ, t) + µs(r)L(r, sˆ, t)
= µs(r)
∫
Sm−1
Θ(ˆs, sˆ ′, r)L(r, sˆ ′, t) dsˆ ′ + q(r, sˆ, t), (1)
where L(r, sˆ, t) is the radiance in direction sˆ at time t at point r ∈ Rm, m = 2, 3,
c is the speed of light in the medium, µa(r) and µs(r) the spatial distributions of
the absorption and scattering coefficients, respectively, and q(r, sˆ, t) the spatial and
angular distribution of the source. The term Θ(ˆs, sˆ ′, r) is the so-called scattering
phase function which represents the probability of scattering from direction sˆ ′ into
the direction sˆ.
The RTE is a balance equation for the radiance L, which can be defined so that
the energy transfer in the infinitesimal angle dsˆ in direction sˆ at time t through an
infinitesimal area da is given by
L(r, sˆ, t)ˆs · nˆ da dsˆ, (2)
where nˆ is the normal to the surface da. The physical interpretation of the terms
in RTE is perhaps more obvious if we consider integration over an infinitesimal
volume dV . The first term in the left-hand-side is the change in the radiance at
time t in the infinitesimal volume dV at point r in direction sˆ. The second term
represents the loss of photons through the surfaces of the volume dV , the third the
loss due the absorption, and the fourth the loss due to scattering from direction sˆ
into other directions. On the right-hand-side, the first term comprises the gain due
to scattering from all other directions into the direction sˆ and the second the gain
through the light source q. Shifting all terms except the first one to the right-hand-
side of the equation, we see that the change in the radiance is obtained simply as a
superposition of the rest of the terms representing the loss and gain of the photons.
The scattering phase function is a non-negative function satisfying∫
Sm−1
Θ(ˆs, sˆ ′) dsˆ = 1 ∀ sˆ ′ ∈ Sm−1 (3)
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(probability of scattering over the sphere is unity for all directions of incoming light)
and Θ(ˆs, sˆ ′) = Θ(−sˆ ′,−sˆ) (reciprocity of light propagation).
In the special case where the scattering phase function only depends on the relative
angle between the incoming and outgoing radiation, i.e.,
Θ(ˆs, sˆ ′, r) = Θiso(ˆs · sˆ ′, r), (4)
scattering is called isotropic. Finally, let us define the energy current density J
J(r, t) =
∫
Sm−1
L(r, sˆ, t)ˆsdsˆ (5)
and the energy fluence Φ
Φ(r, t) =
∫
Sm−1
L(r, sˆ, t) dsˆ. (6)
Numerical solutions to the RTE often lead to a computational problem far too
large from the point of view of solving the inverse problem. Therefore, simplifica-
tions to the RTE are generally used. The most frequently used approximation, the
isotropic diffusion approximation (DA), is well established in the literature. For the
anisotropic case, the equivalent model is the anisotropic diffusion equation, which is
also the approach taken in this thesis.
3.1.2 Diffusion approximation
Isotropic case
A standard way to derive the diffusion approximation from the RTE is to expand
the radiance L(r, sˆ, t) and the source term q(r, sˆ, t) in the RTE into series using the
spherical harmonics [56–58]
L(r, sˆ, t) =
∞∑
l=0
l∑
m=−l
√
2l + 1
4pi
Llm(r, t)Ylm(ˆs), (7)
q(r, sˆ, t) =
∞∑
l=0
l∑
m=−l
√
2l + 1
4pi
qlm(r, t)Ylm(ˆs). (8)
Also, in the isotropic case the assumption of isotropic scattering, i.e., Θ(ˆs, sˆ ′, r) =
Θiso(ˆs · sˆ ′, r), is made. The scattering phase function is then expanded into series
using Legendre polynomials, which, using the addition theorem, can be written
Θiso(ˆs · sˆ ′, r) =
∞∑
l=0
l∑
m=−l
Θiso,l(r)Y ∗lm(ˆs
′)Ylm(ˆs). (9)
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An often used form for the isotropic scattering phase function is the Henyey-Green-
stein function (in 3D) [59,60]
ΘHG(ˆs · sˆ ′) = 14pi
1− g2
(1 + g2 − 2gsˆ · sˆ ′)3/2 , (10)
which is a heuristic function that has been used to model, e.g., scattering from blood
cells and clouds. Above, g denotes Θiso,1, the average of the cosine of the scattering
angle
g = Θiso,1 =
∫
S2
Θiso(ˆs · sˆ ′)(ˆs · sˆ ′) dsˆ ′. (11)
In the sequel, we refer to the parameter g as the bias factor.
The so-called PN approximation to the RTE is obtained by inserting the expansions
(7), (8) and (9) into the RTE (1) and truncating the series at l = N . After some
lengthy calculations, this leads to a set of (N + 1)2 coupled equations.
The diffusion approximation is derived from the P1 approximation. Truncating the
series at l = 1 leads to a pair of coupled equations(
1
c
∂
∂t
+ µa(r)
)
Φ(r, t) +∇J(r, t) = q0(r, t) (12)(
1
c
∂
∂t
+ µa(r) + (1− g)µs(r)
)
J(r, t) +
1
3
∇Φ(r, t) = q1(r, t), (13)
where Φ and J are defined in Eqs. (6) and (5), and q0 and q1 are given by
q0(r, t) =
∫
Sm−1
q(r, sˆ, t) dsˆ, (14)
q1(r, t) =
∫
Sm−1
sˆq(r, sˆ, t) dsˆ. (15)
In the case of P1 approximation, this set can also be derived without explicit expan-
sion of the phase function Θiso(ˆs · sˆ ′, r). For details, see, e.g., [56, 60].
The P1 approximation (12)-(13) can be reduced to a single equation by making the
assumptions that q1 vanishes and ∂J∂t is negligible. Equation (13) then simplifies
into Fick’s law
J = −κ0∇Φ, (16)
where the diffusion coefficient is defined by
κ0 =
1
m(µa + µ′s)
(17)
and µ′s = (1− g)µs is the reduced scattering coefficient. Substituting the Fick’s law
into Eq. (12), we arrive at the isotropic diffusion equation
1
c
∂
∂t
Φ(r, t)−∇ · κ0(r)∇Φ(r, t) + µa(r)Φ(r, t) = q0(r, t). (18)
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Figure 2: A schematic representation of the anisotropic scattering model. The component
of light parallel to the axis of the cylinder (z–axis) is preserved in the scattering, whereas
the perpendicular component obeys the 2D Henyey-Greenstein function. The cone represents
the possible scattering directions. When g⊥ = 0, i.e., scattering is uniform in the xy–plane,
the scattering probability is distributed evenly on the cone.
The assumption that q1 = 0 means that an isotropic source term is assumed. The
second assumption, ∂J∂t is negligible, can be justified for modulation frequencies less
than ∼1 GHz for the case µa << µ′s. For more details, see, e.g., Publication III
and [57, 58, 61, 62]. The diffusion model is widely used and considered valid for
most cases. Some important exceptions are, e.g., the proximity of light sources
and non-scattering regions. For more discussion and results, see, e.g., Publication
III, [57, 58,61–69].
Anisotropic case
For the anisotropic case, a similar derivation using the spherical harmonics can be
conducted. The question then arises, though, as to what kind of function to use for
the scattering phase function Θ. One possible derivation is presented in Publication
II, where a phase function is constructed by considering an infinite cylinder oriented
in the direction of the z-axis. The direction of scatter is assumed unchanged in the
z-direction, whereas in the xy-plane isotropic scattering is assumed. A model for
the phase function is then written as
Θaniso(ˆs, sˆ ′) = Θ(υ, υ′, ζ, ζ ′; g⊥) = δ(cos υ − cos υ′)ΘHG,2(ζ, ζ ′; g⊥), (19)
where ΘHG,2 is the two-dimensional analog of the Henyey-Greenstein function
ΘHG,2(ζ, ζ ′; g⊥) =
1
2pi
1− g2⊥
(1 + g2⊥ − 2g⊥ cos(ζ − ζ ′))
, (20)
and g⊥ represents the bias factor for scattering in the xy-plane. The anisotropic
scattering model is illustrated in Fig. 2.
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Expanding the phase function (19) into spherical harmonics and performing the
standard derivation results into the anisotropic diffusion equation (for more details,
see Publication II)
1
c
∂
∂t
Φ(r, t)−∇ · κ(r)∇Φ(r, t) + µa(r)Φ(r, t) = q0(r, t). (21)
Above, the diffusion tensor κ is given by
κ =
1
3
(µaI + (I − S1)µs)−1 , (22)
where I denotes the identity matrix and
S1 =
g⊥ 0 00 g⊥ 0
0 0 1
 (23)
To generalize the representation of the diffusion tensor, we imagine a mixture of
oriented fibres and isotropic scatterers with fractions f and (1 − f), respectively,
and assume that the isotropic scatterers have a bias factor g0. The diffusion tensor
is then obtained using
S1 =
fg⊥ + (1− f)g0 0 00 fg⊥ + (1− f)g0 0
0 0 f + (1− f)g0
 (24)
Furthermore, the diffusion tensor along some other direction is obtained by rotating
the original diffusion tensor
κ→ RκRT , (25)
where R ∈ Rm×m is a rotation matrix.
A second possibility to derive the anisotropic diffusion approximation is presented
in Publication I, where the spherical harmonics are not used explicitly. Instead,
an orthogonal projection operator is defined, and the derivation is conducted by
calculating the projection into the subspace spanned by the zeroth and the first
order polynomials in Sm−1. This results into an anisotropic diffusion equation of
the form (21) with the diffusion coefficient defined by
κ =
1
m
((µaI + (I −B)µs)−1 ∈ Rm×m, (26)
where I is the identity matrix and B = B(r) ∈ Rm×m is a matrix with elements
Bi,j(r) =
m
|Sm−1|
∫
Sm−1
∫
Sm−1
sis
′
jΘ(ˆs, sˆ
′, r) dsˆdsˆ ′. (27)
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Above, si and s′j represent the ith and the jth components of sˆ and sˆ
′, respectively.
Yet another possibility to derive the anisotropic DA with again a slightly different
definition for the diffusion tensor is presented in [48].
Frequency domain
In this work, the diffusion equation is solved in the frequency domain. Assume a
point source at r = rs modulated with an angular frequency ω,
q0(r, t) = δ(r− rs)(Q0 + Se−iωt), (28)
where Q0 is the dc amplitude and S the modulation amplitude of the source. The
frequency domain analog of the diffusion equation (21) is obtained by taking the
Fourier transform of (21):
− iω
c
Φ(r;ω)−∇ · κ(r)∇Φ(r;ω) + µa(r)Φ(r;ω) = q0(r;ω), (29)
where Φ(r;ω) is the complex fluence arising from the intensity modulated part
q0(r;ω) of the source term.
3.1.3 Boundary and source conditions
In the literature, there are a few boundary and source conditions that have been
adopted for the diffusion equation in optical imaging [54, 56, 57, 60, 61, 65, 67, 68,
Publication II]. The simplest boundary condition is the Dirichlet boundary condition
(DBC), where the fluence on the boundary is set to zero. Another possibility is to use
the so-called extrapolated boundary condition, where a virtual boundary is placed
at a certain distance from the real boundary, and the Dirichlet condition is applied
at this extrapolated boundary. Perhaps the most popular boundary condition, and
the approach that we also adopt in this thesis, is the so-called Robin boundary
condition (RBC), which can be derived from the condition that the total inward
directed current at each point on the boundary is zero. Without refractive index
mismatch, the RBC is written
Φ(r, t) +
1
2γ
nˆ · κ(r)∇Φ(r, t) = 0 ∀r ∈ ∂Ω, (30)
where nˆ is the outward unit normal vector to the boundary ∂Ω, and the constant
γ = γm depends on the dimension m and has values γ2 = 1/pi, γ3 = 1/4.
To model the light source, two different approaches are commonly employed. One
possibility is to use a diffuse source on the boundary. The source is represented as
an inward-directed current over the illuminated area on the boundary. The diffuse
source can be incorporated directly into the DBC and RBC. The second approach,
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which is what we use in this thesis, is to treat the light source as a collimated
pencil beam incident on the boundary. A usual way to model the pencil beam is to
represent it as an isotropic point source located at a depth 1/µ′s under the surface
of the body.
On the boundary, the measurement data consists of the outward boundary flux
Φout = −nˆ · κ∇Φ at the measurement locations rmeas ∈ ∂Ω. For the purpose of
image reconstruction, one or more measurement types are usually derived from the
outward boundary flux [67, 70–72]. In this thesis, the numerical work is done in
the frequency domain, and for the measurement quantities we use the logarithm of
the amplitude lnA = ln |Φout| and the phase angle ϕ = argΦout of the complex
boundary flux.
3.2 Numerical solution using finite elements
Perhaps the most frequently utilised approaches for the numerical solution of partial
differential equations in optical tomography are the finite difference (FD) [63,73–77]
and the finite element (FE) [13, 33, 38, 67, 68, 78–93] methods. Of these, the finite
element method is more widely used due to its flexibility in modelling physiological
tissue shapes and inhomogeneous material parameter distributions. Most of the
numerical simulations in this work are based on the FE method.
The implementation of the finite element solution to the diffusion equation starts
by the variational formulation. Assume that we want to solve the diffusion equation
in a body Ω ⊂ Rm. By multiplying the DA (29) by a test function ψ, integrating
by parts over Ω, and including the RBC (30), we get the weak formulation of the
problem: Find Φ such that∫
Ω
∇ψ · κ∇Φdr+
∫
Ω
(µa − iω
c
)ψΦdr+
∫
∂Ω
2γψΦdS = q0ψ(rs) (31)
∀ψ ∈ H1(Ω), where H1(Ω) is a predefined function space (Sobolev space) for the
test functions. In the above form, a point source at r = rs is assumed.
The finite element approximation consists of dividing the domain Ω into a set of
finite elements, and approximating the solution by nodal-based basis functions
Φ(r) ≈ Φh(r) =
Nn∑
j=1
αjψj(r), (32)
where Nn is the number of nodes in the finite element mesh. By requiring that Φh
satisfies Eq. (31) ∀ψj ∈ {ψi}Nn1 we arrive at the matrix equation Aα = β, where A
is the Nn ×Nn symmetric matrix with elements
Aj,` =
∫
Ω
∇ψj · κ∇ψ`dr+
∫
Ω
(µa − iω
c
)ψjψ`dr+
∫
∂Ω
2γψjψ`dS, (33)
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and β is a Nn × 1 vector βj = q0ψj(rs).
The numerical simulations in this work are conducted in two-dimensional space. In
2D, we write the diffusion coefficient κ ∈ R2
κ(r) = U(r)diag(λ1(r), λ2(r))U(r)T, (34)
where
λj(r) =
1
2(µa(r) + (1− bj(r))µs(r)) , j = 1, 2. (35)
The above form is obtained straightforwardly from Eqs. (22)-(25), and in the case
of Eqs. (26)-(27) it is obtained from the eigenvalue decomposition of B: B =
Udiag(b1, b2)UT. By denoting the angle of the first eigenvector a¯1 in the matrix
U ∈ R2 by θ, U is written as
U(r) = (a¯1(r) a¯2(r)) =
(
cos θ(r) − sin θ(r)
sin θ(r) cos θ(r)
)
. (36)
The angle θ(r) containing the information on the direction of anisotropy is restricted
to the interval 0 ≤ θ(r) < pi.
Apart from the first term, the system matrix A is essentially the same as in an
isotropic case. We note that the first term may be written as∫
Ω
∇ψj · κ∇ψ`dr =
∫
Ω
λ1(a¯1 · ∇ψj)(a¯1 · ∇ψ`)dr+
∫
Ω
λ2(a¯2 · ∇ψj)(a¯2 · ∇ψ`)dr. (37)
Furthermore, if the strength of the anisotropy is assumed to be constant, i.e., the
parameters λ1 and λ2 have constant values, these parameters can be taken out from
the integrals.
3.3 Comparison of numerical solutions
A common way to test the validity of a simplified computational model, such as the
diffusion equation, is to compare the results of the model with Monte Carlo simula-
tions [33,37,65,67,94,95]. In Publication II, we have compared the FE model for the
anisotropic frequency domain diffusion equation (29) with Monte Carlo simulations
and the boundary element (BE) method [96–98] solution to (29).
The anisotropic Monte Carlo simulation was based on an isotropic time-domain
Monte Carlo code [66,99]. The MC code proceeds by successively launching photon
packets into the medium and following their propagation until they are completely
absorbed or escape through the boundary of the medium. The absorption is mod-
elled by introducing a weight to the photon packet and reducing the weight at each
scattering step relative to the probability of absorption. As the photon exits on the
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boundary, the weight of the packet is recorded. To model anisotropic media, the
anisotropic scattering model described in Fig. 2 and Eqs. (19)–(20) with g⊥ = 0,
i.e., uniform scattering in the plane perpendicular to the direction of anisotropy,
was implemented into the MC code. Anisotropic scattering was assumed to take
place with probability f , otherwise an isotropic scattering with uniform probability
distribution for the scattering angle was simulated. In order to simulate frequency
domain measurements, the phase shift and the complex intensity were calculated
based on the pathlength and weight of the photon packets exiting the medium.
To implement the corresponding diffusion model, the anisotropic diffusion equation
(29) with the diffusion coefficient defined by Eqs. (22)–(24) was utilised. The diffu-
sion model was solved in 2D using both FE and BE methods. For the details of the
implementation of the BE method, see Publication II.
The MC simulation was conducted in a 3D cylinder, and the FE and BE calcula-
tions in a disk corresponding to a cross-section of the cylinder. Although the MC
simulation was conducted in 3D and the FE and BE models in 2D, the results could
be compared by modelling the detectors in 3D by line detectors parallel to the axis
of the cylinder. The results of the simulations indicate that the anisotropic effects
could be modelled with the diffusion model sufficiently, provided that the anisotropy
used is presentable in the diffusion framework. For details of the simulations and
results, see Publication II.
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4 Solving the inverse problem
4.1 Inverse problem in OT with background anisotropies
A rigorous and commonly adopted approach for solving the inverse problem is to
use model-based estimation methods that rely on a forward model of the measure-
ments. The inverse problem then becomes the problem of recovering the relevant
parameters of the forward model, and hence the definition of the inverse problem
depends on the forward model chosen. Throughout this thesis, we concentrate on
the inverse problem of finding the relevant parameters under the diffusion model.
In the isotropic case, the inverse problem generally consists of finding the spatial
distributions of the absorption and the scattering or the diffusion coefficients based
on the boundary data. By defining a non-linear forward operator G, the forward
model can be expressed as
y = G(p; q), (38)
where y is the data predicted by the forward operator, given the internal parameter
distribution p and the distribution of sources q. The solution of the inverse problem
can then formally be written as
p = G−1(y; q). (39)
The inverse problem of optical tomography suffers from severe ill-posedness, which,
together with the measurement noise and discrepancies between the model and re-
ality in the case of measured data, ensure that solving the inverse problem is often
a complicated task. The non-uniqueness of the inverse problem in the isotropic case
has been assessed in [100], where the authors showed that the recovery of both the
absorption and the diffusion coefficients based on steady-state measurements is a
non-unique problem. However, in the case of time/frequency-domain data, unique-
ness could in principle be proven at the limit of complete continuous measurements
and source distributions and assuming the refractive index to be known. However,
in a real world problem with discrete measurements, the unique recovery of the
distribution of the absorption and diffusion coefficients is likely to be unfeasible.
In practice, simultaneous estimates of both the absorption and the diffusion coeffi-
cients are retrieved through imposing some prior knowledge on the solution into the
estimation scheme.
In the anisotropic case, however, the situation is even more complicated. Using the
anisotropic diffusion equation as the forward model, instead of single scalar diffu-
sion coefficient κ0, the diffusion is modelled with a tensor κ. The non-uniqueness
of the inverse anisotropic conductivity problem in electrical impedance tomography
(EIT), which is a similar problem to the inverse anisotropic diffusion problem in
OT, has been proven both in 3D and 2D [101, 102]. One source of non-uniqueness
are diffeomorphic transformations that leave the boundary intact. Similarly, in OT
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the inverse problem of defining the anisotropic diffusion tensor and the absorption
coefficient simultaneously suffers from non-uniqueness. Hence an attempt to esti-
mate both the absorption coefficient and the diffusion tensor without essential prior
knowledge is very likely to fail.
As mentioned above, to help the estimation in the case of an ill-posed problem,
prior information on the unknown parameters is generally used to modify the prob-
lem towards a more well-posed one. One way to impose the prior information is
to reduce the number of sought parameters by implementing knowledge on, e.g.,
region boundaries or parameter values. Another way is to introduce a regulariz-
ing functional into the objective functional that is minimized in the solution. The
regularizing functional may contain penalty terms to regulate, e.g., the norm, the
variance, or the smoothness of the solution. However, often it may be that prior
information is available, but the nature of the information is such that the essential
problem then is on the implementation of this information into the estimation. In
those cases, statistical methods may provide a way to implement the prior informa-
tion. The cost, however, is often that the implementation of the statistical approach
leads to methods that are computationally demanding and expensive.
In the case of anisotropies, prior information may be available based on, e.g., anatom-
ical information or information from another imaging modality such as diffusion
tensor imaging. However, often specific prior information such as MR-DTI data is
not available, or it may be that the prior information at hand is not very accurate
or reliable. The kind of prior information one is most likely to have could be sug-
gestive information on the directions of anisotropy, e.g., from the knowledge of the
anatomical structure of the muscles or the brain. Even in the case that MR-DTI
data is available, drawing elaborate conclusions on the strength of the anisotropy
may be unjustified.
The approach taken in this thesis is to assume that we have a parameter of primary
interest, which we choose to be the absorption coefficient. The rest of the unknown
parameters, in this case the parameters defining the diffusion tensor, are mainly
seen as parameters of secondary interest that compromise the reconstruction of the
primary parameter of interest. We do not attempt to determine the diffusion tensor
parameters, or at least not all of them, during the estimation, but try to estimate the
absorption coefficient and reduce the disturbing effect of the background anisotropy.
In addition to the fact that even the recovery of the diffusion tensor alone without
adequate prior knowledge may prove to be practically impossible, we justify this
choice by considering the potential applications. From the point of view of clinical
applications, there are several cases where knowledge on the absorption coefficient
alone can be valuable and provide diagnostic information. In tomographic imaging
of the infant head, the goal may be to detect and localize hematomas or problems in
blood perfusion, which are phenomena that could be monitored using information
on the absorption only. In imaging of the muscles, the phenomena of interest are
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likewise related to the amount and the oxygenation state of the blood, which are
reflected in the absorption coefficient. For completeness let us note that also in breast
cancer imaging, though there anisotropies are likely to be of much less significance
than in the two previous examples, cancerous tissue has been reported to exhibit
from 1.25 to 3 times higher absorption than the normal one [103].
When encountering a situation where background anisotropies are present, the sim-
plest and the most straightforward approach is simply to ignore the anisotropies
and use the conventional isotropic model for the inversion. Alternatively, one might
assume that enough prior information is available on the background anisotropy
to fix certain anisotropy parameter values and enable the reconstruction of the re-
maining ones. Moving on towards more sophisticated approaches, the next step
considered in this thesis is to utilise methods to reduce the degrading effect of the
secondary parameters, i.e., anisotropy parameters, on the estimate of the absorption
coefficient. The limited prior information on the anisotropies may be implemented
into these methods. However, the problem of imposing prior knowledge in the esti-
mation still remains, and more complex priors require sophisticated modelling and
computational means that, for the most part, are out of the scope of this thesis.
In the following, we first briefly review some optimization methods used in this the-
sis. Also, we give a brief outline of the statistical thinking, as the work presented
here is related to and has extension in statistical inversion methods. The solution
methods to the anisotropic inverse problem used in this thesis are then likewise
briefly reviewed, together with a numerical example of some of the methods. For
more details and results the reader is referred to Publications I, IV and V. Finally,
to demonstrate that the methods developed might be useful also for problems other
than anisotropic tissue structures, we present an application, published in Publica-
tion VI, of the methods to deal with inaccurately known boundary geometry and
optode positions.
4.2 Gauss-Newton and Levenberg-Marquardt algorithms
Assuming additive measurement noise n the observation model adopted in this work
is written as
y = G(p) + n, (40)
where y is a vector containing the measurements, p a vector containing the dis-
cretized parameter values, G the model for the noiseless observation and n the vec-
tor containing the additive measurement noise. The solution to the inverse problem
is often formulated as an optimization problem of minimizing an objective func-
tional involving the difference between the measured and model predicted data.
One popular approach is the least squares method (see, e.g., [104–106]), where the
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minimization problem is to find p that minimizes the functional
F (p) = ||y −G(p)||2. (41)
In practice, to obtain useful estimates, regularization needs to be used. A very
commonly used regularization method is the Tikhonov regularization (see, e.g. [107]),
where the least squares functional is modified by adding a regularizing penalty term.
Also, if prior information on the structure of the additive noise is available, the
minimization can be done in the weighted least squares sense by scaling the residual
with a weight matrix Lw. Including the weighting and the Tikhonov regularization
in the generalized form, the objective functional becomes
F (p) = ||Lw(y −G(p))||2 + αf(p), (42)
where α > 0 is the regularization parameter. Assuming, e.g., that W is a diagonal
noise covariance matrix, one possible way to choose the weighting matrix Lw is to
set LTwLw =W
−1. A commonly used form for the functional f(p) is
f(p) = ||L(p− p∗)||2, (43)
where L is a regularization matrix and p∗ represents a plausible value of p based on
prior knowledge.
The Gauss-Newton method for the problem (42) can be derived from a sequence of
linearizations for the non-linear operator G. If pk is the current estimate of p, we
write the linearization as
G(p) ≈ G(pk) +G′(p)|p=pk(p− pk) ≡ G(pk) + J(p− pk), (44)
where J denotes the Jacobian matrix of the non-linear forward model with respect
to p at the current estimate p = pk. The minimization proceeds iteratively by
minimizing the linearized approximation
F (p) ≈ F˜ (p) = ||Lw(y −G(pk)− J(p− pk))||2 + α||L(p− p∗)||2, (45)
where we have adopted a regularizing functional of the form (43). The minimum of
the functional F˜ is found at the zero of the gradient, i.e., from solving F˜ ′(p)|p=pk+1 =
0 we get the next estimate pk+1
pk+1 = pk + (JTLTwLwJ + αL
TL)−1(JTLTwLw(y −G(pk))− αLTL(pk − p∗))
≡ pk + δpk. (46)
Often an additional step size parameter is used to control the iteration. The new
estimate is obtained from pk+1 = pk + skδpk, where sk is the step size parameter
to be determined and δpk is used as a search direction. This method is sometimes
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called the damped Gauss-Newton method [104,105]. The step size parameter can be
determined, e.g., from a one-dimensional line search.
The Levenberg-Marquardt (LM) method is obtained likewise from a sequence of local
linearizations and minimizations. For the Levenberg-Marquardt method, the search
direction δpk is solved by minimizing
F˜LM(δp) = ||Lw(y −G(pk)− Jδp)||2 + λ||δp||2, (47)
and the next estimate is obtained as
pk+1 = pk + δpk = pk + (JTLTwLwJ + λI)
−1(JTLTwLw(y −G(pk)). (48)
The Levenberg-Marquardt method originates from trust-region methods (see, e.g.,
[105]). The least squares problem (47) is related to a least squares problem of
minimizing ||Lw(y−G(pk)−J(δp))||2 with a quadratic constraint ||δp||2 ≤ δc, where
the set of vectors δp satisfying ||δp||2 ≤ δc is viewed as the region of trust for the
linearizing approximation G(p) ≈ G(pk)+ Jδp around the current estimate pk. The
choice of the parameter λ can be done based on the trust-region parameter δc [105];
however, in this work the LM algorithm was implemented by choosing λ based on
visual inspection of the obtained estimate.
4.3 About statistical inversion methods
This section presents some basic concepts of statistical inversion theory and some
results used in this thesis. The text is mainly based on [108].
4.3.1 General concepts
In statistical inversion theory, the parameters are divided into parameters that can
be observed and parameters that are not directly observable. All the parameters
are modelled as random variables that depend on each other through a model. The
information on the parameter values is expressed by probability distributions. In
the inverse problem, some of the unobservable parameters are of primary interest,
whereas others are considered to be of secondary interest. The interdependence
of the parameters is expressed through a joint probability distribution. The idea
is then to make inference on the unknown parameters of interest based on all the
knowledge of the measurements, the model between the parameters, and the prior
information on the parameters. The solution of the inverse problem is the posterior
probability distribution of the parameter of interest rather than a single estimate
like in the traditional approach.
In the following, we give some basic ideas of the statistical approach to inverse
problems. We denote the directly observable quantity, i.e., the measurement, by Y ,
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and the nonobservable quantity by X. Assuming a discretized model, Y and X are
vector valued random variables, and we denote their realizations by y and x, respec-
tively. The information on the nonobservable quantity X prior to the measurement
is expressed by the prior probability density pipr(x). The conditional probability
density of the measurement Y given the value X = x of the nonobservable quantity
X is
pi(y|x) = pi(x, y)
pipr(x)
, pi(x)pr > 0, (49)
where pi(x, y) denotes the joint probability density of X and Y . The conditional
probability density of the measurement is often called the likelihood density. The
conditional probability density of X given the measurement data Y = y is written
as
pi(x|y) = pi(x, y)
pi(y)
, pi(y) > 0, (50)
where pi(y) =
∫
pi(x, y)dx is the marginal probability density of the measurement Y .
Using Eq. (49) we may write the conditional probability density of X as
pi(x|y) = pi(y|x)pipr(x)
pi(y)
. (51)
Equation (51) is a central theorem in statistical or Bayesian approach for inverse
problems and is known as the Bayes formula. The conditional probability density
of X is often referred to as the posterior density pipost(x) of X, and in statistical
framework, it is the solution to the inverse problem. Given the measurement data y,
the term pi(y) is a constant that is often left out; hence we write pipost(x) = pi(x|y) ∝
pi(y|x)pipr(x).
In Bayesian approach, the solution to the inverse problem is a probability distrib-
ution rather than a single estimate. Obviously, a probability distribution contains
more information on the solution than a single estimate; however, it is often useful
to review or visualise single point estimates. There are several point estimates that
may be drawn from the posterior distribution. One of the most commonly used is
the maximum a posterior (MAP) estimate, that is defined by
xMAP = argmax
x
pi(x|y). (52)
Computing the MAP estimate corresponds to solving an optimization problem. An-
other popular point estimate is the conditional mean (CM) estimate, that requires
the solution of an integration problem
xCM =
∫
xpi(x|y)dx. (53)
Finally, we mention the maximum likelihood (ML) estimate, that corresponds to
finding the value of X that is most likely to produce the data y
xML = argmax
x
pi(y|x). (54)
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The ML estimate corresponds to solving the inverse problem without regularization,
and in the case of ill-posed inverse problems it is quite unstable. In addition to point
estimates, interval estimates can be retrieved from the posteriori distribution that
help to assess the credibility of the estimates (c.f. [108]).
4.3.2 Additive Gaussian noise: Relation to the traditional approach
In order to form the posterior distribution, one must construct the likelihood func-
tion pi(y|x). The likelihood function is constructed using knowledge on the forward
model and the characteristics of the noise and other measurement and modelling
uncertainties. Assuming an observation model of the general form Y = G(X,N),
where Y is again a vector containing the measurement, X a vector of the un-
known parameter values, and N the noise vector, the likelihood density is written
as pi(y|x, n) = δ(y−G(x, n)), i.e., the model G completely defines the measurement
Y .
A commonly used model for noise in applications is to assume that the noise is addi-
tive and that the noise N and the unknown parameters X are mutually independent.
Then, we have a model
Y = G(X) +N. (55)
Assume that the probability distribution of the noise pinoise(n) is known. From (55)
we have N = Y − G(X), and further, if we fix X = x we have N = Y − G(x).
Hence we deduce that Y − G(x) follows the same distribution as the noise N , i.e.,
the probability density of Y conditioned on x is given by
pi(y|x) = pinoise(y −G(x)). (56)
Using the Bayes formula, we then have for the posterior density of X
pi(x|y) ∝ pinoise(y −G(x))pipr(x). (57)
Let us now consider the special case where the noise is Gaussian and of zero mean,
i.e.,
pinoise(n) ∝ exp
{
−1
2
(n− n0)TΓ−1noise(n− n0)
}
, (58)
where Γnoise is the noise covariance matrix and n0 = 0. In the sequel, we denote
Gaussian distributions as written above by N ∼ N (n0,Γnoise). Then we have for
the likelihood density
pi(y|x) ∝ exp
{
−1
2
(y −G(x))TΓ−1noise(y −G(x))
}
. (59)
The ML estimate xML is obtained by minimizing 12(y − G(x))TΓ−1noise(y − G(x)).
Choosing 12Γ
−1
noise = L
T
wLw we note that finding the ML estimate corresponds to
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the weighted least squares estimation without regularization. Further, if the prior
density of X is of the form pipr(x) ∝ exp(−αf(x)), we get for the posterior density
pi(x|y) ∝ exp
{
−1
2
(y −G(x))TΓ−1noise(y −G(x))− αf(x)
}
. (60)
The MAP estimate is obtained by minimizing 12(y−G(x))TΓ−1noise(y−G(x))+αf(x)
which, choosing 12Γ
−1
noise = L
T
wLw, corresponds to the weighted least squares estimate
with generalised Tikhonov regularization.
4.3.3 Gaussian prior densities
In this section, we present some results for the special case where the random vari-
ables in the model are Gaussian. Calculating, e.g., the Bayesian CM estimate is an
integration problem that in general leads to computationally demanding integration
using, e.g., Markov chain Monte Carlo (MCMC) methods. However, for Gaussian
random variables we can derive closed form estimates for the means and covariances
of the unknown parameters of interest. We restrict ourselves here to only presenting
the most important results, and refer to the literature [108] for the proofs.
Consider a positive definite symmetric matrix[
Γ11 Γ12
Γ21 Γ22
]
∈ R(n+k)×(n+k), (61)
where Γ11 ∈ Rn×n, Γ22 ∈ Rk×k, and Γ21 = ΓT12. First we define the Schur comple-
ments Γ˜jj , j = 1, 2 by
Γ˜22 = Γ11 − Γ12Γ−122 Γ21, Γ˜11 = Γ22 − Γ21Γ−111 Γ12. (62)
Now, let X ∈ Rn and Y ∈ Rk be two Gaussian random variables with a joint
probability density of the form
pi(x, y) ∝ exp
(
−1
2
[
x− x0
y − y0
]T [ Γ11 Γ12
Γ21 Γ22
]−1 [
x− x0
y − y0
])
. (63)
Then the conditional probability density of X conditioned on Y = y is of the form
pi(x|y) ∝ exp
(
−1
2
(x− x¯)T Γ˜−122 (x− x¯)
)
, (64)
where
x¯ = x0 + Γ12Γ−122 (y − y0). (65)
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Further, the marginal density of X is
pi(x) =
∫
Rk
pi(x, y)dy ∝ exp
(
−1
2
(x− x0)TΓ−111 (x− x0)
)
. (66)
The proofs of the above results are based on a matrix inversion lemma using Schur
complements and may be found in [108].
Next, let us consider a linear model with additive noise,
Y = BX +N, (67)
where B ∈ Rm×n is known, and X ∈ Rn and Y,N ∈ Rm are random variables.
Further, assume that X and N are mutually independent and Gaussian: X ∼
N (x0,Γpr), N ∼ N (n0,Γnoise). Within these assumptions, the posterior density is
then of the form pi(x|y) ∝ pipr(x)pinoise(y − Bx). To get a closed form estimate for
X, we first form the joint probability density of X and Y , which by straightforward
calculation assumes a form
pi(x, y) ∝ exp
(
−1
2
[
x− x0
y − y0
]T [ Γpr ΓprBT
BΓpr BΓprBT + Γnoise
]−1 [
x− x0
y − y0
])
. (68)
Hence, using the result in (64), we find that the posterior probability density of X
conditioned on Y = y is of the form
pi(x|y) ∝ exp
(
−1
2
(x− x¯)TΓ−1post(x− x¯)
)
, (69)
where
x¯ = x0 + ΓprBT (BΓprBT + Γnoise)−1(y −Bx0 − n0) (70)
and
Γpost = Γpr − ΓprBT (BΓprBT + Γnoise)−1BΓpr. (71)
We note that in the Gaussian case the posterior distribution pi(x|y) is also Gaussian,
and that the CM and MAP estimates coincide.
4.4 Estimation of absorption in anisotropic background
In this section, we summarize briefly the methods presented in the Publications of
this thesis for the estimation of the optical absorption coefficient in the presence of
anisotropies. Examples of the application of the estimation methods on simulated
data are included at the end of this section and in the Publications. Let us also
note that in these simulated examples, we have used anisotropies that are strong
enough to give a significant effect on the data and hence also on the estimation.
For example, the eigenvalues of the diffusion tensor are in most cases chosen so that
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the larger eigenvalue is roughly three times the smaller one. There are no physical
grounds for this choice but it is done in an ad hoc manner with the purpose to test
the performance of the methods presented. Hence, the numerical results should be
perceived with this aspect in mind.
4.4.1 Isotropic reconstruction
Let us first consider the estimation using a purely isotropic model for the anisotropic
case. The isotropic least squares problem is to find µa and κ0 that minimize a
functional of a form
||y −G(µa, κ0)||2 + α(fµa(µa) + fκ0(κ0)), (72)
which in practice was solved using the Gauss-Newton or the Levenberg-Marquardt
iteration. The performance of the isotropic method depends crucially on whether κ0
is allowed to vary and develop significant boundary artefacts that compensate for
the defective modelling. In such cases, the estimate of the absorption coefficient still
contains some visible information on the main features, though the quality of the
estimate is compromised by significant artefacts. However, if κ0 is fixed, e.g., on the
true value of the isotropic part of the body, and the estimation is conducted on µa
only, the estimate of µa becomes totally useless. An example of applying isotropic
reconstruction in an anisotropic case is presented in Fig. 3. Other examples of
isotropic reconstructions may be found in Publications I, V, and VI.
4.4.2 Simultaneous reconstruction using partly fixed model
In the case structural prior information on anisotropies is available, one could in
theory fix the direction of the anisotropy, and only reconstruct for the strength si-
multaneously with the absorption coefficient. The observation model is then written
as
y = G(µa, λ1, λ2, κ0) + n, (73)
where n is additive noise and it is assumed that parts of the domain may be isotropic
with an isotropic diffusion coefficient κ0. The LS functional to be minimized then
is of the form
||y −G(µa, λ1, λ2, κ0)||2 + α(fµa(µa) + fλ1(λ1) + fλ2(λ2) + fκ0(κ0)). (74)
As the recovery of spatially dependent (µa, λ1, λ2, κ0) may not be feasible, and the
main interest is in the distribution of µa, in the numerical examples of this thesis
(Publication IV) we have assumed that (λ1, λ2, κ0) are spatially constant. The
estimation is done in two stages, where firstly we recover the constant scalar values
of (µa, λ1, λ2, κ0), and secondly, move the iteration to a pixel basis for µa. The
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results of the simulations in Publication IV show that as long as the geometry is
modelled correctly, the estimation is fairly successful, but if the geometry is not
accurately known, the quality of the estimates degrades relatively fast. As in reality
the geometry would be known only up to certain accuracy, the practical applications
of this approach are quite limited.
4.4.3 Calculation of the marginal density
Following the statistical approach presented in Sec. 4.3, our next approach consists
of calculating the marginal posterior density of the absorption coefficient. In this
section, we review briefly the calculation of the marginal posterior density in our
application. Let us for now denote the anisotropy parameters (λ1, λ2, θ) by z. The
observation model is thus
y = G(µa, z) + n, (75)
where n again denotes additive measurement noise. The aim is to calculate the pos-
terior density pi(µa, z|y) of [µa; z] conditioned on the measurement, and thereafter
the marginal posterior density of µa by integrating the anisotropy parameters in z
out. Assume now that µa, z and n are Gaussian and further that the noise n has zero
mean: µa ∼ N (µa,0,Γµa), z ∼ N (z0,Γz), n ∼ N (0,Γnoise). By linearizing the obser-
vation model at [µ∗a; z∗], we have G(µa, z) ≈ G(µ∗a, z∗)+Jµa(µa−µ∗a)+Jz(z− z∗) ≡
G(p∗)+J(p−p∗), where J = [Jµa Jz] and (p−p∗)T = [(µa−µ∗a)T (z−z∗)T ]. Thus, de-
noting G(µ∗a, z∗) = y∗ we have a linearized observation model y = y∗+J(p−p∗)+n,
which is of a similar form of Eq. (67) with p ∼ N (p0,Γp) and pT0 = [µTa,0 zT0 ],
Γp = diag(Γµa ,Γz). Using the result in Eqs. (69)-(71) we see that pi(p|y) = pi(µa, z|y)
is Gaussian: p ∼ N (p¯,Γpost), where
p¯ =
[
µ¯a
z¯
]
=
[
µa,0
z0
]
+
[
ΓµaJTµa
ΓzJTz
]
L(y − y∗ − Jµa(µa,0 − µ∗a)− Jz(z0 − z∗)) (76)
and
Γpost =
[
Γµa − ΓµaJTµaLJµaΓµa −ΓµaJTµaLJzΓz
−ΓzJTz LJµaΓµa Γz − ΓzJTz LJzΓz
]
(77)
with
V = (JµaΓµaJ
T
µa + JzΓzJ
T
z + Γnoise)
−1. (78)
The probability density pi(µa, z|y) is a Gaussian density of the form of Eq. (63).
The marginal density is now obtained in a straightforward manner by applying the
result (66), and we have pi(µa|y) ∝ exp(−12(µa − µ¯a)TΓ−1post,µa(µa − µ¯a)), where µ¯a is
as above and
Γpost,µa = Γµa − ΓµaJTµaV JµaΓµa . (79)
Note that the division of the parameters to µa and z is rather arbitrary. The
parameter z can contain all the anisotropy parameters (λ1, λ2, θ) or only some of
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them: the rest can be left out from the estimation problem by assuming that they are
known and fixing their values. Also, in theory, the marginalization can be done with
respect to any of the parameters giving the marginal posterior density of the rest.
However, due to non-uniqueness issues of anisotropic inverse problems, an attempt
to estimate the anisotropy in such a manner without essential prior knowledge is not
guaranteed to be successful. In Publication I, simulated results using marginalization
are calculated using simply z = λ2 and assuming λ1 and θ to be known.
4.4.4 Modelling error approach
Consider again an observation model of the form
y = G(µa, z) + n, (80)
where n denotes the measurement noise, and the parameter z includes the unknown
parameters of secondary interest. In this section, we present a method where un-
known parameters of secondary interest are not included in the estimation explicitly,
but fixed to a certain value z∗. Depending on the prior knowledge available on the
quantities in z, the approximation z = z∗ may be more or less truthful; however, in
general the uncertainty in value z∗ can be considerable. The discrepancy between
the true value and the value z∗ induces an error into our model. In this approach,
we aim to treat this modelling error as noise. Hence, we write the observation model
as
y = G(µa, z∗) + (G(µa, z)−G(µa, z∗)) + n = G(µa, z∗) + (µa, z) + n, (81)
where the term (µa, z) represents modelling error due to the approximation z =
z∗. From the point of the view of the statistical approach, if we had specified
the prior knowledge on µa and z, we could in principle estimate the probability
distribution of the modelling error term. However, at this point, we make again a
strong simplification by resorting to linearization and Gaussian approximation. We
make a local linearization at the current estimate µa,k of µa:
(µa, z) ≈ (µa,k, z) ≈ Jzδz, δz = z − z∗, (82)
where Jz denotes the Jacobian matrix of the nonlinear mapping G with respect z
at (µa, z)=(µa,k, z∗). The total error e is then
e = + n ≈ Jzδz + n. (83)
Assuming that the noise and the parameters are mutually independent and Gaussian,
z ∼ N (z∗,Γz), n ∼ N (0,Γnoise), the covariance of the total error e becomes
Γe = E{eeT } ≈ JzΓzJTz + Γnoise. (84)
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Hence the original model (80) is reduced to
y = G(µa, z∗) + e = G(µa) + e (85)
with additive noise e with covariance Γe. To solve the related inverse problem, we
can now apply any iterative estimation method such as least squares estimation of
the form of, e.g., Eqs. (42) or (47) with Γ−1e = LTwLw. A numerical example of the
modelling error approach combined with LM estimation is presented in Fig. 3, and
other examples are found in Publications V and VI. We note that the modelling
error approach is essentially very similar to the calculation of marginal density. One
advantage of this representation is that it provides an easy way to apply iterative
estimation schemes on the absorption coefficient.
4.5 Geometrical mismodelling
Publication VI presents an application of the modelling error approach reviewed in
the previous section to geometric mismodelling. Commonly in optical tomography
the boundary shape and the optode locations of the domain being imaged are as-
sumed to be known, and a fixed model is used for the reconstruction. However,
generally the fixed model used is only an approximation to the reality, and the dis-
crepancies between the model and reality may produce artefacts and compromise
the quality of the reconstruction. How severe this degradation is likely to be depends
on the type of application. In difference imaging, where two data sets with a fixed
geometry are measured and the difference of these data are used for image recon-
struction, the effects of geometric discrepancies may not be of major significance.
On the contrary, in absolute imaging the reconstruction is done using a single set of
data, and even slight disturbances may deteriorate the estimate significantly. Some
recently emerged algorithms such as optode positional calibration [109] or calibra-
tion for, e.g., the optode gains [110,111] (though originally not intended specifically
for geometric mismodelling) may help to take this problem into account. Publication
VI presents another option by recasting geometric mismodelling into generation of
anisotropies in an otherwise isotropic body.
The key idea of Publication VI is to represent geometric mismodelling using a dif-
feomorphic mapping from the model to the reality. Let us denote the real physical
domain by Ω, and the model domain that we use for reconstruction by Ω′. Also,
we assume that there is a one-to-one mapping Υ : Ω′ → Ω such that Υ as well
as its inverse Υ−1 : Ω → Ω′ are differentiable, and furthermore, we assume that
Υ maps the boundary ∂Ω′ to ∂Ω. Now, one can deduce that if Φ(r) satisfies the
diffusion equation (29) in Ω, in Ω′ there exists a corresponding function Φ′ for which
Φ(r) = Φ′(r′). Furthermore, Φ′(r′) also satisfies a diffusion equation, in which the
original quantities κ, µa and q are deformed in such a manner that an originally
isotropic κ may become anisotropic. The details of the proof and the deformations
of the parameters can be found in Publication VI.
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Figure 3: Numerical example of the isotropic reconstruction and the modelling error ap-
proach in an anisotropic case. (a) The model used for data generation. The boundary
is isotropic with κ0=0.0495 cm−1 and the central part anisotropic with the direction of
anisotropy parallel to the lines and (λ1, λ2)=(0.0495 cm−1, 0.0167 cm−1), except for the
stronger stripe in the middle where (λ1, λ2)=(0.0980 cm−1, 0.0167 cm−1). The background
absorption µa,bg=0.10 cm−1, and the three gray spheres (radii 0.8 cm) represent three pertur-
bations in µa with µa=0.20 cm−1. Simulated data was collected using 16 source/measurement
locations at equal distances on the boundary. The source is placed at each location at turn,
and the rest of the locations are used for measurement, resulting into 240 data values for
both of the measurement types lnA and ϕ. (b) The anisotropy model used in the modelling
error approach. The direction of anisotropy is parallel to the y−axis and (λ1, λ2)= (0.0332
cm−1, 0.0249 cm−1). (c) The estimate of µa using an isotropic LM iteration for µa and
κ0 simultaneously. The starting point of the iteration was (µa, κ0)=(0.05 cm−1, 0.0495
cm−1). First the background values were estimated, after which the iteration was continued
in the FE pixel basis. (d) Reconstruction of µa using the modelling error approach with
z = [λ1;λ2; θ] combined with LM iteration. In this example, z∗ is as depicted in Fig. 3 (b),
σz=[σλ1 ;σλ2 ;σθ] =[0.050 cm
−1; 0.050 cm−1, 1.35 rad] and all parameter are discretized
using the FE pixel basis. In LM iteration the starting point was µa=0.05 cm−1, first the
background value of µa was estimated, and secondly the iteration was moved into pixel basis.
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The approach taken in the estimation when the boundary shape and optode po-
sitions are not accurately known is to allow the domain to be anisotropic and re-
construct for the absorption coefficient only. Then we can pose a relatively loose
model for the anisotropy and apply the modelling error approach to handle the pos-
sible anisotropies. Publication VI shows a numerical example of the generation of
anisotropies in an isotropic body due to geometric mismodelling and the estimation
of the absorption coefficient with geometric mismodelling using the modelling error
approach.
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5 Discussion
In this thesis, modelling and reconstruction methods for optical tomography were
developed with a special emphasis on a situation where the medium is anisotropic.
The anisotropic diffusion equation used for solving the forward problem of OT was
derived, and the numerical solution using the FE method implemented. The FE
solution to the anisotropic DE was compared to a MC simulation and to a BE
solution to the DE.
The main focus in this thesis is, however, on the inverse problem of OT in the
presence of anisotropies. There, the first point to consider is how to define the
inverse problem in a feasible way. The excess of parameters in the anisotropic case
poses questions such as which parameters to reconstruct and how to deal with the
rest of the parameters of which, in a realistic application, there is a limited amount
of information. The principal idea throughout this work is that the main interest in
many applications is on the absorption coefficient. Hence, primarily the recovery of
the absorption coefficient was strived for at the expense of the other parameters. In
this thesis, a few different approaches were presented. In addition to the conventional
isotropic reconstruction, another straightforward way is to fix some of the anisotropy
parameters such as the structure of the body. The justification for this choice is that
one is more likely to have prior information on the structure and the direction of
anisotropy than the strength of the diffusion. However, numerical evidence shows
that in this approach the accurate knowledge of the structure is critical for the
success of the estimation. In light of the plausible prior knowledge that one might
have, the statistical treatment of anisotropies is probably the most realistic one. The
statistical approach enables modelling of anisotropies using probability distributions,
which is well in accordance with having information on the main features of the
structure and plausible intervals of the strength. The numerical examples in this
thesis show that statistical inversion methods can help to improve the quality of the
estimates even with very limited prior knowledge on the background anisotropy.
The numerical work in this thesis was conducted in 2D. However, modelling and
reconstruction from real data generally require a 3D model to be successful. The
work in this thesis should be taken as a ”proof-of-concept”. Studying, implementing
and testing novel methods is much easier and faster in 2D than in 3D. Moving into
3D increases the dimension of the numerical problem substantially, which requires
special attention to the implementation and increases the computational load sig-
nificantly. However, in order to test the methods on real data, a 3D implementation
is a necessary as well as an advisable part of future work.
In this work, the implementation of the statistical methods was done using rather
restrictive simplifications on the parameter distributions. Gaussian approximations
enabled the derivation of the sought estimates in a closed form. However, the
prospects in statistical inversion methods are much wider. In the statistical ap-
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proach, it is possible to pose a realistic probabilistic model for the unknown para-
meters. Generally, calculation of the point estimates and assessing their confidence
then becomes a numerical integration problem that requires specific methods such
as stochastic simulation using MCMC techniques.
The role of anisotropy in OT is an interesting question yet not very well under-
stood. How strongly the anisotropic tissue structures, e.g., in the brain show in
the data as well as in the results of the estimation is a subject that would need
further research. Preliminary MC simulations in the infant head indicate that the
effect on the data might be notable. However, the true measured data will have
many sources of interference, the effects of which might be relatively large compared
to the effects of anisotropies. The role of anisotropies is not, however, limited to
physical anisotropic tissue structures. As indicated in Publication VI, anisotropies
could be used to model other phenomena as well. The anisotropic diffusion model
provides a computationally feasible tool to model anisotropic phenomena. Together
with the statistical approach they could help to overcome problems related to, e.g.,
uncertainties in the geometry by simply allowing for the presence of anisotropies.
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Summary of publications
I Estimation of optical absorption in anisotropic background (Inverse
Problems 18:559-573, 2002).
This publication introduces optical anisotropies in the context of medical op-
tical tomography. In the first part of the publication, the diffusion equation
is derived in its anisotropic form together with the boundary conditions. A
numerical implementation in 2D using the FE method is then presented. In
the latter part of the paper, the inverse problem of the estimation of the op-
tical absorption coefficient in the presence of anisotropies is considered. More
specifically, a case where the direction and the strength of the anisotropy are
constant and the strength is assumed unknown is studied. Two approaches for
the estimation are presented. The first one attempts to recover the MAP esti-
mate assuming a fixed isotropic or anisotropic background, and it is found that
the estimation is successful only when the truthful information of the back-
ground anisotropy is assumed. In the second approach, following the Bayesian
thinking, the marginal posterior density for the absorption in condition of the
measurements is calculated. The unknown absorption and anisotropy parame-
ters are assigned Gaussian prior distributions, and linearizing the observation
model, the formula for the MAP estimate is derived without having to use
numerical integration. In this case, the estimates of the absorption coefficient
are considerably better even if the prior information on the strength of the
anisotropy is very weak.
II Anisotropic effects in highly scattering media (Physical Review E 68,
031908, 2003).
This paper considers anisotropic scattering and light propagation models both
theoretically and using numerical simulations. Firstly, a possible anisotropic
scattering phase function is constructed. The derivation of the diffusion ap-
proximation using both isotropic and anisotropic phase functions is briefly
reviewed. The rest of the paper deals with numerical experiments using a
Monte Carlo simulation based on the radiative transfer model, and finite ele-
ment and boundary element methods implementing the numerical solution of
the diffusion equation. The models are constructed using a simple choice of
anisotropy, and the derived anisotropy model then allows for the comparison
of the results from the different numerical approaches. The data from each
simulation were found to agree relatively well.
III Diffuse optical imaging (James Lin (ed.), Advances in Electromagnetic
Fields in Living Systems, Vol. 4, 77-130, Springer Science 2005, in press).
This publication is a review-type book chapter addressing the physiological
background, modelling and reconstruction methods, instrumentation, experi-
mental methods and applications of medical optical imaging.
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IV Simultaneous estimation of optical anisotropy and absorption in
medical optical tomography (Proceedings of IVth International Workshop
- Computational Problems of Electrical Engineering, Zakopane, Poland. 191-
194, 2002).
This publication presents the reconstruction of the optical absorption coeffi-
cient simultaneously with the anisotropic strength parameters when the back-
ground anisotropic structure is either well known or differs only slightly from
the reality. The constant isotropic diffusion coefficient of the isotropic ar-
eas is included in the reconstruction. The quality of the estimates decreases
relatively fast with the accuracy of the underlying model for the structures.
Generally, the structural information on anisotropies, if available, may not be
very accurate, implying that further work should be done to overcome this
problem.
V A modelling error approach for the estimation of optical absorption
in the presence of anisotropies (Physics in Medicine and Biology 49:4785-
4798, 2004).
This paper is concerned with a situation in optical tomography, where infor-
mation on the background anisotropy is poor. The goal is to estimate the
distribution of optical absorption. The rest of the unknown parameters, in
this case the anisotropic diffusion parameters, are treated as modelling er-
rors and included into the estimation scheme. The prior information used for
anisotropy parameters is a relatively wide distribution of the plausible values
the parameters may take. The paper presents numerical examples comparing
reconstructions in an unknown anisotropic background using either an isotropic
inversion scheme or the modelling error approach. Using the modelling error
approach, the inhomogeneities in the absorption coefficient are more clearly
visible than with a conventional isotropic model.
VI Compensation of geometric mismodelling by anisotropies in optical
tomography (Optics Express 13:296-308, 2005).
This paper presents the application of the modelling error approach presented
in Publication V on geometric mismodelling. In optical tomography, the
boundary of the body and the optode positions can only be known up to
a certain accuracy. The reconstruction is often done using a fixed model for
the geometry, and the discrepancies between the model and reality lead to
artefacts. We see that geometric mismodelling in an isotropic case may cor-
respond to an anisotropic model. By allowing the domain to be anisotropic
and applying the modelling error approach during the estimation, the quality
of the obtained estimate may be improved.
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Author’s contribution
All publications are result of shared work with the co-authors. Throughout the pub-
lications (excluding Publication III), the contribution of the author of this thesis has
been mainly on the implementation and testing of the numerical calculations, espe-
cially using the finite element method. In more detail, in Publication I the author
was responsible for the designing and implementation of the numerical calculations
and writing parts related to that. In Publication II, the author conducted the FEM
calculations, implemented the anisotropic Monte Carlo code based on an isotropic
version in collaboration with the second author and conducted the Monte Carlo
simulations. The paper was composed by the author using notes (the scattering
phase functions and representation of the anisotropic diffusion equation in Sec. II,
and Secs. III C and D) from co-authors. In Publication III, the author was respon-
sible for writing Sec. 3 on theory and modelling in optical tomography, and gave
some contribution to the introduction and discussion. In Publication IV, the author
was responsible for designing and implementing the numerical calculations and, for
the most part, writing the publication. In Publication V, the author implemented
and tested the numerical calculations and wrote most of the manuscript, apart from
some paragraphs on the LM-algorithm and modelling errors, the conclusion, and
some editing. In Publication VI, the author conducted the numerical work. The
manuscript was written by the author apart from Sec. 2.1, part of the conclusions,
the appendix, and some editing.
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