Abstract-Reliable information processing is an indispensable task in Smart City environments. Heterogeneous sensor infrastructures of individual information providers and data portal vendors tend to offer a hardly revisable information quality. This paper proposes a correlation model-based monitoring approach to evaluate the plausibility of smart city data sources. The model is based on spatial, temporal, and domain dependent correlations between individual data sources. A set of freely available datasets is used to evaluate the monitoring component and show the challenges of different spatial and temporal resolutions.
I. INTRODUCTION
The quality of experience using smart city applications highly depends on the availability of appropriate, accurate, and trustworthy data. This includes the availability of necessary data sources as well as proving their plausibility. The reliability of the extracted sensor information of external data sources has to be monitored permanently during runtime to obtain satisfying application functionality and user experience. Smart city infrastructures are using a variety of different information sources facing a divergent trustworthiness of information providers and their sensor equipment. In contrast to common simplified IoT sensor infrastructures, cities often utilise aggregated and reasoned information. Traffic data, for example, often rests upon only a subset of cars that are measured and is interpolated to offer a view of the whole situation. Due to a frequent unavailability of precise sensor data and a missing ground truth, there is a high need for evaluating data source reliability and determining the trustworthiness. Therefore, this work proposes a correlation model -based monitoring approach to evaluate smart city data sources.
The remainder is structured as follows: Section 2 presents the state of the art whereas section 3 describes a model for the definition of data stream correlations and available datasets. Section 4 describes the evaluation concept of the monitoring approach whereas a performance evaluation is discussed in section 5. The paper concludes in section 6.
II. STATE OF THE ART
The assessment of Quality of Data can basically be evaluated in 5 common dimensions: Completeness, Correctness, Concordance, Plausibility and Currency. [1] provides a table of different terms used to describe one of the dimensions of data quality. Furthermore, they provide a mapping between data quality dimensions and data quality assessment methods. [2] introduced Sieve, a framework to flexibly express quality assessment methods and fusion methods. This module leveraged user-selected meta-data as quality indicators to produce quality assessment scores through userconfigured scoring functions. In their work they use the "fit for use" definition, which is a subjective way of looking at data quality, since it depends on the data consumer. In this paper, we describe a method of assessing the plausibility of data in an objective way for better comparability. The STAR-CITY project [3] describes a system for semantic traffic analytics. Based on various heterogeneous data sources (e.g., Dublin bus activity, events in Dublin city) their system is able to predict future traffic conditions with the goal to make traffic management easier and to support urban planning.
One of the major challenges in the assessment of a quality metric to sensory smart city data is the lack of ground truth. This problem is well-known in the image processing domain when trying to rate the quality of a single picture without any reference. The task is often described as "blind image quality assessment" [4] or No-Reference Image Quality Assessment (NR-IQA) [5] . The concept refers to an automatic quality assessment of an image using an algorithm such that the only information that the algorithm receives is the image whose quality is being assessed. To get an objective quality metric NR-IQA analyses the sharpness of edges or the noise levels. While these approaches can be used to determine the quality of data they are unfit to make a statement about the plausibility of the information, both in image processing and sensor networks. The authors of [6] and [7] developed and evaluated a concept for the assessment of node trustworthiness in a network (vehicular ad-hoc networks VANETs to be precise) based on data plausibility checks. For this, they 978-1-5090-4130-5/16/$31.00 c 2016 IEEE employed a Bayesian filter consisting of a predict/update cycle. They propose that every node performs a plausibility check to identify malicious nodes sending faulty data. Like in this work they use similar data sources in order to find "witnesses" for a given sensor reading. The authors in [8] propose three different approaches to deal with a missing ground truth in social media: spatiotemporal, causality, and outcome evaluation. Their concept to use spatiotemporal evaluation to predict future behaviour of humans is similar to our approach disregarding that we evaluate past events. Prior work of the authors emphasised the importance of an appropriate distance model reflecting infrastructure, e.g., roads, and physics, i.e. traffic or air movements [9] . The proposed approach in this work refines the state of the art by utilising sensor and domain independent correlation models whilst incorporating knowledge of the city infrastructure to evaluate data stream plausibility.
III. STREAM CORRELATION MODEL
The analysis of isolated data streams is not a feasible solution in determining the correctness of outliers and suspicious stream behaviour. This paper proposes a correlation model between data streams to determine data plausibility with the dependency of relevant data streams. The model describes expected relations between individual information sources and their mutual impact. Thereby, the model does not necessarily describe inevitable effects between data streams. Therefore, when a traffic sensor A reports an average car count of 0 vehicles per minute, a data source B that reports traffic jams out of different sensor data can be used to verify that the sensor A is working correctly.
A. Datasets
For a basic evaluation of the proposed approach the datasets, described in Table I , have been used. Open Data Aarhus (ODAA) 1 is an open data portal for the Aarhus municipality and allows access to various datasets, e.g., traffic and cultural event data. The traffic data consists of 449 deployed traffic sensors in the city, which report information about the vehicle count and average speed on the defined sensor location. Only a subset of driving cars is measured since these traffic sensors only measure activated WiFi/Bluetooth communication devices. During the CityPulse Project [10] this data has been collected for more than two years and is available as a semantically annotated dataset 2 . The second used data source TomTom 3 allows access to a set of developer APIs that deliver traffic information. The Traffic Flow API provides information about the current average vehicle speed and the typical vehicle speed Stationary Traffic, 4 Closed Road. This traffic information is generated from movement of mobile devices (navigation apps, in-dash navigation, phones [11] [12]). Both data sources are measuring just a subset of the cars that are driving on the road of interest. Therefore, they are not able to deliver distinct and precise information of all vehicles in the city. This paper shows that a cross-evaluation of both datasets, which are generated out of two independent sensor sets, is a useful measure to determine their reliability.
The estimated correlation model between the described data streams is illustrated in Figure 1 . It visualises the expected impact of ODAA Cultural-Events and TomTom Traffic Flow/Incident events on the ODAA Traffic data. The following section describes the applied methodology for the evaluation.
IV. COMPOSITE MONITORING METHODOLOGY
The Composite Monitoring [13] evaluates the plausibility of individual events, thus evaluating the data streams causing the event. This is realised in the domain of large sensor networks, e.g., those deployed in a smart city, where no ground truth is available. The monitoring employs modelbased analysis of different spatially and temporally related sensor values. The model-based approach allows detecting outliers in sensor readings that are caused by defect sensors and cannot be explained by similar information of related sensors. For example, a traffic jam can be detected by traffic sensors reporting extensively slower traffic speeds. This can be validated by an analysis of consecutive traffic sensors on a road. Therefore, the Composite Monitoring inspects historic time series of various dependent sensor streams.
To evaluate the plausibility of a reported event, in the first step, nearby data streams are identified. Based on the category (e.g., Temperature, Parking, Traffic) of these sources further sensors, which are located nearby are selected. According to the used model, the event should also affect neighbouring sensors and cause a similar behaviour. Real world events exhibit a typical spatial propagation that can be modelled. For example, traffic propagates along the roads whereas noise propagates in every direction. Figure  2 shows the Voronoi cells for ODAA traffic flow sensors and illustrates that the nearest traffic sensor is unlikely to represent the current flow of the illustrated street segments. Figure 3 describes the evaluation process of the Composite Monitoring. The goal is to determine a correctness value C e for the event e. A set of correlating data streams S e is used as validation source. A set of sensor specific validation functions V s is used to compute the plausibility of the event e. The figure shows the four phases of the evaluation process: 1) Determine relevant sensors in the set of all streams S. Find spatially correlated streams by using a suitable distance model M d , which describes the means of propagation of the event (e.g. air or street) 2) Determine the temporal distance by analysing the direction d of expansion, propagation velocity v, and range r of the impact as function of M d 3) Compute the correlations between streams and the event e by applying a) V s as the set of validation functions for event e and each stream s 2 S e b) ⌧ s as the set of temporal direction (defines if the change in s is a result of e or the cause for e) 4) Analyse partial correlation values to evaluate the correctness by using a set of weights W s for each stream s 2 S e and a combination function P , e.g. min, mean. As a result, we get the tuple 
A. Decomposition of Stream Data
Since continuous smart city data is often based on seasonal patterns and appears as noisy time-based datasets the ability to separate trend, seasonality and irregular components allows an interpretation of the current situation. For example, when there are no cars measured on a small street at night, it does not typically mean that there is a traffic jam. Therefore the Composite Monitoring applies a decomposition of the time series into additive seasonal, and irregular components using moving averages. The trend of the time series is a useful indicator for the needed length of the analysed data stream period but is not utilised in the for an incident evaluation.
S t
The Seasonal Component at time t reflects seasonally repeated variation. It exists when a time series is influenced by seasonal factors for a fixed and known period (e.g., daily traffic pattern like morning and evening rush hours).
The Irregular Component at time t, that describes random, irregular influences, which counter regular patterns and therefore have the most significance for current regular and irregular sensor situations. It represents the residuals or remainder of the time series after the other components have been removed.
Hence, the time series using an additive model can be thought of as: y t = S t + I t . Figure 4 shows the exemplary decomposition of an ODAA traffic sensor time series (Raw) with an illustrated traffic event. 
B. Smoothing Noisy Data
Since the available ODAA data, which only measures a subset of bypassing cars every 5 minutes, shows a high noise between different consequent measurements a smoothing filter function was applied to get data that is more comparable. The discrete cosine transform (DCT) expresses a finite sequence of data points as a sum of cosine waves with different frequencies and amplitudes. The implemented discrete cosine transform filter depicted in Figure 5 uses the DCT to convert a signal (Irregular) to an ordered sequence of frequencies and associated amplitudes (DCT-A). In the frequency domain, the sequence is multiplied with a low pass (DCT-B) to remove high frequencies (DCT-C). The inverse DCT transforms the low pass filtered sequence back to the time domain resulting in a smoothened signal (Irregular-DCT).
C. Space Time Resolution Example
The following Figure 6 illustrates the appearance of a TomTom Incident report in the city of Aarhus combined with nearby ODAA Traffic data streams. The x-axis and z-axis show the longitude and latitude of the information source. The y-axis shows the time of measurement. At the origin of the z-axis, a grey plot of the street segments [14] The analysis shows a significant speed drop during the TomTom Event on several sensors that measure the same direction inside the street-crossing area.
D. Event-Based Results
The experiment in the previous section shows the evaluation of a single incident. This section evaluates the The overall results show that for more than 75% of the severity level 4-closed the raw data of a nearby ODAA sensor measured a vehicle count of 0 cars during the event period. Figure 7 shows the cumulative density function (CDF), of the irregular component of the ODAA during the TomTom incidents. It shows that for reported events most vehicle speed readings are slower than described by the seasonal component S t , which means that the irregular component I t < 0. The change of the vehicle count does not clearly reflect the event. The vehicle count can drop because of a traffic jam or a traffic jam can be the result of the road being overloaded.
E. Continuous Measurement Result
After the discussion of event-based sensor readings in the last section, this section deals with measurements on a continuous scale. Therefore TomTom Traffic Flow data has been evaluated against ODAA traffic flow measurements. For every TomTom measurement that showed a severe slowdown of more than 15km/h compared to the free flow speed an evaluation has been triggered: Six weeks time series data for up to 10 sensors within a maximum distance of 200 meters have been analysed and their minimum values of the irregular component have compared to the TomTom measurement. Figure 8 the two data sources. 95.5% of ODAA comparisons also have an irregular component value I t  0km/h, which is indicating a decrease in speed. These measurements confirm the plausibility of the TomTom Flow data, although there is no direct correlation between measured values.
V. PERFORMANCE EVALUATION
Evaluation of sensor data is a time critical task since its usefulness and validity is not unlimited. Furthermore, the number of sensor sources is growing rapidly with the result that future analysis has to be scalable and support a huge number of sensors in parallel. Figure 9 shows the performance measurement of the previously presented time series decomposition and comparison/correlation calculation to a given value or event. It shows boxplots for 10 repetitions of the experiments. The boxplot whiskers show the lowest duration still within 1.5 Inter-Quartile Range (IQR) of the lower quartile and the highest duration still within 1.5 IQR of the upper quartile. Outliers are drawn as a dot. The xaxis shows the numbers of sensors that were used for the evaluation. The y-axis shows the duration of the evaluation. The colour of the box illustrates 3 different time-spans that were used for the time series decomposition that has been used for the evaluation. The figure shows a basically linear time increase for a rising number of sensors. However, the graphs are not consistently linear since the algorithm has been parallelized in 11 threads for multiple sensors 4 . Outliers mainly depend on active system tasks that have been running in parallel. The performance evaluation shows that e.g, an evaluation of 10 correlating sensors, regarding 12 weeks of historic data and decomposing it for a correlation analysis can be approached in usually less than 5sec. This leads to a feasible utilisation in a live environment for the evaluation of suspicious data. Furthermore a caching of time series (e.g., once a week) allows the hardware setup to substitute processing power with memory.
VI. CONCLUSION
This paper discusses measures for ensuring and increasing the reliability of smart city applications by employing a monitoring approach for correlating data streams. During run-time, the monitoring evaluates the plausibility of sensor observations. Composite Monitoring, can be triggered by detected incidents or suspicious sensor readings in data streams. It provides a correlation dependency model-based approach integrating new evaluation schemes. This approach supports appropriate spatiotemporal distance measures to achieve an efficient monitoring of relevant correlating data. In conclusion, the suggested framework provides methods to cope plausibility analysis for heterogeneous data sources in smart city applications, and in addition considers that the sensors become unreliable over time by approaching a continuous time series evaluation. As a countermeasure, several actions to identify and react on varying information qualities have been investigated and integrated into the CityPulse framework. In the future, we plan to investigate an open platform for a drag and drop evaluation approach, which allows to apply the concept to different domains and allows easy utilisation of city infrastructure knowledge.
