In this paper, we identify two issues involved in developing an automated feature subset selection algorithm for unlabeled data: the need for finding the number of clusters in conjunction with feature selection, and the need for normalizing the bias of feature selection criteria with respect to dimension. We explore the feature selection problem and these issues through FSSEM (Feature Subset Selection using Expectation-Maximization (EM) clustering) and through two different performance criteria for evaluating candidate feature subsets: scatter separability and maximum likelihood. We present proofs on the dimensionality biases of these feature criteria, and present a cross-projection normalization scheme that can be applied to any criterion to ameliorate these biases. Our experiments show the need for feature selection, the need for addressing these two issues, and the effectiveness of our proposed solutions.
Introduction
In this paper, we explore the issues involved in developing automated feature subset selection algorithms for unsupervised learning. By unsupervised learning we mean unsupervised classification, or clustering. Cluster analysis is the process of finding "natural" groupings by grouping "similar" (based on some similarity measure) objects together.
For many learning domains, a human defines the features that are potentially useful. However, not all of these features may be relevant. In such a case, choosing a subset of the original features will often lead to better performance. Feature selection is popular in supervised learning (Fukunaga, 1990; Almuallim and Dietterich, 1991; Cardie, 1993; Kohavi and John, 1997) . For supervised learning, feature selection algorithms maximize some function of predictive accuracy. Because we are given class labels, it is natural that we want to keep only the features that are related to or lead to these classes. But in unsupervised learning, we are not given class labels. Which features should we keep? Why not use all the information we have? The problem is that not all features are important. Some of the features may be redundant, some may be irrelevant, and some can even misguide clustering results. In addition, reducing the number of features increases comprehensibility and ameliorates the problem that some unsupervised learning algorithms break down with high dimensional data. In this example, we consider feature y to be irrelevant, because if we omit x, we have only one cluster, which is uninteresting. Figure 1 shows an example of feature redundancy for unsupervised learning. Note that the data can be grouped in the same way using only either feature x or feature y. Therefore, we consider features x and y to be redundant. Figure 2 shows an example of an irrelevant feature. Observe that feature y does not contribute to cluster discrimination. Used by itself, feature y leads to a single cluster structure which is uninteresting. Note that irrelevant features can misguide clustering results (especially when there are more irrelevant features than relevant ones). In addition, the situation in unsupervised learning can be more complex than what we depict in Figures 1 and 2 . For example, in Figures 3a and b we show the clusters obtained using the feature subsets: {a, b} and {c, d} respectively. Different feature subsets lead to varying cluster structures. Which feature set should we pick?
Unsupervised learning is a difficult problem. It is more difficult when we have to simultaneously find the relevant features as well. A key element to the solution of any problem is to be able to precisely define the problem. In this paper, we define our task as: 
The goal of feature selection for unsupervised learning is to find the smallest feature subset that best uncovers "interesting natural" groupings (clusters) from data according to the chosen criterion.
There may exist multiple redundant feature subset solutions. We are satisfied in finding any one of these solutions. Unlike supervised learning, which has class labels to guide the feature search, in unsupervised learning we need to define what "interesting" and "natural" mean. These are usually represented in the form of criterion functions. We present examples of different criteria in Section 2.3. Since research in feature selection for unsupervised learning is relatively recent, we hope that this paper will serve as a guide to future researchers. With this aim, we 1. Explore the wrapper framework for unsupervised learning, 2. Identify the issues involved in developing a feature selection algorithm for unsupervised learning within this framework, 3. Suggest ways to tackle these issues, 4. Point out the lessons learned from this endeavor, and 5. Suggest avenues for future research.
The idea behind the wrapper approach is to cluster the data as best we can in each candidate feature subspace according to what "natural" means, and select the most "interesting" subspace with the minimum number of features. This framework is inspired by the supervised wrapper approach (Kohavi and John, 1997) , but rather than wrap the search for the best feature subset around a supervised induction algorithm, we wrap the search around a clustering algorithm. In particular, this paper investigates the wrapper framework through FSSEM (feature subset selection using EM clustering) introduced in (Dy and Brodley, 2000a) . Here, the term "EM clustering" refers to the expectation-maximization (EM) algorithm (Dempster et al., 1977; McLachlan and Krishnan, 1997; Moon, 1996; Wolfe, 1970; Wu, 1983) applied to estimating the maximum likelihood parameters of a finite Gaussian mixture. Although we apply the wrapper approach to EM clustering, the framework presented in this paper can be applied to any clustering method. FSSEM serves as an example. We present this paper such that applying a different clustering algorithm or feature selection criteria would only require replacing the corresponding clustering or feature criterion.
In Section 2, we describe FSSEM. In particular, we present the search method, the clustering method, and the two different criteria we selected to guide the feature subset search: scatter separability and maximum likelihood. By exploring the problem in the wrapper framework, we encounter and tackle two issues:
1. different feature subsets have different numbers of clusters, and 2. the feature selection criteria have biases with respect to feature subset dimensionality.
In Section 3, we discuss the complications that finding the number of clusters brings to the simultaneous feature selection/clustering problem and present one solution (FSSEM-k) . Section 4 presents a theoretical explanation of why the feature selection criterion biases occur, and Section 5 provides a general normalization scheme which can ameliorate the biases of any feature criterion toward dimension.
Section 6 presents empirical results on both synthetic and real-world data sets designed to answer the following questions: (1) Is our feature selection for unsupervised learning algorithm better than clustering on all features? (2) Is using a fixed number of clusters, k, better than using a variable k in feature search? (3) Does our normalization scheme work? and (4) Which feature selection criterion is better? Section 7 provides a survey of existing feature selection algorithms. Section 8 provides a summary of the lessons learned from this endeavor. Finally, in Section 9, we suggest avenues for future research.
work because we are interested in understanding the interaction between the clustering algorithm and the feature subset search. Figure 4 illustrates the wrapper approach. Our input is the set of all features. The output is the selected features and the clusters found in this feature subspace. The basic idea is to search through feature subset space, evaluating each candidate subset, F t , by first clustering in space F t using the clustering algorithm and then evaluating the resulting clusters and feature subset using our chosen feature selection criterion. We repeat this process until we find the best feature subset with its corresponding clusters based on our feature evaluation criterion. The wrapper approach divides the task into three components: (1) feature search, (2) clustering algorithm, and (3) feature subset evaluation.
Feature Search
An exhaustive search of the 2 d possible feature subsets (where d is the number of available features) for the subset that maximizes our selection criterion is computationally intractable. Therefore, a greedy search such as sequential forward or backward elimination (Fukunaga, 1990; Kohavi and John, 1997 ) is typically used. Sequential searches result in an O(d 2 ) worst case search. In the experiments reported, we applied sequential forward search. Sequential forward search (SFS) starts with zero features and sequentially adds one feature at a time. The feature added is the one that provides the largest criterion value when used in combination with the features chosen. The search stops when adding more features does not improve our chosen feature criterion. SFS is not the best search method, nor does it guarantee an optimal solution. However, SFS is popular because it is simple, fast and provides a reasonable solution. For the purposes of our investigation in this paper, SFS would suffice. One may wish to explore other search methods for their wrapper approach. For example, Kim et al. (2002) applied evolutionary methods. Kittler (1978) , and Russell and Norvig (1995) provide good overviews of different search strategies.
Clustering Algorithm
We choose EM clustering as our clustering algorithm, but other clustering methods can also be used in this framework. Recall that to cluster data, we need to make assumptions and define what "natural" grouping means. We apply the standard assumption that each of our "natural" groups is Gaussian. This assumption is not too limiting because we allow the number of clusters to adjust to our data, i.e., aside from finding the clusters we also find the number of "Gaussian" clusters. In Section 3, we discuss and present a solution to finding the number of clusters in conjunction with feature selection. We provide a brief description of EM clustering (the application of EM to approximate the maximum likelihood estimate of a finite mixture of multivariate Gaussians) in Appendix A. One can obtain a detailed description of EM clustering in (Fraley and Raftery, 2000; McLachlan and Krishnan, 1997) . The Gaussian mixture assumption limits the data to continuous valued attributes. However, the wrapper framework can be extended to other mixture probability distributions (McLachlan and Basford, 1988; Titterington et al., 1985) and to other clustering methods, including graph theoretic approaches (Duda et al., 2001; Fukunaga, 1990; Jain and Dubes, 1988) .
Feature Subset Selection Criteria
In this section, we investigate the feature subset evaluation criteria. Here, we define what "interestingness" means. There are two general views on this issue. One is that the criteria defining "interestingness" (feature subset selection criteria) should be the criteria used for clustering. The other is that the two criteria need not be the same. Using the same criteria for both clustering and feature selection provides a consistent theoretical optimization formulation. Using two different criteria, on the other hand, presents a natural way of combining two criteria for checks and balances. Proof on which view is better is outside the scope of this paper and is an interesting topic for future research. In this paper, we look at two feature selection criteria (one similar to our clustering criterion and the other with a different bias).
Recall that our goal is to find the feature subset that best discovers "interesting" groupings from data. To select an optimal feature subset, we need a measure to assess cluster quality. The choice of performance criterion is best made by considering the goals of the domain. In studies of performance criteria a common conclusion is: "Different classifications [clusterings] are right for different purposes, so we cannot say any one classification is best." - Hartigan, 1985 .
In this paper, we do not attempt to determine the best criterion (one can refer to Milligan (1981) on comparative studies of different clustering criteria). We investigate two well-known measures: scatter separability and maximum likelihood. In this section, we describe each criterion, emphasizing the assumptions made by each.
Scatter Separability Criterion:
A property typically desired among groupings is cluster separation. We investigate the scatter matrices and separability criteria used in discriminant analysis (Fukunaga, 1990) as our feature selection criterion. We choose to explore the scatter separability criterion, because it can be used with any clustering method. 1 The criteria used in discriminant analysis assume that the features we are interested in are features that can group the data into clusters that are unimodal and separable.
S w is the within-class scatter matrix and S b is the between class scatter matrix, and they are defined as follows:
where π j is the probability that an instance belongs to cluster ω j , X is a d-dimensional random feature vector representing the data, k the number of clusters, µ j is the sample mean vector of cluster ω j , M o is the total sample mean, Σ j is the sample covariance matrix of cluster ω j , and E{·} is the expected value operator.
S w measures how scattered the samples are from their cluster means. S b measures how scattered the cluster means are from the total mean. We would like the distance between each pair of samples in a particular cluster to be as small as possible and the cluster means to be as far apart as possible with respect to the chosen similarity metric (Euclidean, in our case). Among the many possible separability criteria, we choose the trace(S −1 w S b ) criterion because it is invariant under any nonsingular linear transformation (Fukunaga, 1990) . Transformation invariance means that once m features are chosen, any nonsingular linear transformation on these features does not change the criterion value. This implies that we can apply weights to our m features or apply any nonsingular linear transformation or projection to our features and still obtain the same criterion value. This makes the trace(S −1 w S b ) criterion more robust than other variants. S −1 w S b is S b normalized by the average cluster covariance. Hence, the larger the value of trace(S −1 w S b ) is, the larger the normalized distance between clusters is, which results in better cluster discrimination.
Maximum Likelihood (ML) Criterion: By choosing EM clustering, we assume that each grouping or cluster is Gaussian. We maximize the likelihood of our data given the parameters and our model. Thus, maximum likelihood (ML) tells us how well our model, here a Gaussian mixture, fits the data. Because our clustering criterion is ML, a natural criterion for feature selection is also ML. In this case, the "interesting" groupings are the "natural" groupings, i.e., groupings that are Gaussian.
The Need for Finding the Number of Clusters (FSSEM-k)
When we are searching for the best subset of features, we run into a new problem: that the number of clusters, k, depends on the feature subset. Figure 5 illustrates this point. In two dimensions (shown on the left) there are three clusters, whereas in one-dimension (shown on the right) there are only two clusters. Using a fixed number of clusters for all feature sets does not model the data in the respective subspace correctly. Unsupervised clustering is made more difficult when we do not know the number of clusters, k. To search for k for a given feature subset, FSSEM-k currently applies Bouman et al.'s method (1998) for merging clusters and adds a Bayesian Information Criterion (BIC) (Schwarz, 1978) penalty term to the log-likelihood criterion. A penalty term is needed because the maximum likelihood estimate increases as more clusters are used. We do not want to end up with the trivial result wherein each data point is considered as an individual cluster. Our new objective function becomes:
where N is the number of data points, L is the number of free parameters in Φ, and log( f (X|Φ)) is the log-likelihood of our observed data X given the parameters Φ. Note that L and Φ vary with k.
Using Bouman et al.'s method (1998) , we begin our search for k with a large number of clusters, K max , and then sequentially decrement this number by one until only one cluster remains (a merge method). Other methods start from k = 1 and add more and more clusters as needed (split methods), or perform both split and merge operations (Ueda et al., 1999) . To initialize the parameters of the (k − 1)th model, two clusters from the kth model are merged. We choose the two clusters among all pairs of clusters in k, which when merged give the minimum difference between F(k − 1, Φ) and F(k, Φ). The parameter values that are not merged retain their value for initialization of the (k − 1)th model. The parameters for the merged cluster (l and m) are initialized as follows:
where the superscript k − 1 indicates the k − 1 cluster model and the superscript (0) indicates the first iteration in this reduced order model. For each candidate k, we iterate EM until the change in F(k, Φ) is less than ε (default 0.0001) or up to n (default 500) iterations. Our algorithm outputs the number of clusters k, the parameters, and the clustering assignments that maximize the F(k, Φ) criterion (our modified ML criterion).
There are myriad ways to find the "optimal" number of clusters k with EM clustering. These methods can be generally grouped into three categories: hypothesis testing methods (McLachlan and Basford, 1988) , penalty methods like AIC (Akaike, 1974) , BIC (Schwarz, 1978) and MDL (Rissanen, 1983) , and Bayesian methods like AutoClass (Cheeseman and Stutz, 1996) . Smyth (1996) . Furthermore, for k < K max , we do not need to reinitialize EM (because we merged two clusters from k + 1) resulting in E < E. Note that in FSSEM, we run EM for each candidate feature subset. Thus, in feature selection, the total complexity is the complexity of each complete EM run times the feature search space. Recently, presented an efficient algorithm which integrates estimation and model selection for finding the number of clusters using minimum message length (a penalty method). It would be of interest for future work to examine these other ways for finding k coupled with feature selection.
Bias of Criterion Values to Dimension
Both feature subset selection criteria have biases with respect to dimension. We need to analyze these biases because in feature subset selection we compare the criterion values for subsets of dif-ferent cardinality (corresponding to different dimensionality). In Section 5, we present a solution to this problem.
Bias of the Scatter Separability Criterion
The separability criterion prefers higher dimensionality; i.e., the criterion value monotonically increases as features are added assuming identical clustering assignments (Fukunaga, 1990; Narendra and Fukunaga, 1977) . However, the separability criterion may not be monotonically increasing with respect to dimension when the clustering assignments change.
Scatter separability or the trace criterion prefers higher dimensions, intuitively, because data is more scattered in higher dimensions, and mathematically, because more features mean adding more terms in the trace function. Observe that in Figure 6 , feature y does not provide additional discrimination to the two-cluster data set. Yet, the trace criterion prefers feature subset {x, y} over feature subset {x}. Ideally, we would like the criterion value to remain the same if the discrimination information is the same. and
> 0, the trace of the d + 1 clustering will always be greater than or equal to trace of the d clustering under the stated assumptions.
The separability criterion monotonically increases with dimension even when the features are correlated as long as the clustering assignments remain the same. Narendra and Fukunaga (1977) proved that a criterion of the form 
where 
since trace(A p×q B q×p ) = trace(B q×p A p×q ) for any rectangular matrices A p×q and B q×p .
Because
Since each term monotonically increases with dimension, the summation also monotonically increases with dimension. Thus, the scatter separability criterion increases with dimension assuming the clustering assignments remain the same. This means that even if the new feature does not facilitate finding new clusters, the criterion function increases.
Bias of the Maximum Likelihood (ML) Criterion
Contrary to finding the number of clusters problem, wherein ML increases as the number of model parameters (k) is increased, in feature subset selection, ML prefers lower dimensions. In finding the number of clusters, we try to fit the best Gaussian mixture to the data. The data is fixed and we try to fit our model as best as we can. In feature selection, given different feature spaces, we select the feature subset that is best modeled by a Gaussian mixture.
This bias problem occurs because we define likelihood as the likelihood of the data corresponding to the candidate feature subset (see Equation 10 in Appendix B). To avoid this bias, the comparison can be between two complete (relevant and irrelevant features included) models of the data. In this case, likelihood is defined such that the candidate relevant features are modeled as dependent on the clusters, and the irrelevant features are modeled as having no dependence on the cluster variable. The problem with this approach is the need to define a model for the irrelevant features. Vaithyanathan and Dom uses this for document clustering (Vaithyanathan and Dom, 1999) . The multinomial distribution for the relevant and irrelevant features is an appropriate model for text features in document clustering. In other domains, defining models for the irrelevant features may be difficult. Moreover, modeling irrelevant features means more parameters to predict. This implies that we still work with all the features, and as we mentioned earlier, algorithms may break down with high dimensions; we may not have enough data to predict all model parameters. One may avoid this problem by adding the assumption of independence among irrelevant features which may not be true. A poorly-fitting irrelevant feature distribution may cause the algorithm to select too many features. Throughout this paper, we use the maximum likelihood definition only for the relevant features.
For a fixed number of samples, ML prefers lower dimensions. The problem occurs when we compare feature set A with feature set B wherein set A is a subset of set B, and the joint probability of a single point (x, y) is less than or equal to its marginal probability (x). For sequential searches, this can lead to the trivial result of selecting only a single feature.
ML prefers lower dimensions for discrete random features. The joint probability mass function of discrete random vectors X and
is always greater than or equal to p(X,Y ) for any X. When we deal with continuous random variables, as in this paper, the definition, f (X,Y ) = f (Y |X) f (X) still holds, where f (·) is now the probability density function. f (Y |X) is always greater than or equal to zero. However, f (Y |X) can be greater than one. The marginal density f (X) is greater than or equal to the joint probability f (X,Y ) iff f (Y |X) ≤ 1.
Theorem 4.1 For a finite multivariate Gaussian mixture, assuming identical clustering assignments for feature subsets A and B with dimensions d
where Φ A represents the parameters and Σ A j is the covariance matrix modelling cluster j in feature subset A, π j is the mixture proportion of cluster j, and k is the number of clusters.
Corollary 4.1 For a finite multivariate Gaussian mixture, assuming identical clustering assignments for feature subsets X and (X,Y ), where X and Y are disjoint, ML(Φ
where the covariance matrix in feature subset (X,Y ) is
and d Y is the dimension in Y .
We prove Theorem 4.1 and Corollary 4.1 in Appendix B. Theorem 4.1 and Corollary 4.1 reveal the dependencies of comparing the ML criterion for different dimensions. Note that each jth component of the left hand side term of Corollary 4.1 is the determinant of the conditional covariance of f (Y |X). This covariance term is the covariance of Y eliminating the effects of the conditioning variable X, i.e., the conditional covariance does not depend on X. The right hand side is approximately equal to (0.06) d Y . This means that the ML criterion increases when the feature or feature subset to be added (Y ) has a generalized variance (determinant of the covariance matrix) smaller than (0.06) d Y . Ideally, we would like our criterion measure to remain the same when the subsets reveal the same clusters. Even when the feature subsets reveal the same cluster, Corollary 4.1 informs us that ML decreases or increases depending on whether or not the generalized variance of the new features is greater than or less than a constant respectively.
Normalizing the Criterion Values: Cross-Projection Method
The arguments from the previous section illustrate that to apply the ML and trace criteria to feature selection, we need to normalize their values with respect to dimension. A typical approach to normalization is to divide by a penalty factor. For example, for the scatter criterion, we could divide by the dimension, d. Similarly for the ML criterion, we could divide by
would not remove the covariance terms due to the increase in dimension. We could also divide log ML by d, or divide only the portions of the criterion affected by d. The problem with dividing by a penalty is that it requires specification of a different magic function for each criterion.
The approach we take is to project our clusters to the subspaces that we are comparing. Given two feature subsets, S 1 and S 2 , of different dimension, clustering our data using subset S 1 produces cluster C 1 . In the same way, we obtain the clustering C 2 using the features in subset S 2 . Which feature subset, S 1 or S 2 , enables us to discover better clusters? Let CRIT (S i ,C j ) be the feature selection criterion value using feature subset S i to represent the data and C j as the clustering assignment. CRIT (·) represents either of the criteria presented in Section 2.3. We normalize the criterion value for S 1 , C 1 as
and, the criterion value for S 2 , C 2 as
If normalizedValue(S i ,C i ) > normalizedValue(S j ,C j ), we choose feature subset S i . When the normalized criterion values are equal for S i and S j , we favor the lower dimensional feature subset. The choice of a product or sum operation is arbitrary. Taking the product will be similar to obtaining the geometric mean, and a sum with an arithmetic mean. In general, one should perform normalization based on the semantics of the criterion function. For example, geometric mean would be appropriate for likelihood functions, and an arithmetic mean for the log-likelihood.
When the clustering assignments resulting from different feature subsets, S 1 and S 2 , are identical (i.e., C 1 = C 2 ), the normalizedValue(S 1 ,C 1 ) would be equal to the normalizedValue(S 2 ,C 2 ), which is what we want. More formally:
Proposition 1 Given that C 1 = C 2 , equal clustering assignments, for two different feature subsets, S 1 and S 2 , then normalizedValue(S 1 ,C 1 ) = normalizedValue(S 2 ,C 2 ).
Proof: From the definition of normalizedValue(·) we have
To understand why cross-projection normalization removes some of the bias introduced by the difference in dimension, we focus on normalizedValue(S 1 ,C 1 ). The common factor is C 1 (the clusters found using feature subset S 1 ). We measure the criterion values on both feature subsets to evaluate the clusters C 1 . Since the clusters are projected on both feature subsets, the bias due to data representation and dimension is diminished. The normalized value focuses on the quality of the clusters obtained.
For example, in Figure 7 , we would like to see whether subset S 1 leads to better clusters than subset S 2 . CRIT (S 1 ,C 1 ) and CRIT (S 2 ,C 2 ) give the criterion values of S 1 and S 2 for the clusters found in those feature subspaces (see Figures 7a and 7b ). We project clustering C 1 to S 2 in Figure 7c and apply the criterion to obtain CRIT (S 2 ,C 1 ). Similarly, we project C 2 to feature space S 1 to obtain the result shown in Figure 7d . We measure the result as CRIT (S 1 ,C 2 ). For example, if ML(S 1 ,C 1 ) is the maximum likelihood of the clusters found in subset S 1 (using Equation 10, Appendix B), 2 then to compute ML(S 2 ,C 1 ), we use the same cluster assignments, C 1 , i.e., the E[z i j ]'s (the membership probabilities) for each data point x i remain the same. To compute ML(S 2 ,C 1 ), we apply the maximization-step EM clustering update equations (Equations 7-9 in Appendix A to compute the model parameters in the increased feature space, S 2 = {F 2 , F 3 }.
Since we project data in both subsets, we are essentially comparing criteria in the same number of dimensions. We are comparing CRIT (S 1 ,C 1 ) (Figure 7a ) with CRIT (S 1 ,C 2 ) (Figure 7d ) and CRIT (S 2 ,C 1 ) (Figure 7c ) with CRIT (S 2 ,C 2 ) (Figure 7b ). In this example, normalized trace chooses subset S 2 , because there exists a better cluster separation in both subspaces using C 2 rather than C 1 . Normalized ML also chooses subset S 2 . C 2 has a better Gaussian mixture fit (smaller variance clusters) in both subspaces (Figures 7b and d) than C 1 (Figures 7a and c) . Note that the underlying
Figure 7: Illustration on normalizing the criterion values. To compare subsets, S 1 and S 2 , we project the clustering results of S 1 , we call C 1 in (a), to feature space S 2 as shown in (c). We also project the clustering results of S 2 , C 2 in (b), onto feature space S 1 as shown in (d).
In (a), tr(S 1 ,C 1 ) = 6.094, ML(S 1 ,C 1 ) = 1.9 × 10 −64 , and log ML(S 1 ,C 1 ) = −146.7. In (b), tr(S 2 ,C 2 ) = 9.390, ML(S 2 ,C 2 ) = 4.5 × 10 −122 , and log ML(S 1 ,C 2 ) = −279.4. In (c), tr(S 2 ,C 1 ) = 6.853, ML(S 2 ,C 1 ) = 3.6 × 10 −147 , and log ML(S 2 ,C 1 ) = −337.2. In (d), tr(S 1 ,C 2 ) = 7.358, ML(S 1 ,C 2 ) = 2.1 × 10 −64 , and log ML(S 1 ,C 2 ) = −146.6. We evaluate subset S 1 with normalized tr(S 1 ,C 1 ) = 41.76 and subset S 2 with normalized tr(S 2 ,C 2 ) = 69.09. In the same way, using ML, the normalized values are: 6.9 × 10 −211 for subset S 1 and 9.4 × 10 −186 for subset S 2 . With log ML, the normalized values are: −483.9 and −426.0 for subsets S 1 and S 2 respectively. assumption behind this normalization scheme is that the clusters found in the new feature space should be consistent with the structure of the data in the previous feature subset. For the ML criterion, this means that C i should model S 1 and S 2 well. For the trace criterion, this means that the clusters C i should be well separated in both S 1 and S 2 .
Experimental Evaluation
In our experiments, we 1) investigate whether feature selection leads to better clusters than using all the features, 2) examine the results of feature selection with and without criterion normalization, 3) check whether or not finding the number of clusters helps feature selection, and 4) compare the ML and the trace criteria. We first present experiments with synthetic data and then a detailed analysis of the FSSEM variants using four real-world data sets. In this section, we first describe our synthetic Gaussian data, our evaluation methods for the synthetic data, and our EM clustering implementation details. We then present the results of our experiments on the synthetic data. Finally, in Section 6.5, we present and discuss experiments with three benchmark machine learning data sets and one new real world data set. To understand the performance of our algorithm, we experiment with five sets of synthetic Gaussian mixture data. For each data set we have "relevant" and "irrelevant" features, where relevant means that we created our k component mixture model using these features. Irrelevant features are generated as Gaussian normal random variables. For all five synthetic data sets, we generated N = 500 data points and generated clusters that are of equal proportions.
Synthetic Gaussian Mixture Data
2-class, 2 relevant features and 3 noise features: The first data set (shown in Figure 8a ) consists of two Gaussian clusters, both with covariance matrix, Σ 1 = Σ 2 = I and means µ 1 = (0, 0) and µ 2 = (0, 3). This is similar to the two-class data set used by (Smyth, 1996) . There is considerable overlap between the two clusters, and the three additional "noise" features increase the difficulty of the problem.
3-class, 2 relevant features and 3 noise features: The second data set consists of three Gaussian clusters and is shown in Figure 8b . Two clusters have means at (0, 0) but the covariance matrices are orthogonal to each other. The third cluster overlaps the tails on the right side of the other two clusters. We add three irrelevant features to the three-class data set used by (Smyth, 1996) .
4-class, 2 relevant features and 3 noise features:
The third data set ( Figure 8c ) has four clusters with means at (0, 0), (1, 4), (5, 5) and (5, 0) and covariances equal to I. We add three Gaussian normal random "noise" features.
5-class, 5 relevant features and 15 noise features: For the fourth data set, there are twenty features, but only five are relevant (features {1, 10, 18, 19, 20}). The true means µ were sampled from a uniform distribution on [−5, 5] . The elements of the diagonal covariance matrices σ were sampled from a uniform distribution on [0.7, 1.5] . Figure 8d shows the scatter plot of the data in two of its relevant features.
5-class, 15 relevant features and 5 noise features:
The fifth data set ( Figure 8e shown in two of its relevant features) has twenty features with fifteen relevant features {1, 2, 3, 5, 8, 9, 10, 11, 12, 13, 14, 16, 17, 18, 20} . The true means µ were sampled from a uniform distribution on [−5, 5] . The elements of the diagonal covariance matrices σ were sampled from a uniform distribution on [0.7, 1.5] .
Evaluation Measures
We would like to measure our algorithm's ability to select relevant features, to correctly identify k, and to find structure in the data (clusters). There are no standard measures for evaluating clusters in the clustering literature (Jain and Dubes, 1988) . Moreover, no single clustering assignment (or class label) explains every application (Hartigan, 1985) . Nevertheless, we need some measure of performance. Fisher (1996) provides and discusses different internal and external criteria for measuring clustering performance.
Since we generated the synthetic data, we know the 'true' cluster to which each instance belongs. This 'true' cluster is the component that generates that instance. We refer to these 'true' clusters as our known 'class' labels. Although we used the class labels to measure the performance of FSSEM, we did not use this information during training (i.e., in selecting features and discovering clusters).
Cross-Validated Class Error:
We define class error as the number of instances misclassified divided by the total number of instances. We assign each data point to its most likely cluster, and assign each cluster to a class based on examining the class labels of the training data assigned to each cluster and choosing the majority class. Since we have the true cluster labels, we can compute classification error. One should be careful when comparing clusterings with different number of clusters using training error. Class error based on training decreases with an increase in the number of clusters, k, with the trivial result of 0% error when each data point is a cluster. To ameliorate this problem, we use ten-fold cross-validation error. Tenfold cross-validation randomly partitions the data set into ten mutually exclusive subsets. We consider each partition (or fold) as the test set and the rest as the training set. We perform feature selection and clustering on the training set, and compute class error on the test set. For each FSSEM variant, the reported error is the average and standard deviation values from the ten-fold cross-validation runs.
Bayes Error: Since we know the true probability distributions for the synthetic data, we provide the Bayes error (Duda et al., 2001) values to give us the lowest average class error rate achievable for these data sets. Instead of a full integration of the error in possibly discontinuous decision regions in multivariate space, we compute the Bayes error experimentally. Using the relevant features and their true distributions, we classify the generated data with an optimal Bayes classifier and calculate the error.
To evaluate the algorithm's ability to select "relevant" features, we report the average number of features selected, and the average feature recall and precision. Recall and precision are concepts from text retrieval (Salton and McGill, 1983) and are defined here as:
Recall: the number of relevant features in the selected subset divided by the total number of relevant features.
Precision: the number of relevant features in the selected subset divided by the total number of features selected.
These measures give us an indication of the quality of the features selected. High values of precision and recall are desired. Feature precision also serves as a measure of how well our dimension normalization scheme (a.k.a. our stopping criterion) works. Finally, to evaluate the clustering algorithm's ability to find the "correct" number of clusters, we report the average number of clusters found.
Initializing EM and Other Implementation Details
In the EM algorithm, we start with an initial estimate of our parameters, Φ (0) , and then iterate using the update equations until convergence. Note that EM is initialized for each new feature subset. The EM algorithm can get stuck at a local maximum, hence the initialization values are important. We used the sub-sampling initialization algorithm proposed by with 10% sub-sampling and J = 10 sub-sampling iterations. Each sub-sample, S i (i = 1, . . . , J), is randomly initialized. We run k-means (Duda et al., 2001 ) on these sub-samples not permitting empty clusters (i.e., when an empty cluster exists at the end of k-means, we reset the empty cluster's mean equal to the data furthest from its cluster centroid, and re-run k-means). Each sub-sample results in a set of cluster centroids CM i , i, . . . , J. We then cluster the combined set, CM, of all CM i 's using k-means initialized by CM i resulting in new centroids FM i . We select the FM i , i = 1, . . . , J, that maximizes the likelihood of CM as our initial clusters.
After initializing the parameters, EM clustering iterates until convergence (i.e., the likelihood does not change by 0.0001) or up to n (default 500) iterations whichever comes first. We limit the number of iterations because EM converges very slowly near a maximum. We avoid problems with handling singular matrices by adding a scalar (δ = 0.000001σ 2 , where σ 2 is the average of the variances of the unclustered data) multiplied to the identity matrix (δI) to each of the component covariance matrices Σ j . This makes the final matrix positive definite (i.e., all eigenvalues are greater than zero) and hence nonsingular. We constrain our solution away from spurious clusters by deleting clusters with any diagonal element equal to or less than δ.
Experiments on Gaussian Mixture Data
We investigate the biases and compare the performance of the different feature selection criteria. We refer to FSSEM using the separability criterion as FSSEM-TR and using ML as FSSEM-ML. Aside from evaluating the performance of these algorithms, we also report the performance of EM (clustering using all the features) to see whether or not feature selection helped in finding more "interesting" structures (i.e., structures that reveal class labels). FSSEM and EM assume a fixed number of clusters, k, equal to the number of classes. We refer to EM clustering and FSSEM with finding the number of clusters as EM-k and FSSEM-k respectively. Due to clarity purposes and space constraints, we only present the relevant tables here. We report the results for all of the evaluation measures presented in Section 6.2 in .
ML VERSUS TRACE
We compare the performance of the different feature selection criteria (FSSEM-k-TR and FSSEMk-ML) on our synthetic data. We use FSSEM-k rather than FSSEM, because Section 6.4.3 shows that feature selection with finding k (FSSEM-k) is better than feature selection with fixed k (FSSEM). Table 1 shows the cross-validated (CV) error and average number of clusters results for trace and ML on the five data sets. Table 1 : Cross-validated error and average number of clusters for FSSEM-k-TR versus FSSEM-k-ML applied to the simulated Gaussian mixture data.
FSSEM-k-TR performed better than FSSEM-k-ML in terms of CV error. Trace performed better than ML, because it selected the features with high cluster separation. ML preferred features with low variance. When the variance of each cluster is the same, ML prefers the feature subset with fewer clusters (which happens to be our noise features). This bias is reflected by an average feature recall of 0.04. FSSEM-k-TR, on the other hand, was biased toward separable clusters identified by our defined relevant features, reflected by an average feature recall of 0.8.
RAW DATA VERSUS STANDARDIZED DATA
In the previous subsection, ML performed worse than trace for our synthetic data, because ML prefers features with low variance and fewer clusters (our noise features have lower variance than the relevant features). In this subsection, we investigate whether standardizing the data in each dimension (i.e., normalizing each dimension to yield a variance equal to one) would eliminate this bias. Standardizing data is sometimes done as a pre-processing step in data analysis algorithms to equalize the weight contributed by each feature. We would also like to know how standardization affects the performance of the other FSSEM variants.
Let X be a random data vector and X f ( f = 1 . . . d) be the elements of the vector, where d is the number of features. We standardize X by dividing each element by the corresponding feature standard deviation (X f /σ f , where σ f is the standard deviation for feature f ). Table 2 reports the CV error. Additional experimental results can be found in . Aside from the FSSEM variants, we examine the effect of standardizing data on EM-k, clustering with finding the number of clusters using all the features. We represent the corresponding variant on standardized data with the suffix "-STD". The results show that only FSSEM-k-ML is affected by standardizing data. The trace criterion computes the between-class scatter normalized by the average within-class scatter and is invariant to any linear transformation. Since standardizing data is a linear transformation, the trace criterion results remain unchanged.
Standardizing data improves ML's performance. It eliminates ML's bias to lower overall variance features. Assuming equal variance clusters, ML prefers a single Gaussian cluster over two well-separated Gaussian clusters. But, after standardization, the two Gaussian clusters become more favorable because each of the two clusters now has lower variance (i.e., higher probabilities) than the single cluster noise feature. Observe that when we now compare FSSEM-k-TR-STD or FSSEM-k-TR with FSSEM-k-ML-STD, the performance is similar for all our data sets. These results show that scale invariance is an important property for a feature evaluation criterion. If a criterion is not scale invariant such as ML, in this case, pre-processing by standardizing the data in each dimension is necessary. Scale invariance can be incorporated to the ML criterion by modifying the function as presented in . Throughout the rest of the paper, we standardize the data before feature selection and clustering. 55.6 ± 3.9 63.6 ± 06.0 48.6 ± 9.5 84.0 ± 4.1 55.4 ± 5.5 EM-k-STD 55.6 ± 3.9 63.6 ± 06.0 48.6 ± 9.5 84.0 ± 4.1 56.2 ± 6.1 Table 2 : Percent CV error of FSSEM variants on standardized and raw data.
FEATURE SEARCH WITH FIXED k VERSUS SEARCH FOR k
In Section 3, we illustrated that different feature subsets have different numbers of clusters, and that to model the clusters during feature search correctly, we need to incorporate finding the number of clusters, k, in our approach. In this section, we investigate whether finding k yields better performance than using a fixed number of clusters. We represent the FSSEM and EM variants using a fixed number of clusters (equal to the known classes) as FSSEM and EM. FSSEM-k and EM-k stand for FSSEM and EM with searching for k. Tables 3 and 4 summarize the CV error, average number of cluster, feature precision and recall results of the different algorithms on our five synthetic data sets. Table 3 : Percent CV error and average number of cluster results on FSSEM and EM with fixed number of clusters versus finding the number of clusters.
Percent CV Error
Looking first at FSSEM-k-TR-STD compared to FSSEM-TR-STD, we see that including order identification (FSSEM-k-TR-STD) with feature selection results in lower CV error for the trace criterion. For all data sets except the two-class data, FSSEM-k-TR-STD had significantly lower CV error than FSSEM-TR-STD. Adding the search for k within the feature subset selection search allows the algorithm to find the relevant features (an average of 0.796 feature recall for FSSEM-k-TR-STD versus 0.656 for FSSEM-TR-STD). 3 This is because the best number of clusters depends on the chosen feature subset. For example, on closer examination, we noted that on the three-class problem when k is fixed at three, the clusters formed by feature 1 are better separated than clusters that are formed by features 1 and 2 together. As a consequence, FSSEM-TR-STD did not select feature 2. When k is made variable during the feature search, FSSEM-k-TR-STD finds two clusters in feature 1. When feature 2 is considered with feature 1, three or more clusters are found resulting in higher separability.
In the same way, FSSEM-k-ML-STD was better than fixing k, FSSEM-ML-STD, for all data sets in terms of CV error except for the four-class data. FSSEM-k-ML-STD performed slightly better than FSSEM-ML-STD for all the data sets in terms of feature precision and recall. This 1.00 ± 0.00 1.00 ± 0.00 FSSEM-ML-STD 0.24 ± 0.05 0.52 ± 0.17 0.53 ± 0.10 0.98 ± 0.05 1.00 ± 0.00 FSSEM-k-ML-STD 0.33 ± 0.00 0.67 ± 0.13 0.50 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 EM-k 0.20 ± 0.00 0.20 ± 0.00 0.20 ± 0.00 0.25 ± 0.00 0.75 ± 0.00 EM-k-STD 0.20 ± 0.00 0.20 ± 0.00 0.20 ± 0.00 0.25 ± 0.00 0.75 ± 0.00 Average Feature Recall Method 2-Class 3-Class 4-Class 5-Class, 5-Feat. 5-Class, 15-Feat. FSSEM-TR-STD 1.00 ± 0.00 0.55 ± 0.15 0.95 ± 0.15 0.46 ± 0.20 0.32 ± 0.19 FSSEM-k-TR-STD 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 0.62 ± 0.06 0.36 ± 0.13 FSSEM-ML-STD 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 0.74 ± 0.13 0.41 ± 0.20 FSSEM-k-ML-STD 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 0.72 ± 0.16 0.51 ± 0.14 EM-k 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 EM-k-STD 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 Table 4 : Average feature precision and recall obtained by FSSEM with a fixed number of clusters versus FSSEM with finding the number of clusters.
shows that incorporating finding k helps in selecting the "relevant" features. EM-STD had lower CV error than EM-k-STD due to prior knowledge about the correct number of clusters. Both EM-STD and EM-k-STD had poorer performance than FSSEM-k-TR/ML-STD, because of the retained noisy features. 2.00 ± 0.63 3.10 ± 0.30 3.80 ± 0.40 3.10 ± 0.30 5.40 ± 1.96 FSSEM-k-ML-STD-notnorm 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 FSSEM-k-ML-STD 3.00 ± 0.00 3.10 ± 0.54 4.00 ± 0.00 3.60 ± 0.80 7.70 ± 2.10 Table 5 : Percent CV error and average number of features selected by FSSEM with criterion normalization versus without. Table 5 presents the CV error and average number of features selected by feature selection with cross-projection criterion normalization versus without (those with suffix "notnorm"). Here and throughout the paper, we refer to normalization as the feature normalization scheme (crossprojection method) described in Section 5. For the trace criterion, without normalization did not affect the CV error. However, normalization achieved similar CV error performance using fewer features than without normalization. For the ML criterion, criterion normalization is definitely needed. Note that without, FSSEM-k-ML-STD-notnorm selected only a single feature for each data set resulting in worse CV error performance than with normalization (except for the two-class data which has only one relevant feature).
FEATURE CRITERION NORMALIZATION VERSUS WITHOUT NORMALIZATION

FEATURE SELECTION VERSUS WITHOUT FEATURE SELECTION
In all cases, feature selection (FSSEM, FSSEM-k) obtained better results than without feature selection (EM, EM-k) as reported in Table 3 . Note that for our data sets, the noise features misled EM-k-STD, leading to fewer clusters than the "true" k. Observe too that FSSEM-k was able to find approximately the true number of clusters for the different data sets.
In this subsection, we experiment on the sensitivity of the FSSEM variants to the number of noise features. Figures 9a-e plot the cross-validation error, average number of clusters, average number of noise features, feature precision and recall respectively of feature selection (FSSEM-k-TR-STD and FSSEM-k-ML-STD) and without feature selection (EM-k-STD) as more and more noise features are added to the four-class data. Note that the CV error performance, average number of clusters, average number of selected features and feature recall for the feature selection algorithms are more or less constant throughout and are approximately equal to clustering with no noise. The feature precision and recall plots reveal that the CV error performance of feature selection was not affected by noise, because the FSSEM-k variants were able to select the relevant features (recall = 1) and discard the noisy features (high precision). Figure 9 demonstrates the need for feature selection as irrelevant features can mislead clustering results (reflected by EM-k-STD's performance as more and more noise features are added).
CONCLUSIONS ON EXPERIMENTS WITH SYNTHETIC DATA
Experiments on simulated Gaussian mixture data reveal that:
• Standardizing the data before feature subset selection in conjunction with the ML criterion is needed to remove ML's preference for low variance features.
• Order identification led to better results than fixing k, because different feature subsets have different number of clusters as illustrated in Section 3.
• The criterion normalization scheme (cross-projection) introduced in Section 5 removed the biases of trace and ML with respect to dimension. The normalization scheme enabled feature selection with trace to remove "redundant" features and prevented feature selection with ML from selecting only a single feature (a trivial result).
• Both ML and trace with feature selection performed equally well for our five data sets. Both criteria were able to find the "relevant" features.
• Feature selection obtained better results than without feature selection. 
Experiments on Real Data
We examine the FSSEM variants on the iris, wine, and ionosphere data set from the UCI learning repository (Blake and Merz, 1998) , and on a high resolution computed tomography (HRCT) lung image data which we collected from IUPUI medical center Dy et al., 1999) . Although for each data set the class information is known, we remove the class labels during training.
Unlike synthetic data, we do not know the "true" number of (Gaussian) clusters for real-world data sets. Each class may be composed of many Gaussian clusters. Moreover, the clusters may not even have a Gaussian distribution. To see whether the clustering algorithms found clusters that correspond to classes (wherein a class can be multi-modal), we compute the cross-validated class error in the same way as for the synthetic Gaussian data. On real data sets, we do not know the "relevant" features. Hence, we cannot compute precision and recall and therefore report only the average number of features selected and the average number of clusters found.
Although we use class error as a measure of cluster performance, we should not let it misguide us in its interpretation. Cluster quality or interestingness is difficult to measure because it depends on the particular application. This is a major distinction between unsupervised clustering and supervised learning. Here, class error is just one interpretation of the data. We can also measure cluster performance in terms of the trace criterion and the ML criterion. Naturally, FSSEM-k-TR and FSSEM-TR performed best in terms of trace; and, FSSEM-k-ML and FSSEM-ML were best in terms of maximum likelihood. Choosing either TR or ML depends on your application goals. If you are interested in finding the features that best separate the data, use FSSEM-k-TR. If you are interested in finding features that model Gaussian clusters best, use FSSEM-k-ML.
To illustrate the generality and ease of applying other clustering methods in the wrapper framework, we also show the results for different variants of feature selection wrapped around the k-means clustering algorithm (Forgy, 1965; Duda et al., 2001 ) coupled with the TR and ML criteria. We use sequential forward search for feature search. To find the number of clusters, we apply the BIC penalty criterion (Pelleg and Moore, 2000) . We use the following acronyms throughout the rest of the paper: Kmeans stands for the k-means algorithm, FSS-Kmeans stands for feature selection wrapped around k-means, TR represents the trace criterion for feature evaluation, ML represents ML criterion for evaluating features, "-k-" represents that the variant finds the number of clusters, and "-STD" shows that the data was standardized such that each feature has variance equal to one.
Since cluster quality depends on the initialization method used for clustering, we performed EM clustering using three different initialization methods:
1. Initialize using ten k-means starts with each k-means initialized by a random seed, then pick the final clustering corresponding to the highest likelihood.
2. Ten random re-starts.
3. Fayyad et al.'s method as described earlier in Section 6.3 .
Items one and two are similar for the k-means clustering. Hence, for k-means, we initialize with items two and three (with item three performed using Fayyad et al.'s method for k-means which applies k-means to the sub-sampled data instead of EM and distortion to pick the best clustering instead of the ML criterion). In the discussion section as follows, we show the results for FSSEM and FSS-Kmeans variants using the initialization which provides consistently good CV-error across all methods. We present the results using each initialization method on all the FSSEM and FSS-Kmeans variants in ) Appendix E. On the tables, "-1", "-2", and "-3" represent the initialization methods 1, 2, and 3 respectively. 2.7 ± 03.3 fixed at 3 1.9 ± 0.3 FSS-Kmeans-k-TR-STD-2 13.3 ± 09.4 4.5 ± 0.7 2.3 ± 0.5 FSS-Kmeans-ML-STD-2 2.0 ± 03.1 fixed at 3 2.0 ± 0.0 FSS-Kmeans-k-ML-STD-2 4.7 ± 04.3 3.4 ± 0.5 2.4 ± 0.5 Kmeans-STD-2 17.3 ± 10.8 fixed at 3 fixed at 4 Kmeans-k-STD-2 44.0 ± 11.2 2.0 ± 0.0 fixed at 4 Table 6 : Results for the different variants on the iris data.
IRIS DATA
We first look at the simplest case, the Iris data. This data has three classes, four features, and 150 instances. Fayyad et. al's method of initialization works best for large data sets. Since the Iris data only has a few number of instances and classes that are well-separated, ten k-means starts provided the consistently best result for initializing EM clustering across the different methods. Table 6 summarizes the results for the different variants of FSSEM compared to EM clustering without feature selection. For the iris data, we set K max in FSSEM-k equal to six, and for FSSEM we fixed k at three (equal to the number of labeled classes). The CV error for FSSEM-k-TR-STD and FSSEMk-ML-STD are much better than EM-k-STD. This means that when you do not know the "true" number of clusters, feature selection helps find good clusters. FSSEM-k even found the "correct" number of clusters. EM clustering with the "true" number of clusters (EM-STD) gave good results. Feature selection, in this case, did not improve the CV-error of EM-STD, however, they produced similar error rates with fewer features. FSSEM with the different variants consistently chose feature 3 (petal-length), and feature 4 (petal-width). In fact, we learned from this experiment that only these two features are needed to correctly cluster the iris data to three groups corresponding to iris-setosa, iris-versicolor and iris-viginica. Figures 10 (a) and (b) show the clustering results as a scatterplot on the first two features chosen by FSSEM-k-TR and FSSEM-k-ML respectively. The results for feature selection wrapped around k-means are also shown in Table 6 . We can infer similar conclusions from the results on FSS-Kmeans variants as with the FSSEM variants for this data set.
WINE DATA
The wine data has three classes, thirteen features and 178 instances. For this data, we set K max in FSSEM-k equal to six, and for FSSEM we fixed k at three (equal to the number of labeled classes). Table 7 summarizes the results when FSSEM and the FSS-Kmeans variants are initialized with ten k-means starts and ten random re-starts respectively. These are the initialization methods which led to the best performance for EM and k-means without feature selection. When "k" is 12.4 ± 13.0 3.6 ± 0.8 3.8 ± 1.8 FSSEM-ML-STD-1 30.6 ± 21.8 fixed at 3 2.9 ± 0.8 FSSEM-k-ML-STD-1 23.6 ± 14.4 3.9 ± 0.8 3.0 ± 0.8 EM-STD-1 10.0 ± 17.3 fixed at 3 fixed at 13 EM-k-STD-1 37.1 ± 12. 3.6 ± 0.5 2.5 ± 0.9 FSS-Kmeans-ML-STD-2 16.1 ± 09.9 fixed at 3 3.1 ± 0.3 FSS-Kmeans-k-ML-STD-2 18.5 ± 07.2 4.2 ± 0.6 3.1 ± 0.7 Kmeans-STD-2 0.0 ± 00.0 fixed at 3 fixed at 13 Kmeans-k-STD-2 33.4 ± 21.3 2.6 ± 0.8 fixed at 13 Table 7 : Results for the different variants on the wine data set.
known, k-means was able to find the clusters corresponding to the "true" classes correctly. EM clustering also performed well when "k" is given. EM and k-means clustering performed poorly in terms of CV error when "k" is unknown. It is in this situation where feature selection, FSSEM-k and FSS-Kmeans-k, helped the base clustering methods find good groupings. Interestingly, for the wine data, FSSEM-k-TR performed better than FSSEM-k-ML, and FSS-Kmeans-ML had better CV-error than FSS-Kmeans-TR. This is an example on where using different criteria for feature selection and clustering improved the results through their interaction. Figures 11 (a) and (b) show the scatterplots and clusters discovered projected on the first two features chosen by FSSEM-k-TR and FSS-Kmeans-k-ML respectively. FSSEM-k-TR picked features {12, 13, 7, 5, 10, 1, 4} and Figure 11 : The scatter plots on the wine data using the first two features chosen by FSSEM-k-TR (a) and FSSEM-k-ML (b). , × and represent the different class assignments.
• are the cluster means, and the ellipses are the covariances corresponding to the clusters discovered by FSSEM-k-TR and FSS-Kmeans-k-ML.
FSS-Kmeans-k-ML selected features {2, 13, 12}. 4 Features 12 and 13 stand for "OD280-OD315 of diluted wines" and "proline."
IONOSPHERE DATA
The radar data is collected from a phased array of sixteen high-frequency antennas. The targets are free electrons in the atmosphere. Classes label the data as either good (radar returns showing structure in the ionosphere) or bad returns. There are 351 instances with 34 continuous attributes (measuring time of pulse and pulse number). Features 1 and 2 are discarded, because their values are constant or discrete for all instances. Constant feature values produce an infinite likelihood value for a Gaussian mixture model. Discrete feature values with discrete levels less than or equal to the number of clusters also produce an infinite likelihood value for a finite Gaussian mixture model. Table 8 reports the ten-fold cross-validation error and the number of clusters found by the different EM and FSSEM algorithms. For the ionosphere data, we set K max in FSSEM-k equal to ten, and fixed k at two (equal to the number of labeled classes) in FSSEM. FSSEM-k-ML and EM clustering with "k" known performed better in terms of CV error compared to the rest of the EM variants. Note that FSSEM-k-ML gave comparable performance with EM using fewer features and with no knowledge of the "true" number of clusters. Table 8 also shows the results for the different k-means variants. FSS-Kmeans-k-ML-STD obtains the best CV error followed closely by FSS-Kmeans-ML-STD. Interestingly, these two methods and FSSEM-k-ML all chose features 5 and 3 (based on the original 34 features) as their first two features.
Figures 12a and b present scatterplots of the ionosphere data on the first two features chosen by FSSEM-k-TR and FSSEM-k-ML together with their corresponding means (in •'s) and covariances (in ellipses) discovered. Observe that FSSEM-k-TR favored the clusters and features in Figure 12a because the clusters are well separated. On the other hand, FSSEM-k-ML favored the clusters in Figure 12b , which have small generalized variances. Since the ML criterion matches the ionosphere 38.5 ± 06.5 fixed at 2 2.3 ± 0.9 FSSEM-k-TR-STD-2 23.1 ± 05.8 6.6 ± 1.3 1.1 ± 0.3 FSSEM-ML-STD-2 37.9 ± 07.5 fixed at 2 2.7 ± 2.1 FSSEM-k-ML-STD-2 18.8 ± 06.9 7.6 ± 1.0 2.9 ± 1.1 EM-STD-2 16.8 ± 07.3 fixed at 2 fixed at 32 EM-k-STD-2 35.3 ± 10. 17.7 ± 04.9 fixed at 2 3.5 ± 0.8 FSS-Kmeans-k-ML-STD-2 16.2 ± 04.8 9.3 ± 0.8 1.7 ± 0.8 Kmeans-STD-2 23.4 ± 10.1 fixed at 2 fixed at 32 Kmeans-k-STD-2 28.8 ± 10.8 7.7 ± 0.6 fixed at 32 Table 8 : Results for the different variants on the ionosphere data set.
class labels more closely, FSSEM-k-ML performed better with respect to CV error. FSSEM-k-ML obtained better CV error than EM-k; FSS-Kmeans-ML and FSS-Kmeans-k-ML also performed better than Kmeans and Kmeans-k in terms of CV error. The feature selection variants performed better using fewer features compared to the 32 features used by EM-k, Kmeans, and Kmeans-k. It is interesting to note that for this data, random re-start initialization obtained significantly better CV error for EM clustering (16.8%) compared to the other initialization methods (20.5% and 24.8% for ten k-means starts and Fayyad et al.'s method respectively). This is because the two "true" classes are highly overlapped. Ten k-means starts tend to start-off with well-separated clusters. HRCT-lung consists of 500 instances. Each of these instances are represented by 110 lowlevel continuous features measuring geometric, gray level and texture features (Dy et al., 1999) . We actually used only 108 features because two of the features are constant or discrete. We also log-transformed the data to make our features which are mostly positive real-valued numbers more Gaussian. For features with negative values (like the feature, local mean minus global mean), we add an offset making the minimum value equal to zero. We assign log(0) to be log(0.0000000000001). The data is classified into five disease classes (Centrilobular Emphysema, Paraseptal Emphysema, EG, IPF, and Panacinar). Figure 13 shows three HRCT-lung images from three of the disease classes. The white marking is the pathology bearing region (PBR) marked by a radiologist. An instance represents a PBR. An image may contain more than one PBR and more than one disease classification. Note that Centrilobular Emphysema (CE) is characterized by a large number of low intensity (darker) regions which may occupy the entire lung as in Figure 13a . Paraseptal Emphysema (PE) is also characterized by low intensity regions (see Figure 13b ). Unlike CE, these regions occur near the boundaries or near fissures. The dark regions are usually separated by thin walls from their adjacent boundary or fissure. CE and PE can be further grouped according to disease severity characterized by the intensity of the regions. Lower intensities indicate more severe cases. The lung image of IPF is characterized by high intensities forming a "glass-like" structure as shown in Figure  13c . Feature selection is important for this data set, because EM clustering using all the features results in just one cluster. Table 9 presents the results on the HRCT-lung data set. For the HRCT lung data, FSSEM-k-TR and FSS-Kmeans-k-TR performed better than FSSEM-k-ML and FSS-Kmeans-k-ML respectively in terms of CV error. Figures 14 (a) and (b) present scatterplots of the HRCT-lung data on the first two features chosen by FSSEM-k-TR and FSSEM-k-ML. Observe that the clusters found by FSSEM-k-TR are well separated and match the class labels well. FSSEM-k-ML, on the other hand, selects features that result in high-density clusters. Figure 14 (b) demonstrates this clearly. Note also that the "true" number of clusters for this data is more than five (the number of labeled classes). This helped FSSEM-k-TR and FSS-Kmeans-k-TR obtained better results than their fixed-k variants. 36.8 ± 6.6 fixed at 5 1.3 ± 0.5 FSSEM-k-TR-STD-3 26.6 ± 7.7 6.0 ± 2.7 1.7 ± 0.9 FSSEM-ML-STD-3 37.2 ± 5.5 fixed at 5 3.3 ± 0.6 FSSEM-k-ML-STD-3 37.0 ± 5.7 5.2 ± 1.7 6.6 ± 2.8 EM-STD-3 37.2 ± 5.5 fixed at 5 fixed at 108 EM-k-STD-3 37.2 ± 5. 37.2 ± 05.5 fixed at 5 1.0 ± 0.0 FSS-Kmeans-k-TR-STD-3 28.0 ± 10.7 7.5 ± 1.9 2.9 ± 2.3 FSS-Kmeans-ML-STD-3 36.8 ± 05.9 fixed at 5 3.4 ± 0.7 FSS-Kmeans-k-ML-STD-3 35.6 ± 06.7
4.3 ± 0.9 5.8 ± 3.1 Kmeans-STD-3 36.6 ± 04.9 fixed at 5 fixed at 108 Kmeans-k-STD-3 37.0 ± 05.3 3.4 ± 0.5 fixed at 108 Table 9 : Results on the HRCT-lung image data set for the different variants. Figure 14 : The scatter plots on the HRCT-lung data using the first two features chosen by FSSEMk-TR (a) and FSSEM-k-ML (b). ×, , , * , and represent the different class assignments.
• are the cluster means, and the ellipses are the covariances corresponding to the clusters discovered by FSSEM-k-TR.
HRCT-lung is a difficult data set due to its skewed class distribution (approximately 62.8% of the data is from the disease Centrilobular Emphysema). Because of this, even though EM-k discovered approximately only one cluster, its class error (which is equal to the error using a majority classification rule) is close to the values obtained by the other methods. The high dimensions obscure the HRCT-lung's classes and result in EM-k finding only one cluster. Even with a difficult problem such as this, feature selection obtained better CV-error than without feature selection using much fewer features (an average of 1.7 for FSSEM-k-TR and 2.9 for FSS-Kmeans-k-TR) compared to the original 108 features. FSSEM-k-TR picked features {7, 9} and FSS-Kmeans-k-TR chose features {8, 6, 59}. Features 6, 7, 8, and 9 are gray level histogram values of the lung region, and feature 59 is a histogram value at a local pathology bearing region. These features make sense in discriminating between Centrilobular Emphysema (the largest class) from the rest, as this class is characterized by low gray level values.
CONCLUSIONS ON EXPERIMENTS WITH REAL DATA
Our results on real data show that feature selection improved the performance of clustering algorithms in finding "interesting" patterns. We measure "interestingness" performance here by how well the discovered clusters match labeled classes (CV-error). FSSEM-k and FSS-Kmeans-k obtained better CV-error than EM-k and k-means using fewer features. Moreover, our experiments reveal that no one feature selection criterion (ML or TR) is better than the other. They have different biases. ML selects features that results in high-density clusters, and performed better than TR on the ionosphere data. Scatter separability (TR) prefers features that reveal well-separated clusters, and performed better than ML on the HRCT-lung data. They both did well on the iris and wine data.
Related Work: A Review of Feature Selection Algorithms for Unsupervised Learning
There are three different ways to select features from unsupervised data: 1) after clustering, 2) before clustering, and 3) during clustering. An example algorithm that performs feature selection after clustering is (Mirkin, 1999) . The method first applies a new separate-and-conquer version of k-means clustering. Then, it computes the contribution weight of each variable in proportion to the squared deviation of each variable's within-cluster mean from the total mean. It represents clusters by conjunctive concepts starting from the variable with the highest weight, until adding variables (with its conceptual description) does not improve the cluster "precision error". Feature selection after clustering is important for conceptual learning, for describing and summarizing structure from data. This type of selecting features can remove redundancy but not feature irrelevance because the initial clustering is performed using all the features. As pointed out earlier, the existence of irrelevant features can misguide clustering results. Using all the features for clustering also assumes that our clustering algorithm does not break down with high dimensional data. In this paper, we only examine feature selection algorithms that affect (can change) the clustering outcomes; i.e., before or during clustering. A significant body of research exists on methods for feature subset selection for supervised data. These methods can be grouped as filter (Marill and Green, 1963; Narendra and Fukunaga, 1977; Almuallim and Dietterich, 1991; Kira and Rendell, 1992; Kononenko, 1994; Liu and Setiono, 1996; Cardie, 1993; Singh and Provan, 1995) or wrapper (John et al., 1994; Doak, 1992; Caruana and Freitag, 1994; Aha and Bankert, 1994; Langley and Sage, 1994; Pazzani, 1995) approaches. To maintain the filter/wrapper model distinction used in supervised learning, we define filter methods in unsupervised learning as using some intrinsic property of the data to select features without utilizing the clustering algorithm that will ultimately be applied. Wrapper approaches, on the other hand, apply the unsupervised learning algorithm to each candidate feature subset and then evaluate the feature subset by criterion functions that utilize the clustering result.
When we first started this research, not much work has been done in feature subset selection for unsupervised learning in the context of machine learning, although research in the form of principal components analysis (PCA) (Chang, 1983) , factor analysis (Johnson and Wichern, 1998) and projection pursuit (Friedman, 1987; Huber, 1985) existed. These early works in data reduction for unsupervised data can be thought of as filter methods, because they select the features prior to apply- ing clustering. But rather than selecting a subset of the features, they involve some type of feature transformation. PCA and factor analysis aim to reduce the dimension such that the representation is as faithful as possible to the original data. Note that data reduction techniques based on representation (like PCA) are better suited for compression applications rather than classification (Fukunaga (1990) provides an illustrative example on this). Figure 15 recreates this example. PCA chooses the projection with the highest variance. Projecting two dimensions to one dimension in this example, PCA would project the data to axis b, which is clearly inferior to axis a for discriminating the two clusters. Contrary to PCA and factor analysis, projection pursuit aims to find "interesting" projections from multi-dimensional data for visualizing structure in the data. A recent method for finding transformations called independent components analysis (ICA) (Hyvärinen, 1999) has gained widespread attention in signal processing. ICA tries to find a transformation such that the transformed variables are statistically independent.
The filter methods described in the previous paragraph all involve transformations of the original variable space. In this paper, we are interested in subsets of the original space, because some domains prefer the original variables in order to maintain the physical interpretation of these features. Moreover, transformations of the variable space require computation or collection of all the features before dimension reduction can be achieved, whereas subsets of the original space require computation or collection of only the selected feature subsets after feature selection is determined. If some features cost more than others, one can consider these costs in selecting features. In this paper, we assume each feature has equal cost. Other interesting and current directions in feature selection involving feature transformations are mixtures of principal component analyzers (Kambhatla and Leen, 1997; Tipping and Bishop, 1999) and mixtures of factor analyzers (Ghahramani and Beal, 2000; Ghahramani and Hinton, 1996; Ueda et al., 1999) . We consider these mixture algorithms as wrapper approaches.
In recent years, more attention has been paid to unsupervised feature subset selection. Most of these methods are wrapper approaches. Gennari (1991) incorporates feature selection (they call "attention") to CLASSIT (an incremental concept formation hierarchical clustering algorithm introduced in (Gennari et al., 1989) ). The attention algorithm inspects the features starting with the most salient ("per-attribute contribution to category utility") attribute to the least salient attribute, and stop inspecting features if the remaining features do not change the current clustering decision. The purpose of this attention mechanism is to increase efficiency without loss of prediction accuracy. Devaney and Ram (1997) applied sequential forward and backward search. To evaluate each candidate subset, they measured the category utility of the clusters found by applying COBWEB (Fisher, 1987) in conjunction with the feature subset. Talavera (1999) applied "blind" (similar to the filter) and "feedback" (analogous to the wrapper) approaches to COBWEB, and used a feature dependence measure to select features. Vaithyanathan and Dom (1999) formulated an objective function for choosing the feature subset and finding the optimal number of clusters for a document clustering problem using a Bayesian statistical estimation framework. They modeled each cluster as a multinomial. They extended this concept to create hierarchical clusters (Vaithyanathan and Dom, 2000) . Agrawal, et al. (1998) introduced a clustering algorithm (CLIQUE) which proceeds level-by-level from one feature to the highest dimension or until no more feature subspaces with clusters (regions with high density points) are generated. CLIQUE is a density based clustering algorithm which does not assume any density model. However, CLIQUE needs to specify parameters τ (the density threshold) and ν (the equal length interval partitioning for each dimension). In contrast, our method makes assumptions about distributions to avoid specifying parameters. Kim, Street and Menczer (2002) apply an evolutionary local selection algorithm (ELSA) to search the feature subset and number of clusters on two clustering algorithms: K-means and EM clustering (with diagonal covariances), and a Pareto front to combine multiple objective evaluation functions. Law, Figueiredo and Jain (2002) estimate feature saliency using EM by modeling relevant features as conditionally independent given the component label, and irrelevant features with a probability density identical for all components. They also developed a wrapper approach that selects features using Kullback-Leibler divergence and entropy. Friedman and Meulman (2003) designed a distance measure for attribute-value data for clustering on subsets of attributes, and allow feature subsets for each cluster to be different.
Summary
In this paper, we introduced a wrapper framework for performing feature subset selection for unsupervised learning. We explored the issues involved in developing algorithms under this framework. We identified the need for finding the number of clusters in feature search and provided proofs for the biases of ML and scatter separability with respect to dimension. We, then, presented methods to ameliorate these problems.
Our experimental results showed that incorporating finding the number of clusters k into the feature subset selection process led to better results than fixing k to be the true number of classes. There are two reasons: 1) the number of classes is not necessarily equal to the number of Gaussian clusters, and 2) different feature subsets have different number of clusters. Supporting theory, our experiments on simulated data showed that ML and scatter separability are in some ways biased with respect to dimension. Thus, a normalization scheme is needed for the chosen feature selection criterion. Our proposed cross-projection criterion normalization scheme was able to eliminate these biases.
Although we examined the wrapper framework using FSSEM, the search method, feature selection criteria (especially the trace criterion), and the feature normalization scheme can be easily applied to any clustering method. The issues we have encountered and solutions presented are applicable to any feature subset wrapper approach. FSSEM serves as an example. Depending on one's application, one may choose to apply a more appropriate search method, clustering and feature selection criteria.
Future Directions
Research in feature subset selection for unsupervised learning is quite young. Even though we have addressed some issues, the paper opens up more questions that need to be answered. Hartigan (1985) pointed out that no single criterion is best for all applications. This is reiterated by our results on the HRCT and Ionosphere data. This led us to work in visualization and user interaction to guide the feature search (Dy and Brodley, 2000b) . Another interesting direction is to look at feature selection with hierarchical clustering (Gennari, 1991; Fisher, 1996; Devaney and Ram, 1997; Talavera, 1999; Vaithyanathan and Dom, 2000) , since hierarchical clustering provides groupings at various perceptual levels. In addition, a cluster may be modeled better by a different feature subset from other clusters. One may wish to develop algorithms that select a different feature subset for each cluster component.
We explored unsupervised feature selection through the wrapper framework. It would be interesting to do a rigorous investigation of filter versus wrapper approach for unsupervised learning. One may also wish to venture in transformations of the original variable space. In particular, investigate on mixtures of principal component analyzers (Kambhatla and Leen, 1997; Tipping and Bishop, 1999) , mixtures of factor analyzers (Ghahramani and Beal, 2000; Ghahramani and Hinton, 1996; Ueda et al., 1999) and mixtures of independent component analyzers (Hyvärinen, 1999) .
The difficulty with unsupervised learning is the absence of labeled examples to guide the search. Breiman (Breiman, 2002) suggests transforming the clustering problem into a classification problem by assigning the unlabeled data to class one, and adding the same amount of random vectors into another class two. The second set is generated by independent sampling from the one-dimensional marginal distributions of class one. Understanding and developing tricks such as these to uncover structure from unlabled data remains as topics that need further investigation. Another avenue for future work is to explore semi-supervised (few labeled examples and large amounts of unlabeled data) methods for feature selection.
Finally, in feature selection for unsupervised learning, several fundamental questions are still unanswered:
1. How do you define what "interestingness" means? 2. Should the criterion for "interestingness" (feature selection criterion) be the same as the criterion for "natural" grouping (clustering criterion)? Most of the literature uses the same criterion for feature selection and clustering as this leads to a clean optimization formulation. However, defining "interestingness" into a mathematical criterion is a difficult problem. Allowing different criteria to interact may provide a better model. Our experimental results on the wine data suggest this direction.
3. Our experiments on synthetic data indicate the need to standardize features. Mirkin, 1999 , also standardized his features. Should features always be standardized before feature selection? If so, how do you standardize data containing different feature types (real-valued, nominal, and discrete)?
4. What is the best way to evaluate the results? In this paper, we evaluate performance using an external criterion (cross-validated class error). This is a standard measure used by most papers in the feature selection for unsupervised learning literature. Class error is task specific and measures the performance for one labeling solution. Is this the best way to compare different clustering algorithms?
where E[z i j ] is the probability that X i belongs to cluster j given our current parameters and
is the estimated number of data points in class j, and the superscript t refers to the iteration.
Appendix B. Additional Proofs on ML's Bias with Dimension
In this appendix, we prove Theorem 4.1 and Corollary 4.1 which state the condition that needs to be satisfied for the maximum likelihood of feature subset A, ML(Φ A ), to be greater than or equal to the maximum likelihood of feature subset B, ML(Φ B ). To prove these results, we first define the maximum likelihood criterion for a mixture of Gaussians, prove Lemma B.1 which derives a simplified form of exp(Q(Φ, Φ)) for a finite Gaussian mixture, and Lemma B.2 which states the condition that needs to be satisfied for the complete expected data log-likelihood Q(·) function given the observed data and the parameter estimates in feature subset A, Q(Φ A , Φ A ), to be greater than or equal to the Q(·) function of feature subset B, Q(Φ B , Φ B ).
The maximum likelihood of our data, X, is
where f j (X i |θ j ) is the probability density function for class j, π j is the mixing proportion of class j (prior probability of class j), N is the number of data points, k is the number of clusters, X i is a d-dimensional random data vector, θ j is the set of parameters for class j, Φ = (π, θ) is the set of all parameters and f (X|Φ) is the probability density function of our observed data X = X 1 , X 2 , . . . X N given the parameters Φ. We choose the feature subset that maximizes this criterion. 
Substituting our parameter estimates to Equation 12 and sample data x i 's,
Simplifying the exponent of e we obtain
Adding and subtracting x j , where
Cancelling cross-product terms yields
and finally substituting the parameter estimates (Equations 7-9) gives the expression
Thus , (2πe) 
Proof:
The log-likelihood, log L(Φ ) = log f (x|Φ ).
log L(Φ ) = E z|x [log f (x, z|Φ )|x, Φ] − E z|x [log f (z|x, Φ )|x, Φ] 
Applying Theorem 4.1, and if we let A be the marginal feature vector X with dimension d X and B be the joint feature vector (X,Y ) with dimension d X + d Y (where subsets X and Y are disjoint), then the maximum likelihood of X is greater than or equal to the maximum likelihood of (X,Y ) iff
Exercise 4.11 of Johnson and Wichern (1998) 
Now, what do these results mean? One can compute the maximum log-likelihood, log ML efficiently as Q(Φ, Φ) + H(Φ, Φ) by applying Lemma B.1 and Equation 16. Lemma B.1 shows that the ML criterion prefers low covariance clusters. Equation 16 shows that the ML criterion penalizes increase in cluster entropy. Theorem 4.1 and Corollary 4.1 reveal the dependencies of comparing the ML criterion for different dimensions. Note that the left hand side term of Corollary 4.1 is the determinant of the covariance of f (Y |X). It is the covariance of Y minus the correlation of Y and X. For a criterion measure to be unbiased with respect to dimension, the criterion value should be the same for the different subsets when the cluster assignments are equal (and should not be dependent on the dimension). But, in this case, ML increases when the additional feature has small variance and decreases when the additional feature has large variance.
