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Abstract
The purpose of this paper is to study Sabinin algebras of Hom-type. It
is shown that Lie, Malcev, Bol and other algebras of Hom-type are natu-
rally Sabinin algebras of Hom-type. To this end, we provide a general key
construction that establish a relationship between identities of some class of
Hom-algebras and ordinary algebras. Moreover, we discuss a new concept of
Hom-bialgebra, in relation with universal enveloping Hom-algebras. A study
based on primitive elements is provided.
Introduction
Hom-type algebras appeared first in physics literature, in quantum deforma-
tions of algebras of vector fiels, mainly Witt and Virasoro algebras. It turns
out that if one replaces usual derivation by σ-derivations, the Jacobi condition
is no longer satisfied. The identity satisfied is a twisted version of Jacobi condi-
tion. This was the motivation to introduce a so called Hom-Lie algebras in [9]
and their corresponding associative algebras called Hom-associative algebras
in [14]. Since then many algebraic structures were extended to Hom-setting.
Hom-type analogues of alternative algebras, Jordan algebras or Malcev alge-
bras were defined and discussed in [12, 26]. As well as n-ary algebras for which
Hom-type versions were introduced in [2, 27].
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On the other hand there has been work done in relation to the general-
ization of Lie algebras in such a way that these generalizations would classify
differential manifolds with locally defined loop structures; as Lie algebras clas-
sify local Lie groups. This resulted in Malcev algebras in relation to Moufang
loops; for instance, and eventually to Sabinin algebra and the following results
from [18] :
• Analytic local loops (Qi, ·, \, /, e) are locally isomorphic if an only if their
corresponding Sabinin qi = Te(Qi) algebras are isomorphic.
• Any finite-dimensional Sabinin algebra over R whose structure constants
satisfy certain conditions (can be found in [18]), is the Sabinin algebra of
some analytic local loop.
• Let (Q, ·, \, /, e) be an analytic local loop and q its Sabinin algebra. If
R is a local subloop of Q then Te(R) = r is a Sabinin sublagebra of q.
Conversely, for any Sabinin subalgebra r of q, there is a unique local
subloop R in Q such that Te(R) = r. The subloop R is normal if and
only if r is an ideal of q.
The structure of Sabinin algebras is extensive; as a Sabinin algebra may
have an infinite number of operations.
A Sabinin algebra is a vector space V and two sets of operations< −;−,− >:
V ⊗n ⊗ V ⊗ V → V for n ≥ 0 and Φn,m : V
⊗n ⊗ V ⊗m → V for n > 0 and
m > 1; that satisfy the following identities:
1. < x; a, b >= − < x; b, a >,
2. < xaby; c, e > − < xbay; c, e > +
∑
< x(1) < x(2); a, b >; c, e >= 0,
3. σa,b,c(< xc; a, b > + < x(1);< x(2); a, b >, c >) = 0,
4. Φ(x, y) = Φ(τ · x, σ · y) where τ ∈ Sn and σ ∈ Sm,
where Sn is the permutation group of n elements,
∑
x(1)⊗x(2) is the natural
coproduct of T (V ), the tensor algebra, that makes it a bialgebra and where V
is given by primitive elements.
The main purpose of this paper is to unify the constructions of certain
classes of Hom-algebras and study Hom-type generalization of Sabinin alge-
bras and related structures. A Hom-type algebra is an algebra (multiplication)
together with an endomorphism, called twisting map. The main feature of
Hom-type generalizations of algebra varieties is that the endomorphism ap-
pears in the identities that define the variety; in such a way that, when the
twisting map is the identity map; one recovers the original variety of algebras.
Moreover, we discuss a new concept of Hom-bialgebra, in relation with univer-
sal enveloping Hom-algebras and provide a study based on primitive elements.
Throughout this paper; unless specifically stated, every field K is of charac-
teristic zero and an algebra is understood as a vector space A with a countable
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set of operations µi : A
⊗ni → A. We mean by a Hom-algebra an algebra
together with a homomorphism.
1 Main Construction and Hom-Sabinin al-
gebras
In this section, we state a theorem providing a suitable way to establish a
Hom-type generalization of a given ordinary algebraic structure. This will be
used to study Hom-Sabinin algebras and their subclasses. Let’s define some
concepts that are relevant to understand the extent of this result.
Firstly, let’s recall an idea given by D. Yau in [25] explaining how to define
Hom-algebra varieties from algebra varieties using operads and PROPs. The
main idea is to consider a defining identity of the variety as a function obtained
using the identity function, the algebra operations; and tensor product, sum
and composition of functions; then replacing a subset of instances of the iden-
tity function by endomorphisms αi : A→ A to get a new identity of Hom-type.
Then the Hom-algebras of the new variety are defined as those algebras with
endomorphisms (A, {µi}i∈I , {αi}i∈J) that satisfy the new identities.
Specifically, let’s recall first what a variety of algebras is:
Definition 1.1. [4] A variety of algebras is the class of all algebraic struc-
tures of a given signature satisfying a set of identities; or equivalently a class
of algebraic structures of a given signature closed by homomorphic images, sub-
algebras and direct products. The result that states the equivalence of those two
definitions is known as Birkhoff’s Theorem.
A signature is a map from a fixed set S to N; σ : S → N. An algebraic
structure of a signature σ : S → N is a vector space A with a set of maps
identified with S such that every map s ∈ S is given as s : A⊗σ(s) → A. In
other words, the signature of an algebraic structure is a family of operations
considering for each one its arity; meaning that two algebraic structures have
the same signature if they have families of operations {fi}i∈I and {gi}i∈J of
the same cardinal I = J and the operation fi has the same arity as gi; i.e.
σ(fi) = σ(gi).
Example 1.2. There are many examples of varieties of algebras on vector
spaces:
• Lie algebras are given by one binary operation and two identities.
• Associative algebras are given by one binary operation and one identity.
• Jordan algebras are given by one binary operation and two identities.
• 3-Lie algebras are given by one ternary operation and three identities.
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• Bol algebras are given by one binary and one ternary operation and five
identities.
Varieties of algebras are interesting because of the following classical result:
Proposition 1.3. Every non-empty variety of algebras has a free algebra gen-
erated by any vector space.
To make everything easier it is natural to think of free algebra elements
as trees, where every node has one output and n inputs. A node would then
represent an n-ary operation of the algebraic structure. The identities can be
thought as linear combinations of those trees:
Definition 1.4. Let (A, {µi}) be an algebraic structure and α : A → A an
endomorphism of such structure. Consider an identity as a linear combination
of trees
∑
Ti with its internal nodes labeled by the set of operations in such a
way that if the node Nj is labeled with the operation s, then Nj has σ(s) inputs
and one output. The leaves represent elements in the algebra.
The Hom-type identities would then be obtained by the following procedure:
For every internal node Nj on every tree Ti, apply α
σ(s)−1 to every leaf
which is not comparable to it; considering the partial order defining the tree.
Given a list of identities defining a variety of algebras, its Hom-algebra
variety is defined by the Hom-type identities of those.
The previous procedure can be applied to different sets of identities.
Example 1.5. In case of associative algebras there is only one identity (xy)z−
x(yz) = 0 that is given by the following linear combination:
µ
z x
µ
x y
µ
µ
zy
Every internal node in this trees is binary, hence σ(Nj)− 1 = 1. Neverthe-
less, only one internal node in each tree has a leaf not comparable to it. The
final trees are then defined as:
µ
α(z) α(x)
µ
x y
µ
µ
zy
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The identity obtained is:
(xy)α(z) − α(x)(yz) = 0,
which is the identity of Hom-associative algebras.
In the sequel, we denote the Hom-type associator by
(x, y, z)α = (xy)α(z) − α(x)(yz). (1)
Example 1.6. In case of Lie algebras there are two identities [x, y]+[y, x] = 0
and [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 that is given by the following linear
combination:
µ
x z
µ
z y z
µ
µ
yx
µ
µ
x y
Every internal node in this trees is binary, hence σ(Nj)−1 = 1. In the first
equation, there is no change, since the only internal node is comparable to both
leaves in both trees. Nevertheless, one internal node in each tree of the second
equation has a leaf not comparable to it. The final trees are then defined as:
µ
α(x) z
µ
α(z) y z
µ
µ
α(y)x
µ
µ
x y
The identities obtained are:
[x, y] + [y, x] = 0
[[x, y], α(z)] + [[y, z], α(x)] + [[z, x], α(y)] = 0,
which define exactly Hom-Lie algebras.
In the sequel, we denote the Hom-type Jacobiator by
Jα(x, y, z) = [[x, y], α(z)] + [[y, z], α(x)] + [[z, x], α(y)]. (2)
We will only consider cases of homogeneous identities in our examples; i.e.,
identities f(x1, . . . , xn) such that f(λ1x1, . . . , λnxn) = λ
p1
1 . . . λ
pn
n f(x1, . . . , xn).
It may seem restrictive, but a wide range of examples of algebras fall into this
definition, in particular any Sabinin algebra. The reason is to get free algebras
which are N+-graded.
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Comparing our procedure with the one used in [25]; in our case we reach an
algorithm which computes the Hom-type identities by changing every instance
of the identity map by αn; where n depends on the arity of the operations of
the algebra.
Definition 1.7. Let (A, {µi}) be an algebra. Consider τ to be a tree represent-
ing some monomial in A on elements x1, . . . , xn, then we denote the monomial
obtained by the previous procedure as (x1 ⊗ · · · ⊗ xn)
α
τ .
Lemma 1.8. Consider Q to be a variety of algebras. Let (B, {µj}, αB) be
a multiplicative Hom-Q-algebra which is N+-graded. We define the product
µj,α : Ba1 ⊗ · · · ⊗Banj → B
∑
ai
as
µj,α(x1, . . . , xnj) = µj(α
(
∑
i6=1
ai)−nj+1
B (x1), . . . , α
(
∑
i6=nj
ai)−nj+1
B (xnj )),
for ai > 0. Under these assumptions, (B, {µj,α}) is a Q-algebra.
If (B, {µj,α}) is a Q-algebra for some (B, {µj}, αB), N
+-graded multiplica-
tive Hom-algebra; then (B, {µj}, αB) is in fact a Hom-Q-algebra.
Proof. The proof follows from Definition 1.4 and the definition of µα from the
multilinear operator µ.
Our definition of Hom-type structures differs from some already defined
Hom-algebras varieties; making α less generic in our definitions. The reason is
that in our minds have been universal enveloping structures and the multilinear
operations. Here is an example of mismatching definitions, first we consider
Lie triple systems and then 3-Lie algebras Hom-types:
Example 1.9. A Hom-Lts with this definition is given by a triple (L, [−,−,−], α),
where
1. [x, y, z] = −[y, x, z]
2. σx,y,z[x, y, z] = 0
3. [α2(u), α2(v), [x, y, z]] = [[u, v, x], α2(y), α2(z)] + [α2(x), [u, v, y], α2(z)] +
[α2(x), α2(y), [u, v, z]]
This definition differs from that in [27], as we are considering only the
case where α1 = α2 = α
2 in that paper. Nevertheless, if from a Hom-Lie
algebra (L, [ , ], α) is defined a new triple product [x, y, z] = [[x, y], α(z)]; then
(L, [ , , ], α) is a Hom-Lts in the sense defined above or (L, [ , ], (α2, α2)) is a
Hom-Lts as defined in [27]; meaning that our definition isn’t as restrictive as
it may seem.
Example 1.10. A 3-Hom-Lie algebra with this definition is given by a triple
(L, [−,−,−], α), where
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1. [x, y, z] = −[y, x, z]
2. [x, y, z] = [y, z, x]
3. [α2(u), α2(v), [x, y, z]] = [[u, v, x], α2(y), α2(z)] + [α2(x), [u, v, y], α2(z)] +
[α2(x), α2(y), [u, v, z]]
Again this definition differs from that in [2]; as we are considering only the
case where α1 = α2 = α
2 in that paper.
In both previous examples one can define the algebra variety using the
following α-twisted fundamental identity:
[α(u), α(v), [x, y, z]] = [[u, v, x], α(y), α(z)] + [α(x), [u, v, y], α(z)]+
[α(x), α(y), [u, v, z]],
but the results obtained in the following sections cannot be applied to this
more general case; as there might not be an endomorphism β such that α = β2.
The definition of Hom-Sabinin algebras results in:
Definition 1.11. A Sabinin algebra of Hom-type, or Hom-Sabinin algebra
(S, {< −;−,− >}n, {Φn,m}n,m, α) is defined as:
• a vector space S,
• a family of maps < −;−,− >: S⊗n ⊗ S ⊗ S → S for n ≥ 0 and Φn,m :
S⊗n ⊗ S⊗m → S for n > 0 and m > 1,
• an endomorphism α of the algebra (S, {< −;−,− >: S⊗n ⊗ S ⊗ S →
S}n, {Φn,m : S
⊗n ⊗ S⊗m → S}n,m),
such that the following identities hold:
< x; a, b > + < x; b, a >= 0, (3)
< x[a, b]y; c, e > +
∑
< αk(x(1)) < x(2); a, b > α
k(y);αk(c), αk(e) >= 0, (4)
σa,b,c(< xc; a, b > +
∑
< αk(x(1));< x(2); a, b >, α
k(c) >) = 0, (5)
Φ(x, y) = Φ(τ · x, σ · y), (6)
where τ ∈ Sn, σ ∈ Sm and k = |x(2)|+ 1.
The following result provides the main theorem of this paper; not because
of its elaborate proof, which is rather easy, but because it has very deep con-
sequences.
Theorem 1.12 (Main Theorem). Consider some variety of algebras, Q, where
every free Hom-Q-algebra is N+-graded. Then any Hom-Q-algebra satisfies the
Hom-type identities satisfied by the Q-algebras.
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Proof. By our first assumption, we only need to prove the result for free alge-
bras.
Consider any free Hom-Q-algebra B(V, α). This Hom-algebra is the quo-
tient of the free Hom-algebra F (V, α) by the ideal generated by the identities
that define Hom-Q-algebras. By our second assumption, it is graded by N+.
It is then possible to define {µj,α} as in the previous results.
By Lemma 1.8, (B(V ), µj,α) is a Q-algebra; and hence satisfies all identities
of Q-algebras. The result follows from unfolding the definition of µj,α in any
identity of Q-algebras satisfied by (B(V ), µj,α).
Note that, as stated before, if the defining relations of the variety Q are
given by homogeneous multilinear identities, the freeQ-algebras are N+-graded
and so are the free Hom-Q-algebras. In conclusion, this result can be directly
applied to those algebra classes.
One may provide a generalization of the Yau’s twisting principle, given in
[20, 25].
Proposition 1.13. Let (S,α) be a Hom-Sabinin algebra and β : S → S be an
endomorphism of the Hom-Sabinin algebra.
Then (S, {βn+1◦ < −;−,− >}n, {β
n+m−1 ◦Φn,m}n,m, β ◦α) is a Hom-Sabinin
algebra.
In particular, one may construct a Hom-Sabinin algebra starting from a
Sabinin algebra and a Sabinin algebra endomorphism.
Corollary 1.14. Let (S, {< −;−,− >: S⊗n ⊗ S ⊗ S → S}n) be a Sabinin
algebra and α : S → S be a Sabinin algebra endomorphism.
Then (S, {αn+1◦ < −;−,− >: S⊗n ⊗ S ⊗ S → S}n, {α
n+m−1 ◦Φn,m}n,m, α) is
a Hom-Sabinin algebra.
2 Consequences of the Main Theorem
2.1 Hom-Sabinin algebra subclasses
Lie algebras, Malcev algebras and Bol algebras are particular examples of
Sabinin algebras. The natural question then is whether the Hom-type algebras
of Lie, Malcev and Bol are Hom-Sabinin and the answer is affirmative.
Example 2.1. Let (L, [ , ], α) be a multiplicative Hom-Lie algebra. Define
< 1; a, b >=< a, b >= −[a, b],
< x; a, b >= 0,
Φ(x, y) = 0,
for a, b ∈ L and x, y ∈ L⊗n, where n > 0.
Then L becomes a Hom-Sabinin algebra.
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Example 2.2. A Hom-Malcev algebra, see [5, 26], is a Hom-algebra (M, [ , ], α)
where [ , ] : M ×M → M is a skewsymmetric bilinear map and α : M → M
an algebra map with the respect to the bracket satisfying for all x, y, z ∈M
Jα(α(x), α(y), [x, z]) = [Jα(x, y, z), α
2(x)], (7)
where Jα is the Hom-type Jacobiator.
Let (M, [ , ], α) be a Hom-Malcev algebra. Define
< 1; a, b >=< a, b >= −[a, b],
< c; a, b >= −
1
3
Jα(a, b, c),
< xc; a, b >=
∑
< α|x(2)|+1(x(1));α
|x(2)|+1(c), < x(2); a, b >>,
Φ(x, y) = 0,
for a, b, c ∈M and x, y ∈M⊗n, where n > 0.
Then M becomes a Hom-Sabinin algebra.
Example 2.3. A Hom-Bol algebra (see [3]) is a quadruple (M, [ , ], {, , , }, α)
where [ , ] :M ×M →M is a skewsymmetric bilinear map, { , , } : M ×M ×
M → M is a trilinear map and α : M → M an algebra map with the respect
to the brackets satisfying for all x, y, z, u, v, w ∈M
{x, y, z} = −{y, x, z}, (8)
{x, y, z} + {z, x, y} + {y, z, x} = 0, (9)
{α(x), α(y), [u, v]} = [{x, y, u}, α2(v)] + [α2(u), {x, y, v}] + {α(u), α(v), [x, y]}
−[[α(u), α(v)], [α(x), α(y)]], (10)
{α2(x), α2(y), {u, v,w}} = {{x, y, u}, α2(v), α2(w)} + {α2(u), {x, y, v}, α2(w)}
+{α2(u), α2(v), {x, y,w}}. (11)
Let (B, [ , ], [ , , ], α) be a left Hom-Bol algebra. Define
< 1; a, b >=< a, b >= −[a, b],
< c; a, b >= {a, b, c} − [[a, b], α(c)],
< cx; a, b >= −
∑
< α|x(2)|+1(x(1));α
|x(2)|+1(c), < x(2); a, b >>,
Φ(x, y) = 0,
for a, b, c ∈ B and x, y ∈ B⊗n, where n > 0.
Then B becomes a Hom-Sabinin algebra.
Example 2.4. A Hom-Lie Yamaguti algebra (see [7]) is a quadruple (A, [ , ], {, , , }, α)
where [ , ] : A×A→ A is a skewsymmetric bilinear map, { , , } : A×A×A→ A
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is a trilinear map and α : A→ A an algebra map with the respect to the brack-
ets satisfying for all x, y, z, u, v ∈ A
{x, y, z} = −{y, x, z}, (12)
[[x, y], α(z)] + [[z, x], α(y)] + [[y, z], α(x)]
+{x, y, z}+ {z, x, y} + {y, z, x} = 0, (13)
{[x, y], α(z), α(u)} + {[z, x], α(y), α(u)} + {[y, z], α(x), α(u)} = 0, (14)
{α(x), α(y), [u, v]} = [{x, y, u}, α2(v)] + [α2(u), {x, y, v}], (15)
{α2(u), α2(v), {x, y, z}} = {{u, v, x}, α2(y), α2(z)} + {α2(x), {u, v, y}, α2(z)}
+{α2(x), α2(y), {u, v, z}}. (16)
Let (A, [ , ], { , , }, α) be a Hom-Lie-Yamaguti algebra. Define
< 1; a, b >=< a, b >= −[a, b],
< c; a, b >= {a, b, c},
< xc; a, b >=< α(x);α(c), [a, b] >
+
∑
< α|x(2)|+1(x(1));α
|x(2)|+1(c), < x(2); a, b >>,
Φ(x, y) = 0,
for a, b, c ∈ A and x, y ∈ A⊗n, where n > 0.
Then A becomes a Hom-Sabinin algebra.
2.2 Hom-Akivis algebras and Hom-BTQQ algebras
There are examples of more algebras where their Hom-type structure has been
defined and that are related to Sabinin algebras, one such examples is Akivis
algebras; since every Sabinin algebra is an Akivis algebra. There are also
examples of algebras related to Sabinin algebras whose Hom-type structure
have not yet been defined; for instance, BTQQ algebras. Their name comes
from the fact that they have a Binary, a Ternary and two Quaternary products.
This algebras appeared when considering algebras that are Sabinin up to some
degree d; i.e., they satisfy the Sabinin defining equations that involve up to d-
linear operations and forget about the rest. This type of algebras were worked
on up to degree 4 in [11], using computational methods.
In this setting, Sabinin algebras of degree 2 are skew-symmetric algebras,
Sabinin algebras of degree 3 are Akivis algebras and Sabinin algebras of degree
4 are BTQQ algebras.
Definition 2.5. An Akivis algebra is a vector space V endowed with two linear
maps [ , ] : V ⊗2 → V and ( , , ) : V ⊗3 → V such that the following identities
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hold:
[a, b] + [b, a] = 0, (17)
[[a, b], c] + [[b, c], a] + [[c, a], b] = (a, b, c) − (a, c, b) − (b, a, c) + (b, c, a)
+(c, a, b)− (c, b, a). (18)
Definition 2.6. A BTQQ algebra is a vector space V endowed with four linear
maps [ , ] : V ⊗2 → V , ( , , ) : V ⊗3 → V , { , , , } : V ⊗4 → V and
[| , , , |] : V ⊗4 → V such that (V, [ , ], ( , , )) is an Akivis algebra and the
following identities hold:
([a, b], c, d) − [a, (b, c, d)] + [b, (a, c, d)] = {a, b, c, d} − {b, a, c, d}, (19)
(a, [b, c], d) − [b, (a, c, d)] + [c, (a, b, d)] = [|a, b, c, d|] − [|a, c, b, d|], (20)
[b, (a, c, d)] − [b, (a, d, c)] − (a, b, [c, d]) = {a, b, c, d} − {a, b, d, c}
−[|a, b, c, d|] + [|a, b, d, c|]. (21)
Lemma 2.7. [11] BTQQ algebras are equivalent to Sabinin algebras of degree
4.
If we consider Hom-Sabinin algebras of degree 3, one gets Hom-Akivis
algebra, as mentioned in [10]. Consider the identity (5) on the definition of
a Hom-Sabinin algebra, applied to three arbitrary elements a, b, c and x = 1,
one gets the Hom-Akivis identity. Hom-Sabinin algebras of degree 4 leads to
Hom-BTQQ algebras that are defined as:
Definition 2.8. A Hom-BTQQ algebra is a vector space V endowed with four
linear maps [ , ] : V ⊗2 → V , ( , , ) : V ⊗3 → V , { , , , } : V ⊗4 → V
and [| , , , |] : V ⊗4 → V ; and an endomorphism α : V → V s such that the
following equations hold:
[a, b] + [b, a] = 0, (22)
[[a, b], α(c)] + [[b, c], α(a)] + [[c, a], α(b)] = (a, b, c) − (a, c, b) − (b, a, c)
+(b, c, a) + (c, a, b) − (c, b, a), (23)
([a, b], α(c), α(d)) − [α2(a), (b, c, d)] + [α2(b), (a, c, d)] =
{a, b, c, d} − {b, a, c, d}, (24)
(α(a), [b, c], α(d)) − [α2(b), (a, c, d)] + [α2(c), (a, b, d)] =
[|a, b, c, d|] − [|a, c, b, d|] (25)
[α2(b), (a, c, d)] − [α2(b), (a, d, c)] − (α(a), α(b), [c, d]) =
{a, b, c, d} − {a, b, d, c} − [|a, b, c, d|] + [|a, b, d, c|]. (26)
Theorem 2.9. Hom-BTQQ algebras are equivalent to Hom-Sabinin algebras
of degree 4.
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Proof. The proof given in [11] for the non Hom-type case can be copied for
the Hom-type case; using the Main Theorem.
Corollary 2.10. Let (V, [ , ], ( , , ), { , , , }, [| , , , |], α) be a Hom-BTQQ
algebra and β : V → V be an endomophism of the Hom-algebra V . Then
(V, β[ , ], β2( , , ), β3{ , , , }, β3[| , , , |], β ◦ α) is a Hom-BTQQ algebra.
Proof. Is a consequence of the same result for Hom-Sabinin algebras and the
fact that Hom-BTQQ algebras are Hom-Sabinin algebras of degree 4; using
the Main Theorem.
This procedure does not always give nice examples as it may seem. We
present in the following an example where it leads to a trivial Hom-Akivis
algebra.
Example 2.11. Consider the following Hom-algebra V over C generated by
〈x, y〉 with a trilinear operation
(x, x, x) = 0 = (x, y, x) = (y, x, y) = (y, y, y),
(x, x, y) = −2x− 4y = −(y, x, x) = 2(y, y, x) = −2(x, y, y).
Then this algebra is an Akivis algebra by considering [a, b] = 0.
Set α(x) = −2α(y) = −2x, which provides an Akivis algebra morphism;
leading to a Hom-Akivis algebra defined by
(x, x, x) = 0 = (x, y, x) = (y, x, y) = (y, y, y),
(x, x, y) = −2α2(x)− 4α2(y) = −(y, x, x) = 2(y, y, x) = −2(x, y, y).
Since −2α(x)− 4α(y) = 0, then the resulting Hom-Akivis algebra is trivial.
Example 2.12. Consider now any Lie algebra (L,µ) and a Lie algebra mor-
phism α. Then the operations [ , ]µ, the commutator of µ, and ( , , )α, the
Hom-associator of µ, form a Hom-Akivis algebra.
In particular, the operations are:
[a, b]µ = 2µ(a, b),
(a, b, c)α = µ(α(b), µ(c, a)).
A more specific example would be sl2(C) as the Lie algebra and α(h) = −h,
α(x) = y and α(y) = x. The formulas for the non zero new operations in this
particular case are:
[x, y] = 2h, [h, x] = 4x, [h, y] = −4y
(x, x, y) = −(y, x, x) = −2y, (x, x, h) = −(h, x, x) = −2h,
(x, y, y) = −(y, y, x) = 2x, (h, y, y) = −(y, y, h) = 2h,
(h, h, x) = −(x, h, h) = 4x, (h, h, y) = −(y, h, h) = 4y.
The same constructions can be consider to form BTQQ Hom-algebras from
any Hom-algebra using the Hom-type formulas of those given in [11].
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2.3 Hom-power associative algebras and Hom-Type
Teichmüller identity
There are several consequences of the Main Theorem already proven in the
literature, such as the example of Hom-power associative algebras.
Theorem 2.13. [23, Corollary 5.2] Let (A,µ, α) be a multiplicative Hom-
algebra. Then the following statements are equivalent.
1. A satisfies x2α(x) = α(x)x2 and x4 = α(x2)α(x2) for all x ∈ A.
2. A satisfies (x, x, x)α = 0 = (x
2, α(x), α(x))α for all x ∈ A.
3. A is up to fourth Hom-power associative.
4. A is Hom-power associative.
Proof. Firstly, the equations on 1 and 2 are the same equations writen in two
different ways, hence 1⇔ 2. It is trivial that 4⇒ 3⇒ 2.
The fact 2⇒ 4 is true for power associative algebras as proven in [1]. Also,
the free power associative algebras are N+-graded since their defining relations
are homogeneous polynomials. Hence by application of the Main Theorem, it
follows that the result is true since they are the Hom-type identities of the
power associative case.
In the following, we recover the Hom-Type Teichmüller identity [24].
Theorem 2.14. [24, Lemma 7.3] Let (A,µ, α) be a multiplicative Hom-algebra.
Then for any w, x, y, z ∈ A the following equation holds:
(wx,α(y), α(z))α − (α(w), xy, α(z))α + (α(w), α(x), yz)α
−α2(w)(x, y, z)α − (w, x, y)αα
2(z) = 0.
Proof. The Teichmüller identity holds for any algebra. The previous equation
is its Hom-type identity, hence it holds by application of the Main Theorem.
3 Towards universal enveloping algebras of
Hom-Sabinin algebras
We aim to discuss universal enveloping algebras of Hom-Sabinin algebras. We
consider the functor U : SabAlg → BiAlgcc; from Sabinin algebras to cocom-
mutative, coassociative and magmatic bialgebras. We show that it is adjoint to
the functor Y III, defined in [19], that gives a Sabinin algebra structure to any
algebra. This construction is in fact an equivalence between Sabinin algebras
and connected cocommutative bialgebras. In this section, we will construct
the functor Y IIIhom.
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Definition 3.1. Consider the operations qαn,m that make the equation
(αv−1[u]α, α
u−1[v]α, α
u+v−2z)α = q
α(u, v, z)
+
∑
u1+v1>0
αu2+v2(αv1−1([u(1)]α)α
u1−1([v(1)]α))α
u1+v1−1(qα(u(2), v(2), z)),
hold.
Then we define Y IIIhom(A,µ, α) as
< u; a, b >= −qα(u, a, b) + qα(u, b, a),
< a, b >= −[a, b], and also
Φn,m(u, v) =
∑
σ∈Sn,τ∈Sm
1
n!m!q
α
n,m−1(uσ(1) . . . uσ(n), vτ(1) . . . vτ(m−1), vτ(m)).
In this definition, we consider that [x1⊗· · ·⊗xn]α = (x1⊗· · ·⊗xn)
α
τ where
τ is the tree of right normed words: (x1 ⊗ · · · ⊗ xn)τ = (. . . ((x1x2)x3) . . . )xn.
Note that in case α = id, we recover the original functor from [19].
Example 3.2. In case (A,µ, α) is Hom-associative, then Y IIIhom(A,µ, α) is
the corresponding Hom-Lie algebra A−.
Example 3.3. In case (A,µ, α) is Hom-alternative, then Y IIIhom(A,µ, α) is
the corresponding Hom-Malcev algebra A−; as
−q(c, a, b) + q(c, b, a) = 2(c, b, a)α = −Jα(a, b, c) − 4(c, b, a)α.
Concluding that < c; a, b >= −
1
3
Jα(a, b, c).
Example 3.4. Here are the first computations of the qα operations:
• In case n = 1, m = 1, one gets qα1,1(x; y; z) = (x, y, z)α.
• In case n = 2, m = 1, one gets
qα2,1(x, y; t; z) = (xy, α(t), α(z))α − α
2(x)(y, t, z)α − α
2(y)(x, t, z)α.
• In case n = 1, m = 2 one gets
qα1,2(x; y, t; z) = (α(x), yt, α(z))α − α
2(y)(x, t, z)α − α
2(t)(x, y, z)α.
3.1 Hom-bialgebras and their primitive elements
In this section, we define and study (nonassociative) Hom-bialgebras and some
properties of their primitive elements.
Definition 3.5. A coalgebra is a pair (A,∆) where A is a K-vector space and
∆ : A→ A⊗A is a linear map.
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Definition 3.6. Let (A,µ, α) be a Hom-algebra, with a binary operation. We
say that A is unitary if there is a linear map u : K→ A such that
µ(u(1), x) = µ(x, u(1)) = α(x)
for any x ∈ A, and α ◦ u = u.
Definition 3.7. A Hom-coalgebra is a tuple (A,∆, α) where (A,∆) is a coal-
gebra and α : A → A is a coalgebra morphism. We say that a Hom-coalgebra
is counitary if there is a map ǫ : A→ K such that
∑
ǫ(x(1))⊗ x(2)) = 1⊗ x and
∑
x(1) ⊗ ǫ(x(2)) = x⊗ 1.
Definition 3.8. A Hom-bialgebra is a sextuple (A,µ, u,∆, ǫ, α), where (A,µ, u, α)
is a unitary Hom-algebra, (A,∆, ǫ, α) is a counitary Hom-coalgebra and the
maps ǫ : A→ K and ∆ : A→ A⊗A are Hom-algebra morphisms.
As a consequence, the relation
∑
x(1)u(ǫ(x(2))) =
∑
u(ǫ(x(1)))x(2) = α(x) fol-
lows; equivalently µ ◦ (id ⊗ (u ◦ ǫ)) ◦∆ = µ ◦ ((u ◦ ǫ)⊗ id) ◦∆ = α.
Note that in case α is the identity map, one recovers the definition of a
unitary and counitary bialgebra.
Remark 3.9. Notice that this definition is different from the usual one where
the multiplication is assumed to be Hom-associative and the comultiplication
is Hom-coassociative [15].
Lemma 3.10. Let B be a free unitary Hom-algebra generated by a set G.
Define ∆α(p) = u(1)⊗ p+ p⊗u(1) for any p ∈ G and extend it to B as an
algebra morphism. In particular, ∆α(u(1)) = u(1)⊗u(1). Define also ǫ(p) = 0
for p ∈ G and ǫ(u(1)) = 1.
Then B = (B,µ, u,∆α, ǫ, α) is a coassociative, cocommutative, counitary
and unitary Hom-bialgebra.
Proof. The proof is straightforward.
Note that the difference between the Hom-bialgebra structure of a free Hom-
algebra and the bialgebra structure of a free algebra is mainly the definition
of the adjoint map of the unit element, that is a group-like element of the
coalgebra structure.
Since all bialgebras we are going to consider are cocommutative, we shall
rewrite a⊗ b+ b⊗ a as a ◦ b so that our equations are half the size. Note that
a ◦ b = b ◦ a.
Lemma 3.11. If p is a primitive element of a Hom-bialgebra (A,µ, u,∆, ǫ, α),
then α(p) is also primitive.
Proof. ∆α(α(p)) = α
⊗2(∆α(p)) = u(1)⊗ α(p) + α(p)⊗ u(1).
15
Theorem 3.12. Let p be a primitive element of (B,µ, 1,∆, ε), the free alge-
bra generated by a set G with its natural bialgebra structure. Then pα, the
Hom-type element obtained by our procedure in 1.4 applied to p, is a primitive
element of (B,µ, u,∆α, ǫ, α), the free Hom-algebra generated by (K〈G〉, α) with
its natural Hom-bialgebra structure.
Proof. Consider p =
∑
λimi some element in a free algebra B where mi are
nonassociative words on the generators and λi ∈ K. In other words, p is a non-
associative polynomial. If p is primitive, then
∑
λi∆α(mi) =
∑
λi(1 ⊗mi +
mi⊗1). Let mi = (xi,1⊗· · ·⊗xi,ni)τi ; then ∆α(mi) = (∆α(xi,1⊗· · ·⊗xi,ni))τi .
In conclusion, one gets the following equation on B ⊗B:
∑
λi((1 ◦ xi,1)⊗ · · · ⊗ (1 ◦ xi,ni))τi
=
∑
λi(((1 ⊗ xi,1)⊗ · · · ⊗ (1⊗ xi,ni))τi + ((xi,1 ⊗ 1)⊗ · · · ⊗ (xi,ni ⊗ 1))τi),
where a ◦ b = a⊗ b+ b⊗ a.
By the Main Theorem; since F⊗F is free, the Hom-type equation obtained
by applying our procedure to the one above is also true for a free Hom-algebra.
Indeed,
∑
λi((1 ◦ xi,1)⊗ · · · ⊗ (1 ◦ xi,ni))
α
τi
=
∑
λi(((1 ⊗ xi,1)⊗ · · · ⊗ (1⊗ xi,ni))
α
τi
+ ((xi,1 ⊗ 1)⊗ · · · ⊗ (xi,ni ⊗ 1))
α
τi
).
Undoing the coproducts, the equation translates to:
∑
λi∆α((xi,1 ⊗ · · · ⊗ ixni)
α
τi
)
=
∑
λi(u(1) ⊗ (xi,1 ⊗ · · · ⊗ xi,ni)
α
τi
) + ((xi,1 ⊗ · · · ⊗ xi,ni)
α
τi
⊗ u(1)).
Therefore, the Hom-type monomial of p =
∑
λimi is primitive for the
Hom-bialgebra.
Corollary 3.13. The operations qα : B⊗n ⊗ B⊗m ⊗ B → B defined in 3.1
are primitive in the free Hom-algebra B generated by G = {x1, . . . , xn, . . . } ∪
{y1, . . . , yn, . . . } ∪ {z} and an endomorphism α : K〈G〉 → K〈G〉.
Corollary 3.14. The operations qα : C⊗n ⊗ C⊗m ⊗ C → C are primitive in
the Hom-bialgebra (C,µ, u, δ, ǫ, α).
Proof. Let a1, . . . , an, b1, . . . , bm, c be primitive elements for (C, δ) and define
φ(xi) = ai, φ(yi) = bi, φ(z) = c and φ(u) = 0 for any other u ∈ G. Also take
any β : K〈G〉 → K〈G〉 such that φ ◦ β = α ◦ φ.
Then extend φ : B → C as a Hom-algebra morphism. Since φ(G) are
primitive elements of (C, δ), it follows that (φ⊗ φ) ◦∆ = δ ◦ φ on G; but then
it is true for every element since G generates B as an algebra and they are
algebra morphisms.
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Finally, let’s compute δ(qα(a, b, c)):
δ(qα(a, b, c)) = δ(qα(φ(x), φ(y), φ(z))) = δ(φ(qβ(x, y, z)))
= ((φ⊗ φ) ◦∆)(qβ(x, y, z)) = 1 ◦ φ((qβ(x, y, z))) = 1 ◦ (qα(a, b, c)).
The combinatorics in relation with α in the coproduct of non-associative
words are very interesting and has deep consequences in the structure of Hom-
bialgebras. Here are some properties:
Consider a right-normed word u = ((. . . (x1x2) . . . xn−1)xn). The question
is: How do α appear in a particular summand of ∆(u)?
First, consider only three generators (xy)z, it follows then that ∆((xy)z) =
(xy)z ◦1+α⊗2(xy ◦ z)+α(y)z ◦α2(x)+α(x)z ◦α2(y). We realize that α keeps
some record of the order of multiplications of the elements.
In every summand, the left and right elements of the tensor are right-
normed words and the instances of α appearing in each side of the tensor
indicate where there are elements missing from the original word.
Here is an algorithm to compute this elements for every type of non-
associative monomial using trees:
Lemma 3.15. Let m = (x1 ⊗ · · · ⊗ xn)τ be a non-associative monomial on a
free algebra and consider P1 ∪ P2 a partition of the variables x1, . . . , xn.
Then the summand of ∆(m) associated to the partition P1 ∪P2 is given by
the following procedure:
1. In the tree τ , label every leaf with 1 or −1 depending on the partition of
the variables.
2. Next, go down the tree associating to every internal node a label 0, 1 or
−1 if both branches come from a node with that label; but associate 0 if
the branches come from nodes with different labels.
3. Finally, going up from the root, and considering all the internal nodes do
the following:
• For nodes with labels 1 or −1 do nothing.
• For nodes with label 0 that came from two 0 labeled branches do
nothing.
• For nodes with label 0 that came from at least one non zero node,
apply α to the leaves of the other branch with opposite label.
Proof. We only need to check the three cases of the lemma and show how α
is applied.
If we have the case (a ⊗ 1)(b ⊗ 1), it means that a, b are in the same part
of the partition and in this case (ab ⊗ 1) is the solution where there are no α
applications to any variable. This is case (1) in our list.
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Also there is the possibility (a⊗ b)(c⊗ d); where there is no α application
either. This is case (2) in our list
If we have the case (a ⊗ b)(c ⊗ 1) it means that one side comes from a 0
node and the other comes from either 1 or −1. In this case we have (ac⊗α(b)
which is the application of α to every variable in the side opposite to c. It may
also happend that (1⊗ b)(c⊗ 1) = α(c)⊗α(b); which is the same case applied
to both branches. This is case (3) in our list.
Consider now (A,µ, α) a free Hom-associative unitary algebra, it should
have a natural coalgebra structure to be able to consider its primitive elements.
In the case of the tensor algebra, which is the free associative algebra, the
coproduct that appears naturally is called shuffle coproduct. It is the one that
we consider in this context, but with the exception that our algebra is not
associative, but Hom-associative. Hence, since u · x = α(x), the coproduct is
no longer the shuffle coproduct.
The coproduct on the free Hom-associative algebra will be called the α-
shuffle coproduct; and in case α = id, it is the shuffle coproduct on the tensor
algebra.
3.2 Universal enveloping algebras
In this section, we aim to find an appropriate universal enveloping algebra to
any Hom-Sabinin algebra.
Proposition 3.16. Let (A,α) be a Hom-algebra. Then Y IIIhom(A,α) defined
in 3.1 is a Hom-Sabinin algebra.
Proof. In any algebra; the q operations give a Sabinin algebra. By the Main
Theorem, the qα operations give rise to a Hom-Sabinin algebra.
The previous proposition shows that we have a functor Y IIIhom : Hom-
Alg → Hom-SabAlg, from the category of Hom-algebras with one binary
multiplication to the category of Hom-Sabinin algebras. This functor has a
left adjoint functor that we shall denote by Uhom : Hom-SabAlg → Hom-
Alg.
The image Uhom(S,α) can be defined as the quotient of the free Hom-
algebra (K{S}, αˆ) generated by S; by the ideal I generated by {< u; a, b >
+qα(u, a, b) − qα(u, b, a)| u ∈ T (S); a, b ∈ S} ∪ {[a, b]+ < a, b > | a, b ∈
S} ∪ {Φ(u, v) −
∑ 1
n!m!q
α(u, v)| u, v ∈ T (S)}. The endomorphism is
αU ((s1 . . . sn)τ ) = (α(s1) . . . α(sn))τ
for si ∈ S and τ a tree of n leaves.
This functor Uhom is well defined since αˆ(I) ⊂ I for αˆ the endomorphism
of the free algebra K{S}. We call this functor the universal enveloping Hom-
algebra; in view of the following result:
18
Proposition 3.17. The functor Uhom is left adjoint to Y IIhom.
Proof. We have to show that
HomHom-Alg(Uhom(S,α), (A, β)) ∼= HomHom-SabAlg((S,α), Y IIIhom(A, β)),
where the first maps are Hom-algebra morphisms and the second maps are
Hom-Sabinin algebra morphisms.
Consider f : (S,α) → Y IIIhom(A, β) a Hom-Sabinin algebra morphism.
Then it is a linear map f : S → A where f ◦ α = β ◦ f and defines F :
K{S,α} → (A, β) a Hom-algebra morphism in a unique way where F |S = f .
F (< u; a, b > +qβ(u, a, b) − qβ(u, b, a))
= f(< u; a, b >)
+qβ(f(u1) . . . f(un), f(a), f(b))− q
β(f(u1) . . . f(un), f(b), f(a))
=< f(u1) . . . f(un); f(a), f(b) > +q
β(f(u1) . . . f(un), f(a), f(b))
−qβ(f(u1) . . . f(un), f(b), f(a)) = 0.
F ([a, b]+ < a, b >) = [fa, fb] + f < a, b >= [fa, fb]+ < fa, fb >= 0.
F (Φ(u, v) −
∑ 1
n!m!
qβ(u, v))
= f(Φ(u, v)) −
∑ 1
n!m!
qβ(f(u1) . . . f(un), f(v1) . . . f(vm−1), f(um)))
= Φ(f(u1) . . . f(un), f(v1) . . . f(vm−1), f(vm))
−
∑ 1
n!m!
qβ(f(u1) . . . f(un), f(v1) . . . f(vm−1), f(um))).
Therefore, I ⊆ ker(F ) and F̂ : Uhom(S) → A as F̂ (x + I) = f(x) is a
Hom-algebra morphism. This is a functor from Hom((S,α), Y IIIhom(A, β))
to Hom(Uhom(S,α), (A, β)).
Consider g : Uhom(S)→ A, then
Y IIIhom(g) : Y IIIhom(Uhom(S,α))→ Y IIIhom(A, β)
is a Hom-Sabinin algebra morphisms; and also is π : S → Y IIIhom(Uhom(S,α))
defined as π(s) = s+ I.
In conclusion, Y IIIhom(g)◦π : (S,α)→ Y IIIhom(A, β) is a Hom-Sabinin alge-
bra morphism and this is a functor fromHom(Uhom(S,α), (A, β)) toHom((S,α), Y IIIhom(A, β)).
This two functors are inverses of each other, proving our claim.
The question of whether π is injective or not is still open. We conjecture
that in general π might not be injective depending on the properties of α. The
proof in case of Sabinin algebras (α = id) can be read in [17].
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3.3 Universal envelopes as Hom-bialgebras
We consider in this section Hom-Hopf algebra, which are (α, id)-Hom-Hopf
algebra with respect to the definition given in [15], where the structure maps
for the product and the coproduct may be different. We show that the universal
enveloping algebra of a Hom-Lie algebra is endowed with such a structure while
the universal enveloping algebra of a Hom-Sabinin algebra is endowed with a
Hom-bialgebra structure.
Theorem 3.18. For any Hom-Sabinin algebra (S,α); its universal enveloping
algebra Uhom(S,α) is a Hom-bialgebra.
Proof. We only need to check that the coproduct of the free algebra generated
by S can be taken to the quotient. This is true because the ideal is generated
by primitive elements and ∆ is an algebra morphism.
Since ∆ is a morphism, ∆(I) is an ideal on K{S} ⊗ K{S}. Also for any
generator p ∈ I, ∆(p) = 1⊗p+p⊗1 ∈ B⊗I+I⊗B. Hence ∆(I) ⊆ B⊗I+I⊗B;
by ideals properties.
Definition 3.19. A Hom-Hopf algebra is a unitary and counitary Hom-bialgebra
(H,µ, u,∆, ǫ, α) which is Hom-associative, coassociative and such that there is
a map S : H → H satisfying
µ ◦ (id⊗ S) ◦∆ = u ◦ ǫ, µ ◦ (S ⊗ id) ◦∆ = u ◦ ǫ and S ◦ α = α ◦ S.
The map S is called an antipode.
This definition corresponds to that of (α, id)-Hom-Hopf algebra given in [15].
Proposition 3.20. Let (H,µ, u,∆, ǫ, α) be a Hom-associative, coassociative
Hom-bialgebra. If H admits an antipode, then it is unique up to im(α); i.e.,
α ◦ S = α ◦ S′ if S, S′ are two antipodes for H.
Proof.
α ◦ S = µ ◦ (α ◦ S ⊗ [µ ◦ (id⊗ S′) ◦∆]) ◦∆
= µ ◦ (α⊗ µ) ◦ (S ⊗ id⊗ S′) ◦ (id⊗∆) ◦∆
= µ ◦ (µ⊗ α) ◦ (S ⊗ id⊗ S′) ◦ (∆⊗ id) ◦∆
= µ ◦ ([µ ◦ (S ⊗ id) ◦∆]⊗ α ◦ S′) ◦∆ = α ◦ S′.
Definition 3.21. Let X be a finite set and Xi denote a copie of that set for
i ∈ N. Define α :
⋃
Xi →
⋃
Xi as α(xi) = xi+1 and consider Fα(X) the free
algebra generated by
⋃
Xi; and extend α as an endomorphism.
Finally, make a quotient of that free algebra by the ideal generated by I =
〈α(a)(bc) − (ab)α(c)| a, b, c ∈ F(X)〉. We call that quotient the free Hom-
associative algebra generated by X and we denote it by Fα,ass(X).
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Note that this is a free construction from the category Set, or FinVec,
the category of finite dimensional vector spaces; and not from the category of
Hom-K-modules. The difference lies in the fact that in this case, α is freely
defined and in the latter case, α is already given and is only extended.
Proposition 3.22. The map α is injective on Fα,ass(X).
Proof. First note that α : Fα,ass(X)→ Fα,ass(X) is well defined as α(I) ⊆ I.
Consider α([s]) = 0 for some [s] ∈ Fα,ass(X); then α(s) ∈ I considered
as α : Fα(X) → Fα(X). Hence α(s)(bc) ∈ I and also (sb)α(c) ∈ I for all
b, c ∈ Fα(X). By the definition of I and the fact that the algebra is free, it is
only possible that sb ∈ I. By the same argument as before, we have s ∈ I.
Therefore, [s] = 0 and α is injective.
Proposition 3.23. Fα,ass(X) is a Hom-Hopf algebra.
Proof. Define ∆(xi) = 1⊗ xi + xi ⊗ 1 for xi ∈ Xi and extend it as an algebra
morphism. Also consider ǫ(xi) = 0 and ǫ(1) = 1 and extend them as algebra
morphisms. Set also S(xi) = −xi, S(1) = 1 and S(u v) = S(v)S(u) and extend
it linearly. We need to show that
∑
u(1)S(u(2)) = ǫ(u).
The proof is trivial for the case of u = 1, xi. Assume now that |u| > 1.
Then u = a b where |a|, |b| ≥ 1, and
α(
∑
u(1)S(u(2))) = α(
∑
(a(1)b(1))(S(b(2))S(a(2))))
=
∑
α(a(1)b(1))(α(S(b(2)))α(S(a(2)))) =
∑
((a(1)b(1))α(S(b(2))))α
2(S(a(2)))
=
∑
(α(a(1))(b(1)S(b(2))))α
2(S(a(2))) =
∑
α(a(1))α
2(S(a(2)))ǫ(b) = 0.
By injectivity, it follows that
∑
u(1)S(u(2)) = ǫ(u).
Corollary 3.24. Let (L, β) be a Hom-Lie algebra. Then its universal envelop-
ing algebra Uhom(L, β) as defined in [21] is a Hom-Hopf algebra.
Proof. Since Fα,ass(L) is a Hom-Hopf algebra and Uhom(L, β) is defined as
a quotient and generated by primitive elements. This quotient preserves the
coproduct. In particular, the ideal is generated by {[x, y] − xy + yx| x, y ∈
L} ∪ {xi − β
i−1(x1)| xi ∈ Xi, i > 1}.
Here are some examples of the equation
∑
u(1)S(u(2)) = ǫ(u), for small |u|
cases.
Example 3.25.
• If u = x then
∑
u(1)S(u(2)) = x 1 + 1S(x) = α(x)− α(x) = 0.
• If u = (xy) then
∑
u(1)S(u(2)) = xy 1 + 1S(xy) + α(x)S(α(y)) + α(y)S(α(x))
= α(xy) + α(yx)− α(xy)− α(yx) = 0.
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• If u = (xy)z then
∑
u(1)S(u(2)) = (xy)z 1 + 1S((xy)z) + α
2(x)S(α(y)z) + α2(y)S(α(x)z)+
α(xy)S(α(z)) + α(z)S(α(xy)) + α(y)zS(α2(x)) + α(x)zS(α2(y))
= α((xy)z) − α(z(yx)) + α2(x)(zα(y)) + α2(y)(zα(x)) − α((xy)z)+
α(z)(α(yx)) − (α(y)z)α2(x)− (α(x)z)α2(y)
= α2(x)(zα(y)) + α2(y)(zα(x)) − (α(y)z)α2(x)− (α(x)z)α2(y) = 0.
• If u = (a(bc))d then
∑
u(1)S(u(2)) = (a(bc))d 1 + 1 S((a(bc))d) + α(a(bc))S(α(d))
+ α(d)S(α(a(bc))) + α2(bc)S(α(a)d) + (α(a)d)S(α2(bc))
+ α3(b)S((aα(c))d) + ((aα(c))d)S(α3(b)) + α3(c)S((aα(b))d)
+ ((aα(b))d)S(α3(c)) + α2(a)S(α(bc)d) + (α(bc)d)S(α2(a))
+ α(aα(b))S(α2(c)d) + (α2(c)d)S(α(aα(b)))
+ α(aα(c))S(α2(b)d) + (α2(b)d)S(α(aα(c)))
= α((a(bc))d) + α(d((cb)a)) − α((a(bc))d) − α(d((cb)a))+
α2(bc)(dα(a)) + (α(a)d)α2(cb) − α3(b)(d(α(c)a))
− ((aα(c))d)α3(b)− α3(c)(d(α(b)a)) − ((aα(b))d)α3(c)
− α2(a)(dα(cb)) − (α(bc)d)α2(a) + α(aα(b))(dα2(c))
+ (α2(c)d)(α(α(b)a)) + α(aα(c))(dα2(b)) + (α2(b)d)(α(α(c)a)) = 0.
Note that this last universal enveloping algebra may be different from our
definition since it is adjoint to Y IIIhom : Hom-Ass → Hom-Lie, which
considers only the Hom-associative algebras and not all Hom-algebras where
Y IIIhom(A,α) is a Hom-Lie; called Hom-Lie admissible algebra.
3.4 An example: Antisymmetric algebras
As an example, we will show the relation between algebras with an antisym-
metric bilinear product, and connected (0, id)-Hom-Hopf algebras.
Proposition 3.26. There is an equivalence of categories between Hom-Lie
algebras where α = 0 and algebras with an antisymmetric bilinear product.
Proof. Let (L, [ , ], 0) be a Hom-Lie algebra. Then [ , ] is an antisymmetric
bilinear product.
Let (L, ·) be an algebra with an antisymmetric bilinear product. Then the
Hom-Jacobiator Jα(x, y, z) = 0 for this product in case α = 0. Hence (L, ·, 0)
is a Hom-Lie algebra where α = 0.
Let f : L1 → L2 be a morphism of Hom-Lie algebras. Then f is a morphism
of the corresponding antisymmetric algebras.
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Consider finally, f : L1 → L2 a morphism of antisymmetric algebras. Then
f ◦ 0 = 0 = 0 ◦ f . Therefore, f is a morphism of the corresponding Hom-Lie
algebras where α1 = α2 = 0.
Proposition 3.27. There is an equivalence of categories between Hom-associative
algebras with α = 0 and magmatic algebras; i.e., algebras with one binary op-
eration.
Proof. The Hom-associativity is trivially satisfied for any algebra in case α =
0.
Corollary 3.28. The category of (0, id)-Hom-Hopf -algebras is equivalent to
the category of algebras which are magmatic algebras; i.e., algebras with just
one product, and that product is bilinear; with an element u such that uH =
Hu = 0.
Since K〈u〉 is an ideal one can also consider only the algebra H/K〈u〉 and
the element u can be recovered to define the structure of a (0, id)-Hom-Hopf -
algebra.
Proof. Let H be a (0, id)-Hom-Hopf algebra. Then it is a magmatic algebra
with an element u as specified; by forgetting the coalgebra structure. Let’s
denote this construction as the F functor.
Consider any algebra (H, ·) with an element u ∈ H such that uH = Hu = 0.
Define a complement P ⊕ K〈u〉 = H and a coproduct as ∆(u) = u ⊗ u and
∆(x) = x⊗u+u⊗x for x ∈ P . Also a counit as ǫ(u) = 1 and ǫ(x) = 0 for any
x ∈ P . Then (H, ·, u,∆, ǫ) is a (0, id)-Hom-Hopf algebra. Let’s denote this
construction as the G functor
This two constructions are inverse to one another. It is obvious that F ◦G =
ID since the product of the algebra is not modified by G; and the coalgebra
construction of G is forgotten by F .
Let H be a (0, id)-Hom-Hopf algebra. First, let’s prove that Prim H is a
subalgebra of H:
∆(xy) = ∆(x)∆(y) = (x⊗ u+ u⊗ x)(y ⊗ u+ u⊗ y) = xy ⊗ u+ u⊗ xy.
Since (Prim H)∗⊕H∗0 generates Gr(H
∗), see for instance [16, Lemma 5.6.6],
it follows that H = H0⊕Prim H. The coproduct is then fixed as ∆(u) = u⊗u
and ∆(x) = x⊗ u+ u⊗ x for x ∈ Prim H. Therefore G ◦ F = ID.
Proposition 3.29. The Hom-associative universal enveloping algebra of a
Hom-Lie algebra L where α = 0 is given by Uα(L) = K{L}/〈xy − yx −
[x, y]| x, y ∈ L〉.
Proof. Since α = 0 by the previous proposition, any algebra is Hom-associative
in this case, and the result follows.
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Corollary 3.30. We have π(L) ∼= L as vector spaces, where π : K{L} → Uα(L)
is the canonical quotient map.
Proof. The enveloping algebra U(L) has a filtration given by Fn = π(
⊕n
k=1 L
⊗k)
and the associated graded algebra is the free commutative algebra generated
by L. We have he following result.
Theorem 3.31. The map π : (L, [ , ], 0) → Y IIIα(Uα(L)) is an injective
morphism of Hom-Lie algebras; even more, the Hom-Lie algebra L can be
recovered from the (0, id)-Hom-Hopf algebra U(L) as F1/F0, where Fn is the
associated filtration defined previously.
Theorem 3.32. Let H be a (0, id)-Hom-Hopf algebra with a filtration where
Gr(H), the graded algebra associated to this filtration, is free commutative
generated by H1. Then H1 < Y IIIα(H) and H ∼= Uα(H1/H0, [ , ]).
Proof. Since Gr(H) is commutative, it follows that [H1,H1] ⊆ H1. Hence H1
is closed by the commutator product. Also H0 ·H = 0 and hence H1/H0 is a
quotient of (H1, [ , ]).
Also there is a morphism f : H1/H0 → Y III0(H/H0) given by the inclusion
ofH1 intoH. By the universal property, then there is F : Uα(H1/H0)→ H/H0
a (0, id)-Hom-Hopf algebra morphism. This map is given by F ([h1 . . . hn]) =
h1 . . . hn.
The map F also respects the filtrations; since F (Fn) ⊆ Hn/H0. Then there
is a map GrF : K{H1/H0}/〈xy−yx| x, y ∈ H1/H0〉 → Gr(H/H0)⊕H0 that is
an isomorphism, hence F is an isomorphism when identifying F (F0) = H0.
We have found then an equivalence between this two categories, but the
class of (0, id)-Hom-Hopf algebras H with a filtration whereGr(H), the graded
algebra associated to this filtration, is free commutative generated by H1;
should be studied in more detail. This problem remains open whether our hy-
pothesis on the filtration are necessary or less conditions already imply them.
Remember that every connected Hopf algebra has a coradical filtration
such that Gr(H) is free in the class of commutative and associative algebras;
and is generated by H1.
References
[1] A.A. Albert. On the power-associativity of rings. Summa Brasil. Math.,
2:21–32, 1948.
[2] H. Ataguema, A. Makhlouf, and S. Silvestrov. Generalization of n-ary
Nambu algebras and beyond. J. of Mathematical Physics, 50, 2009.
[3] S. Attan and A. Nourou Issa. Hom-Bol algebras. Quasigroups Related
Systems, 21(2):131–146, 2013.
24
[4] S. Burris and H.P. Sankappanavar. A course in Universal algebra. 1981-
2012.
[5] M. Elhamdadi and A. Makhlouf. Deformations of Hom-alternative and
Hom-Malcev algebras. Algebras Groups Geom., 28(2):117–145, 2011.
[6] Y. Fregier and A. Gohr. On Hom-type algebras. J. Gen. Lie Theory Appl.,
2: 2010.
[7] D. Gaparayi and A. Nourou Issa. A twisted generalization of Lie-Yamaguti
algebras. Int. J. Algebra, 5–8:339–352, 2012.
[8] J.T. Hartwig, D. Larsson, and S.D. Silvestrov. Quasi-Hom-Lie algebras,
central extensions and 2-cocycle-like identities. J. Algebra, 208:321–344,
2005.
[9] J.T. Hartwig, D. Larsson, and S.D. Silvestrov. Deformations of Lie alge-
bras using σ-derivations. J. Algebra, 295:314–361, 2006.
[10] A. Nourou Issa. Hom-Akivis algebras. Commentationes Mathematicae
Universitatis Carolinae, 52:485–500, 2011.
[11] S. Madariaga and M. Bremner. Polynomial identities for tangent algebras
of monoassociative loops. Communications in Algebra, November 2011.
[12] A. Makhlouf. Hom-alternative algebras and Hom-Jordan algebras. Inter-
national Electronic Journal of Algebra, 8:177–190, 2010.
[13] A. Makhlouf. Paradigm of nonassociative Hom-algebras and Hom-
superalgebras. Proceedings of the ”Jordan Structures in Algebra and
Analysis” Meeting (Eds. J. Carmona Tapia, A. Morales Campoy, A. M.
Peralta Pereira, M. I. Ramirez Ilvarez), Publishing House: Circulo Rojo,
145–177, 2010.
[14] A. Makhlouf and S.D. Silvestrov. Hom-algebra structures. Journal of
Generalized Lie Theory and Applications, 2:51–64, 2008.
[15] A. Makhlouf and S.D. Silvestrov. Algebras and Coalgebras. J. Algebra
Appl., 9:553–589, 2010.
[16] S. Montgomery. Hopf Algebras and their actions on rings. Conference
Board of the Mathematical Science, AMS, 1993.
[17] J.M. Pérez-Izquierdo. Algebras, hyperalgebras, nonassociative bialgebras
and loops. Advances in Mathematics, 208(2):834 – 876, 2007.
[18] L.V. Sabinin and P.O. Mikheev. Infinitesimal theory of local analytic
loops. Soviet Math. Dokl., 36:545–548, 1988.
[19] I. Shestakov and U.U. Umirbaev. Free Akivis Algebras, Primitive Ele-
ments, and Hyperalgebras. J. Algebra, 250:533–548, 2002.
[20] D. Yau. Hom-algebras and homology. J. Lie Theory, 19:409–421, 2009.
25
[21] D. Yau. Enveloping algebras of hom-lie algebras. Journal of Generalized
Lie Theory and Applications, 2(2):95–108, 2008.
[22] D. Yau. Hom-bialgebras and comodule Hom-algebras. International Elec-
tronic Journal of Algebra, 8:45–64, 2010.
[23] D. Yau. Hom-power associative algebras. arxiv:1007.4118, 2010.
[24] D. Yau. Right Hom-alternative algebras. arxiv:1010.3407, 2010.
[25] D. Yau. Hom-algebras via PROPs. arxiv:1103.5261, 2011.
[26] D. Yau. Hom-Maltsev, Hom-alternative and Hom-Jordan algebras. Inter-
national Electronic Journal of Algebra, 11:177–217, 2012.
[27] D. Yau. On n-ary Hom-Nambu and Hom-Nambu-Lie algebras. J. Geom.
Phys., 62:506–522, 2012.
26
