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Abstract
We compute explicitly traces of the Dirichlet form related to the Bessel pro-
cess with respect to discrete measures as well as measures of mixed type. Then
some global properties of the obtained Dirichlet forms, such as conservativeness,
irreducibility and compact embedding for their domains are discussed.
1 Introduction
The aim of the paper is two-fold: 1) Compute the trace of the Dirichlet form related to
Bessel’s operator (process) on some subsets of R via the method developed in [BBST17].
2) Analyze some global properties of the obtained Dirichlet forms. Mainly we shall be
concerned with conservativeness property, irreducibility and global properties of elements
of the domain of the trace form as well as compact embedding for their domains.
Traces of quadratic forms in the framework of Hilbert spaces can be performed via the
construction made in [BBST17]. In particular for discrete sets the trace operator can be
interpreted as a discretization of Bessel’s operator. For sets composed from composites of
continuum and discrete sets we obtain mixed-type Bessel’s operator on graphs. What we
shall obtain, for composite sets is an operator commonly named ’Laplacian on quantum
graphs’.
The focus on this example is motivated mainly by the following reasons: First to
construct a discrete Bessel operator, second to analyze how stable the properties of con-
servativeness (or stochastic completeness), irreducibility as well as global properties of
functions from the domain of the initial form (decay property for example), when passing
to the trace form.
Let us precise that the Bessel operator on the right half axis (0,∞) is the prototype
of a conservative transient and irreducible diffusion. A natural question arises, whether
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these global properties are inherited by the trace form (or equivalently the trace oper-
ator). Whereas it is known that in a abstract framework transience is inherited by the
trace form (see [FOT11, Lemma 622, p.317]), there are no definitive answers concerning
conservativeness and irreducibility.
In these notes we will determine, among other results, which measures (or supports of
measures) preserve the aforementioned global properties and which do not. In particular
our analysis shows that conservation property for the trace form is strongly correlated to
topological as well as geometric properties of the support of the considered measures. In
particular we will prove that if the support of the measure is finite then the obtained form
is never conservative! Whereas, if the support consists of a continuum and a discrete a
discrete set, we will prove that the chosen metric plays a central role to decide whether
the obtained form is conservative or not. Let us emphasize that in the latter case the
obtained Dirichlet form is a Dirichlet form related to a quantum graph.
2 The basics
Let us introduce some notations. We denote by I := (0,∞) and AC(I) the space of
absolutely continuous function on I. For each n ∈ N, n ≥ 1 let m be the measure defined
on I by
dm = 2xn−1dx.
We designate by
D0 := {u : I → R, u ∈ AC(I),
∫ ∞
0
(u′(x))2xn−1 dx <∞},
and E the Dirichlet form defined in L2(I,m) by
D = D0 ∩ L2(I,m), E [u] =
∫ ∞
0
(u′(x))2xn−1 dx. (2.1)
Let us consider the differential expression defined by
L := −1
2
( d2
dx2
+
2ν + 1
x
d
dx
)
, where ν :=
n
2
− 1. (2.2)
It is well known that E is a regular strongly local Dirichlet form in L2(I,m) (a diffu-
sion). Moreover, the positive selfadjoint operator associated with the form E via Kato’s
representation theorem, which we denote by L is defined by
D(L) = {u ∈ D, u′ ∈ AC(I), lim
x↓0
xn−1u′(x) = 0,Lu := −1
2
u′′ − 2ν + 1
2x
u′ ∈ L2(I,m)}
Lu = Lu, u ∈ D(L). (2.3)
It is nothing else but the Bessel operator. In the probabilistic jargon, L is the generator
of the Bessel process on the half-line. It is also the radial component of the Laplacian (or
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the standard Brownian motion) on Rn.
Let pt(x, y) the corresponding heat kernel. It is well known that (see [BMe16])
pt(x, y) :=
1
2t
(xy)−ν exp
(− x2 + y2
2t
)
Iν
(xy
t
)
, ∀ x, y, t > 0, (2.4)
where Iν is the modified Bessel function given by power series
Iν(x) =
∞∑
k=0
1
Γ(k + ν + 1)k!
(x
2
)2k+ν
.
We quote that pt is the fundamental solution of the heat equation −∂u∂t = Lu.
Let Tt := e
−tL, t > 0 be the heat semigroup associated with L. Then Tt is the integral
operator whose kernel is pt. The form E (or the operator Tt) is said to be conservative
(or stochastically complete) whenever
Tt1 = 1 for some and hence every t > 0, (2.5)
where Tt stands for the L
∞-semigroup induced by the Dirichlet form E . Analytically,
conservativeness means that the heat amount inside the system is conserved. Whereas
probabilistically it means that the process has an infinite life time, whatever its start point
is. These physical interpretations are the main motivations to study the conservativeness
property of a given Dirichlet form.
Let us start by giving some inequalities. To our best knowledge these inequalities are
new.
Theorem 2.1 (Inequalities). 1. Sobolev inequality. For every n ≥ 3 and every 2 <
p ≤ 2n
n−2 , there is a finite constant c > 0 such that
( ∫ ∞
0
|u(t)|p tn−1dt)2/p ≤ cE [u], ∀ u ∈ D. (2.6)
2. Generalized Strauss inequality. For every n ≥ 3 and every 1/2 ≤ σ ≤ 1 there is a
finite constant c > 0 such that
sup
t>0
t
n−2σ
2 |u(t)| ≤ c‖u‖1−σL2(I,m)(E [u])
σ
2 , ∀ u ∈ D. (2.7)
Proof. Let u ∈ D. Let v be the function defined by v(z) = u(|z|), z ∈ Rn \ {0}. Then
v is radially symmetric and lies in the Sobolev space H1(Rn) (use spherical coordinates).
Hence, inequality (2.6) follows from the classical Sobolev inequality by using spherical
coordinates once again.
In order to prove (2.7) we make use of [CO09, Proposition 1] for σ = 1 and [CO09,
Proposition 3] for 1/2 ≤ σ < 1 to obtain
sup
z∈Rn\{0}
|z|n−2σ2 |v(z)| ≤ c‖v‖1−σL2(Rn,dz)‖∇v‖σL2(Rn,dz),
which is, by using spherical coordinates, exactly the demanded inequality.
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As an immediate consequence of the latter theorem we obtain:
Corollary 2.2. Let n ≥ 3.
1. The semigroup Tt is ultra-contractive for every t > 0. Moreover,
pt(x, y) ≤ ct−n/2, ∀ t, x, y > 0. (2.8)
2. Every function from D decays at infinity at most as t−n−12 .
Proof. According to [CKS87, Theorem 2.17], Sobolev inequality leads to Nash inequality
which in turn, according to Theorem 2.1 [CKS87, Theorem 2.1] leads to the upper bound
(2.8).
The proof of assertion 2) is a direct consequence from 2.1-2).
Let us turn our attention to prove an other global property for E , namely, conserva-
tiveness. We stress that the following result is known. We shall prove it utilizing the
formula of the heat kernel.
Theorem 2.3. The Dirichlet form E is conservative.
Proof. We shall prove Tt1 = 1 for every t > 0, where Tt is the L
∞ related to E . From the
standard L∞-semigroup for E , the latter identity is equivalent to∫ ∞
0
pt(x, y) dm(y) = 1.
By monotone convergence theorem we get∫ ∞
0
pt(x, y) dm(y) =
∫ ∞
0
1
2t
(xy)−ν exp
(− x2 + y2
2t
)
Iν
(xy
t
) dm(y)
=
∫ ∞
0
1
t
(xy)−ν exp
(− x2 + y2
2t
)
Iν
(xy
t
) y2ν+1dy
=
∫ ∞
0
1
t
(xy)−ν exp
(− x2 + y2
2t
) ∞∑
k=0
(xy
2t
)2k+ν
Γ(k + ν + 1)k!
y2ν+1 dy
= e−
x2
2t
∞∑
k=0
x2k
22k+νt2k+ν+1Γ(k + ν + 1)k!
∫ ∞
0
e−
y2
2t y2(k+ν)+1 dy.
Let us recall the Gamma function which is defined by
Γ(z) :=
∫ ∞
0
e−τ τ z−1 dτ, ∀z > 0.
Therefore, by using the change of variable τ = y
2
2t
we obtain∫ ∞
0
e−
y2
2t y2(k+ν)+1 dy =
∫ ∞
0
e−τ (
√
2tτ)2(k+ν) tdτ
= 2k+νtk+ν+1Γ(k + ν + 1).
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Finally, we achieve
∫ ∞
0
pt(x, y) dm(y) = e
−x2
2t
∞∑
k=0
x2k2k+νtk+ν+1Γ(k + ν + 1)
22k+νt2k+ν+1Γ(k + ν + 1)k!
= e−
x2
2t
∞∑
k=0
x2k
(2t)kk!
= 1,
yielding the conservativeness of E .
It is well known that E is transient. However, for the convenience of the reader we
shall restate this property and proved with a different manner.
Proposition 2.4. The form E is transient.
Proof. Let g(t) := e−t, t ≥ 0. Then g > 0, g ∈ Lp(I,m) for each 1 ≤ p ≤ ∞. By Sobolev
inequality in conjunction with Ho¨lder inequality we get∫ ∞
0
|u|g dm ≤ c
√
E [u], ∀ u ∈ D,
yielding the transience of E .
3 Global properties of traces of Bessel’s Dirichlet
form on discrete sets
In this section we shall first compute the trace of E w.r.t to discrete measures supported
by N for the special case n = 3. Then we proceed to investigate conservativeness and
irreducibility properties of of the obtained trace form. Thus from now on we fix
n = 3 and hence ν = 1/2.
We set N0 = N ∪ {0}.
Lemma 3.1. Let (ak)k∈N0 be a sequence of real numbers such that ak ≥ 0 for all k ∈ N0.
Let µ be the measure defined on N0 by
µ =
∑
k∈N0
akδk. (3.1)
Then µ is a smooth measure with respect to E (i.e. µ does not charge any point having
zero E-capacity) with support N0 if and only if a0 = 0 and ak > 0 for each k ∈ N.
Proof. It is known (see [JYC09, p. 339]) that Cap({0}) = 0. On the other hand by
inequality (3.15) we have
k|u(k)| ≤ c
√
E [u], ∀ u ∈ D.
Hence Cap({k}) ≥ k2/c2 for every k ∈ N. Accordingly, µ is smooth if and only if a0 = 0.
Now the condition that the quasi-support of µ coincides with N0 is equivalent to ak > 0
for each k ∈ N.
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In this section we fix a discrete measure
µ =
∑
k∈N
akδk with ak > 0, ∀ k ∈ N.
Let Eˇ be the trace of E w.r.t µ (or on the set N) (See [FOT11, CF12, BBST17])). In order
to compute Eˇ we shall adopt the method developed in [BBST17]. Let us be more concrete
and describe the strategy we shall follow toward computing Eˇ . Let J be the restriction
operator from D to L2(N, µ) = ℓ2(µ) defined as follows
D(J) := {u ∈ D :
∑
k∈N
aku(k)
2 <∞}, Ju := u|N for all u ∈ D(J),
It is easy to check that J is closed in (D, E1). Moreover the regularity property for E
implies that J has dense range. Obviously the kernel of J is
ker J = {u ∈ D : u(k) = 0, ∀k ∈ N}.
For every u ∈ D, λ > 0, let Pλu be the orthogonal projection from the Dirichlet space
(D, Eλ) onto the orthogonal complement of ker J w.r.t. the scalar product Eλ. For each
λ > 0, we define a quadratic form Eˇλ as follows:
Eˇλ[Ju] := Eλ[Pλu], ∀ u ∈ D(J).
From [BBB14, Theorem 1], the form Eˇλ is closed in ℓ2(µ) for each λ > 0. Moreover by
[BBST17, Theorem 2.1] the family (Eˇλ)λ>0 is monotone increasing. By definition, Eˇ is the
Mosco limit of (Eˇλ) as λ ↓ 0 (see [BBST17, Theorem 2.4]).
3.1 Computing Eˇ
At first stage we shall establish an explicit formula for the approximating forms Eˇλ for
each λ > 0.
Lemma 3.2. Let u ∈ D(J). Then Pλu is the unique function from D which solves the
differential equation
−1
2
(Pλu)
′′ − 1
x
(Pλu)
′ + λPλu = 0 in (0,∞) \ N,
Pλu = u on N. (3.2)
Proof. Let u ∈ D(J) and λ > 0. Regarding the definition of Pλu we obtain Eλ(Pλu, v) = 0
for every v in C∞c ((0,∞) \ N), which is equivalent to∫ ∞
0
(Pλu)
′(x)v′(x)x2 dx+ λ
∫ ∞
0
(Pλu)(x)v(x)2x
2 dx = 0. ∀v ∈ C∞c ((0,∞) \N). (3.3)
Hence
−1
2
(Pλu)
′′ − 1
x
(Pλu)
′ + λPλu = 0 in the sense of distributions in (0,∞) \ N. (3.4)
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Being solution of an ODE, with smooth coefficients on (0,∞)\N we conclude that Pλu ∈
C∞((0,∞) \ N) and hence equation (3.4) is fulfilled pointwise on (0,∞) \ N.
As for the boundary condition we have u−Pλu ∈ Ker(J)⊥⊥. Since J is a closed operator
then its kernel Ker(J) is also closed and hence u − Pλu ∈ Ker(J). This implies that
Ju = JPλu and hence u = Pλu µ − a.e. on N. The proof of the converse is easy so we
omit it.
The differential equation given in (3.2) is in fact equivalent to
(Pλu)
′′ +
2
x
(Pλu)
′ − 2λPλu = 0,
which is nothing else but a modified Bessel differential equation. Hence, the general
solution of the latter equation is given by ( see [AS64, p. 362, Eq. 9.1.52] )
for all k ∈ N, Pλu(x) = x−1/2Ak I1/2(x
√
2λ) + x−1/2Bk K1/2(x
√
2λ), in [k, k + 1], (3.5)
and
Pλu(x) = x
−1/2A0 I1/2(x
√
2λ) + x−1/2B0 K1/2(x
√
2λ), in (0, 1]. (3.6)
Here Ak, Bk are real constants to be adjusted according to the boundary conditions
and I1/2, K1/2 are the modified Bessel functions given by
I 1
2
(x
√
2λ) =
√
2
πx
√
2λ
sinh(x
√
2λ) and K1/2(x
√
2λ) =
√
π
2x
√
2λ
e−x
√
2λ,
For later computations we set Mk the matrix
Mk :=Mk(λ) :=


I1/2(k
√
2λ)
k1/2
K1/2(k
√
2λ)
k1/2
I1/2((k+1)
√
2λ)
(k+1)1/2
K1/2((k+1)
√
2λ)
(k+1)1/2

 , ∀ k ∈ N. (3.7)
An elementary computation leads to evaluate the determinant of Mk:
det(Mk) = − sinh(
√
2λ)√
2λ k(k + 1)
. (3.8)
Hence Mk is invertible for each λ > 0.
Lemma 3.3. 1. It holds B0 = 0, A0 =
u(1)
I1/2(
√
2λ)
.
2. For each k ∈ N it holds
Ak =
1
det(Mk)
(
u(k)
K1/2((k + 1)
√
2λ)
(k + 1)1/2
− u(k + 1) K1/2(k
√
2λ)
k1/2
)
,
and
Bk =
1
det(Mk)
(
u(k + 1)
I1/2(k
√
2λ)
k1/2
− u(k)I1/2((k + 1)
√
2λ)
(k + 1)1/2
)
.
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Proof. The case k = 0. Since the function x−1/2K1/2 is singular at 0 whereas Pλu should
be bounded near 0 we obtain B0 = 0. The computation of A0 is easy. Indeed, we have
Pλu(x) = A0
I1/2(x
√
2λ)
x1/2
, in [0, 1].
Taking into account the boundary condition at x = 1, we get the desired result.
The case k ∈ N. To determine the coefficients Ak and Bk we have to adapt the general
solution given by (3.5) to the boundary conditions of Lemma 3.2. Namely, taking the
boundary conditions in (3.2) into account we derive
Pλu(k) = Ak
I1/2(k
√
2λ)
k1/2
+Bk
K1/2(k
√
2λ)
k1/2
= u(k)
Pλu(k + 1) = Ak
I1/2((k + 1)
√
2λ)
(k + 1)1/2
+Bk
K1/2((k + 1)
√
2λ)
(k + 1)1/2
= u(k + 1).
The latter linear system is equivalent to
Mk

 Ak
Bk

 =

 u(k)
u(k + 1)

 ,
which leads to the formula to be proved.
Lemma 3.4. For every u ∈ D and every λ > 0, it holds
Eˇλ[Ju] =
∞∑
k=0
[
(Pλu)
′((k + 1)−)u(k + 1)(k + 1)2 − (Pλu)′(k+)u(k)k2
]
=
∞∑
k=1
(
− u(k)u(k + 1)
√
2λ k(k + 1)
sinh(
√
2λ)
+
u(k + 1)2 (k + 1)2
√
2λ cosh(
√
2λ)
sinh(
√
2λ)
−u(k + 1)2(k + 1)− u(k + 1)u(k)k(k + 1)
√
2λ
sinh(
√
2λ)
+(
k2
√
2λ
sinh(
√
2λ)
cosh(
√
2λ) + k)u(k)2
)
+
√
2λ u(1)2 I3/2(
√
2λ)
I1/2(
√
2λ)
. (3.9)
Proof. Let u ∈ D, λ > 0. Making use of Lemma 3.2, a straightforward computation leads
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to
Eˇλ[Ju] = Eλ[Pλu]
=
∫ ∞
0
((Pλu)
′(x))2x2dx+ λ
∫ ∞
0
(Pλu)
2(x) 2x2dx
=
∞∑
k=0
(∫ k+1
k
((Pλu)
′)2(x)x2dx+ λ
∫ k+1
k
(Pλu)
2(x)2x2dx
)
=
∞∑
k=0
(
∫ k+1
k
(
−1
2
(Pλu)
′′(x)(Pλu)(x)− 1
x
(Pλu)
′(x)(Pλu)(x) + λ(Pλu)2(x)
)
2x2dx
+
∞∑
k=0
(Pλu)
′(x)(Pλu)(x) x2|k+1k
=
∑
k∈N
[(Pλu)
′((k + 1)−)u(k + 1)(k + 1)2 − (Pλu)′(k+)u(k)k2] +
√
2λ u(1)2 I3/2(
√
2λ)
I1/2(
√
2λ)
,
(3.10)
and the first identity of the lemma is proved.
Let us prove the second identity of the lemma. Clearly we are led to know (Pλu)
′(k+)
and (Pλu)
′((k + 1)−) (the right derivative at k and the left derivative at k + 1). In order
to compute (Pλu)
′ let us recall the well known derivation formulae ( see [AS64, p. 376,
Eq. 9.6.28] )
∂
∂x
(x−νIν(mx)) = mx
−νIν+1(mx),
∂
∂x
(x−νKν(mx)) = −mx−νKν+1(mx).
Having the latter formulae in hands together with the expression of Pλu from (3.5) we
get
(Pλu)
′(x) = Ak
∂
∂x
(x−1/2 I1/2(x
√
2λ)) +Bk
∂
∂x
(x−1/2 K1/2(x
√
2λ))
=
√
2λ
(
Ak x
−1/2 I3/2(x
√
2λ)− Bk x−1/2 K3/2(x
√
2λ)
)
, in [k, k + 1].
We also recall the well known formulae
I3/2(x
√
2λ) =
√
2
π x
√
2λ
(
cosh(x
√
2λ)− sinh(x
√
2λ)
(x
√
2λ)
)
and
K3/2(x
√
2λ) =
√
2
π x
√
2λ
(
1 +
1
x
√
2λ
)
e−x
√
2λ.
Let us define the Wronskian of two modified Bessel functions as follows
W [Kν(x), Iν(x)] := Iν(x)Kν+1(x) + Iν+1(x)Kν(x) =
1
x
, x > 0. (3.11)
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Then, for all x, λ > 0 we have
W [K1/2(x
√
2λ), I1/2(x
√
2λ)] =
1
x
√
2λ
.
A lengthy computation leads to
(Pλu)
′(k+) =
√
2λ
k1/2
(
Ak I3/2(k
√
2λ)− Bk K3/2(k
√
2λ)
)
=
√
2λ I3/2(k
√
2λ)
k1/2 det(Mk)
(
u(k)
K1/2((k + 1)
√
2λ)
(k + 1)1/2
− u(k + 1) K1/2(k
√
2λ)
k1/2
)
−
√
2λ K3/2(k
√
2λ)
k1/2 det(Mk)
(
u(k + 1)
I1/2(k
√
2λ)
k1/2
− u(k)I1/2((k + 1)
√
2λ)
(k + 1)1/2
)
=
√
2λ u(k)
k1/2 det(Mk)(k + 1)1/2
.
1√
2λ k1/2(k + 1)1/2
(
cosh(
√
2λ) +
sinh(
√
2λ)
k
√
2λ
)
−
√
2λ u(k + 1)
k1/2 det(Mk)k1/2
.
1
k
√
2λ
= −
√
2λ u(k)
sinh(
√
2λ)
(
cosh(
√
2λ) +
sinh(
√
2λ)
k
√
2λ
)
+
u(k + 1)
√
2λ (k + 1)
k sinh(
√
2λ)
=
u(k + 1)(k + 1)
k
√
2λ
sinh(
√
2λ)
−
( √
2λ
sinh(
√
2λ)
cosh(
√
2λ) +
1
k
)
u(k).
Finally we obtain,
(Pλu)
′(k+)u(k)k2 = u(k + 1)u(k)k(k + 1)
√
2λ
sinh(
√
2λ)
− k u(k)2
(
k
√
2λ cosh(
√
2λ)
sinh(
√
2λ)
+ 1
)
.
Similarly we get
(Pλu)
′((k + 1)−) = − u(k)
√
2λ k
(k + 1) sinh(
√
2λ)
+
u(k + 1)
√
2λ cosh(
√
2λ)
sinh(
√
2λ)
− u(k + 1)
(k + 1)
.
and
(Pλu)
′((k + 1)−)u(k + 1)(k + 1)2 = k(k + 1)u(k)u(k + 1)
√
2λ
sinh(
√
2λ)
+ u(k + 1)2(k + 1)
(
(k + 1)
√
2λ cosh(
√
2λ))
sinh(
√
2λ)
− 1
)
.
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Substituting in (3.10) we get
Eˇλ[Ju] =
∑
k≥1
(Pλu)
′((k + 1)−)u(k + 1)(k + 1)2 − (Pλu)′(k+)u(k)k2
+
√
2λ u(1)2 I3/2(
√
2λ)
I1/2(
√
2λ)
=
∑
k≥1
(
− u(k)u(k + 1)
√
2λ k(k + 1)
sinh(
√
2λ)
+
u(k + 1)2 (k + 1)2
√
2λ cosh(
√
2λ)
sinh(
√
2λ)
−u(k + 1)2(k + 1)− u(k + 1)u(k)k(k + 1)
√
2λ
sinh(
√
2λ)
+(
k2
√
2λ
sinh(
√
2λ)
cosh(
√
2λ) + k)u(k)2
)
+
√
2λ u(1)2 I3/2(
√
2λ)
I1/2(
√
2λ)
, (3.12)
and the proof is finished.
We are in position now to compute the trace from Eˇ through an approximation pro-
cedure as explained above.
Theorem 3.5. For every u = (uk) ∈ ℓ2(N, µ), set
Q[u] =
∞∑
k=1
k(k + 1)(uk+1 − uk)2.
1. The trace form Eˇ is the closure of Q restricted to ranJ .
2. Assume that µ(N) =∞. Then
Dˇ := D(Eˇ) = {u = (uk) ∈ ℓ2(N, µ), Q[u] <∞}, Eˇ [u] = Q(u), ∀ u ∈ Dˇ.
Proof. 1. Let u ∈ D. Letting λ ↓ 0, we obtain by using the monotone convergence
theorem for series
Eˇ0[Ju] := lim
λ↓0
Eˇλ[Ju] =
∞∑
k=1
k(k + 1) (u(k + 1)− u(k))2 . (3.13)
It is easy to check that the limit form Eˇ0 with domain ranJ is closable in ℓ2(N, µ). Hence
by [BBST17, Theorem 2.4], Eˇ is the closure of Eˇ0. Observing that Eˇ0 = Q|ran J leads to
the claim.
Let us write
k ∼ j ⇔ |k − j| = 1,
and
b(k, j) =
1
2
kj, if k ∼ j and b(k, j) = 0 otherwise.
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Then
Eˇ0[Ju] =
∑
k∈N
∑
k∼j
b(k, j)(u(k)− u(j))2, ∀ u ∈ D. (3.14)
2. Now assume µ(N) = ∞. From formula (3.14), we infer b(k, k + 1) > 0 for all k and
b(k, j) = 0 for |k − j| > 1. Thereby, condition (A) from [KL12] is fulfilled. Moreover
L˜(Cc(N)) ⊂ Cc(N) where
L˜u(k) :=
1
ak
∑
j
b(k, j)(u(k)− u(j)), for each k ∈ N.
Hence assertion 2. is a corollary of [KL12, Theorem 6].
3.2 Global properties of Eˇ
Theorem 3.6. The trace form Eˇ is irreducible and transient.
Proof. Irreducibility. Assume there is a set ∅ 6= Y ⊂ N such Y 6= N and Y is invari-
ant. Then there is N ∈ N such that N ∈ Y and N + 1 6∈ Y . Set u = 1{N,N+1}.
Then u, u1Y and u1Y c are in Dˇ (in fact they are in ranJ because they all have finite
supports). The irreducibility of Y should yield Eˇ [u] = Eˇ [u1Y ] + Eˇ [u1Y c ]. However,
Eˇ [u1Y ] = 2N2, Eˇ [u1Y c ] = 2N2 + 3N and Eˇ [u] = 2N2 + 2N 6= Eˇ [u1Y ] + Eˇ [u1Y c ]. Thus Eˇ
is irreducible.
Transience. Let u ∈ D. Using inequality (2.7) we obtain
(Pλu(k))
2 = (u(k))2 ≤ c
k
Eλ[Pλu], ∀ k ∈ N. (3.15)
Let g : N→ (0,∞), g(k) = e−k/ak. Then g > 0 and g ∈ ℓ1(N, µ). Using inequality (3.15)
we get ∫
N
|Pλu(k)|g(k) dµ =
∫
N
|u(k)|g(k) dµ =
∑
k≥1
|u(k)|g(k)ak
≤ c
√
Eλ[Pλu]. (3.16)
The latter inequality reads∫
N
|Ju(k)|g(k) dµ ≤ c
√
Eˇλ[Ju], ∀ u ∈ D. (3.17)
Thus letting λ ↓ 0 and taking into account that ran J is a form core for Eˇ we achieve the
inequality ∫
N
|u(k)|g(k) dµ ≤ c
√
Eˇ [u], ∀ u ∈ Dˇ. (3.18)
Thereby Eˇ is transient, and the proof is finished.
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Let us now discuss conservativeness of Eˇ .
Theorem 3.7. 1. Assume that µ is finite. Then the trace form of the Bessel process
is not conservative.
2. Assume that µ is infinite. Then the trace form of the Bessel process is conservative
if and only if
∞∑
k=1
ak
k
=∞. (3.19)
Proof. Case 1: µ is finite. In this situation conservativeness and recurrence are equivalent.
However we have already proved that Eˇ is transient and then it is not recurrent and hence
not conservative.
Case 2: µ is infinite. In this situation we use [KL12, Theorem 6.1] (Q = Qmax if the
measure is infinite) to conclude that the conservativeness of Eˇ is equivalent to the fact
that the equation
L˜u+ αu = 0, α > 0, u ∈ l∞, (3.20)
has no nontrivial bounded solution. Here u = (uk). We rewrite
L˜u(k) + αu(k) =
1
ak
∑
j
b(k, j)(uk − uj) + αuk = 0. (3.21)
This leads to,
u2 = (1 + αa1)u1, (3.22)
and
1
2ak
k(k + 1)(uk − uk+1) + 1
2ak
k(k − 1)(uk − uk−1) + αuk = 0, ∀ k ≥ 2. (3.23)
Thus by induction we get
uk+1 − uk = k − 1
k + 1
(uk − uk−1) + 2 akα
k(k + 1)
uk
=
k − 1
k + 1
(k − 2
k
(uk−1 − uk−2) + 2 ak−1α
k(k − 1)uk−1
)
+ 2
akα
k(k + 1)
uk
=
(k − 1)(k − 2)
k(k + 1)
(uk−1 − uk−2) + 2 ak−1α
k(k + 1)
uk−1 + 2
akα
k(k + 1)
uk
=
(k − 1)(k − 2)
k(k + 1)
(k − 3
k − 1(uk−2 − uk−3) + · · ·
)
+ 2
ak−1α
k(k + 1)
uk−1
+ 2
akα
k(k + 1)
uk, ∀ k ≥ 2.
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Finally we obtain the recursive formula
uk+1 − uk = u2 − u1
k(k + 1)
+
2α
k(k + 1)
k∑
j=1
ajuj
=
α
k(k + 1)
a1u1 +
2α
k(k + 1)
k∑
j=1
ajuj, ∀ k ≥ 2. (3.24)
The latter formula leads to the following two observations (which can be proved by in-
duction):
1. uk has the sign of u1 for all k ≥ 1. This is if u1 > 0, then uk > 0, ∀ k ≥ 1 and if
u1 < 0, then uk < 0, ∀ k ≥ 1.
2. The sequence (uk) is monotone, depending on the sign of u1.
Thus by linearity we may assume, without loss of generality, that u1 > 0. In this case
(uk) is strictly monotone increasing.
Accordingly, making use of formula (3.24) we derive
uk+1 − uk ≤
( αa1
k(k + 1)
+
2α
k(k + 1)
k∑
j=1
aj
)
uk, ∀ k ≥ 2, (3.25)
and
uk+1
uk
≤ 1 + αa1
k(k + 1)
+
2α
k(k + 1)
k∑
j=1
aj , ∀ k ≥ 2. (3.26)
Finally we achieve
uN+1 ≤ u2
N+1∏
k=1
(
1 +
αa1
k(k + 1)
+
2α
k(k + 1)
k∑
j=1
aj
)
(3.27)
Obviously the latter product is finite provided
∑∞
k=1
1
k(k+1)
∑k
j=1 aj <∞ and then we get
a bounded non-zero solution.
Conversely Assume that
∑∞
k=1
1
k(k+1)
∑k
j=1 aj = ∞. Then summing over k in formula
(3.24) and having in mind that (uk) is increasing we obtain
uN+1 − u1 = a1u1α
N∑
k=1
1
k(k + 1)
+ 2α
N∑
k=1
1
k(k + 1)
k∑
j=1
ajuj. (3.28)
Hence
uN+1 ≥ 2αa1
N∑
k=1
1
k(k + 1)
k∑
j=1
aj →∞ as N →∞.
Finally an elementary computation show that
∑∞
k=1
1
k(k+1)
∑k
j=1 aj =
∑
k≥1
ak
k
, which
finishes the proof.
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Remark 3.8. Let us emphasize that for this special case condition (14) of [Gri13] is not
fulfilled. It also does not fit in the framework of [MUW12, Section 5].
We close this section by analyzing global properties of elements from Dˇ as well as
compactness of the embedding of Dˇ into ℓp(N, µ). Obviously Dˇ ⊂ ℓ∞. We shall perform
this observation by establishing decay property for elements from Dˇ as k → ∞. Let us
quote that such result enables us to describe decay of eigenfunctions of Hˇ.
Proposition 3.9. There is a finite constant c > 0 such that
|uk| ≤ c
k1/2
(Eˇ [u])1/2, ∀ u = (uk) ∈ Dˇ.
Proof. Let u ∈ D. Using inequality (2.7), with σ = 1, we get
k1/2 |Pλu(k)| = k1/2 |u(k)| ≤ c (E [Pλu])1/2 ≤ c (Eλ[Pλu])1/2, ∀k ∈ N, λ > 0.
Thus,
|(Ju)(k)| ≤ c
k1/2
(Eˇλ[Ju])1/2, ∀k ∈ N, ∀ u ∈ D.
Letting λ ↓ 0, and using the fact that ran J is a core for Eˇ , we obtain
|uk| ≤ c
k1/2
(Eˇ [u])1/2, ∀k ∈ N, ∀ u = (uk) ∈ Dˇ,
and the proof is finished.
Let us stress that on the light of the latter proposition the decay behavior is preserved
under taking the trace.
Proposition 3.10. Let p ∈ [1,∞) be such that∑
k∈N
ak
kp/2
<∞.
Then Dˇ embeds compactly into lp(N, µ).
Proof. Set q = p/2. Let u = (uk) ∈ ℓ2(N, µ). Then by∑
k
|uk|pak ≤ c
(∑
k
ak
kq
) · (Eˇ [u])q.
Now let (vj) = (u
(j)
k ) ⊂ Dˇ which converges Eˇ1-weakly to 0. From the latter inequality we
get
sup
j
‖vj‖ℓp(N,µ) <∞. (3.29)
Let ǫ. Choose N ∈ N large enough so that∑
k≥N
ak
kq
< ǫ.
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Owing to the Eˇ1 boundedness of the sequence (vj) we get
‖vj‖pℓp(N,µ) =
N−1∑
k=1
|u(j)k |pak +
∑
k≥N
|u(j)k |pak
≤
N−1∑
k=1
|u(j)k |pak +
(∑
k≥N
ak
kq
) · (Eˇ [vj ])q ≤ N−1∑
k=1
|u(j)k |pak + Cǫ. (3.30)
From the uniform bound (3.29), we derive that for every k = 1, · · · , N − 1 the sequence
(u
(j)
k )j is uniformly bounded in R and hence each of then has a convergence subsequence.
Since they are finite in number we may and shall assume without loss of generality that
they have a common convergent subsequence say (u
(jl)
k )l. As by assumptions (vj) converges
Eˇ1-weakly to zero we obtain
lim
l→∞
u
(jl)
k = 0, ∀ k = 1, · · · , N − 1.
Thus by (3.30) we get
lim sup
l→∞
‖vj‖pℓp(N,µ) ≤ Cǫ.
As ǫ is arbitrary, we obtain ‖vj‖ℓp(N,µ) → 0 and therefore Dˇ embeds compactly into
ℓp(N, µ).
3.3 The trace on finite sets
We consider now an atomic measure with finite support:
µ =
N∑
k=1
akδk, N ∈ N. (3.31)
Unlike the former case where Eˇ is of pure jump type, in this case we shall show that the
trace of E on the set {1, 2, · · · , N} decomposes into the sum of a nonlocal an a killing
Dirichlet forms.
Let us first compute Eˇ . For this situation
ker J = {u ∈ D : u(k) = 0, k = 1, · · · , N}
Let u ∈ D and λ > 0. Then Pλu is the unique function from D which solves the differential
equation
−1
2
(Pλu)
′′ − 1
x
(Pλu)
′ + λPλu = 0 in (0,∞) \ {1, ..., N},
Pλu = u on {1, ..., N}, (3.32)
Hence owing to the decay property of Pλu at infinity, the solution is given by: For each
k ∈ {0, 1, ..., N − 1},
Pλu(x) = x
−1/2Ak I1/2(x
√
2λ) + x−1/2Bk K1/2(x
√
2λ), in [k, k + 1],
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with B0 = 0 and
Pλu(x) = x
−1/2BN K1/2(x
√
2λ), in [N,∞).
The constants Ak, Bk has to be determined according to the second condition of the
differential equation. Hence for k = 0, 1, · · · , N −1 constants Ak, Bk are given by Lemma
3.3, whereas BN =
N1/2u(N)
K1/2(N
√
2λ)
.
Theorem 3.11. 1. Dˇ = RN and for each u = (u1, · · · , uN) ∈ RN it holds
Eˇ [u] =
N−1∑
k=1
k(k + 1)(uk+1 − uk)2 +Nu(N)2.
2. Eˇ is transient irreducible.
3. Eˇ is not conservative.
Proof. Assertions 1. and 2. can be proved as for the case of infinite support, whereas
assertion 3. follows from the fact Eˇ [1] = N 6= 0.
4 The trace of Bessel’s Dirichlet form with respect
to measures of mixed type
We consider once again the Dirichlet form E associated to the Bessel operator with n = 3,
however we shall change the measure. We fix a measure µ on [0,∞) of mixed type, i.e. a
measure which has an absolutely continuous part and a discrete part. Precisely,
µ = µac + µdisc,
with
µac = x
21(0,1)dx, µdisc =
∞∑
k=1
akδk, ak > 0, ∀ k ∈ N. (4.1)
Then the support F of µ is F = [0, 1] ∪ {k, k ∈ N}.
Let us compute the trace of E w.r.t. the measure µ. In this case the operator J is defined
as usual through
J : D ∩ L2(F, µ)→ L2(F, µ), Ju = u|F .
Then
Ker(J) := {u ∈ D : u|(0,1) = 0, u(k) = 0, ∀k ∈ N},
and for each λ > 0, Pλu is the solution of
−1
2
(Pλu)
′′ − 1
2x
(Pλu)
′ + λPλu = 0 in
∞⋃
k=1
(k, k + 1),
Pλu = u on (0, 1) ∪ N. (4.2)
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Thus for each integer k the solution is given by
Pλu(x) = x
−1/2Ak I1/2(x
√
2λ) + x−1/2Bk K1/2(x
√
2λ), in [k, k + 1],
where Ak and Bk are two real constants to be determined.
We first us compute Eˇλ.
Lemma 4.1. For each λ > 0, it holds
Eˇλ[Ju] =
∫ 1
0
(u′(x))2x2dx+ λ
∫ 1
0
u2(x)2x2dx
+
∑
k∈N
[(Pλu)
′(k + 1)u((k + 1)−)(k + 1)2 − (Pλu)′(k+)u(k)k2] (4.3)
Proof. We have
Eˇλ[Ju] = Eλ[Pλu] (4.4)
=
∫ ∞
0
((Pλu)
′(x))2x2dx+ λ
∫ ∞
0
(Pλu)
2(x)2x2dx
=
∫ 1
0
((Pλu)
′(x))2x2 dx+
∫ 1
0
λ(Pλu)
2(x)2x2dx+
∫ ∞
1
((Pλu)
′)2(x)x2dx
+ λ
∫ ∞
1
(Pλu)
2(x)2x2dx
=
∑
k∈N
∫ k+1
k
(− 1
2
(Pλu)
′′(x)(Pλu)(x)− 1
x
(Pλu)
′(x)(Pλu)(x) + λ(Pλu)
2(x)
)
2x2dx
+
∑
k∈N
(Pλu)
′(x)(Pλu)(x) x
2|k+1k +
∫ 1
0
(u′(x))2x2dx+ λ
∫ 1
0
u2(x)2x2dx
=
∑
k∈N
(Pλu)
′(x)(Pλu)(x) x
2|k+1k +
∫ 1
0
(u′(x))2x2dx+ λ
∫ 1
0
u2(x)2x2dx.
(4.5)
Finally we get
Eˇλ[Ju] =
∫ 1
0
(u′(x))2x2dx+ λ
∫ 1
0
u2(x)2x2dx
+
∑
k∈N
[(Pλu)
′((k + 1)−)u(k + 1)(k + 1)2 − (Pλu)′(k+)u(k)k2] (4.6)
Letting λ ↓ 0, we get by using monotone convergence theorem for series
Eˇ0[Ju] =
∫ 1
0
u′(x)x2dx+
∞∑
k=1
k(k + 1)(u(k + 1)− u(k))2
=
∫ 1
0
(u′(x))2dµa.c +
∞∑
k=1
k(k + 1)(u(k + 1)− u(k))2.
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An elementary computation shows that the latter form is closable. Regarding the con-
struction of Eˇ , we get Eˇ = E0. In order to obtain a precise description for Eˇ we introduce
the space
Dˇmax = {ψ ∈ L2(F, µ) : ψ ∈ AC[0, 1], (4.7)∫ 1
0
(ψ′(x))2 dµac +
∞∑
k=1
k(k + 1)(ψ(k + 1)− ψ(k))2 <∞} (4.8)
and the quadratic forms Eˇ (c), Eˇ (J):
dom Eˇ (c) = dom Eˇ (J)0 = Dˇmax,
Eˇ (c)[ψ] =
∫ 1
0
(ψ′(x))2 dµa.c, Eˇ (J)[ψ] =
∞∑
k=1
k(k + 1)(ψ(k + 1)− ψ(k))2, ∀ψ ∈ Dˇmax.
Finally let
Q := domQ = Dˇmax, Q[ψ] = Eˇ (c)[ψ] + Eˇ (J)[ψ], ∀ψ ∈ Dˇmax.
Lemma 4.2. The quadratic form Q is closed.
Proof. In fact, Q is the sum of two closed quadratic forms. From the part of the former
section we already know that Eˇ (J) is closed.
Let us show that Eˇ (c) is closed. Let (un) ⊂ Dˇmax such that ‖un−u‖L2(F,µ) −→ 0 as n→∞
and Eˇ (c)[un − um] −→ 0 as n,m→∞. Then (u′n) is Cauchy sequence in L2((0, 1), µa.c).
It is well known that L2((0, 1), µa.c) is a Hilbert space so there exist v ∈ L2((0, 1), µa.c)
s.t u′n → v in L2((0, 1), µa.c). Since un → u in L2(F, µ) and hence in L2((0, 1), µa.c),
we obtain u′n → u′ in the sense of distribution. Hence u′ = v and u ∈ Dˇmax, moreover
Eˇ (c)[un − u]→ 0.
Theorem 4.3. 1. It holds Eˇ = Q|ran J .
2. If µdisc(N) =∞, then Eˇ = Q.
Proof. Assertion 1. follows from Lemma 4.2 together with the fact that Eˇ0 = Q|ran J .
2.: It suffices to prove that ranJ is a core for Q.
On the one hand, since µdisc(N) =∞, we know that ranJ ∩ ℓ2(µdisc) is a core for Eˇ (J). On
the other one, we have C1c [0, 1] ⊂ ran J is a core for Eˇ (c) + 2δ1 in L2([0, 1], µac) which is
the trace of E w.r.t the measure µac. All these considerations lead to the fact that ran J
is a core for Q.
We quote that E is the sum of a Dirichlet form of strongly local type, Eˇ (c) and an other
one of non-local type, Eˇ (J).
Theorem 4.4. The Dirichlet form Eˇ is transient irreducible.
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Proof. Irreducibility: Assume that Eˇ is not irreducible. Then, there is an invariant set
∅ 6= A ( F s.t A = X∪Y whereX =⊂ (0, 1) and ∅ 6= Y ⊂ N. If Y =( N, arguing as in the
proof of Theorem 3.6 leads to a contradiction. Thus either Y is empty or Y = N. Suppose
Y = N. The function u = 1[0,1] ∈ ran J . Thus we should have u1A, 1Ac are in Dˇmax and
E [u] = E [u1A] + u1Ac ]. However, since X ⊂ (0, 1), we get E [u1A] = 2 = E [u1Ac ] = E [u]
and we are led to a contradiction. Hence Y = ∅. Finally we achieve ∅ 6= A ⊂ (0, 1).
But then we would get 1(0,1) ∈ dom Eˇ , which is absurd, because the latter function does
not have any continuous representative. In any case we get a contradiction and then Eˇ is
irreducible.
Transience: Let u ∈ D. Using inequality (2.7) we obtain
(Pλu(x))
2 = (u(x))2 ≤ c
′
x
Eλ[Pλu], ∀ x ∈ (0, 1). (4.9)
Let g : F → (0,∞), g = e−x.1(0,1) + e−kak .1N. Then g > 0 and g ∈ L1(F, µ). Using
inequality (3.15) and (4.9) we get∫
F
|Pλu|g dµ =
∫ 1
0
|Pλu(x)|g(x) dµa.c +
∫
N
|Pλu(k)|g(k) dµdisc
=
∫ 1
0
|ψ(x)|g(x) x2dx+
∑
k≥1
|u(k)|g(k)ak
≤ C
√
Eλ[Pλu] = C
√
Eˇλ[Ju], ∀ u ∈ D. (4.10)
Thus letting λ ↓ 0 and taking into account that ran J is a form core for Eˇ we achieve the
inequality ∫
F
|u|g dµ ≤ c
√
Eˇ [u], ∀ u ∈ Dˇmax. (4.11)
Therefore Eˇ is transient.
To discuss conservation property for the obtained trace form, we shall apply Masammune–
Uemura–Wang result, which asserts the following in the abstract frame of metric measure
energy space see ([MUW12, Theorem 1.1]). Assume that conditions (A1), (A2), (A3)
and (M1), (M2) (of [MUW12, Theorem 1.1]) are fulfilled. Let d be the metric of F .
Suppose there is a finite constant c > 0 such that
sup
x∈F
∫
x 6=y
(1 ∧ d(x, y)2)J(x, dy) ≤ c. (4.12)
Then the condition
lim inf
k→∞
lnV (k)
k ln k
<∞ (4.13)
yields the conservativeness of the Dirichlet form E (c) + E (J). Here V (k) is the volume of
the ball of radius k.
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For our situation it is elementary to prove that conditions (A1), (A2), (A3) and (M1),
(M2). Moreover the jump part of Eˇ is
Eˇ (J)[ψ] =
∑
k∈N
k(k + 1)(ψ(k + 1)− ψ(k))2
We rewrite it as
Eˇ (J)[ψ] =
∫
N
∫
N
(ψ(k + 1)− ψ(k))2 b(k, j)
akaj
dµdisc(j)dµdisc(k),
and the associated jump kernel is
J(k, dµdisc(j)) =
b(k, j)
akaj
dµdisc(j). (4.14)
We shall consider two metrics on F , first the Euclidean metric.
Theorem 4.5. 1. Assume that µdisc(F ) < ∞. Then whatever the metric considered
in F , Eˇ is not conservative.
2. Assume that µdisc(F ) =∞. We consider F endowed with the Euclidean metric. If
sup
k∈N
k2
ak
<∞, (4.15)
and
lim inf
k→∞
ln(
∑k
j=1 aj)
k ln k
<∞, (4.16)
then Eˇ is conservative.
Proof. Assertion 1. can be proved as the first assertion Theorem 2. We omit its proof.
2. Condition (4.12) reads
sup
k∈N
1
ak
∑
j:j 6=k
b(k, j)(1 ∧ d(k, j)2) <∞.
A straightforward computation yields
sup
k∈N
1
ak
∑
j:j 6=k
b(k, j)(1 ∧ |k − j|2) = sup
k∈N
1
ak
(b(k, k − 1) + b(k, k + 1))
= sup
k∈N
1
ak
(
k(k − 1)
2
+
k(k + 1)
2
)
= sup
k∈N
k2
ak
.
We have V (k) = 1
3
+
∑k
j=1 aj . Thus, for large k the volume V (k) is comparable to
∑k
j=1 aj .
Finally we get the result owing to [MUW12, Theorem 1.1].
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We shall now consider an other metric on F as in [MUW12, Example 5.4]. For vertices
k, j ∈ N such that k ∼ j, we set
σ(k, j) :=
1√
deg(k)
∧ 1√
deg(j)
∧ 1,
where
deg(k) =
1
ak
∑
j∼k
b(k, j) =
k2
ak
.
Thus
σ(k, j) =
√
ak
k
∧
√
aj
j
∧ 1.
We define the standard adapted metric d, first on the discrete part of F by
d(k, j) = inf{
j−1∑
i=k
σ(i, i+ 1)} for k ≤ j.
For k ≥ j, d(k, j) is defined in an obvious way. The metric d is then extended by linear
interpolation on the set F to a metric which we still denote by d.
Let us observe that the metric d is adapted, i.e.
sup
k,j
{d(k, j), k ∼ j} <∞.
Theorem 4.6. Assume that µdisc(F ) =∞ and
lim inf
k→∞
ln(
∑k
j=1 aj)
k ln k
<∞. (4.17)
Then Eˇ is conservative.
Proof. It suffices to prove
sup
k∈N
1
ak
∑
j:j∼k
b(k, j)(1 ∧ d(k, j)2) <∞,
and to use [MUW12, Theorem 1.1].
A straightforward computation yields
1
ak
∑
j:j∼k
b(k, j)(1 ∧ d(k, j)2) = 1
ak
(
(1 ∧ d(k, k − 1)2)b(k, k − 1)
+ (1 ∧ d(k, k + 1)2)b(k, k + 1))
=
1
ak
(
σ(k, k − 1)2k(k − 1)
2
+ σ(k, k + 1)2
k(k + 1)
2
)
≤ 1
ak
(
ak
k2
k(k − 1)
2
+
ak
k2
k(k + 1)
2
)
= 1,
which was to be proved.
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Remark 4.7. 1. According to Theorem 2.3-2), condition (4.15), yields also the con-
servativeness of the trace of E on N.
2. Compared to Theorem 4.5, the latter theorem is stronger. Indeed, if we choose µdisc
to be the counting measure then condition (4.15) is not fulfilled. Accordingly we
are not able to conclude about the conservativeness of Eˇ . However, with the help
of Theorem 4.6 we obtain the conservativeness of Eˇ .
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