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CVB   Complejo ventrobasal talámico 
VPL   Núcleo ventral-posterior-lateral talámico 
VPM   Núcleo ventral-posterior-medial talámico 
nTC   Neurona de proyección tálamo-cortical 
NRT   Núcleo reticular talámico 
S1   Corteza somatosensorial primaria 
S2   Corteza somatosensorial secundaria 
M1   Corteza motora primaria 
VSD    Voltage-sensitive dye (marcador sensible a voltaje) 
CaSD   Calcium-sensitive dye (marcador sensible a calcio) 
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1.1. SISTEMA SOMATOSENSORIAL  
 El sistema somatosensorial recibe y procesa la información procedente 
de la superficie corporal u originada en estructuras profundas como órganos 
internos, huesos, articulaciones, etc. Dicho sistema procesa cuatro 
modalidades sensoriales básicas que vienen determinadas por los tipos de 
receptores sensoriales: mecanorrecepción (tacto), termorrecepción 
(temperatura), nocicepción (dolor) y propiocepción (posición del cuerpo). Los 
receptores detectan los estímulos, entonces, la información sensorial es 
transmitida al sistema nervioso central por medio de las neuronas aferentes, 
viajando a través de los distintos centros de relevo (médula espinal, tronco del 
encéfalo y tálamo) alcanzando, finalmente, la corteza cerebral.  
 Los receptores sensoriales son la terminal periférica de las llamadas 
neuronas sensoriales de primer orden. Los somas de dichas neuronas se 
localizan en los ganglios de las raíces dorsales y sus ramas centrales, 
denominadas aferentes primarias, se extienden hasta el asta dorsal de la 
médula espinal y hasta la región caudal del tronco del encéfalo, formando las 
columnas dorsales. Los distintos tipos de información sensorial son 
transmitidos por aferentes primarias con diferentes características. La 
información táctil y propioceptiva es transmitida por las fibras más gruesas y 
mejor mielinizadas (fibras A y Aβ), que tienen una alta velocidad de 
conducción (70-120 m/s y 30-70 m/s, respectivamente). La información térmica 
y nociceptiva es transmitida por fibras menos gruesas y menos mielinizadas 
(fibras Aδ) y por fibras más finas sin mielina (fibras C), que presentan menor 
velocidad de conducción (12-30 m/s y 0.5-2 m/s, respectivamente). En las 
astas dorsales de médula espinal, como en los otros centros de relevo, 
encontramos interneuronas y neuronas de proyección, estas últimas transmiten 
la información sensorial a otros centros de relevo.  
 Las vías ascendentes que transmiten la información sensorial hacia 
centros superiores pueden dividirse en dos: vía anterolateral y vía lemniscal. La 
vía anterolateral engloba tres tractos ascendentes: espinorreticular, 
espinomesencefálico y espinotalámico. La información de dolor y temperatura 
que finalmente alcanza la corteza asciende por el tracto espinotalámico. 
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Mientras que los dos primeros llevan información que alcanza otras estructuras 
reguladoras del cerebro. La información de tacto y propiocepción asciende 
principalmente por la vía lemniscal. El tracto espinotalámico se origina en las 
neuronas de proyección de las astas dorsales de la médula espinal (láminas I, 
V, VII  y VIII), donde se reciben las señales desde las aferentes primarias. El 90 
% de los axones de estas neuronas de proyección cruzan la línea media a nivel 
medular, se sitúan anterolateralmente y ascienden hacia el tálamo 
somatosensorial contralateral, alcanzando principalmente el complejo 
ventrobasal aunque también núcleos intralaminares y mediales del tálamo. 
Desde aquí, las neuronas talámicas de proyección alcanzan la corteza 
somatosensorial primaria. La vía lemniscal tiene origen en las neuronas de los 
ganglios de las raíces dorsales, el axón entra en la médula espinal, se dispone 
dorsal y medial formando las columnas dorsales, deja una colateral en las 
astas dorsales de la médula espinal, y asciende hasta alcanzar en el tronco del 
encéfalo los núcleos de las columnas dorsales (núcleos gracilis y cuneatus). En 
los núcleos de las columnas dorsales, los axones de las neuronas de 
proyección cruzan la línea media, formando el lemnisco medial, el cual 
asciende hacia el complejo ventrobasal del tálamo, alcanzando posteriormente 
la corteza somatosensorial primaria. La figura 1.1 muestra un diagrama general 
de las principales vías ascendentes del sistema somatosensorial. 
 Cada neurona a lo largo de las vías tiene asociado un campo receptor, 
que se define como la región corporal o de otros tejidos, cuya estimulación 
produce una respuesta en dicha neurona. Los campos receptores crecen en 
complejidad a medida que la información sensorial asciende hacia la corteza, 
debido a que crecen en número y complejidad las conexiones neuronales. En 
cada estructura de la vía el procesamiento interno depende de: 1, las neuronas 
de proyección que además dejan colaterales en su propia estructura; 2, las 
neuronas inhibitorias locales o interneuronas; 3, las entradas de información de 
la vía principal; 4, la modulación procedente de vías descendentes o sistemas 
neuromoduladores. Todo ello hace que sucedan procesos de convergencia 
(cada neurona recibe entradas de varias neuronas) o divergencia (cada 
neurona conecta con varias neuronas) de la información somatosensorial. 
 






 Para el correcto funcionamiento del sistema somatosensorial, es crucial 
una organización espacial, es decir, una organización somatotópica, puesto 
que es necesario que las señales procedentes de cualquier punto de la 
superficie corporal puedan ser identificadas espacialmente para ser  
procesadas correctamente. Por ello, el sistema está organizado 
topográficamente, es decir, en cada nivel del sistema somatosensorial hay una 
correspondencia punto a punto entre regiones neuronales de dicho sistema y la 
superficie corporal, o dicho de otro modo, el conjunto de la superficie corporal 
es una disposición ordenada de campos receptores de neuronas del sistema 
Figura 1.1. Diagrama general de las principales vías ascendentes en el 
sistema somatosensorial. En azul, el sistema lemniscal o de las columnas 
dorsales y en rojo, el sistema anterolateral. En un corte de la médula espinal 
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somatosensorial. A esta organización topográfica se le denomina 'somatotopía' 
y coexiste con una convergencia y divergencia en las vías somatosensoriales 




 Clásicamente, el tálamo, ha sido considerado como una mera estación 
de relevo de la información sensorial hacia la corteza, puesto que en esta 
trayectoria todas las vías sensoriales, excepto la olfativa, pasan por tálamo. Sin 
embargo, ahora sabemos que el papel del tálamo está lejos de ser una simple 
estación de relevo. Además de las funciones sensoriales, el tálamo está 
implicado en numerosas funciones superiores como la atención, lenguaje, 
memoria y funciones ejecutivas además de en el análisis e integración de 
funciones motoras (Perea-Bartolomé & Ladera-Fernández , 2004). 
 
1.2.1. Tálamo somatosensorial o complejo ventrobasal talámico (CVB) 
 El complejo ventrobasal talámico (CVB) o tálamo somatosensorial está 
compuesto por el núcleo ventral-posterior-lateral (VPL) y el núcleo ventral-
posterior-medial (VPM) (Figura 1.2). El núcleo VPL recibe la información 
somatosensorial procedente del tronco y las extremidades y el núcleo VPM 
recibe la información somatosensorial procedente de la cara y parte de la 











 La información de tacto y propiocepción procedentes de la superficie 
corporal alcanza al CVB a través del lemnisco medial, el cual está compuesto 
por los axones procedentes de las neuronas de los núcleos de las columnas 
dorsales (información procedente del tronco y las extremidades) y por los 
axones de neuronas del núcleo principal del trigémino (información procedente 
de la cara y parte de la cabeza). Así, los axones que ascienden desde los 
núcleos de las columnas dorsales alcanzan el VPL, mientras que los axones 
que ascienden desde el núcleo principal llegan hasta el VPM. Por otro lado, la 
información térmica y nociceptiva procedente del tronco y extremidades 
alcanza el VPL a través del tracto espinotalámico, cuyo origen son las 
neuronas de proyección de las astas dorsales de la médula espinal y la 
información térmica y nociceptiva procedente de la cara y parte de la cabeza 
alcanza el VPM a través del tracto trigeminotalámico, cuyo origen son neuronas 
de los núcleos del complejo espinal del trigémino. 
 Es importante aclarar que dicha vía ascendente de información térmica y 
nociceptica (tractos espinotalámico y trigeminotalámico o vía paralemniscal) no 
Figura 1.2. Esquema representativo de la somatotopía de un plano coronal 
del núcleo VPL y VPM (Bregma -2.3). En la parte superior derecha se 
muestra la posición del plano en relación al cerebro completo de la rata 
(Francis et al., 2008) 
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tiene como principal blanco al CVB. Si bien la mayoría de los axones de la vía 
lemniscal alcanza dicho CVB, la vía paralemniscal tiene como principal objetivo 
talámico el núcleo posteromedial (Pom) y en menor medida el CVB y núcleos 
intralaminares y mediales del tálamo. Fibras gruesas originadas en núcleos del 
complejo espinal del trigémino proyectan al núcleo talámico posterior (Po), 
mientras fibras finas proyectan al VPM en forma de pequeñas y densas 
arborizaciones (Veinante et al., 2000). 
 El CVB está constituido por neuronas de proyección tálamo-corticales 
(nTC). Y a diferencia de otros centros de relevo, el CVB de la rata no posee 
interneuronas inhibitorias (Barbaresi et al., 1986), únicamente neuronas de 
proyección. En roedores, las neuronas de proyección en el VPM están 
distribuidas en forma de agregados denominados "barriloides". Cada barriloide 
se corresponde con una vibrisa y recibe la información sensorial procedente de 
la misma, de forma que en el VPM encontramos un mapa de agregados 
neuronales en correspondencia idéntica con el mapa de vibrisas del roedor. 
Cada barriloide del VPM recibe entradas de la vía lemniscal y paralemniscal, lo 
que permite la convergencia de información táctil y nociceptiva. Esta 
disposición cercana de la información táctil y nociceptiva está relacionada con 
los mecanismos de discriminación del dolor (Purves et al., 2001). Asimismo, las 
nTC del VPL se organizan en forma de agregados, los cuales se corresponden 
somatotópicamente con las diferentes regiones de la superficie corporal del 
tronco y las extremidades, y reciben información táctil y nociceptiva (Francis et 
al, 2008).  
 Las nTC del CVB proyectan somatotópicamente a neuronas de la capa 
IV de la corteza somatosensorial primaria, y dejan una colateral en la parte 
superior de la capa VI. Estas nTC en su camino de proyección a corteza, dejan 
a su vez, una colateral en las neuronas del núcleo reticular talámico (NRT). A 
su vez, la capa VI envía proyecciones recíprocas a las nTC, dejando una 
colateral en el NRT. Este núcleo es una fina capa de células gabaérgicas 
(inhibidoras) adyacente al tálamo que envía axones somatotópicamente a su 
correspondiente región en el CVB. Dichos axones constituyen la única entrada 
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inhibitoria de las nTC. Por lo tanto, el NRT contribuye al proceso de selección 
de señales que pasarán desde las neuronas TC a la corteza cerebral.  
 La conectividad talámica con la corteza somatosensorial, influenciada a 
su vez por la acción del NRT, sugieren que tálamo no es una simple estación 
de relevo de información entre los centros aferentes y la corteza, sino que es el 
encargado del procesamiento de la información e influye por tanto sobre las 
funciones corticales (Perea-Bartolomé & Ladera-Fernández, 2004). 
 
1.3. CORTEZA CEREBRAL  
 Es una estructura extensa que cubre los hemisferios y alcanza mayor 
desarrollo en mamífieros. Se puede dividir en diferentes partes atendiendo al 
desarrollo filogenético y estructural: i) Isocórtex; ii) Paleocórtex; iii) Arquicórtex 
(Delgado et al., 1998). 
 La parte correspondiente a Isocórtex o Neocórtex abarca toda la 
superficie de los hemisferios, está compuesta fundamentalmente por estratos 
de neuronas, constituyen la sustancia gris, que se limita dorsal o superficial por 
la duramadre y tiene el límite ventral en la sustancia blanca. El neocórtex está 
organizado de forma laminar y se divide anatómica y funcionalmente en seis 
capas o láminas: capa I o capa molecular (también conocida como capa 
plexiforme externa), con células horizontales de Cajal y pocas interneuronas; 
capa II o capa granular externa, con células granulares o estrelladas; capa III o 
capa piramidal externa, con células piramidales pequeñas y medianas; capa IV 
o capa granular interna, con células granulares o estrelladas; capa V o capa 
piramidal interna, con células piramidales medianas y grandes y; capa VI o 
capa multiforme, con células de diversa morfología como las células fusiformes 
y células de Martinotti (Valverde, 2002; Delgado et al., 1998). 
 El isocortex tiene asociada una determinada región para cada modalidad 
sensorial (somatosensorial, visual y acústica), cada una de estas regiones se 
conocen como área sensorial primaria. Además de las áreas sensoriales 
primarias el isocortex contiene áreas motoras, áreas sensoriales secundarias y 
áreas de asociación. Las cuales, en conjunto, permiten la elaboración de 
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complejas respuestas de aprendizaje, memoria y comportamiento (Valverde, 
2002).  
 Las aferencias del isocortex tienen origen en centros o estructuras 
subcorticales y en la propia corteza. Así, las áreas sensoriales primarias 
reciben las denominadas "fibras aferentes específicas" procedentes de los 
correspondientes órganos sensoriales a través de los núcleos talámicos 
específicos. Además de estas aferencias, el isocortex recibe aferencias de 
otros núcleos talámicos y de otros centros subcorticales. Las aferencias 
corticales procedentes de la propia corteza pueden originarse dentro del mismo 
hemisferio mediante las denominadas "fibras de asociación" o bien pueden 
proceder del hemisferio opuesto a través de las "fibras comisurales o 
callosales". 
 Las fibras aferentes de asociación corticocorticales y callosales se 
originan en las neuronas piramidales de la capa III y terminan prácticamente en 
todas las áreas y capas corticales, aunque especialmente en capas II y III. Las 
capas I y VI son el destino principal de las fibras corticocorticales. Las fibras de 
proyección subcortical de carácter tanto sensorial como motor se originan en 
las neuronas piramidales de la capa V y las de proyección corticotalámicas se 
originan en las neuronas de proyección de la capa VI. Las fibras aferentes 
específicas procedentes de tálamo finalizan en la capa IV. Además de estas 
fibras, la corteza recibe fibras inespecíficas y de distribución más difusa 
procedentes de los núcleos inespecíficos talámicos y de los sistemas 
aminérgicos y colinérgicos ascendentes (Delgado et al., 1998). 
 Cada una de las capas corticales tiene su propia individualidad, sin 
embargo, no son independientes, sino que puede hablarse de una organización 
funcional de grupos celulares verticalmente ensamblados en torno a un eje 
central representado por fibras aferentes corticales (Valverde, 2002). Se ha 
demostrado que esta organización modular o columnar no es exclusiva de las 
áreas sensoriales primarias, ya que las proyecciones corticocorticales se 
distribuyen también en bandas orientadas verticalmente y separadas de las 
bandas correspondientes a las fibras aferentes talamocorticales (Wise & Jones, 
1976; Záborszky & Wolff , 1982). 
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1.3.1 Corteza somatosensorial primaria 
 Es la región del neocórtex que recibe la información sensorial referente a 
las modalidades de tacto, propiocepción, temperatura y dolor. Recibe la 
información sensorial por los axones de las nTC del CVB de forma ordenada 
espacialmente, reflejando al igual que en el tálamo, una organización 
somatotópica. De tal manera que dentro de la corteza somatosensorial primaria 
(S1) existe un área específica que recibe desde el VPM toda la información de 
la cara y parte de la cabeza, localizada más lateral en un corte coronal del 
cerebro. Mientras que la región más medial de la S1 recibe las entradas 
talámicas del VPL con información de las extremidades superiores (adyacente 
a la región de la cara pero más medial). El tronco y finalmente las extremidades 






Figura 1.3. Mapa de la representación cutánea en SI de la rata anestesiada. De Caudal 
a rostral: T, tronco; hl, extremidad trasera; HP, garra trasera; dhp, garra trasera dorsal; 
d1-5, dígitos de la garra trasera; hm, músculo de la extremidad trasera; vfl, extremidad 
delantera ventral; dfl, extremidad delantera dorsal; w, vibrisas de la muñeca; dfp, garra 
delantera dorsal; p, palma; d2-5, dígitos de la garra delantera; t, pulgar; UZ, zona sin 
respuesta en registros bajo anestesia; A-E, filas (dorsal a ventral) y números (de caudal 
a rostral) de las vibrisas del labio superior; RV, pequeñas vibrisas rostrales; N, hocico; 
UL, labio superior; LL, labioinferior; LJ, mandibula inferior (Chapin & Lin,1984). 
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 Los estudios electrofisiológicos en humanos ya revelaron la organización 
somatotópica (Penfield & Rasmussen, 1950), esta organización se ha 
confirmado en todas las especies de mamíferos y concretamente en roedores 
ha sido muy estudiada y también en otras especies como el mapache 
(Rasmusson et al., 1992; Iwamura, 2009). En roedores se ha enfocado el 
estudio en el sistema trigeminal, es decir, la región de la cara y en particular de 
las vibrisas (Ghazanfar & Nicolelis, 1999; Ferezou et al., 2007). Sin embargo, 
hay pocos trabajos referentes a las regiones corporales del tronco y las 
extremidades (Chapin and Lin, 1984; Moxon et al., 2008; Ghosh et al., 2009). 
 Coexistiendo con una organización somatotópica existe una 
organización columnar, en la cual toda la superficie corporal (campos 
receptores) queda representada en columnas corticales. En roedores esta 
representación es especialmente clara en la región de las vibrisas, donde cada 
columna cortical (barril) se corresponde con una vibrisa del animal. De la 
misma forma que se ha descrito en el CVB del tálamo, en la corteza 
somatosensorial existen agregados celulares en la capa IV que toman forma de 
barril (en el caso de la región correspondiente a las vibrisas). Esta organización 
espacial se extiende verticalmente por las diferentes capas corticales formando 
las denominadas columnas corticales. Así las columnas corticales definen 
campos receptores y forman la base anatómica de la somatotopía general. La 
organización en barrilles que definen columnas en correspondencia con cada 
vibrisa es una característica que la hace especialmente "sencilla" para el 
estudio de la fisiología somatosensorial, de ahí que las regiones 
correspondientes a las extremidades hayan recibido una menor atención. 
Aunque hay trabajos como los de Chapin and Lin (1984) que muestran la 
somatotopía cortical completa y remarcan la importancia de las extremidades 
en el mapa.  
 
1.4. REPRESENTACIÓN TALAMOCORTICAL DE LAS VIBRISAS EN RATA 
 La representación talamocortical de las vibrisas en rata ha sido 
ampliamente investigada mediante estudios electrofisiológicos. Dichos estudios 
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han permitido determinar tanto el comportamiento individual de neuronas      
(actividad unitaria) como el comportamiento colectivo (actividad de campo). 
 Como se describe anteriormente, a nivel talámico existen en el VPM 
agregados neuronales denominados barriloides (Van der Loos, 1976). Estos 
barriloides están en correspondencia anatómica con el mapa de vibrisas de la 
rata, de forma que a cada vibrisa le corresponde un barriloide en VPM. 
Registros electrofisiológicos han mostrado que las neuronas pertenecientes a 
un barriloide responden con mayor magnitud y menor latencia cuando se 
estimula su vibrisa correspondiente (Welker, 1971; Brecht et al., 2003). Sin 
embargo, el campo receptor principal de las neuronas de un barriloide no 
queda determinado únicamente por una vibrisa, sino que depende del ángulo o 
dirección de deflexión de la misma. Así el campo receptor principal de estas 
neuronas puede definirse como una determinada vibrisa estimulada con un 
determinado ángulo (Timofeeva et al., 2003). Esta preferencia angular de las 
neuronas de un barriloide está asociada también con la localización de la 
neurona dentro del barriloide (Timofeeva et al., 2003). Las neuronas de un 
barriloide pueden responder también, aunque con menor magnitud y mayor 
latencia, a la estimulación de su vibrisa con otros ángulos y a la estimulación en 
vibrisas adyacentes, correspondiendo estos a campos receptores secundarios 
(Pinto et al., 2000; Timofeeva et al., 2003).  
 Esta organización somatotópica talámica se mantiene en corteza debido 
a que la mayoría de las neuronas de un barriloide talámico proyectan a su 
correspondiente barril cortical (Land et al., 1995). De esta forma las neuronas 
que responden a una sola vibrisa se encuentran en los barriles corticales. Pero 
existen neuronas que responden a la estimulación de 2 o más vibrisas, estas 
neuronas se encuentran principalmente en las regiones entre barriles (septa), 
dando lugar a regiones de solapamiento en la representación de vibrisas, que 
integra información de múltiples vibrisas (Armstrong-James 1987; Armstrong-
James et al., 1992). Se ha encontrado que el tamaño de las áreas de las 
regiones que representan exclusivamente a una vibrisa son homogéneas a lo 
largo de todo el campo de vibrisas, sin embargo, no ocurre lo mismo en las 
regiones de solapamiento en la representación de vibrisas, siendo mayores las 
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áreas de representación multivibrisa en las filas ventrales (Guic et al., 2008). 
Existe también una organización anisotrópica que facilita la integración de 
entradas desde vibrisas de la misma fila, organización que se mantiene en las 
proyecciones de S1 a corteza motora primaria (M1) y corteza somatosensorial 
secundaria (S2) (Hoffer et al., 2003). Coexistiendo con esta anisotropía 
anatómica, registros electrofisiológicos han mostrado que la estimulación de 
una vibrisa desencadena la activación supraumbral y subumbral de regiones 
bastante alejadas del origen de la activación, independientemente de la vibrisa 
o capa cortical (Frostig et al., 2008). Puede decirse que a nivel cortical existen 
campos receptores muy amplios (Moxon et al., 2008; Brecht et al., 2003), sin 
embargo, el tamaño del campo receptor no es fijo, sino que es dependiente del 
estado, decreciendo a niveles mayores de anestesia y siendo máximos en el 
animal despierto activo (Armstrong-James and Callahan, 1991; Chapin et al., 
1981; Armstrong-James and George, 1988a). Esto es, la información que llega 
desde la periferia y por tanto su procesamiento, depende del estado cortical. 
 
1.5. REPRESENTACIÓN TALAMOCORTICAL DE LAS EXTREMIDADES EN 
RATA 
 Si bien la representación talamocortical en vibrisas ha sido y es objeto 
de numerosos estudios, algo muy diferente ocurre con la representación 
talamocortical de las extremidades, donde los estudios son escasos. La 
somatotopía talámica en el núcleo VPL es similar a la del núcleo VPM, es decir,  
existen agregados celulares en correspondencia con las diversas regiones 
corporales (Emmers, 1965). Dentro de esta somatotopía, se ha encontrado que 
la representación topográfica de las garras en las extremidades anterior y 
posterior es mucho mayor que la del resto de la extremidad (Francis et al., 
2008), es decir, los campos receptores son mucho más pequeños en la parte 
distal de la extremidad y aumentan progresivamente hacia la parte proximal de 
la misma (Angel & Clarke, 1975). En el trabajo de Francis et al. también se 
describe que el VPL  está dividido en tres regiones que procesan distinta 
modalidad sensorial. Los registros electrofisiológicos mostraron que la parte 
rostral del VPL lleva información propioceptiva; la parte medial lleva 
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información cutánea con un fino mapa topográfico de los miembros anterior y 
posterior; y la parte caudal del VPL podría representar el flujo de información 
nociceptiva. El tamaño del campo receptor varía en esas tres regiones, siendo 
difusos y amplios en las regiones rostral y caudal (por ejemplo varios dígitos, la 
palma entera o incluso la garra entera), mientras que la región medial se 
compone de células con campos receptores pequeños y focalizados (por 
ejemplo un solo dígito, un segmento de un dígito, un segmento de la palma, 
etc.). 
 A nivel cortical los registros electrofisiológicos han permitido hacer un  
mapeo de la corteza somatosensorial, que muestra que la representación de la 
extremidad delantera está organizada topográficamente mediante agregados 
celulares que forman estructuras similares a barriles (Waters et al., 1995), en 
las cuales cada agregado neuronal está asociado con una región discreta 
dentro de la extremidad, de forma similar a lo que ocurre en el sistema de 
vibrisas. Registros de neuronas individuales muestran que el tamaño del 
campo receptor varía según la capa cortical, siendo mínimos en capa IV y 
máximos en capa V (Haupt et al., 2004). Además en todas las capas existe un 
gradiente de tamaño de campo receptor en dirección rostro-caudal, donde los 
campos receptores más rostrales corresponden a los dígitos y los caudales 
corresponden a la parte proximal de la extremidad. Esto está en concordancia 
con la representación de las extremidades en el tálamo, donde también se 
encuentran campos receptores más pequeños a medida que nos acercamos a 
los dígitos de una extremidad. Como describíamos en la representación de las 
vibrisas, la representación cortical de las extremidades también depende del 
estado, y se caracteriza por campos receptores más pequeños a medida que 
se incrementan los niveles de anestesia. Sin embargo, a través de los 
diferentes estados, parte de la representación se mantiene relativamente 
invariante, el centro del campo receptor (Chapin & Lin, 1984). Esto puede ser 
interesante desde el punto de vista de la codificación neuronal. 
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1.6. CÓDIGO NEURAL EN TÁLAMO Y CORTEZA (estudios 
computacionales)  
 Las neuronas representan y transmiten la información mediante 
secuencias de potenciales de acción (espigas) en varios patrones temporales 
(Dayan & Abbott, 2001). Entender el código neural es conocer cómo mediante 
la secuencia de potenciales de acción las neuronas son capaces de 
representar las características de los estímulos. Así, antes de adentrarnos en 
aspectos más profundos del código neuronal en el sistema tálamo-cortical, es 
necesario conocer el tipo de actividad de las neuronas de dichas regiones. 
 Como mencionamos anteriormente, el tipo de actividad de las neuronas 
depende del estado. Las células talámicas pueden funcionar en dos modos de 
actividad. En el animal despierto activo las células disparan en modo tónico, 
mientras que cuando el animal está en reposo, somnoliento o anestesiado, las 
células disparan en forma de ráfagas de potenciales de acción (modo ráfagas o 
modo 'burst') (Swadlow & Gusev, 2001; Sherman, 2001). En modo tónico las 
células presentan una mayor actividad espontánea y mayor y más eficiente 
actividad en respuesta a estímulos (Sherman, 2001). Experimentos realizados 
en animales anestesiados a través de diferentes niveles de anestesia (ligera, 
intermedia y profunda) muestran la presencia de ráfagas espontáneas en todos 
los niveles, aunque al aumentar el nivel de anestesia se hacen más 
prominentes y rítmicos, decrece la frecuencia de las ráfagas y se dan menos 
espigas entre ráfagas, disminuyendo por tanto el ratio de actividad espontánea 
total (Erchova et al., 2002). En ambos modos puede transmitirse información 
pero con distinta calidad. Si bien, en el modo tónico la respuesta neuronal sigue 
mejor al estímulo, el modo ráfaga permite una mejor detección de la señal 
(Sherman, 2001). Asimismo, recientes estudios muestran que el modo ráfagas 
puede ser un modo efectivo de transmisión de información en animal despierto 
(Ortuño et al., 2014).  
 En el proceso de transmisión de información, el número de espigas por 
estímulo a nivel talámico (VPM) puede oscilar en función de las características 
del estímulo, así en Montemurro et al., (2007) este valor es inferior a una 
espiga por estímulo, en Hartings et al. (2000) varía entre 0.5 y 1.5, en Kyriazi et 
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al. (1994) entre 1 y 2 espigas por estímulo. Armstrong-James & Callahan 
(1991) reportan 1.08 espigas por estímulo en barriloides talámicos y 1.7 veces 
mayor el número de espigas por estímulo en su correspondiente barril cortical y 
en respuesta al mismo estímulo. En capas infragranulares, Tutunculer et al. 
(2006) muestran aproximadamente 1 espiga por estímulo tras estimulación del 
campo receptor principal.  
 Este relativamente bajo número de espigas en respuesta a los 
estímulos, sugiere que podría haber otros elementos de la respuesta neuronal 
más significativos en la transmisión de información acerca de las 
características de los estímulos. En la corteza somatosensorial correspondiente 
a las vibrisas, se ha demostrado que la información extraída de las respuestas 
es mayor si se consideran las características temporales de las mismas en 
lugar de considerar únicamente la magnitud de la respuesta (Panzeri et al. 
2001; Foffani and Moxon, 2004). Los aspectos temporales de las respuestas 
también tienen gran relevancia en el VPM, dada la alta precisión de las 
respuestas de las neuronas de dicha región (Nicolelis & Chapin, 1994; Aguilar 
& Castro-Alamancos, 2005; Petersen et al., 2008). Una alta precisión en las 
respuestas de neuronas individuales es necesaria para una actividad 
poblacional sincronizada. Se sabe que la actividad síncrona de neuronas de un 
barriloide talámico codifica no solo la velocidad de deflexión, sino también la 
localización y dirección de movimiento de las vibrisas (Temereanca & Simons, 
2003). La actividad sincronizada talámica es importante además, para asegurar 
la transmisión de la información relevante en circuitos corticales locales 
(Temereanca et al., 2008). De esto se deduce que además de importar que 
respondan las neuronas del VPM, importa cuando responden. Asimismo, 
análisis de información en este núcleo han demostrado que los aspectos 
temporales de las respuestas generan más información que la magnitud de las 
mismas (Ghazanfar et al., 2000; Montemurro et al., 2007). Sin embargo, pese a 
su importancia, el papel que juegan los aspectos temporales son mucho más 
desconocidos en el núcleo VPL del tálamo. 
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1.7. IMAGEN VSD PARA EL ESTUDIO DE LA FISIOLOGÍA CORTICAL IN 
VIVO 
 La técnica de imagen basada en marcadores ópticos fluorescentes 
sensibles a voltaje (Voltage-Sensitive Dye, VSD), ha supuesto en los últimos 
años una revolución en el estudio de la fisiología cortical in vivo (Grinvald & 
Hildesheim, 2004). El motivo es la excelente resolución espacial (>50 µm) y 
temporal (>1 ms) que proporciona, a diferencia de otras técnicas, las cuales 
pueden aportar excelente resolución espacial pero escasa resolución temporal 
y viceversa (Shoham et al., 1999). Físicamente, los  marcadores se unen a las 
membranas neuronales y cambian su fluorescencia o absorbancia en 
respuesta y de forma proporcional, a cambios en el potencial de membrana 
(Cohen et al., 1974; Grinvald & Hildesheim, 2004; Tsytsarev et al., 2014). In 
vivo, la señal de los VSD procede de la actividad poblacional de capas 
supragranulares 2/3 principalmente (Petersen et al, 2003a; Grinvald & 
Hildesheim, 2004). En la corteza somatosensorial, esta técnica ha sido 
ampliamente utilizada, especialmente en la región correspondiente a las 
vibrisas. La utilización de esta técnica en la corteza somatosensorial in vivo la 
analizamos detalladamente en los siguientes subapartados. 
 
1.7.1. Imagen VSD en la región cortical correspondiente a las vibrisas 
 Uno de los primeros trabajos en los que se aplican los VSD para el 
estudio de la fisiología de la corteza somatosensorial de la rata data de los 
años 80. Orbach et al. (1985) visualizan las capas superiores de la corteza de 
barriles en respuesta a estimulación de una única vibrisa y dos vibrisas 
separadas. Además, con el objetivo de utilizar la técnica de imagen para 
estudiar la disfunción cortical aplican bicuculina, un agente epileptogénico 
antagonista del GABA que actúa en los receptores tipo GABAA, lo que bloquea 
gran parte de la actividad inhibidora en la corteza y por tanto, facilita la 
actividad epiléptica. De igual manera, London et al (1989) usan esta técnica 
para estudiar la influencia de un agente epileptogénico sobre la fisiología 
cortical, visualizando la corteza en respuesta a estimulación de una vibrisa 
antes y después de la aplicación de la bicuculina. A diferencia de Orbach et al. 
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(1985) usan el VSD RH795 en lugar del RH414, debido a que este último en 
concentraciones superiores a 0.1 mg/ml causaba constricción irreversible de 
las arterias en la superficie de la corteza. Kleinfeld & Delaney (1996) utilizan la 
técnica para estudiar las interacciones entre barriles vecinos, así como el 
patrón de respuesta a través de S1 y S2 por estimulación de una vibrisa. Esta 
técnica de imagen también es capaz de captar actividad espontánea, la 
característica actividad sincronizada "up-down" fue visualizada por Petersen et 
al. (2003b), mostrando despolarizaciones localizadas y propagación de ondas 
de despolarización, además, estudiaron la influencia del estado (actividad 
espontánea) en la respuesta neuronal, para lo cual utilizaron la técnica sobre 
animal anestesiado y sobre animal despierto. En este trabajo el VSD empleado 
fue RH1691, el cual comienza a utilizarse de forma generalizada hasta la 
actualidad, puesto que fue considerado óptimo para su uso in vivo. En otro 
trabajo, Petersen et al. (2003a) estudian la extensión de la señal VSD en 
función de la intensidad de estimulación. Además, combinan la técnica de 
imagen con registros intracelulares en células piramidales, visualizando la 
correlación entre ambas señales. La dinámica espaciotemporal de la 
integración sináptica en capas supragranulares fue estudiada por Civillico & 
Contreras (2006) con imagen VSD. La aplicabilidad de esta técnica de imagen 
se extiende hasta animales sin restricción de movimiento (Ferezou et al., 2006). 
En este trabajo, simultáneamente a la adquisición de la imagen VSD, filman el 
movimiento de las vibrisas. Analizan la respuesta cuando se estimula activa o 
pasivamente las vibrisas en distintos comportamientos (en reposo o "whisking") 
y en distintos estados (despierto o anestesiado). Los anteriores autores 
también aplican imagen VSD para estudiar el papel de la corteza motora en el 
procesamiento somatosensorial (Ferezou et al., 2007). La técnica de imagen 
VSD ha sido combinada con imagen de marcadores sensibles a calcio (CaSD) 
in vivo para estudiar la dinámica subumbral y supraumbral en corteza de 
barriles (Berger et al., 2007). La plasticidad de la corteza de barriles ha sido 
también objeto de estudio mediante imagen VSD (Wallace & Sakmann, 2008). 
En dicho trabajo visualizan los cambios en la dinámica espaciotemporal cortical 
tras privación sensorial en la etapa de desarrollo postnatal. La influencia del 
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estado (nivel de anestesia) sobre las respuestas en corteza de barriles sigue 
siendo objeto de estudio en los últimos años, como muestra el trabajo de 
Devonshire et al. en 2010. En ese mismo año, Tsytsarev et al. utilizan la 
técnica para visualizar la actividad neural en corteza de barriles en respuesta a 
deflexión de una vibrisa en diferentes direcciones.  
 Como puede observarse, la corteza somatosensorial correspondiente a 
los barriles en roedores ha sido empleada como modelo para el estudio de 
cuestiones sobre fisiología general y fisiología patológica utilizando la técnica 
de imagen basada en VSD. 
 
1.7.2. Imagen VSD en la región cortical correspondiente a las 
extremidades 
 En general, la corteza somatosensorial correspondiente a las 
extremidades no ha sido utilizada frecuentemente para el estudio de fisiología 
en situación control sino más bien para el  el estudio de patologías y plasticidad 
cortical, empleando para ello técnicas de imagen como las basadas en VSD. 
 El trabajo de Ferezou et al. (2007) muestra una activación en corteza 
somatosensorial en respuesta a estimulación de la extremidad delantera, sin 
embargo el estudio de integración sensoriomotora está realizado en corteza de 
barriles. Brown et al. (2009) investigan en adulto los cambios en el mapa y en 
procesamiento de las señales sensoriales durante la recuperación tras infarto 
cerebral en la corteza somatosensorial correspondiente a la extremidad 
delantera. Para lo cual, realiza imagen in vivo de los cambios en potencial de 
membrana mediante imagen VSD combinado con imagen multifotón de la 
estructura dendrítica y conectividad neuronal. Esto es realizado antes de la 
lesión y a partir de una semana post-lesión. La influencia de un infarto en la 
corteza somatosensorial correspondiente a las extremidades es también 
abordada en el trabajo de Sigler et al (2009) mediante la técnica de imagen 
VSD. Aunque en este caso, se centran en los cambios ocurridos en las 
primeras horas tras la lesión. El objetivo de ese trabajo era analizar el posible 
cambio en la velocidad de redistribución cerebral a través de conexiones 
existentes antes de la lesión. Las cualidades espaciotemporales de la técnica 
 
Introducción  21 
 
de imagen VSD han permitido avanzar en el estudio de los cambios corticales 
tras lesión medular. Ghosh et al. (2009) realizaron hemisección de la médula 
espinal en ratas adultas para explorar la representación y proyección cortico-
espinal de la corteza intacta (ipsilesión) a doce semanas post-lesión. La técnica 
de imagen VSD también revela la dinámica espaciotemporal en respuesta a 
estimulación eléctrica de la extremidad delantera y trasera ipsilateral. 
Asimismo, Ghosh et al. (2010) usan la técnica de imagen VSD para estudiar en 
la corteza de la región de los miembros traseros, las neuronas cortico-espinales 
axotomizadas recableadas en la médula espinal cervical. La técnica de imagen 
VSD es empleada también por Lee et al. (2011) para mapear el patrón 
espaciotemporal de la respuesta a estimulación del nervio ciático en ratas 
control, en ratas a una semana y cuatro semanas post-lesión medular. La 
plasticidad cortical fue también estudiada por McVea et al. (2012). 
Concretamente, analizan la influencia de la actividad espontánea en la 
maduración de los circuitos cerebrales en el animal en desarrollo. Para ello, 
realizan imagen VSD de la actividad cortical tras contracciones espontáneas de 
















































Objetivos                                                                                                                        25 
 
 Conocer las claves de cómo los estímulos externos son procesados por 
el sistema somatosensorial es todavía hoy un importante objetivo en 
neurociencia. Un sistema que resulta particularmente conveniente para este 
estudio, por su simplicidad estructural, ha sido el sistema somatosensorial 
correspondiente a las vibrisas de roedores. En dicho sistema, cada vibrisa es 
representada por un agregado de neuronas formando un mapa somatotópico 
casi idéntico al mapa de vibrisas en el hocico del animal. Se han realizado 
numerosos estudios sobre cómo estos agregados responden a diversos tipos 
de estimulación de las vibrisas. Asimismo, se han estudiado las respuestas de 
neuronas individuales dentro de estos agregados y también activaciones más 
globales del mapa somatotópico de vibrisas a nivel cortical, definiendo claras 
relaciones entre los estímulos en vibrisas y las activaciones de sus 
correspondientes agregados en los diversos niveles del sistema 
somatosensorial (tronco, tálamo y corteza) contralateral. Para el humano, sin 
embargo, es primordial conocer la fisiología del sistema somatosensorial 
relativo a las extremidades, aunque paradójicamente encontramos que hay 
grandes lagunas de conocimiento en este campo. Por un lado, no está claro si 
la fisiología de las neuronas que representan a las extremidades es similar a la 
más conocida fisiología de las neuronas que representan a las vibrisas. Por 
otro lado, desde un punto de vista más global, están poco definidas cuestiones 
como el alcance y la dinámica de activación que un estímulo somatosensorial 
produce en la representación de las extremidades a lo largo del sistema 
somatosensorial. Asimismo, desde un punto de vista somatotópico, es bien 
conocido que cada región corporal está representada en el hemisferio 
contralateral. Se desconoce, sin embargo, si las regiones corticales 
ipsilaterales activadas por un estímulo periférico responden a un patrón 
somatotópico similar al obtenido en la región cortical contralateral. 
 Por todo ello, el objetivo general del presente trabajo consiste en 
ampliar el conocimiento actual sobre la fisiología del sistema somatosensorial 
en la representación de las extremidades. Este trabajo se realiza en dos niveles 
del sistema somatosensorial: 1) a nivel talámico, donde se realizará un estudio 
exhaustivo de la fisiología de neuronas individuales en la representación de las 
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extremidades y en la representación de las vibrisas; y 2) a nivel cortical, donde 
se realizará un detallado estudio de las activaciones corticales y los mapas que 
se obtienen en la corteza somatosensorial ante estímulos aplicados en las 
extremidades. 
 Para lograr el objetivo general de este trabajo, se plantearon los 
siguientes objetivos específicos:  
1. Estudiar y comparar la respuesta de neuronas talámicas en la 
representación de las extremidades y en la representación de las 
vibrisas a partir de registros electrofisiologicos extracelulares en los 
núcleos ventral-posterior-lateral y ventral-posterior-medial del complejo 
ventrobasal talámico. 
2. Analizar los aspectos temporales del código neural mediante análisis 
de información desde los registros electrofisiológicos obtenidos en los 
experimentos anteriores y la aplicación de experimentos 
computacionales. 
3. Investigar la dinámica de activación espaciotemporal de las capas 
supragranulares de la corteza sensorimotora de un hemisferio en 
respuesta a estimulación de las extremidades contralaterales e 
ipsilaterales a dicho hemisferio mediante la técnica de imagen VSD. 
 La consecución de los objetivos planteados en el presente trabajo es de 
crucial importancia puesto que supondrá un gran avance en el conocimiento 
actual sobre el procesamiento del sistema somatosensorial relativo a las 
extremidades en condiciones fisiológicas. Este conocimiento podrá ser utilizado 
como base fisiológica para interpretar los fenómenos que suceden en el 
sistema somatosensorial cuando es afectado por un daño bien periférico, como 
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3.1. SUJETOS EXPERIMENTALES 
 Todos los experimentos con animales se han realizado conforme con el 
"International Council for Laboratory Animal Science, European Union 
regulation 86/609/EEC  y fueron aprobados por el Comité de Ética para la 
Experimentación Animal del Hospital Nacional de Parapléjicos (Toledo, 
España). Los datos experimentales se obtuvieron de 13 ratas wistar macho de 
entre 250 y 350 g para los estudios fisiológicos en tálamo sensorial y de entre 
280 y 410 g para los estudios fisiológicos en corteza somatosensorial. 
 
3.2. ESTUDIO FISIOLÓGICO EN TÁLAMO SOMATOSENSORIAL 
 
3.2.1. Anestesia y estado cortical 
 Los animales fueron anestesiados con pentobarbital (50 mg/Kg) o 
uretano (1.5 g/Kg) intraperitoneal. Estos anestésicos fueron elegidos por su uso 
bien establecido en el estudio de las propiedades de los campos receptores de 
las neuronas tálamo-corticales en la rata. Durante el transcurso del 
experimento, el nivel de anestesia se mantuvo constante en estado III-3 
(Friedberg et al., 1999) mediante la aplicación de dosis suplementarias (1/4 de 
la dosis original para ambos anestésicos) cuando eran requeridas. 
 El estado III-3 se caracteriza por una frecuencia predominante de 3-4 Hz 
en el electroencefalograma cortical (Figura 3.1, registro inferior). Esta 
frecuencia representa un estado menos sincronizado comparado con niveles 
de anestesia más profundos caracterizados por ráfagas o "bursts" rítmicos a 
frecuencias inferiores (Figura 3.1, registro superior). Si durante un protocolo de 
estimulación se detectaban ráfagas rítmicas, el protocolo se abortaba. El 
estado III-3 es un estado bastante estable en el cual las neuronas tálamo-
corticales presentan campos receptores relativamente grandes (varias vibrisas 
o varios dígitos). A niveles de anestesia más profundos, las neuronas tálamo-
corticales presentan campos receptores mínimos (por ejemplo, solo una 
vibrisa) y, por lo tanto, las respuestas neuronales pierden mucha de su 
complejidad espaciotemporal (Friedberg et al., 1999). A niveles más ligeros de 
anestesia, los animales presentan movimientos espontáneos de las vibrisas, y 
 
Materiales y métodos  30 
 
las neuronas tálamo-corticales aumentan el tamaño de su campo receptor y la 
complejidad espaciotemporal de sus respuestas (Friedberg et al., 1999), lo cual 
es máximo en estados activados (Aguilar & Castro-Alamancos, 2005) y en 
animales despiertos (Nicolelis & Chapin, 1994). El estado III-3 ofrece, por tanto, 
una buena condición experimental para registrar consistentemente a través de 
largos protocolos de estimulación y para retener, al menos, parte de la 






3.2.2. Procedimiento quirúrgico 
 Una vez que la anestesia hizo efecto, los animales fueron colocados en 
el aparato estereotáxico (SR-6R; Narishige Scientific Instruments, Tokyo, 
Japan). Se aplicó lidocaína 2 % sobre la superficie corporal y sobre las zonas 
de incisión. Se retiró suavemente la piel de la parte superior del cráneo y se 
realizó una gran craneotomía en el lado derecho de la línea media (Antero-
Posterior = 1:-4 y Medio-Lateral = 1:4, Atlas de Paxinos & Watson, 1986) para 
facilitar el acceso al tálamo. Se realizaron pequeñas incisiones en la duramadre 
para permitir el paso de los electrodos de registro al cerebro. Para preparar las 
vibrisas para la estimulación, éstas se cortaron a 1 cm de la piel. La 
temperatura de los animales se mantuvo constante a 36.5 º C con una manta 
térmica controlada automáticamente. 
 
Figura 3.1. Influencia del nivel de anestesia en 
el estado cortical. Potenciales de campo 
corticales registrados en animal bajo anestesia 
profunda (estado III-4) y bajo anestesia más 
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3.2.3. Registros electrofisiológicos 
 Se realizaron registros extracelulares de neuronas individuales del 
tálamo de la rata. Para ello se emplearon electrodos de tungsteno de 4 MΩ de 
impedancia (TM31C40KT de WPI, Inc., Sarasota, FL, USA). Se insertó un 
electrodo adicional en la corteza somatosensorial para tener un registro 
continuo de las señales electroencefalográficas, las cuales se usaron para 
monitorizar el efecto de la anestesia (Figura 3.1). 
 Todos los registros fueron amplificados y filtrados usando un sistema 
modular compuesto por preamplificador (x100), filtro (1 a 3000 Hz) y 
amplificador (x5) (Neurolog; Digitimer Ltd). Las señales analógicas se 
convirtieron a digitales con una frecuencia de muestreo de 20000 Hz y 
cuantificación de 16-bits usando la tarjeta CED Power 1401 (Cambridge 
Electronic Design, Cambridge, UK) controlada por el "software" Spike2 (v5.03; 
Cambridge Electronic Design). Las señales se almacenaron en el disco duro de 
un ordenador para los posteriores análisis. 
 Se obtuvieron registros de neuronas individuales en los núcleos VPM y 
VPL (Antero-Posterior = -2.3:4, Medio-Lateral = 2:4, Dorsal = 5:7) (Figura 3.2). 
Se registraron las respuestas a estimulación de vibrisas en neuronas del VPM y 
las respuestas a estimulación cutánea de las extremidades anteriores y 
posteriores en neuronas del VPL. El VPM está localizado dorsal y medial en el 
tálamo somatosensorial, y el VPL está localizado justo detrás, más ventral y 
lateral, haciendo una pequeña curva de medial a lateral alrededor de la base 
del VPM (Figura 3.2). De esta manera, al bajar el electrodo al tálamo 
somatosensorial, era posible aislar neuronas con campo receptor en las 
vibrisas, en la extremidad anterior y finalmente, en la extremidad posterior 
(Emmers, 1965; Waite, 1973a; Vahle-Hinz & Gottschaldt, 1983). En cada 
experimento se bajaba el electrodo una o dos veces y se registraba en varias 
profundidades (de una a tres) cada vez, dependiendo del tiempo requerido para 
aislar buenas neuronas y alcanzar las condiciones fisiológicas adecuadas. Una 
vez que una neurona era aislada, se identificaba la región corporal (vibrisa, 
extremidad anterior o extremidad posterior) donde un leve toque con un pincel 
producía una respuesta neuronal consistente.  
 









 En la mayoría de los lugares de registro (n = 24 lugares) se consiguió 
aislar una sola neurona y en algunos fue posible aislar dos (n = 7 lugares) e 
incluso tres (n = 1 lugar) neuronas individuales. La relación señal ruido era 
siempre superior a 10 para la neurona principal (espiga de mayor amplitud del 
registro) y superior a 5 para las neuronas secundarias (Figura 3.3). La calidad 
de los registros de neuronas individuales se comprobó durante los 
experimentos para mantener la relación señal-ruido y las condiciones 
fisiológicas lo más estable posible. El tiempo total de registro para cada 
neurona individual estaba entre 1 y 3 h. 
Figura 3.2. Diagrama de una sección coronal del 
hemisferio derecho a -3.14 mm de Bregma (modificado 
desde Paxinos & Watson (1986)). El complejo ventrobasal 
(VBC) está delimitado por una línea gruesa  continua. El 
VBC está compuesto por el núcleo ventral-posterior-medial 
(VPM), que representa las vibrisas y el núcleo ventral-
posterior-lateral (VPL), que representa el resto del cuerpo. 
La representación de la extremidad anterior (EA) está 
localizada en la porción dorsolateral del VPL, y la 
representación de la extremidad posterior (EP) está 
localizada en la porción ventromedial. La línea gruesa 
discontinua indica el camino recorrido por un electrodo 
atravesando el VPM y el VPL. 
 








3.2.4. Estimulación táctil 
 Una vez que una neurona era aislada y clasificada como localizada en el 
VPM, en la región de la extremidad anterior del VPL o en la región de la 
extremidad posterior del  VPL, se aplicaban los protocolos de estimulación 
táctil. Para ello, en primer lugar se localizó el campo receptor principal de la 
neurona, definido como la vibrisa o área cutánea que produce la respuesta con 
mayor magnitud (número de espigas por estímulo) y menor latencia (Aguilar & 
Castro-Alamancos, 2005). En el campo receptor principal de todas las células 
(n = 41), se aplicó un protocolo de estimulación ON-OFF, que consistía en una 
serie de 100 pulsos cuadrados a frecuencia de 0.5 Hz y 500 ms de duración. 
Las vibrisas se estimularon en el sentido preferido a lo largo del eje dorso-
ventral (Lee et al., 1994; Friedberg et al., 1999). El sentido dorso-ventral 
preferido se determinó manualmente antes del protocolo de estimulación.  
 En un subgrupo de células (n = 32), se aplicó además un protocolo de 
estimulación con estímulos impulsivos, que consistía en una serie de 100 
pulsos cuadrados a frecuencia de 0.5 Hz y 1 ms de duración, también en el 
campo receptor principal. Así, los estímulos impulsivos se aplicaron en la 
Figura 3.3. Discriminación de dos neuronas registradas con el mismo 
electrodo. El registro muestra la presencia de al menos tres neuronas. Se 
muestran las formas de onda representativas de la neurona con mayor 
amplitud de espiga (líneas grises) y de la neurona con amplitud de espiga 
intermedia (líneas negras). La neurona con menor amplitud no fue 
discriminada debido a que no cumplía nuestro criterio mínimo en 
términos de relación señal-ruido. 
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misma vibrisa o en la misma región cutánea usada para los estímulos ON-OFF 
en cada célula. Nótese que los estímulos ON-OFF y los estímulos impulsivos 
representan dos extremos del mismo patrón de estimulación: serie de pulsos 
cuadrados de larga (500 ms) o corta (1 ms) duración, respectivamente. En 
otras palabras, un estímulo impulsivo es un estímulo ON-OFF muy corto.  
 En un subgrupo de células (n = 12), también se aplicó el protocolo de 
estimulación ON-OFF en un campo receptor secundario excitador (una vibrisa 
adyacente o un dígito adyacente).  
 Todos los estímulos fueron generados usando un estimulador eléctrico 
Master8 (A.M.P.I., Jerusalén, Israel) con un aislador de estímulos ISO-Flex 
(A.M.P.I.). Los pulsos eléctricos se transmitían a un sensor piezoeléctrico unido 
a una barra rígida de tungsteno (0.5 mm de diámetro, 2.5 cm de longitud, con el 
extremo de 5 mm de longitud curvado 90º). El sensor piezoeléctrico transforma 
pulsos eléctricos en movimientos mecánicos, cuyo rango depende del voltaje. 
Se usó un voltaje de 90 V, el cual imponía un movimiento vertical final de 0.5 
mm de la barra de tungsteno. La barra de tungsteno se situó manualmente, 
bajo control microscópico (Leica M300; Leica Microsystems), a unos pocos 
milímetros de la vibrisa o de la región cutánea seleccionada previamente, pero 
nunca tocándola. La frecuencia de 0.5 Hz fue elegida para evitar adaptación, ya 
que incluso en condiciones de anestesia profunda, las neuronas tálamo-
corticales pueden responder consistentemente a estímulos somatosensoriales 
aplicados a frecuencias de 1 Hz (Castro-Alamancos, 2002; Aguilar & Castro-
Alamancos, 2005). La salida del estimulador Master8 se envió a la tarjeta CED 
Power 1401 y se registró en Spike2 junto con las señales, lo que nos permitió 
usarlo como referencia en los posteriores análisis de las respuestas 
neuronales. 
 
3.2.5. Análisis de datos 
 En este estudio se tomó como estímulo ON el inicio del pulso cuadrado 
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 3.2.5.1. Análisis fisiológico 
 
 3.2.5.1.1. Discriminación de neuronas individuales desde los 
registros electrofisiológicos 
 Tras los experimentos, el análisis de los datos comenzó con la 
discriminación de las neuronas individuales dentro de los registros 
electrofisiológicos. Para ello, primero se filtraron digitalmente las señales con 
un filtro pasa-banda en el rango de 300 a 3000 Hz (Figura 3.3). De este modo, 
se eliminaban los componentes de frecuencia lenta dentro de las señales, 
como el potencial de campo local, y se seleccionaban únicamente los 
componentes de frecuencia rápida, entre los cuales estaban las espigas cuya 





  A partir de los registros filtrados, se emplearon conjuntamente dos 
métodos para la discriminación y separación de neuronas individuales: 
1. Umbral de voltaje: este método nos permitía separar las neuronas cuyas 
espigas tenían una amplitud que superaba el valor impuesto al umbral y era 
muy efectivo cuando una neurona tenía espigas con amplitud claramente 
diferenciada del resto de neuronas del registro (Figura 3.5). 
Figura 3.4. Filtrado de los registros. Arriba se muestra un registro original. Abajo se 
muestra ese registro filtrado con un filtro pasa-banda entre 300-3000 Hz, que elimina 
el potencial de campo local (componentes lentos del registro) y mantiene las espigas 
(componentes rápidos).  
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2. "Spike sorting": es un método de clasificación semiautomática de las espigas 
de un registro y está disponible en el software Spike2 (v5.03; Cambridge 
Electronic Design). Este método clasifica cada espiga en base a unos 
parámetros de las propiedades de las espigas (forma, amplitud, duración, 
frecuencia de aparición en el registro,...) especificados por el usuario (Figura 
3.5). 
 Sin embargo, estos métodos no siempre conducían a una correcta 
separación de las neuronas del registro, por lo que, además de emplear estos 
métodos, se realizó un meticuloso análisis manual en el cual se revisaron cada 
una de las espigas de los registros, con el fin de ser consistentes en la 
discriminación y separación neuronal. El número total de neuronas 
discriminadas de los registros obtenidos de los 13 animales fue 41. 
 
 3.2.5.1.2. Construcción de histogramas de tiempo peri-estímulo 
 Una vez separadas las espigas correspondientes a una misma neurona 
durante los registros, se construían los histogramas de tiempo peri-estímulos 
(PSTH). 
 Los PSTHs representan la distribución temporal de las espigas alrededor 
del estímulo y se realizaron con una resolución temporal (bin) de 1 ms. Así, 
cada bin del histograma representaba el número total de espigas que a través 
de las 100 repeticiones (pruebas) del estímulo aparecían en esa ventana 
temporal como respuesta al estímulo. Para cada neurona, se construyeron tres 
PSTHs que correspondían a los tres tipos de estímulos (estímulos ON, 
estímulos OFF y estímulos impulsivos). 
 
 3.2.5.1.3. Medidas analizadas 
 El análisis de datos se basó en dos medidas principales extraídas de los 
PSTH de las respuestas de neuronas individuales: la magnitud de la respuesta, 
calculada como el promedio de espigas por estímulo, y la latencia de la 
respuesta, calculada como el intervalo temporal entre el inicio del estímulo y el 
inicio de la respuesta. La latencia de la respuesta OFF se calculó con respecto  
 





Figura 3.5. Métodos de discriminación neuronal. (A) Método de umbral de voltaje, todas las espigas 
que superan el umbral fijado son separadas del resto de espigas del registro. (B) "Spike sorting" 
separa las espigas dentro del registro según unos parámetros especificados. Las espigas de una 
misma neurona aparecen en el mismo color. En el registro, aparece en azul la neurona principal y en 
rojo la neurona secundaria. Una tercera neurona (verde) es distinguible en el registro, pero no se 
incluyó en los análisis debido a que no respondía a los estímulos. 
 
Materiales y métodos  38 
 
al estímulo OFF. Además de estas medidas, se introdujo el índice de sintonía 
ON-OFF, índice adimensional que nos permitió determinar si una neurona  
presentaba mayor respuesta al estímulo ON que al estímulo OFF y se definió 
como: MRON ⁄ (MRON + MROFF), donde MRON indica la magnitud de la respuesta 
al estímulo ON, y MROFF indica la magnitud de la respuesta al estímulo OFF, 
ambos expresados en espigas por estímulo. Finalmente, se estimó la tasa de 
disparo espontáneo de cada neurona como el promedio de espigas por unidad 
de tiempo. Esto se realizó en una ventana de 200 ms antes de cada tipo de 
estímulo (estímulo ON, estímulo OFF y estímulo impulsivo) para comparar el 
estado neurofisiológico de las neuronas y confirmar la estabilidad de los 
registros a lo largo de los protocolos de estimulación. 
 
 3.2.5.1.4. Análisis estadístico 
 
 3.2.5.1.4.1. Respuestas ON y respuestas OFF en el complejo 
ventrobasal 
 Para comparar las respuestas a estímulos ON y estímulos OFF entre 
neuronas en diferentes representaciones del complejo ventrobasal (VPM, 
región de la extremidad anterior del VPL o región de la extremidad posterior del 
VPL) y entre diferentes anestésicos (pentobarbital o uretano), las magnitudes y 
latencias de las respuestas ON, de las respuestas OFF y la sintonía ON-OFF 
fueron introducidos separadamente en un análisis de varianza (ANOVA) de dos 
factores con medidas independientes. El primer factor era la representación 
corporal de la neurona, con tres niveles: vibrisas, extremidad anterior y 
extremidad posterior. El segundo factor era el anestésico, con dos niveles: 
pentobarbital y uretano. 
 
 3.2.5.1.4.2. Comparación entre respuestas ON y respuestas OFF 
 Las respuestas ON y las respuestas OFF se compararon en cada célula 
usando un t-test pareado. Y se testaron las correlaciones en la magnitud y 
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latencia entre las respuestas ON y las respuestas OFF usando el coeficiente de 
correlación de Pearson. 
 
 3.2.5.1.4.3. Respuestas ON-OFF y respuesta impulsiva 
 Se compararon las respuestas a estímulos impulsivos entre neuronas en 
diferentes representaciones del complejo ventrobasal (VPM, región de la 
extremidad anterior del VPL o región de la extremidad posterior del VPL) y 
entre diferentes anestésicos (pentobarbital o uretano) usando el mismo tipo de 
ANOVA diseñada en el apartado anterior para la comparación de las 
respuestas ON y las respuestas OFF. Para comparar las respuestas 
neuronales a los estímulos ON-OFF con las respuestas a estímulos impulsivos 
se realizaron tres análisis. Primero, se investigó si las magnitudes de las 
respuestas impulsivas eran diferentes de las magnitudes de las respuestas ON 
o de la suma de las magnitudes de las respuestas ON y OFF, usando un t-test 
pareado. Segundo, se verificó si las magnitudes y latencias de las respuestas 
impulsivas correlacionaban con las magnitudes y latencias de las respuestas 
ON y de las respuestas OFF, usando el coeficiente de correlación de Pearson. 
Finalmente, se testó si la sintonía ON-OFF podía ser usada para predecir la 
preferencia de una neurona, en términos de magnitud de respuesta, a los 
estímulos ON comparada con los estímulos impulsivos. Para ello, se testó si la 
sintonía ON-OFF correlacionaba con el cociente entre la magnitud de la 
respuesta a los estímulos impulsivos y la magnitud de la respuesta a los 
estímulos ON, de nuevo, usando el coeficiente de correlación de Pearson. 
 
 3.2.5.1.4.4. Estructura espacial de las respuestas ON-OFF  
 Para investigar si la estructura espacial de las respuestas OFF es similar 
a la estructura espacial de las respuestas ON, se testó si tres medidas 
principales (magnitud de las respuestas ON, magnitud de las respuestas OFF y 
la sintonía ON-OFF) decrecían cuando se movía el estímulo desde el campo 
receptor principal de la neurona hasta un campo receptor secundario excitador 
(vibrisa adyacente o dígito adyacente). Para ello se empleó t-test pareado. 
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 Los valores se daban como media ± desviación estándar. Todas las 
medidas fueron exportadas a Matlab (versión 6.5; The Mathworks) para el 
análisis estadístico. Los resultados se consideraron significativos si p < 0.05. 
 
 3.2.5.2. Análisis de información 
 El problema básico fue cuantificar cuánta información podía ser extraída 
sobre la discriminación de la localización y de la dinámica del estímulo a partir 
de la respuesta a pruebas individuales (100 en total) de neuronas talámicas 
unitarias, usando tanto la magnitud de la respuesta como los aspectos 
temporales. Como modelo de discriminación de la localización del estímulo, se 
consideró el problema de la discriminación entre estímulos en el campo 
receptor principal y en el campo receptor secundario. Como modelo de 
discriminación de la dinámica del estímulo, se consideró el problema de 
discriminación entre los estímulos ON y OFF aplicados en la misma 
localización. La principal diferencia entre la discriminación entre los estímulos 
ON y OFF y la discriminación de la localización del estímulo es la siguiente: 
independientemente  de si la diferente dinámica del estímulo ON respecto al 
estímulo OFF (sentido opuesto de movimiento del estimulado) activa diferentes 
receptores periféricos, los estímulos ON y OFF permanecían confinados en una 
única región cutánea (o vibrisa) que somatotópicamente correspondía al mismo 
agregado talámico (cluster o barriloide); por el contrario, en la discriminación de 
la localización del estímulo, los estímulos aplicados en diferentes dedos (o 
vibrisas) somatotópicamente correspondían a diferentes agregados talámicos 
(o barriloides). Sin embargo, los principios básicos de codificación a estudiar 
son los mismos para la discriminación de la localización del estímulo y para la 
discriminación entre los estímulos ON y OFF.  
 En este estudio el término “información” hace referencia a la fórmula de 
Shannon para la información mutua entre las respuestas de neuronas 
individuales y los estímulos. Discriminar dos estímulos es un problema binario, 
por lo que, la máxima información, es decir, la entropía de los estímulos, es 1 
bit. Cuando la respuesta de una neurona permite determinar sin error el 
estímulo que la origina, entonces, esa respuesta aporta 1 bit de información. 
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Para corroborar que nuestros principales resultados no eran específicos de la 
discriminación binaria, en neuronas en las que se estimuló el campo receptor 
principal y el campo receptor secundario excitador, se realizó también una 
discriminación entre los cuatro estímulos disponibles (estímulo ON en el 
principal, estímulo ON en el secundario, estímulo OFF en el principal y estímulo 
OFF en el secundario). En este caso, la entropía de los estímulos es 2 bits. 
 
 3.2.5.2.1. Información extraída de la magnitud de las respuestas 
 Para extraer la información contenida en el número de espigas de la 
respuesta, por cada neurona se consideró una ventana temporal de 40 ms de 
longitud tras el estímulo, se contó el número de espigas que produce la 
neurona en cada repetición del estímulo (prueba), se estimaron las 
probabilidades condicionales de las respuestas dados los estímulos, y se 
calculó directamente la información mutua entre respuestas y estímulos de la 
siguiente manera: 
 









 ,                        (1) 
 
donde P(s) es la probabilidad de que ocurra el estímulo s, la cual era siempre 
0.5 para ambos estímulos debido a que el número de pruebas para cada 
estímulo era siempre el mismo (100), P(r | s) es la probabilidad condicional de 
que la respuesta r ocurra dado el estímulo s, y P(r) es la probabilidad de que la 
respuesta r ocurra dado cualquier estímulo. Debido a que las respuestas de 
nuestras neuronas casi nunca excedían de 4 espigas por estímulo en cualquier 
prueba, la sobreestima de la información mutua atribuible a un muestreo finito 
se minimizó experimentalmente usando 20 veces más pruebas por estímulo 
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 3.2.5.2.2. Información extraída de la distribución temporal de las 
respuestas 
 Para calcular la información considerando la distribución temporal de las 
respuestas, se dividió la ventana de tiempo post-estimulo en 40 bins de 1 ms y 
se registró la presencia o ausencia de una espiga en cada bin como 1 o 0. Con 
40 bins de 1 ms, una respuesta neuronal a un estímulo puede ser algo como lo 
siguiente: 0000000100010000000000000000000000000000. Donde la neurona 
dispara dos espigas, la primera a 8 ms después del estímulo y la segunda a 12 
ms. Calcular la información mutua con ese tipo de respuestas es algo 
problemático, puesto que el número de respuestas posibles es demasiado alto 
para que la información mutua entre esas respuestas y los estímulos pueda ser 
estimada con precisión, debido al número finito de pruebas disponibles 
experimentalmente (en nuestro caso 100), lo cual produce una sobreestima en 
la medida de la información mutua (Panzeri et al., 2007; Nemenman et al., 
2008). Para evitar este problema, se redujo la dimensionalidad de las 
respuestas usándolas para clasificar los estímulos. Para ello, se usó un método 
de clasificación basado en un histograma de tiempo peri-estímulo (PSTH) 
(Foffani & Moxon, 2004), que consiste en crear para cada tipo de estímulo un 
PSTH de las respuestas neuronales y clasificar la respuesta a cada prueba 
mediante asignación al estímulo con PSTH más cercano en el sentido de 
distancia euclidiana. Y se calcula la información mutua, no entre los estímulos y 
las respuestas, sino entre los estímulos predichos por el método y los estímulos 
aplicados realmente. La información mutua entre el estímulo predicho  y el 
estímulo real s se obtiene de la siguiente manera: 
 









 ,                         (2) 
 
donde P(s) es la probabilidad de que ocurra el estímulo s (en nuestro caso, 0.5 
para ambos estímulos), P( | s) es la probabilidad de predecir el estímulo  
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cuando el estímulo aplicado es s, y P() es la probabilidad de predecir el 
estímulo  independientemente de qué estímulo es aplicado realmente. La 
manera de estimar las probabilidades condicionales P( | s) usando el 
clasificador basado en PSTH puede ser formalizado de la siguiente manera: 
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,                  (3) 
 
donde N es el número de pruebas por estímulo (N = 100), t  j indica los 
pruebas correspondientes al estímulo s = j, el mínimo se calculó entre todos los 
tipos de estímulos (en nuestro caso dos), rb(t) representa la respuesta en el bin 
b  (b = 1:40) de la prueba t, y rb(s ') es el valor del PSTH correspondiente al 
estímulo s' en el bin b y se calculó como: 
 





 ,                      (4) 
 
 Cuando la respuesta a una prueba rb(t) correspondiente al estímulo j se 
comparaba con el PSTH rb(s ')  correspondiente al mismo estímulo s' = j, la 
respuesta a esa prueba se sustraía del PSTH en el cálculo de la distancia 
euclidiana X(s',t) para garantizar la completa validez de la clasificación (Foffani 
& Moxon, 2004). La sobreestima de la información mutua, debido a un 
muestreo finito, se minimizó experimentalmente usando 50 veces más pruebas 
por estímulo que número posible de estímulos diferentes (dos). La información 
mutua I( , s) entre los estímulos predichos y los estímulos reales representa 
un límite inferior de la información mutua entre las respuestas neuronales 
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divididas en bines y los estímulos (Kjaer et al., 1994; Rolls et al., 1997; 
Furukawa and Middlebrooks, 2002; Schneidman et al., 2003). 
  
 3.2.5.2.3. Información extraída de la magnitud de las respuestas, 
información extraída de la distribución temporal de las respuestas e 
información temporal 
 El concepto de distribución temporal de las respuestas implícitamente 
considera cuántas espigas ocurrieron y cuándo ocurrieron. Este concepto no 
está relacionado con el método particular que se ha usado para estimar la 
información de la distribución temporal (método de clasificación basado en 
PSTHs), sino que es intrínseco en la manera en que las respuestas son 
consideradas para construir los símbolos del código, es decir, división de la 
ventana de respuesta en bins. Esto es consistente con estudios previos en los 
que aplicaron medidas de información al sistema somatosensorial de la rata 
(Panzeri et al., 2001; Petersen et al., 2001; Foffani et al., 2004; Arabzadeh et 
al., 2006; Montemurro et al., 2007; Foffani et al., 2008). 
 En el presente trabajo, se ha considerado explícitamente que la 
información extraída desde la distribución temporal de las respuestas incluye 
tanto información de la magnitud de respuesta (cuántas espigas ocurrieron) 
como información temporal (cuándo ocurrieron). En general, la información 
temporal y la información extraída de la magnitud de la respuesta no son 
independientes. Definiendo I como la sinergia/redundancia entre la 
información temporal Itemporal y la información de la magnitud de respuesta IMR, 
podemos escribir la siguiente relación intuitiva (Nelken et al., 2005): Idistribución-
temporal = IMR + Itemporal + I. El término de sinergia/redundancia I es cero no solo 
cuando la información de la magnitud de respuesta y la información temporal 
son independientes, sino también cuando la información contenida en la 
magnitud de respuesta es cero. En esos casos toda la información es 
información temporal. 
 Para testar si la información temporal sola era mayor que la información 
extraída de la magnitud de respuesta, se realizaron dos análisis: 
 
Materiales y métodos  45 
 
 (1) El primer análisis consistió en considerar solo la primera espiga de la 
respuesta en cada prueba y solo pruebas en las que había respuesta, es decir, 
pruebas con espigas (Nelken et al., 2005). En esta condición, la información 
extraída de la magnitud de respuesta era idénticamente nula, por lo que, toda 
la información estimada con el método de clasificación basado en PSTH, 
considerando la distribución temporal, era información temporal. 
 (2) El segundo análisis consistió en seleccionar neuronas que presentasen 
similares magnitudes de respuesta a los estímulos. En esas neuronas, la 
información extraída de la magnitud de respuesta debería ser próxima a cero, 
por lo que, la diferencia entre la información obtenida considerando la 
distribución temporal y la información obtenida considerando la magnitud de 
respuesta, representará un límite inferior próximo de la información temporal, 
es decir, casi toda la información obtenida considerando la distribución 
temporal será información temporal. 
 
 3.2.5.2.4. Simulaciones con latencias y jitters 
 Para investigar más profundamente los elementos básicos del código 
temporal, se realizaron una serie de experimentos computacionales. Usando 
los datos fisiológicos como punto de partida, las simulaciones permitieron 
explorar un rango de parámetros de respuesta mayor que los disponibles en la 
variabilidad fisiológica. Se modularon tres parámetros principales de las 
respuestas a los estímulos ON y OFF: (1) la diferencia de latencia entre 
estímulos, (2) el jitter total de las respuestas, y (3) la diferencia de jitter entre 
los estímulos. Definiendo "jitter" como la variabilidad temporal de las 
respuestas de una neurona ante un mismo estímulo. Estos tres parámetros 
representan las propiedades fundamentales de las respuestas simuladas y la 
información obtenida con esas simulaciones permitirá llevar los resultados a un 
nivel más general. 
 Para modular la diferencia de latencia, por cada neurona primero se 
alinearon las respuestas a los dos estímulos, de forma que la diferencia de 
latencia fuese 0 ms. A continuación, se movieron las respuestas de uno de los 
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estímulos con respecto a las otras, para imponer una determinada diferencia de 
latencia. Esta operación se repitió incrementando la diferencia de latencia (en 
pasos de 0.2 ms). Para cada diferencia de latencia, se calculó la información 
que podía extraerse de la distribución temporal de las respuestas a cerca de la 
discriminación entre los dos estímulos. 
 Para modular el jitter total, definido como la desviación estándar de la 
latencia de la primera espiga promediada entre los dos estímulos (ON y OFF), 
se añadió ruido gaussiano a la latencia de la primera espiga de cada prueba, 
resultando en un incremento del jitter total de las respuestas neuronales. Esta 
operación se repitió con incrementos de la varianza del ruido gaussiano (en 
pasos de 1 ms), resultando en un incremento del jitter total. Para cada valor del 
jitter, se calculó la información que podía extraerse de la distribución temporal 
de las respuestas a cerca de la discriminación entre los dos estímulos. Nótese, 
que añadir jitter a las respuestas neuronales es formalmente equivalente a 
añadir jitter a la referencia temporal de las respuestas (es decir, los estímulos), 
lo cual puede ser interpretado en términos de imprecisión de un decodificador. 
Así, los resultados también proporcionarán los requerimientos básicos para que 
un decodificador sea capaz de extraer la información temporal de las 
respuestas neuronales.   
 Para modular la diferencia de jitter, se añadió ruido gaussiano a la 
latencia de la primera espiga de cada prueba del estímulo con menor jitter 
hasta alcanzar una diferencia de jitter de aproximadamente cero. Entonces se 
incrementó la varianza del ruido gaussiano (en pasos de 5 ms), resultando en 
un incremento de la diferencia de jitter entre los estímulos. Para cada diferencia 
de jitter, se calculó la información que podía extraerse de la distribución 
temporal de las respuestas a cerca de la discriminación entre los dos 
estímulos. 
 Las simulaciones descritas anteriormente se combinaron también para 
investigar la contribución conjunta de diferencias de latencia, jitter total y 
diferencias de jitter a la información temporal. 
 Los valores serán dados como media ± desviación estándar. Las 
comparaciones estadísticas son realizadas con t test pareado o ANOVA de 
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medidas repetidas. Los resultados son considerados significativos para p<0.05. 
Todos los análisis fueron realizados en Matlab (versión 7.1, The Mathworks). 
 
3.3. ESTUDIO FISIOLÓGICO EN CORTEZA SOMATOSENSORIAL 
 
3.3.1. Procedimiento quirúrgico  
 Los animales fueron anestesiados con uretano (1.0-1.5 g/Kg) aplicado 
intraperitonialmente. Durante el experimento, el nivel de anestesia de los 
animales se comprobó pinchando la cola, de forma que, si aparecía reflejo se 
suministraba uretano adicional (< 20 % de la dosis inicial). Una vez que la 
anestesia hizo efecto, los animales se colocaron en el aparato estereotáxico 
(SR-6R; Narishige Scientific Instruments, Tokyo, Japón). Se aplicó lidocaína 
2% sobre la superficie corporal en contacto con el mismo y sobre las zonas de 
incisión. Se realizó una gran craneotomía en el hemisferio izquierdo sobre las 
regiones de la corteza somatosensorial primaria que somatotópicamente 
correspondían a las extremidades (Antero-Posterior = 2:-4 y Medio-Lateral = 
1:5, Atlas de Paxinos & Watson, 1986). Durante la craneotomía se tuvo 
especial cuidado de mantener la dura intacta, de forma que no hubiese 
regiones corticales con dura y otras sin dura, ya que en ese caso, la tinción de 
la corteza no sería uniforme, puesto que en las zonas sin dura el VSD 
penetraría en mayor proporción y, por tanto, la intensidad de las señales VSD 
recibidas no sería uniforme, sino que sería mayor en las zonas sin dura. La 
dura se mantuvo debido a que disminuía los artefactos en la imagen 
producidos por movimiento de la corteza como consecuencia, por ejemplo, del 
latido del corazón o de la respiración del animal. Para garantizar que toda la 
región cortical visualizada estuviese en el mismo plano focal (1) se abrió la 
cisterna magna y así se consiguió reducir la curvatura de la corteza debido a 
presión intracraneal y (2) el aparato estereotáxico se inclinó aproximadamente 
10 º. Durante todo el experimento la temperatura de los animales se mantuvo 




Materiales y métodos  48 
 
3.3.2. Aplicación del VSD 
 Para teñir la corteza y así poder visualizar después la activación cortical, 
se usó el VSD RH1691 (Shoham et al., 1999; Derdikman et al., 2003). El VSD 
se disolvió a una concentración de 2 mg/ml en solución buffer que contenía (en 
mM) lo siguiente: 126 NaCl, 3.53 KCl, 1.25 NaH2PO4, 26 NaHCO3, 1 
MgSO47H2O, 10 dextrosa, 1000 CaCl2. La solución de VSD resultante se aplicó 
sobre la corteza expuesta y se le permitió difundir a través de la duramadre 
durante 2 h. Se puso una barrera de agar alrededor de la craneotomía con el 
fin de evitar que el VSD se perdiera fuera de la corteza. Tras las 2 h de difusión 
del VSD, se realizó un lavado de la corteza con solución buffer durante 20 - 25 
minutos para eliminar el VSD sobrante. Posteriormente, la corteza se cubrió 
con agar 1 % disuelto en solución buffer y se colocó encima una pequeña 
porción de un portaobjeto con el objetivo de estabilizar la corteza (Berger et al., 
2007).  
 
3.3.3. Técnica de imagen VSD (Voltage-Sensitive Dye) 
 La señal VSD es proporcional a los cambios de  potencial de membrana 
y a la región de la membrana de los elementos neuronales teñidos bajo cada 
pixel medido (Grinvald & Hildesheim, 2004; Cohen et al., 1974). In vivo, esta 
señal representa principalmente la actividad de las capas supragranulares 2/3 
(Petersen et al., 2003a; Lippert et al., 2007; Chemla & Chavane, 2010) y más 
específicamente, la actividad dendrítica de las células piramidales ya que éstas 
proporcionan la mayor contribución al área de membrana visualizado (Shoham 
et al., 1999; Grinvald & Hildesheim, 2004; Petersen et al., 2003a). Sin embargo, 
el VSD no es sensible a espigas, puesto que éstas suponen un pequeñísimo 
porcentaje del cambio total de potencial de membrana medido (Petersen et al., 
2003a; Berger et al., 2007). Más bien, las señales VSD son similares 
(proporcionales) al potencial de campo local registrado eletrofisiológicamente 
(Shoham et al., 1999; Grinvald & Hildesheim, 2004;  Devonshire et al., 2010; 
Lippert et al., 2007; Berger et al., 2007; Contreras & Llinás, 2001). Ambos 
representan actividad poblacional, y ambos métodos pueden medir con buena 
resolución temporal (imagen VSD alcanza una resolución de 0.1 ms). Sin 
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embargo, la técnica de imagen VSD permite también registrar simultáneamente 
una amplia región cortical con gran resolución espacial (> 50 µm) (Grinvald & 
Hildesheim, 2004). Esto sería equivalente a situar 10000 electrodos en un área 
de 5 mm x 5 mm. 
 
3.3.4. Registro de las respuestas VSD  
 Se aplicó la técnica de imagen VSD para estudiar las dinámicas de 
activación en las capas supragranulares de la corteza somatosensorial de la 
rata por estimulación de las extremidades. Para registrar las señales VSD, se 
usó luz procedente de una lámpara halógena de 150 W controlada 
automáticamente por un shutter electromagnético (MHAB-150W, MORITEX). 
La luz fue filtrada pasa-banda a 632 nm (filtro de excitación FF01-632/22-25) y 
reflejada hacia la corteza por un espejo dicroico (FF650-Di01, reflexión: 500-
640 nm, transmisión: 660-825 nm) para excitar el VSD. La luz emitida por el 
VSD desde la corteza, después de ser transmitida sin cambios a través del 
espejo dicroico, fue filtrada pasa-alto a 665 nm (filtro de emisión RG-665) y 
finalmente registrada usando el sistema MICAM ULTIMA-L (BrainVision Inc.). 
La razón por la que se emplea esta configuración estándar para el registro de 
señales VSD es que el filtro de excitación, espejo dicroico y filtro de emisión 
están diseñados para separar y optimizar la fluorescencia de excitación (menor 
longitud de onda) y la fluorescencia de emisión (mayor longitud de onda) del 
VSD RH1691, maximizando de ese modo la relación señal-ruido en el registro 
de la señal VSD. Un diagrama representativo del diseño experimental 
empleado se muestra en la figura 3.6.  
 La cámara capturaba imágenes con 100 x 100 pixels. El tamaño de la 
región cortical visualizada era 5 mm x 5 mm, así cada pixel cubría un área de 
50 µm x 50 µm (resolución espacial). Los registros se realizaron por eventos, 
es decir, no se registró de forma continua sino que únicamente se registraba 
cuando se aplicaba un estímulo. Cada registro tenía una duración de 500 ms, 
250 ms previos al estímulo, para capturar la actividad espontánea y 250 ms 
posteriores al estímulo, para capturar la respuesta al mismo. En ese registro de 
 




500 ms se tomaba una imagen cada 0.5 ms (resolución temporal), así, cada 
registro estaba compuesto por 1000 imágenes. La señal VSD disminuía a lo 
largo de cada registro ("bleaching"), para minimizar este fenómeno, después de 
cada registro con estímulo, se realizaba un registro de la misma duración pero 
en el cual no se aplicaba estímulo (frecuencia de registro final, 0.1 Hz; 
frecuencia de estimulación, 0.05 Hz). Este registro se substraía, imagen a 
imagen, del registro con estímulo (Berger et al., 2007). A dicho registro con 
estímulo menos el registro sin estímulo es lo que en esta sección 
denominamos prueba. 
 
Figura 3.6. Diseño experimental. Se 
registraron las señales VSD desde la 
corteza somatosensorial de un 
hemisferio de la rata en respuesta a 
estimulación eléctrica de las 
extremidades. Para registrar las señales 
VSD, la luz se filtraba pasa-banda a 632 
nm mediante un filtro de excitación (FEx) 
y se reflejaba hacia la corteza con un 
espejo dicroico (ED, 650 nm). La 
fluorescencia emitida por el VSD se 
transmitía sin cambios a través del ED y 
se filtraba pasa-alta con un filtro de 
emisión (FEm) y finalmente se 
registraba usando el sistema MICAM 
ULTIMA-L (Brain Vision Inc.), el cual 
estaba compuesto por una cámara de 
alta velocidad y su correspondiente 
procesador. La región cortical de 5 x 5 
mm registrada está representada en la 
parte inferior de la figura. Las líneas 
negras delimitan las regiones que 
representan a las extremidades anterior 
y posterior en el mapa somatotópico de 
la corteza somatosensorial primaria de 
la rata. 
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3.3.5. Estimulación eléctrica  
 Los estímulos eléctricos eran generados como pulsos cuadrados usando 
un estimulador digital (DS8000) con un aislador de estímulo ISO-Flex 
(A.M.P.I.). Los pulsos eléctricos se aplicaron con agujas localizadas 
subcutáneamente a ambos lados de la muñeca de las extremidades anteriores 
y posteriores. El protocolo de estimulación consistió en una secuencia de 30 
pulsos cuadrados de 2 ms de duración y frecuencia de 0.05 Hz. Se usó esta 
baja frecuencia de estimulación con el objetivo de minimizar los efectos de la 
fototoxicidad (Derdikman et al., 2003; Grinvald and Hildesheim, 2004). Se 
aplicó este protocolo de estimulación separadamente en las cuatro 
extremidades, primero empleando estímulos de baja intensidad (0.6 mA) y 
después estímulos de alta intensidad (6 mA). Se pretendía que los estímulos 
de baja intensidad activasen solo una fracción de las fibras disponibles, 
principalmente fibras de bajo umbral que corren a través de la vía lemniscal,  
desde las columnas dorsales hacia el tronco del encéfalo (Woolf and Wall, 
1982; Lilja et al., 2006; Yague et al., 2011). Mientras que con los estímulos de 
alta intensidad se pretendía activar el máximo número de fibras, incluyendo las 
fibras primarias de alto umbral que hacen sinapsis en la raíz dorsal de la 
médula espinal, activando sucesivamente el tracto espinotalámico (Woolf and 
Wall, 1982; Lilja et al., 2006; Yague et al., 2011).  
 En este estudio se usaron un total de 11 ratas: 9 de las 11 con 
estimulación contralateral a baja intensidad, 9 de las 11 con estimulación 
contralateral a alta intensidad y 6 de las 11 con estimulación ipsilateral. 
 
3.3.6. Análisis de datos 
 Para mejorar la relación señal-ruido, se realizó el promedio de las 30 
pruebas y sobre dicho promedio se aplicó un filtro temporal (filtro pasa bajo de 
200 Hz) y un filtro espacial (filtro pasa bajo gaussiano: número de filas = 3, 
número de columnas = 3, sigma = 1). El análisis de datos se realizó sobre ese 
promedio resultante, considerando una ventana temporal de 50 ms antes del 
estímulo (ventana pre-estímulo) y una ventana temporal de 100 ms después 
del estímulo (ventana post-estímulo) con una resolución temporal de 0.5 ms. 
 
Materiales y métodos  52 
 
 Para definir la región cortical activada en cada instante temporal, se 
consideró el siguiente criterio: el valor de la señal en cada pixel debía ser (1) 
mayor que la media más cinco veces la desviación estándar de la señal en la 
ventana pre-estímulo y (2) al menos la mitad de la menor de los valores 
máximo de la señal producida por los diferentes estímulos (en diferentes 
extremidades y con diferentes intensidades) en cualquier pixel dentro de la 
ventana post-estímulo. Los pixels que no verificaban las condiciones anteriores 
se consideraron no activados (valor = 0). Las condiciones por las cuales un 



































































                  
donde ),,( tjiS  es el valor inicial de la señal en el pixel (i, j) con i, j = 1,2,...,100 
en el instante t en la ventana post-estímulo, y ),,(* tjiS  es el valor de la señal 
asignado al pixel (i, j) en el instante t en la ventana post-estímulo; )',,(Pr tjiS e es 
el valor de la señal en el pixel (i, j) en el instante t' en la ventana pre-estímulo; 
),(Pr jiS e es el valor medio de la señal en el pixel (i, j) en la ventana pre-
estímulo; ),(Pr jie es la desviación estándar de la señal en el pixel (i, j) en la 
ventana pre-estímulo; enPr  es el número de puntos temporales en la ventana 
pre-estímulo (100) y ...})),,(max()),,({max( 21 tjiStjiS EE son los valores máximos 
de la señal en cualquier pixel y en cualquier instante en la ventana post-
estímulo para los diferentes tipos de estímulos. 
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 Primero, se realizó un análisis de las amplitudes y latencias de las 
respuestas VSD, lo cual permitió comparar estos resultados VSD con los datos 
electrofisiológicos clásicos. Posteriormente, haciendo uso de la resolución 
espaciotemporal proporcionada por la técnica de imagen VSD, se definieron 
varias medidas que permitieron cuantificar las dinámicas espaciotemporales de 
la activación cortical producida por los estímulos. Las imágenes se exportaron 
a Matlab (versión 7.1; The Mathworks) para el análisis de los datos.  
 
 3.3.6.1. Amplitud y latencia de las respuestas somatosensoriales 
corticales 
 Para estudiar las respuestas VSD en las capas corticales 
supragranulares, se definió la latencia inicial de la respuesta, L, como el primer 
instante temporal después del estímulo en el cual había al menos un pixel 
activado (región activada mayor que cero) (Ec. 6). Entre esos pixels activados 
inicialmente, la amplitud de la respuesta, Amp, se definió como el valor máximo 
de la señal dentro de la ventana post-estímulo (Ec. 7), y el instante temporal en 
el cual la señal alcanzaba este valor máximo se definió como latencia pico, LP 
(Ec. 8).  




0  tjiSquetaljiyjittjiSquetaltL          (6)                           
                 0),,(),()),,((max **  LjiSquetaljicontjiSAmp                        (7) 
                                 AmptjiSquetaltL PPP  ),,(
*                     (8) 
 
 3.3.6.2. Extensión de las respuestas somatosensoriales corticales 
 Para cuantificar la extensión cortical de la activación producida por 
estímulos somatosensoriales, se calculó el área de la región activada. En cada 
instante de la ventana post-estímulo, el área A(t) se determinó como el número 
de pixels activados multiplicado por la dimensión del pixel ( DimPixel= 0.0025 
mm2) (Ec. 9). Para estudiar la velocidad a la cual la activación se expande a 
través de la corteza, o velocidad de activación V(t), se calculó la derivada del 
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área con respecto al tiempo en la ventana post-estímulo (Ec. 10). Esta 
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                                      (10) 
donde r es la resolución temporal (0.5 ms). 
 Debido a la gran extensión cortical que puede responder a un estímulo 
somatosensorial, es probable que un estímulo aplicado en una extremidad 
produzca respuesta en la región cortical correspondiente a la otra extremidad 
(Moxon et al., 2008). Para investigar el posible solapamiento entre las regiones 
corticales activadas por estimulación de las extremidades anterior y posterior, 
se determinó el máximo solapamiento cortical,  , el cual se calculó como el 
número de pixels que se activaron por estímulos tanto en la extremidad anterior 
como en la extremidad posterior – multiplicado por la dimensión del pixel – en 
el instante temporal en el cual el área activada era máxima (Ec. 11).   
 


















con   ))(max()())(max()( tAtAquetaltytAtAquetalt HPHPHPHPFPFPFPFP   
donde ),,(* FPFP tjiS y ),,(
*
HPHP tjiS  son los valores asignados a la señal en el 
pixel (i, j) cuando estimulamos la extremidad anterior o la posterior, 
respectivamente.  
 Además se calcularon la amplitud y latencia de las respuestas en la 
región cortical correspondiente a la extremidad no estimulada, es decir, en la 
corteza de la extremidad posterior cuando se estimuló la extremidad anterior y 
en la corteza de la extremidad anterior cuando se estimuló la extremidad 
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posterior (el equivalente VSD de las respuestas no homólogas descritas en 
Moxon et al., 2008). La amplitud y latencia de las respuestas se calcularon en 
el mismo punto en el que se calculó la amplitud cuando se estimuló la 
extremidad óptima. También se calculó la velocidad lineal de activación desde 
la corteza correspondiente a la extremidad anterior a la corteza 
correspondiente a la extremidad posterior y la  velocidad lineal de activación 
desde la corteza de la extremidad posterior a la corteza de la extremidad 
anterior. Estas velocidades se calcularon como la diferencia de latencia entre la 
respuesta en la corteza de la extremidad anterior y la respuesta en la corteza 
de la extremidad posterior dividida por la distancia entre esas regiones 
corticales.  
 
 3.3.6.3. Direccionalidad de las respuestas somatosensoriales 
corticales 
 Para investigar la posible direccionalidad en la dinámica de activación 
cortical, primero se construyeron mapas de contorno de la evolución temporal 
de la región activada. Los contornos se representaron cada 1 ms desde el 
instante correspondiente a la activación inicial hasta el instante el cual el área 
activada alcanzaba el máximo valor. Cada contorno incluía todos los pixels 
que, en el correspondiente instante temporal, presentaban una intensidad 
superior al umbral fijado (50 % de la máxima intensidad entre todos los pixels 
en la ventana post-estímulo).  
 Para estudiar cuantitativamente la direccionalidad, se analizó la 
evolución espaciotemporal del centro de la región activada (centro de 
activación global) desde el instante correspondiente a la activación inicial hasta 
que el área activada alcanzaba el máximo valor. Por cada instante temporal, 
las coordenadas I y J del centro de activación global se calcularon con la 
misma fórmula empleada para el cálculo de un centro de masas: 
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 Para estudiar la no uniformidad de la dirección de propagación de la 
activación, se extendió el cálculo del centro de activación global al cálculo del 
centro de activación en cada uno de los cuatro cuadrantes de un sistema de 
coordenadas en el cual el origen era el centro de activación global en cada 
instante temporal. Para cada instante t, el cálculo de las coordenadas i  y j   
del centro de activación en cada cuadrante se realizó de acuerdo con las 
siguientes expresiones: 
 

























donde I(t), J(t) son las coordenadas del centro de activación global y se 
calcularon mediante la ecuación (12).  
 
 3.3.6.4. Análisis estadístico 
 Para comparar la amplitud y latencia de las respuestas a estimulación de 
las extremidades contralaterales anteriores y posteriores a baja y alta 
intensidad, se empleó una ANOVA mixta de dos factores, donde la extremidad 
era el primer factor con dos niveles de medidas repetidas (extremidad anterior y 
extremidad posterior), y la intensidad de estimulación era el segundo factor con 
dos niveles de medidas independientes (baja y alta intensidad). La razón por la 
que se consideraron medidas independientes fue porque no todas las ratas 
recibieron las dos intensidades de estimulación. Para comparar las amplitudes 
y latencias de las respuestas a estimulación de las extremidades ipsilaterales y 
contralaterales, se usó una ANOVA de dos factores de medidas 
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(extremidad anterior y extremidad posterior) y el lado corporal era el segundo 
factor con dos niveles (contralateral e ipsilateral). Esta comparación se realizó 
solo con respuestas a estímulos de alta intensidad ya que las respuestas 
ipsilaterales a estímulos de baja intensidad no eran fácilmente detectadas. 
 Para evaluar la extensión de las respuestas somatosensoriales 
corticales, se compararon el área máxima activada y la velocidad de activación 
máxima de las respuestas a estimulación a alta y baja intensidad de las 
extremidades anterior y posterior. Esta comparación se realizó con una ANOVA 
mixta de dos factores, donde la extremidad era el primer factor con dos niveles 
de medidas repetidas (extremidad anterior y extremidad posterior) y la 
intensidad de estimulación era el segundo factor con dos niveles de medidas 
independientes (alta y baja intensidad). El solapamiento cortical entre el área 
máxima activada por estimulación de las extremidades anterior y posterior a 
alta y baja intensidad, se comparó usando un t-test no pareado. La amplitud y 
latencia de las respuestas en la región cortical correspondiente a la extremidad 
estimulada (extremidad anterior o posterior contralateral) se compararon con 
las respuestas en la región cortical correspondiente a la extremidad no 
estimulada (extremidad posterior o anterior contralateral) usando un t-test 
pareado. Esta comparación se realizó solo con respuestas a estímulos de alta 
intensidad debido a que las respuestas en la región cortical correspondiente a 
la extremidad no estimulada eran mucho menos observables a baja intensidad. 
La velocidad lineal de activación desde corteza de la extremidad anterior a la 
corteza de la extremidad posterior se comparó con la velocidad lineal de 
activación desde corteza de la extremidad posterior a la corteza de la 
extremidad anterior usando un t-test no pareado. 
 Para estudiar la direccionalidad de las respuestas somatosensoriales 
corticales, se determinó si había movimiento del centro de activación global 
comparando las coordenadas de dicho centro de activación en el instante en 
que el área alcanzaba el máximo valor con las correspondientes coordenadas 
en el instante inicial usando un t-test pareado. Esto se realizó separadamente 
para las direcciones medial-lateral y anterior-posterior en las respuestas de la 
corteza de la extremidad anterior y posterior a estimulación de alta intensidad.  
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 Todos los datos se transformaron logarítmicamente para el análisis 
estadístico. Todos los resultados se dan como media ± desviación estándar y 
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4.1. ESTUDIO FISIOLÓGICO EN TÁLAMO SOMATOSENSORIAL  
 
4.1.1. Análisis fisiológico 
 
 4.1.1.1. Respuestas al estímulo ON 
 De los registros electrofisiológicos en el tálamo somatosensorial en 
respuesta a estímulos táctiles, se pudieron extraer un total de 41 neuronas 
individuales bien discriminadas. La tasa de disparo espontáneo de las 
neuronas calculada inmediatamente antes de los estímulos ON fue 1.9 ± 2.8 Hz 
y no fue significativamente diferente (t-test no pareado, p = 0.33) entre 
neuronas registradas bajo pentobarbital (n = 22) y neuronas registradas bajo 
uretano (n = 19). Casi todas las neuronas (39 de 41) se excitaron con estímulos 
ON (Figura 4.1). Las magnitudes y latencias de las respuestas se muestran en 
la Tabla 1. Las magnitudes de las respuestas fueron similares entre neuronas 
de las vibrisas, neuronas de la extremidad anterior y neuronas de la extremidad 
posterior (ANOVA, p = 0.32), pero fueron mayores en neuronas registradas 
bajo pentobarbital (1.81 ± 0.89 espigas/estímulo) que en neuronas registradas 
bajo uretano (1.21 ± 0.52 espigas/estímulo; ANOVA, p = 0.0393). Las latencias 
de las respuestas en neuronas de las vibrisas fueron menores que en neuronas 
de la extremidad anterior, y fueron menores en neuronas de la extremidad 
anterior que en neuronas de la extremidad posterior (ANOVA, p = 0.00002), lo 
cual es consistente con las diferencias esperadas en el tiempo requerido para 
alcanzar el tronco del encéfalo desde los diferentes lugares de estimulación. 
Las latencias de las respuestas a los estímulos ON no diferían entre neuronas 
registrada bajo pentobarbital y neuronas registradas bajo uretano (ANOVA, p = 
0.89). 
 








 4.1.1.2. Respuestas al estímulo OFF 
 La tasa de disparo espontáneo de las neuronas calculada 
inmediatamente antes de los estímulos OFF fue 2.8 ± 3.2 Hz y no fue 
significativamente diferente entre neuronas registradas bajo pentobarbital y 
neuronas registradas bajo uretano (t-test no pareado, p = 0.27). La mayoría de 
las neuronas (32 de 39) fueron excitadas por estímulos OFF (Figura 4.1). Las 
magnitudes y latencias de las respuestas se muestran en la Tabla 1. De nuevo, 
las magnitudes de las respuestas a los estímulos OFF fueron similares entre 
neuronas de la extremidad anterior, posterior y vibrisa (ANOVA, p = 0.99). Las 
magnitudes de respuesta tendían a ser mayores en neuronas registradas bajo 
Figura 4.1. Comparación de las respuestas ON-OFF en el complejo ventrobasal. (A) Neurona 
representativa del núcleo ventral-posterior-medial (VPM) respondiendo a deflexión de su vibrisa 
principal. (B) Neurona representativa de la extremidad anterior en el núcleo ventral-posterior-lateral 
(VPL) respondiendo a estimulación táctil del centro de su campo receptor. (C) Neurona representativa 
de la extremidad posterior en el núcleo VPL respondiendo a estimulación táctil del centro de su campo 
receptor. La parte superior de la figura (A1, B1, C1) muestra 10 s de registro continuo, la parte central 
(A2, B2, C2) presenta registros de 1s con respuestas a un estímulo ON-OFF de 500 ms de duración y la 
parte inferior (A3, B3, C3) muestra los correspondientes histogramas de tiempo peri-estímulo realizados 
con 100 estímulos. 
 
Resultados  63 
 
pentobarbital, pero la diferencia no fue estadísticamente significativa (ANOVA, 
p = 0.14). De igual manera para las latencias de las respuestas a estímulos 
ON, las latencias de las respuestas a los estímulos OFF en neuronas de las 
vibrisas fueron menores que en neuronas de la extremidad anterior, y fueron 
menores en neuronas de la extremidad anterior que en neuronas de la 
extremidad posterior (ANOVA, p = 0.00002). Las latencias de las respuestas a 
los estímulos OFF tendían a ser mayores bajo pentobarbital que bajo uretano, 




  Magnitud de respuesta 
(espigas/estímulo) 
 






Extremidad posterior (n=15) 1.63 ± 0.61 11.0 ± 2.3 
Extremidad anterior (n=16) 1.60 ± 1.00   7.1 ± 1.6 
Vibrisa (n=8) 1.17 ± 0.54   4.6 ± 0.9 




Extremidad posterior (n=12) 1.47 ± 1.23 14.1 ± 3.9 
Extremidad anterior (n=13)             1.25 ± 0.77                9.1 ± 3.1 
Vibrisa (n=7) 1.18 ± 0.59   5.1 ± 1.7 
Todas (n=32) 1.32 ± 0.92 10.1 ± 4.7 
IMPULSIVO  
Extremidad posterior (n=13)             1.61 ± 0.57              11.2 ± 2.3 
Extremidad anterior (n=11)             1.38 ± 0.59                6.8 ± 1.5 
Vibrisa (n=8)             1.18 ± 0.56                4.5 ± 0.9 
Todas (n=32)             1.43 ± 0.58                8.0 ± 3.3 
          Los valores son dados como media ± desviación estándar 
 
 
 4.1.1.3. Índice de sintonía ON-OFF 
 En general, el 66 % de las neuronas mostraron una mayor sintonía con 
los estímulos ON,  y el restante 33 % (13 de 39) mostraron mayor sintonía con 
los estímulos OFF. Se encontró que las neuronas con mayor sintonía al 
estímulo OFF estaban distribuidas por todo el complejo ventrobasal: 5 de las 15 
neuronas correspondientes a la extremidad posterior, 4 de las 16 neuronas 
correspondientes a las extremidad anterior y 4 de las 8 neuronas 
 Tabla 1. Resumen de las magnitudes y latencias de las respuestas de neuronas tálamo-
corticales a estímulos ON, OFF e impulsivo 
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correspondientes a las vibrisas. Análisis estadísticos mostraron que el índice de 
sintonía ON-OFF se distribuía de forma similar en neuronas registradas bajo 
pentobarbital (0.66 ± 0.26) que en neuronas registradas bajo uretano (0.62 ± 
0.22) (ANOVA, p = 0.70) y fue similar para neuronas de las extremidades 
posteriores (0.68 ± 0.24), neuronas de las extremidades anteriores (0.64 ± 
0.24) y neuronas de las vibrisas (0.56 ± 0.21) registradas en el complejo 
ventrobasal (ANOVA, p = 0.35). 
 
 4.1.1.4. Comparación entre respuestas ON y respuestas OFF 
 La tasa de disparo espontáneo calculado inmediatamente antes de los 
estímulos OFF fue significativamente mayor que la tasa de disparo espontáneo 
calculado inmediatamente antes de los estímulos ON (t-test pareado, p = 
0.0025). Cuando se compararon las respuestas OFF y las respuestas ON, las 
magnitudes de respuestas no fueron significativamente diferentes entre los 
estímulos ON y OFF (t-test pareado, p = 0.30), mientras que las latencias de 
las respuestas a los estímulos OFF fueron significativamente mayores que en 
respuesta a los estímulos ON (t-test pareado, p = 0.00002) (Figura 4.1) tanto 
bajo pentobarbital (t-test pareado, p = 0.0004),  como bajo uretano (t-test 
pareado, p = 0.0035). La diferencia entre la latencia de las respuestas OFF y la 
latencia de las respuestas ON fue más evidente bajo pentobarbital (3.6 ± 2.8 
ms) que bajo uretano (1.0 ± 1.1 ms; t-test pareado, p = 0.0158). 
 Las magnitudes de las respuestas a los estímulos OFF y a los estímulos 
ON presentaron una débil pero significativa correlación (Pearson, r = 0.43, p = 
0.0138). Las latencias de las respuestas a los estímulos OFF y a los estímulos 
ON estaban fuertemente correlacionadas (r = 0.88, p < 0.000001), tanto bajo 
pentobarbital (r = 0.86, p = 0.00002) como bajo uretano (r = 0.95, p < 
0.000001). La correlación entre las latencias a los estímulos ON y OFF fue 
consistente para neuronas de la extremidad posterior (r = 0.75, p = 0.0046), 
neuronas de la extremidad anterior (r = 0.61, p = 0.0271) y neuronas de las 
vibrisas (r = 0.96, p = 0.0006) (Figura 4.2 A). 
 
 








 4.1.1.5. Respuestas al estímulo impulsivo 
 En un grupo de 32 neuronas, se estudió también las respuestas a 
estímulos impulsivos. Todas las neuronas respondieron a este estímulo. Las 
magnitudes y latencias de las respuestas se muestran en la Tabla 1. Los 
análisis de las respuestas impulsivas confirmaron los resultados obtenidos con 
las respuestas ON. Las magnitudes de las respuestas fueron similares entre 
neuronas de la extremidad posterior, neuronas de la extremidad anterior y 
neuronas de las vibrisas (ANOVA, p = 0.23) pero fueron mayores en neuronas 
registradas bajo pentobarbital (1.71 ± 0.58 espigas/estímulo) que en neuronas 
registradas bajo uretano (1.23 ± 0.52 espigas/estímulo; ANOVA, p = 0.0316). 
Las latencias de las respuestas fueron menores en neuronas de las vibrisas 
que en neuronas de la extremidad anterior, y menores en neuronas de la 
extremidad anterior que en neuronas de la extremidad posterior (ANOVA, p < 
0.00001). Las latencias de las respuestas no difirieron entre neuronas 
registradas bajo pentobarbital y neuronas registradas bajo uretano (ANOVA, p 
= 0.49). 
 
Figura 4.2. Correlaciones entre las respuestas ON, respuestas OFF y respuestas impulsivas. (A) 
Correlación entre la latencia de las respuestas ON (eje x) y la latencia de las respuestas OFF (eje y). (B) 
Correlación entre la magnitud de las respuestas ON (eje x) y la magnitud de las respuestas impulsivas 
(eje y). (C) Correlación entre la latencia de las respuestas ON (eje x) y la latencia de las respuestas 
impulsivas (eje y). Nótese que el número total de puntos en las gráficas  es menor que el número total 
de neuronas debido a algunas neuronas tenían idénticas latencias o magnitudes. Los triángulos 
corresponden a la extremidad posterior (EP), los cuadrados a las extremidad anterior (EA) y los círculos 
a las vibrisas. 
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 4.1.1.6. Comparación entre respuestas impulsivas y respuestas ON-
OFF 
 La tasa de disparo espontáneo calculado inmediatamente antes de los 
estímulos impulsivos no fue diferente de la tasa de disparo espontánea 
calculado inmediatamente antes de los estímulos ON (t-test pareado, p = 0.96). 
La comparación entre las respuestas impulsivas y las respuestas ON-OFF 
revelaron que las magnitudes medias de las respuestas a los estímulos 
impulsivos fueron mucho más pequeñas que la suma de las magnitudes de las 
respuestas a los estímulos ON y los estímulos OFF (t-test pareado, p < 
0.00001), siendo de hecho notablemente similar a las magnitudes de respuesta 
a los estímulos ON solos (t-test pareado, p = 0.44). Además, las magnitudes de 
las respuestas a los estímulos impulsivos correlacionaron bien con las 
magnitudes de las respuestas a los estímulos ON (Pearson, r = 0.76, p < 
0.00001). Esto fue cierto para neuronas de la extremidad posterior (r = 0.91, p 
= 0.00001), para neuronas de la extremidad anterior (r = 0.64, p = 0.0342), y 
para neuronas de las vibrisas (r = 0.94, p = 0.0006) (Figura 4.2 B). Esta 
estrecha relación entre los estímulos impulsivos y los estímulos ON fue 
corroborada por la fuerte correlación entre las latencias de sus respuestas 
(Pearson, r = 0.98, p < 0.00001). De nuevo, esto se verificó para neuronas de 
la extremidad anterior (r = 0.94, p < 0.00001), para neuronas de la extremidad 
anterior (r = 0.93, p = 0.00004), y para neuronas de las vibrisas (r = 0.93, p = 
0.0009) (Figura 4.2 C). 
 Las magnitudes de las respuestas a los estímulos impulsivos también 
correlacionaron débilmente con las magnitudes de respuesta a los estímulos 
OFF (Pearson, r = 0.37, p = 0.0388), lo cual, reveló una relación más sutil entre 
las respuestas impulsivas y las respuestas OFF. Se encontró que en seis de 
seis neuronas que no respondieron a los estímulos OFF (extremidad posterior, 
n = 3; extremidad anterior, n = 2; vibrisa, n = 1), las magnitudes de las 
respuestas a los estímulos impulsivos fueron menores que las magnitudes de 
respuesta a los estímulos ON (Figura 4.3 A), con una diferencia de 0.62 ± 1.16 
espigas/estímulo (Wilcoxon pareado, p = 0.0313). Por el contrario, en todas las 
neuronas restantes, las magnitudes de las respuestas a los estímulos 
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impulsivos fueron, en promedio, ligeramente mayores que las magnitudes de 
las respuestas a los estímulos ON (Figura 4.3 B), con una diferencia de 0.05 ± 
0.20 espigas/estímulo (t-test pareado de una cola, p = 0.0375). En general, la 
relación entre las magnitudes de respuesta a los estímulos impulsivos y las 
magnitudes de respuesta a los estímulos ON estaba negativamente 
correlacionado con el índice de sintonía ON-OFF (Pearson, r = -0.47, p = 
00057). Esto significa que las neuronas que respondieron poco o nada a los 
estímulos OFF (índice de sintonía ON-OFF próxima a 1) respondieron más a 
los estímulos ON que a los estímulos impulsivos, mientras que las neuronas 
que presentaron respuesta predominante a los estímulos OFF (sintonía ON-
OFF próxima a 0) respondieron igual o incluso más a los estímulos impulsivos 





Figura 4.3. Respuestas ON-OFF y respuestas impulsivas. (A) Neurona talamocortical representativa 
presentando fuerte respuesta ON, ninguna respuesta OFF y una respuesta impulsiva menor que la 
respuesta ON. (B) Neurona talamocortical representativa presentando una débil respuesta ON, fuerte 
respuesta OFF y respuesta impulsiva mayor que la respuesta ON. En la parte derecha de la figura se 
representan los correspondientes histogramas de tiempo peri-estímulo realizados con 100 estímulos. Las 
neuronas en A y B fueron registradas, respectivamente, desde las representaciones de la extremidad 
posterior y anterior del complejo ventrobasal. 
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 4.1.1.7. Estructura espacial de las respuestas ON-OFF 
 En un grupo de células (extremidad posterior, n = 4; extremidad anterior, 
n = 7; vibrisas, n = 1), se registraron las respuestas a los estímulos ON y OFF 
aplicados en un campo receptor secundario (una vibrisa o dígito adyacente). 
Como se esperaba, las magnitudes de las respuestas a los estímulos ON 
disminuían significativa y consistentemente cuando el estímulo se movía del 
campo receptor principal al campo receptor secundario (t-test pareado, p = 
0.0007). Por el contrario, la magnitud media de las respuestas a los estímulos 
OFF no cambiaba significativamente cuando el estímulo se movía del campo 






Figura 4.4. Estructura espacial de las respuestas ON-OFF. (A) Neurona talamocortical representativa de 
la extremidad anterior presentando respuestas ON y OFF en el centro de su campo receptor (campo 
receptor principal). (B) Cuando el estimulo se movía a un campo receptor secundario, la neurona 
presentaba menores respuestas ON  pero mayores respuestas OFF. La parte superior de la figura 
muestra trazas o registros individuales, y la parte inferior muestra los correspondientes histogramas de 
tiempo peri-estímulo realizados con 100 estímulos. (C) Diagrama de barras mostrando valores  
poblacionales para las respuestas ON (izquierda), respuestas OFF (centro) e índice de sintonía ON-OFF 
(derecha). Las barras de error representan desviaciones estándar. 
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el índice de sintonía ON-OFF decrecía significativamente cuando el estímulo se 
movía del campo receptor principal al campo receptor secundario (t-test 
pareado de una cola, p = 0.0280) (Figura 4.4). 
 
4.1.2. Análisis de información 
 
 4.1.2.1. Información extraída de la distribución temporal de las 
respuestas 
 Se analizó un grupo de las 11 neuronas bien discriminadas del VPL que 
respondían a los estímulos ON y OFF aplicados en dos localizaciones 
diferentes: en el campo receptor principal (por ejemplo, un dedo) y en el campo 
receptor secundario excitador (por ejemplo, un dedo adyacente). Como modelo 
de discriminación de la localización del estímulo, se usaron las respuestas al 
estímulo ON para discriminar entre los estímulos aplicados en el campo 
receptor principal y los estímulos aplicados en el campo receptor secundario 
excitador (Figura 4.5 A, D). Usando la magnitud de respuesta se obtuvieron 
0.18 ± 0.13 bits de información, mientras que usando la distribución temporal 
se obtuvieron 0.37 ± 0.30 bits, que es un 106 % más de información que la 
obtenida usando la magnitud. Como modelo de discriminación de la dinámica 
del estímulo, se discriminó entre los estímulos ON y OFF aplicados en el 
campo receptor principal (Figura 4.5 B, E). Usando la magnitud de respuesta se 
obtuvieron 0.38 ± 0.27 bits de información, mientras que usando la distribución 
temporal se obtuvieron 0.65 ± 0.18 bits, que es un 71 % más de información 
que la obtenida usando la magnitud. También se discriminó entre los estímulos 
ON y OFF aplicados en el campo receptor secundario excitador (Figura 4.5 C, 
F). Usando la magnitud de respuesta se obtuvieron 0.14 ± 0.13 bits de 
información, mientras que usando la distribución temporal se obtuvieron 0.31 ± 
0.23 bits, que es un 121 % más de información que la obtenida usando la 
magnitud. Una ANOVA de dos factores de medidas repetidas, confirmó que la 
información obtenida de la distribución temporal era significativamente mayor 
que la información obtenida de la magnitud de las respuestas en los tres 
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problemas de discriminación planteados anteriormente (primer factor: magnitud 
vs. distribución temporal de la respuesta: p = 0.0055; segundo factor: problema 
de discriminación: p = 0.0006, interacción p = 0.38). Para corroborar que los 
resultados no eran específicos de la discriminación binaria, se discriminó entre 
los cuatro estímulos: estímulos ON aplicados en el campo receptor principal, 
estímulos ON aplicados en el campo receptor secundario, estímulos OFF 
aplicados en el campo receptor principal y estímulos OFF aplicados en el 
campo receptor secundario. Usando la magnitud de respuesta se obtuvieron 
0.34 ± 0.20 bits de información. Usando la distribución temporal se obtuvieron 
0.78 ± 0.29 bits de información, que es un 129 % más de información que la 
obtenida con la magnitud (t-test pareado, p = 0.0017). 
 
 4.1.2.2. Información extraída de la magnitud de las respuestas, 
información extraída de la distribución temporal de las respuestas e 
información temporal 
 Las respuestas neuronales dividida en bines, usadas para investigar el 
papel de la distribución temporal de las respuestas, cuantifican cuántas espigas 
ocurrieron (información extraída de la magnitud de las respuestas) y cuándo 
ocurrieron (información extraída de la distribución temporal de las respuestas). 
Consideremos dos neuronas representativas (Figura 4.6). Una neurona 
respondió a los dos estímulos (ON y OFF) con diferentes magnitudes y 
diferentes latencias (Figura 4.6 A). La otra neurona respondió a los dos 
estímulos con similares magnitudes y diferentes latencias (Figura 4.6 B). En la 
primera neurona, cuyas magnitudes de respuesta a los dos estímulos fueron 
diferentes (1.4 vs. 3.1 espigas/estímulo), la distribución temporal no 
proporcionó información adicional sobre la proporcionada por la magnitud de 
respuesta, aunque la diferencia de latencia podía claramente discriminar entre 
los dos estímulos. En este caso, por el contrario, en la segunda neurona, cuyas 
magnitudes de respuesta a los dos estímulos fueron similares (1.1 vs. 1.3 
espigas/estímulo), la distribución temporal proporcionó aproximadamente 10 
veces más información que la magnitud de respuesta.  En este caso, casi toda  
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Figura 4.5. Información 
extraída de la distribución 
temporal de las respuestas 
en el VPL. (A) 
Discriminación de la 
localización del estímulo. 
Neurona representativa 
respondiendo a estímulos 
ON aplicados sobre su 
campo receptor principal (los 
tres registros superiores) y 
sobre un campo receptor 
secundario (los tres registros 
inferiores) con los 
correspondientes PSTHs 
(abajo) realizados con las 
100 respuestas/estímulo 
disponibles. (B, C) 
Discriminación de la 
dinámica del estímulo. 
Neuronas representativas 
respondiendo a estímulos 
ON y OFF aplicados sobre el 
campo receptor principal (B) 
y sobre un campo receptor 
secundario (C). Debajo se 
muestran los 
correspondientes PSTHs 
realizados como en A. (D-F) 
Información extraída de la 
magnitud de las respuestas 
(gris) e información extraída 
de la distribución temporal 
de las respuestas (negro) 
sobre la discriminación de la 
localización del estímulo (D) 
y sobre la discriminación de 
la dinámica del estímulo. (E, 
F). Las barras de error 
representan desviaciones 
estándar y los asteriscos 
representan diferencias 
significativas (p < 0.05). 
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la información extraída de la distribución temporal fue información temporal 
aportada por las diferencias de latencia. En general, decir que usando la 
distribución temporal de las respuestas se puede extraer más información que 
usando la magnitud de las mismas significa que en las respuestas hay algo de 
información temporal que es independiente de la información aportada por la 
magnitud de las respuestas, pero no significa necesariamente que la 
información temporal sola sea mayor que la información aportada por la 
magnitud de las respuestas. 
 
Figura 4.6. Información extraída de la distribución 
temporal de la respuesta, información extraída de la 
magnitud de la respuesta e información temporal. (A, 
B) Neuronas representativas respondiendo a 
estímulos ON y OFF con diferentes (A)  y similares 
(B) magnitudes de respuesta. Distribución como en 
la figura 4.5 A-C. (C) Gráfico de dispersión de la 
información extraída de la magnitud de respuesta y 
la información extraída de la distribución temporal de 
la respuesta para el total de 39 neuronas que 
responden a los estímulos ON y OFF aplicados en el 
campo receptor principal. Los símbolos vacíos 
representan neuronas que presentan alta diferencia 
de magnitud entre las respuestas a los dos estímulos 
(n = 26); los símbolos rellenos representan neuronas 
que presentan baja diferencia de magnitud (n = 13). 
En la mayoría de las neuronas que presentan alta 
diferencia de magnitud no es posible desambiguar la 
información temporal de la información extraída de la 
magnitud de respuesta. En la mayoría de las 
neuronas que presentan una baja diferencia de 
magnitud, la mayor parte de la información extraída 
de la distribución puedes ser considerada sin 
ambiguedad  información temporal. 
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 Para testar si en nuestros datos experimentales la información temporal 
sola era mayor que la información extraída de las magnitudes de respuesta, se 
realizaron dos análisis. En el primer análisis, se consideró solo la primera 
espiga de la respuesta a cada prueba y solo se utilizaron las pruebas en las 
que se produjo respuesta (es decir, pruebas con espigas). En esta condición la 
magnitud de respuesta no aporta información, por lo que, toda la información 
extraída de la distribución temporal es información temporal. De forma que se 
investigó la información que conllevaban las primeras espigas de las pruebas 
con respuesta en el mismo subgrupo de 11 neuronas que respondían a los 
estímulos ON y OFF aplicados en el campo receptor principal y en un campo 
receptor secundario excitador. De nuevo, primero se usaron las respuestas al 
estímulo ON para discriminar entre estímulos en el campo receptor principal y 
estímulos en el campo receptor secundario. Usando la magnitud de la 
respuesta, considerando todas las espigas de las pruebas con respuesta, se 
obtuvieron 0.12 ± 0.11 bits de información. Usando la distribución temporal con 
solo las primeras espigas de las pruebas con respuesta se obtuvieron 0.26 ± 
0.24 bits de información. Así, la información temporal sola en promedio fue al 
menos un 116 % mayor que la información extraída de la magnitud de 
respuesta. A continuación, se discriminó entre los estímulos ON y OFF 
aplicados en el campo receptor principal. Usando la magnitud de la respuesta, 
considerando todas las espigas de las pruebas con respuesta, se obtuvieron 
0.20 ± 0.16 bits de información. Usando la distribución temporal con solo las 
primeras espigas de las pruebas con respuesta se obtuvieron 0.53 ± 0.27 bits 
de información. De modo que, la información temporal sola en promedio fue al 
menos un 165 % mayor que la información extraída de la magnitud de 
respuesta. Finalmente, se discriminó entre los estímulos ON y OFF aplicados 
en el campo receptor secundario excitador. Usando la magnitud de la 
respuesta, considerando todas las espigas de las pruebas con respuesta, se 
obtuvieron 0.09 ± 0.10 bits de información. Usando la distribución temporal con 
solo las primeras espigas de las pruebas con respuesta se obtuvieron 0.40 ± 
0.29 bits de información. Así, la información temporal sola en promedio fue al 
menos un 344 % mayor que la información extraída de la magnitud de 
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respuesta. Una ANOVA de dos factores con medidas repetidas confirmó que 
en pruebas con respuesta, la información temporal fue significativamente 
mayor que la información de la magnitud de respuesta en los tres problemas de 
discriminación descritos arriba (primer factor: magnitud de respuesta vs. 
distribución temporal: p = 0.0028; segundo factor: problema de discriminación: 
p = 0.0136; interacción, p = 0.24).  
 En el segundo análisis se seleccionaron las neuronas que presentaron 
magnitudes de respuesta similares a los dos estímulos. En esta condición, se 
esperaba que la información extraída de la magnitud de respuesta fuese muy 
pequeña, de forma que, la mayor parte de la información extraída de la 
distribución temporal podía ser considerada sin ambigüedad, información 
temporal. Se investigó esta idea en un grupo de 39 neuronas tálamo-corticales 
que respondieron a los estímulos ON y OFF aplicados en su campo receptor 
principal. Se clasificaron las 39 neuronas en dos grupos: un grupo compuesto 
por las neuronas que presentaron alta diferencia de magnitud entre las 
respuestas a los dos estímulos (1.1 ± 0.9 espigas/estímulo, n = 26 neuronas), 
como la neurona mostrada en la figura 4.6 A; y otro grupo compuesto por las 
neuronas que presentaron una diferencia de magnitud pequeña (0.4 ± 0.3 
espigas/estímulo, n = 13 neuronas) como la neurona mostrada en la figura 4.6 
B (Tabla 2). Se encontró que en aquellas neuronas que respondieron a los dos 
estímulos con diferentes magnitudes, la información extraída de la magnitud de 
respuesta (0.43 ± 0.27 bits) fue similar a la información extraída de la 
distribución temporal (0.44 ± 0.25 bits, t-test pareado: p = 0.4514). En algunas 
neuronas considerar la distribución temporal de las respuestas no proporcionó 
información adicional sobre la obtenida considerando solo la magnitud, pero en 
otras neuronas la información obtenida de la distribución temporal fue menor 
que la información extraída de la magnitud debido una subestimación (Figura 
4.6 C). En general, en este grupo no fue posible desambiguar la información 
temporal de la información de magnitud de respuesta. Por el contrario, en 
neuronas que respondieron a los dos estímulos con magnitudes similares, la 
información extraída de la distribución temporal (0.57 ± 0.20 bits) fue bastante 
superior a la extraída desde la magnitud de respuesta (0.14 ± 0.10 bits, t-test 
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pareado: p = 0.000004). En este grupo la información adicional aportada por la 
distribución temporal, lo cual representa una estima conservativa de la 
información temporal, fue un 207 % mayor que la aportada por la magnitud de 
la respuesta. 
 
 Tabla 2. Propiedades neurofisiológicas de neuronas respondiendo a estímulos ON y OFF 
  
Neuronas con alta 
diferencia de magnitud 
entre estímulos (n=26)  
 
Neuronas con baja   
diferencia de magnitud 
entre estímulos (n=13) 
 
ON OFF ON OFF 
Magnitud de respuesta      
(espigas/estímulo) 
  1.49 ± 0.89 
 
1.07 ± 1.11 
 
1.60 ± 0.51 
 
1.27 ± 0.59 
 
Rango   0.32 - 4.79 0.00-3.37 0.90 - 2.64 0.64 - 2.65 
Actividad pre-estímulo (Hz)   2.2 ± 3.4 4.7 ± 4.9 1.0 ± 1.6 1.2 ± 1.3 
% de primeras espigas 
 
  67 ± 21 50 ± 28 65 ± 21 70 ± 21 
Latencia de primeras espigas 
(ms) 
10.3 ± 3.5 14.6 ± 6.0 9.2 ± 2.6 13.3 ± 4.7 
Jitter de primeras espigas (ms)   1.7 ± 1.2 4.3 ± 3.7 1.0 ± 0.8 2.4 ± 1.4 
(Las magnitudes de respuestas se calcularon como número medio de espigas por estímulo en la misma 
ventana post-estímulo de 40 ms usada en los análisis de información. La actividad pre-estímulo 
(expresada en Hz) se calculó en una ventana de 40 ms pre-estímulo. Los % de primeras espigas se 
calcularon como el porcentaje de espigas que son primeras espigas en las respuestas a las pruebas 
individuales. Las latencias y jitters de las primeras espigas también son incluidas) 
 
 Para corroborar la relación entre información temporal y primeras 
espigas, en el mismo grupo de 39 neuronas en las que los estímulos ON y OFF 
se aplicaron en el campo receptor principal, desde la distribución temporal se 
calculó la información aportada por la primera espiga de la respuesta a cada 
prueba. En las 26 neuronas que respondieron a los dos estímulos con 
diferentes magnitudes, la primera espiga aportó 0.38 ± 0.24 bits de información, 
que correspondió a un 86 % de la información aportada por todas las espigas. 
En las 13 neuronas que respondieron a los dos estímulos con magnitudes 
similares, la primera espiga aportó 0.55 ± 0.18 bits de información, que 
correspondió a un 97 % de la información aportada por todas las espigas. En 
esas 13 neuronas, las primeras espigas representaron un 65% de las espigas 
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de las respuestas al estímulo ON, y un 70 % de las espigas de la respuesta al 
estímulo OFF, lo que significa, que el restante 30 y 35 % de las espigas 
proporcionaron poca información adicional a la aportada por las primeras 
espigas (véase apartado 4.1.2.3). Por tanto, cuando la magnitud de la 
respuesta a los dos estímulos eran similar, las primeras espigas aportaban 
prácticamente toda la información temporal.  
 
 En conjunto, esos resultados sugieren que la información temporal sola 
puede ser mayor que la información de la magnitud, y soportan la idea de que 
las primeras espigas representan la base de la información temporal en el 
complejo ventrobasal de la rata. 
 
 4.1.2.3. Primera espiga vs. segunda espiga de las respuestas 
 Se analizaron las respuestas a los estímulos ON y OFF aplicados sobre 
el campo receptor principal en el subgrupo de 13 neuronas para las que las 
magnitudes de respuestas a los dos estímulos fueron similares. La probabilidad 
media de que una neurona respondiese al estímulo ON con más de una espiga 
fue 0.47 ± 0.33 y la probabilidad de que lo hiciese al estímulo OFF fue 0.32 ± 
0.30. La latencia de las segundas espigas de las respuestas fue 12.65 ± 4.21 
ms para los estímulos ON y 16.25 ± 5.75 ms para los estímulos OFF. El 
intervalo entre la primera y la segunda espiga de las respuestas fue 3.42 ± 2.21 
ms para los estímulos ON y 3.92 ± 2.87 ms para los estímulos OFF. 
 Se calculó también la información extraída de la distribución temporal a 
cerca de la discriminación entre los estímulos ON y OFF aplicados en el campo 
receptor principal, usando únicamente las segundas espigas. Se obtuvieron 
0.23 ± 0.23 bits de información, que correspondió a un 40% de la información 
obtenida considerando todas las espigas de las respuestas. Dado que la 
primera espiga aportó el 97% de la información total aportada por todas las 
espigas (ver apartado anterior), la mayor parte de la información contenida en 
la segunda espiga de la respuesta es, por tanto, información redundante a la 
información contenida en las primeras espigas. 
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 4.1.2.4. Contribución de la latencia de las primeras espigas y de los 
jitters a la información  
Con el fin de investigar la naturaleza de la información temporal, se 
realizaron una serie de experimentos computacionales sobre las 13 neuronas 
que respondieron con magnitudes similares a los estímulos ON y OFF 
aplicados en el campo receptor principal, usando la primera espiga de la 
respuesta en cada prueba. Debido a que las primeras espigas pueden ser 
caracterizadas en términos de latencias y jitters, se modularon tres parámetros 
principales de las respuestas a dichos estímulos: (1) la diferencia de latencia 
entre estímulos (Figura 4.7 A), (2) el jitter total de las respuestas (Figura 4.7 B), 
y (3) la diferencia de jitter entre estímulos (Figura 4.7 C). La razón de esas 
simulaciones es que permiten explorar un amplio rango de parámetros de 
respuesta que están disponibles en la variabilidad fisiológica. 
 La primera idea que se testó fue que la información temporal surge de 
las diferencias de latencia entre las respuestas a los diferentes estímulos. 
Como se esperaba, la información aumentaba con incrementos en la diferencia 
de latencia, alcanzando rápidamente un punto de saturación de 0.70 ± 0.18 
bits. Con jitters fisiológicos, la diferencia de latencia que permitía a las 
respuestas llevar el 50 % de información máxima fue 1.9 ± 0.9 ms, y la 
diferencia de latencia que permitía a las respuestas llevar el 95 % de la 
información máxima fue 3.8 ± 1.4 ms. 
La segunda idea intuitiva que se testó fue que los jitters de las 
respuestas neuronales limitan la información temporal contenida en las 
diferencias de latencia. Se observó que cuando se incrementaba el jitter de las 
respuestas neuronales, se reducía rápidamente la información extraída, desde 
0.55 ± 0.18 bits con el jitter fisiológico de 1.7 ± 1.0 ms, a 0.10 ± 0.12 bits con un 
jitter total de 4.4 ± 0.5 ms.  De igual manera, cuando se incrementaba el jitter, 
la diferencia de latencia que permitía a las respuestas llevar el 50 % de 
información máxima aumentaba desde 1.9 ± 0.9 ms a 9.1 ± 1.8 ms, y la 
diferencia de latencia que permitía a las respuestas llevar el 95 % de la 
información máxima aumentaba desde 3.8 ± 1.4 ms a 16.6 ± 3.2 ms. De forma 
más general, la diferencia de latencia necesaria para permitir a las neuronas  
 





Figura 4.7. Contribución de las 
latencias y jitters de las 
primeras espigas a la 
información. (A) Simulaciones 
con diferencias de latencia. A 
la izquierda, los PSTHs 
correspondientes a las 
primeras espigas de una 
neurona representativa en la 
cual se impuso una diferencia 
de latencia de 0 ms entre las 
respuestas a los estímulos. A 
la derecha, los PSTHs 
correspondientes a las 
respuestas de la misma 
neurona cuando la diferencia 
de latencia era incrementada. 
(B) Simulaciones con los jitters 
totales. A la izquierda, los 
PSTHs  de una neurona 
representativa con valores 
fisiológicos de latencias y 
jitters. (C) Simulaciones con 
diferencias de jitter. A la 
izquierda, los PSTHs 
correspondientes a las 
primeras espigas de una 
neurona representativa en la 
cual se ha impuesto una 
diferencia de latencia de 0 ms. 
A la derecha, los PSTHs 
correspondientes a las 
respuestas de la misma 
neurona cuando la diferencia 
de jitter entre las respuestas a 
los estímulos era 
incrementada. (D) La 
información que conlleva las 
respuestas incrementaba con 
incrementos en la diferencia 
de latencia y decrecía con 
incrementos en los jitters. (E) 
La información extraída de la 
distribución temporal de las 
respuestas incrementaba con 
incrementos en la diferencia 
de jitters, pero solo cuando la 
diferencia de latencia era 
próxima a cero. 
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transmitir una cantidad dada de información aumentaba cuando se aumentaba 
el jitter de las respuestas neuronales (Figura 4.7 D). Si añadir jitter a las 
respuestas neuronales se interpreta desde la perspectiva de una 
decodificación, los resultados anteriores también cuantifican cómo la 
imprecisión de un decodificador puede afectar a su habilidad para extraer la 
información que conllevan las diferencias de latencia. 
 Las diferencias de latencia no son la única fuente posible de información 
temporal. La tercera idea intuitiva que se testó fue que parte de la información 
no relacionada con las diferencias de latencia podía ser atribuible a diferencias 
de jitter entre las respuestas a los diferentes estímulos. Esta idea tenía 
relevancia fisiológica en nuestros datos, ya que el jitter de las respuestas al 
estímulo ON (1.0 ± 0.8 ms) era significativamente inferior que el jitter de las 
respuestas al estímulo OFF (2.4 ± 1.4 ms; t-test pareado: p = 0.0004, n = 13). 
Por cada neurona, primero se alinearon las respuestas de forma que la 
diferencia de latencia fuese cero y por tanto, no podía contribuir a la 
información. Cuando se incrementaba la diferencia de jitter, la información 
aumentaba alcanzando un punto de saturación mucho más bajo que el que se 
observó cuando se incrementaba la diferencia de latencia. Con una diferencia 
de jitter de 12.8 ± 4.3 ms se obtuvieron 0.26 ± 0.16 bits de información. A 
continuación se estudió como cambiaba la contribución a la información 
aportada por las diferencias de jitter en función de las diferencias de latencia. 
Se observó que incrementando las diferencias de jitter, la información 
aumentaba solo si las diferencias de latencia eran próximas a cero, mientras 
que siempre disminuía si las diferencias de latencia eran suficientemente altas 
(Figura 4.7 E). 
 
 4.1.2.5. Discriminación de estímulos vs. detección de estímulos 
 El problema de codificación en este trabajo fue discriminar qué estimulo 
ocurría (discriminación de estímulo), asumiendo que un estímulo ocurría 
(detección de estímulo). Aquí, nos liberamos en parte de esa asunción, 
extendiendo el problema de discriminación de forma que incluya al problema de 
detección, es decir, discriminar la presencia o ausencia de un estímulo. Así, 
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primero se realizó una discriminación binaria entre una ventana post-estímulo 
de 40ms (presencia de un estímulo) y una ventana pre-estímulo de 40ms 
(ausencia de estímulo), usando el número de espigas. Esos análisis se 
realizaron en el subgrupo de 11 neuronas que respondían a los estímulos ON y 
OFF aplicados en el campo receptor principal y campo receptor secundario 
excitador. En la discriminación entre el estímulo ON en el campo receptor 
principal y la ausencia de estímulo, se obtuvieron 0.65 ± 0.26 bits de 
información. En la discriminación entre el estímulo ON en el campo receptor 
secundario y la ausencia de estímulo, se obtuvieron 0.41 ± 0.32 bits de 
información. En la discriminación entre el estímulo OFF en el campo receptor 
principal y la ausencia de estímulo, se obtuvieron 0.47 ± 0.40 bits de 
información. En la discriminación entre el estímulo OFF en el campo receptor 
secundario y la ausencia de estímulo, se obtuvieron 0.48 ± 0.30 bits de 
información. Esos valores relativamente altos, sugieren que incluso 
considerando solo el número de espigas de neuronas individuales (magnitud de 
la respuesta), la detección de un estímulo es una tarea computacionalmente 
más fácil que la discriminación de un estímulo.  
 Se realizó también la discriminación entre los estímulos y la ausencia de 
estímulo, usando la magnitud y la distribución temporal de las respuestas. En la 
discriminación entre el estímulo ON en el campo receptor principal, el estímulo 
ON en el campo receptor secundario y la ausencia de estímulo, usando las 
magnitudes de las respuestas se obtuvieron 0.56 ± 0.26 bits de información y 
usando la distribución temporal se obtuvieron 0.76 ± 0.35 bits de información. 
En la discriminación entre el estímulo ON en el campo receptor principal, el 
estímulo OFF en el campo receptor principal y la ausencia de estímulo, usando 
las magnitudes de las respuestas se obtuvieron 0.69 ± 0.19 bits de información 
y usando la distribución temporal se obtuvieron 0.93 ± 0.24 bits de información. 
En la discriminación entre el estímulo ON en el campo receptor secundario, el 
estímulo OFF en el campo receptor secundario y la ausencia de estímulo, 
usando las magnitudes de las respuestas se obtuvieron 0.46 ± 0.29 bits de 
información y usando la distribución temporal se obtuvieron 0.62 ± 0.33 bits de 
información. Considerando la ausencia de estímulo como tercera posibilidad, 
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comparada a la discriminación binaria de estímulos, la información extraída de 
la magnitud de las respuestas y la extraída de la distribución temporal de las 
mismas, aumentan de forma similar, por lo que la información adicional que la 
distribución temporal aporta sobre la magnitud de la respuesta, permanece 
considerablemente constante (ver apartado 4.1.2.1). Esas observaciones 
soportan la aproximación metodológica adoptada en este estudio, consistente 
con estudios previos, en los cuales el problema computacional de 
discriminación de estímulos se investigó independientemente del problema de 
detección de estímulo. 
4.2. ESTUDIO FISIOLÓGICO EN CORTEZA SOMATOSENSORIAL 
 
4.2.1. Imagen VSD de las respuestas somatosensoriales corticales 
 En este trabajo se emplea la técnica de imagen VSD para registrar la 
activación de la corteza somatosensorial supragranular en respuesta a 
estímulos eléctricos a alta (6 mA) y baja intensidad (0.6 mA) aplicados 
separadamente en las cuatro extremidades (Figura 3.6). A continuación, 
proporcionaré una descripción cuantitativa de las dinámicas de activación 
cortical usando un ejemplo representativo (Figura 4.8). 
 La estimulación de la extremidad anterior contralateral (Figura 4.8 A) 
activó inicialmente una región que era más anterior y lateral comparada con la 
región activada inicialmente por estimulación de la extremidad posterior 
contralateral (Figura 4.8 B). La separación entre esas regiones activadas 
inicialmente, la cual defino aquí como "foco", fue de aproximadamente 2 mm. 
Esto es consistente con la organización somatotópica conocida de la corteza 
somatosensorial primaria de la rata. En unos pocos milisegundos, la activación 
se expandió y alcanzó grandes regiones más allá de los límites de la corteza 
somatosensorial. Esta expansión no fue uniforme, sino que ocurrió en dos 
direcciones principales: la más importante fue la dirección medial pero también 
se observó propagación en dirección posterior. La direccionalidad de 
propagación no uniforme (propagación anisotrópica) era más claramente 
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observable en respuesta a estímulos en la extremidad delantera que en la 
extremidad trasera. 
 A diferencia de la estimulación contralateral, la estimulación ipsilateral 
activó inicialmente dos focos que estaban bien separados y no coincidían con 
los focos en estimulación contralateral (Figura 4.8 C, D). Uno de los focos 
ipsilaterales era medial al foco contralateral y estaba localizado en corteza 
motora. El otro foco ipsilateral era posterior y estaba localizado en corteza 
somatosensorial. En pocos milisegundos, las activaciones desde esos focos se 
extendían uniéndose y alcanzando amplias regiones corticales, aunque la 
expansión total fue menor que la producida por estimulación contralateral.  
 











  En las siguientes secciones, mostraré en primer lugar los resultados 
cuantitativos concernientes a las medidas de las respuestas que son 
típicamente empleadas en estudios electrofisiológicos, tales como amplitudes y 
latencias de respuesta. A continuación, expondré los resultados cuantitativos 
relacionados con los aspectos espaciotemporales de la activación cortical, los 
cuales son posibles medir mediante la técnica de imagen VSD.  
 
4.2.2. Amplitudes y latencias de las respuestas VSD en corteza 
somatosensorial 
 Se aplicaron estímulos eléctricos en las extremidades de las ratas y se 
midieron la amplitud, la latencia inicial y la latencia pico de las respuestas (ver 
apartado 3.3.6.1). La figura 4.9 A muestra un ejemplo de la activación cortical 
por estimulación a alta intensidad de las extremidades contralaterales e 
ipsilaterales (2-3 ms después de la activación inicial) y la figura 4.9 B muestra 
la evolución de las respuestas VSD en los puntos de máxima intensidad de los 
focos. La amplitud, latencia inicial y latencia pico en respuesta a estímulos de 
alta y baja intensidad se presentan en la Tabla 3.  
La amplitud de la respuesta VSD a estímulos en la extremidad anterior 
contralateral fue significativamente mayor que a estímulos en la extremidad 
posterior contralateral (ANOVA, p = 0.0430, n = 9) (Figura 4.9 C, D) y fue 
significativamente mayor a alta que a baja intensidad de estimulación (ANOVA, 
p = 0.0308, n = 9). La latencia de la respuesta VSD fue significativamente 
menor para estímulos en la extremidad anterior contralateral que para 
estímulos en la extremidad posterior contralateral (ANOVA: latencia inicial, p <  
Figura 4.8. Imagen VSD de las respuestas somatosensoriales corticales. Dinámicas de activación  
cortical por estimulación a alta intensidad de la extremidad anterior contralateral (A), posterior 
contralateral (B), anterior ipsilateral (C) y posterior ipsilateral (D) en los primeros 50 ms después del 
estímulo (0 representa el inicio del estímulo) en un animal representativo. Las flechas indican las 
direcciones anterior-posterior y medial-lateral. Cada imagen corresponde promedio de 30 pruebas. La 
activación inicial producida por estimulación de las extremidades anterior y posterior contralaterales se 
corresponde con el mapa somatotópico de la corteza somatosensorial primaria de la rata, sin 
embargo, se ha encontrado un mapa somatotópico diferente en la activación producida por 
estimulación de las extremidades ipsilaterales. En pocos milisegundos la activación se expandía 
alcanzando grandes regiones corticales, con una direccionalidad diferente entre la corteza de la 
extremidad anterior y la corteza de la extremidad posterior. 
 



















0.0001, n = 9; latencia en el pico, p = 0.0004, n = 9) (Figura 4.9 C) y fue 
significativamente más corta con estímulos de alta intensidad que con baja 
intensidad (ANOVA: latencia inicial, p < 0.0001, n = 9; latencia en el pico, p = 
0.0002, n = 9). 
 Para comparar consistentemente las respuestas a estimulación 
ipsilateral y contralateral, se seleccionó también el foco con máximo valor de la 
señal en respuesta a estimulación ipsilateral, y se determinó la amplitud y 
latencia de la respuesta. En comparación con los estímulos contralaterales, las 
amplitudes de respuestas originadas por estímulos ipsilaterales fueron 
significativamente más pequeñas (ANOVA: factor contralateral (n=9)- ipsilateral 
(n=6): p = 0.0082) y las latencias fueron significativamente más grandes 
(ANOVA a dos vías, factor contralateral (n=9)-ipsilateral (n=6): p < 0.0001 para 
latencia inicial y latencia pico). 
 
Figura 4.9. Amplitudes y latencias de las respuestas somatosensoriales corticales obtenidas con imagen 
VSD. (A) Activación producida por estimulación a alta intensidad de las extremidades en los primeros 2-3 
ms tras el inicio de la activación en un animal representativo. Las líneas grises delimitan las regiones de 
la extremidad anterior y posterior en el mapa somatotópico de la corteza somatosensorial primaria de la 
rata. Las flechas indican las direcciones anterior-posterior y medial-lateral. Los estímulos ipsilaterales 
activaron dos regiones separadas, una más medial y la otra más posterior que la región activada por 
estímulos contralaterales. (B) Evolución temporal de las respuestas en los correspondientes puntos de 
máxima intensidad de activación. (C) Amplitud con respecto a la latencia de la respuesta a estimulación 
de las extremidades contralaterales e ipsilaterales representado para todas las ratas. (D) Amplitud de la 
respuesta a estimulación de las extremidades anteriores contralateral e ipsilateral con respecto a la 
amplitud de la respuesta a estimulación de las extremidades posteriores contralateral e ipsilateral, 
representado para todas las ratas. Los estímulos en la extremidad anterior producían respuestas con 
mayor amplitud y menor latencia que los estímulos en la extremidad posterior (para estímulos 
contralaterales e ipsilaterales). (E) Evolución temporal de la respuesta en el punto de máxima intensidad 
de activación en cada uno de los dos focos (medial y posterior al foco contralateral) producida por 
estimulación de las extremidades anterior y posterior ipsilateral en un animal representativo. El foco 
medial presentaba mayor amplitud pero mayor latencia que el foco posterior. En todos los ejes 
temporales, cero indica el inicio del estímulo. (F, G) Los mapas de activación inicial para estímulos de 
alta intensidad contralateral (F) e ipsilateral (G) para todos los animales. Las activaciones antero-
laterales (parte inferior izquierda) corresponden a estimulación de la extremidad anterior, activaciones 
postero-medial (parte superior derecha) corresponden a estimulación de la extremidad posterior. Cada 
color es un animal diferente. Debido a que no había una referencia externa estereotáxica, para las 
ilustraciones, las activaciones iniciales (1ms) fueron alineadas de forma que para cada activación, el 
centro de la imagen corresponde al foco activado por estimulación a alta intensidad de la extremidad 
contralateral opuesta (es decir, el centro de la imagen es el foco de la extremidad posterior contralateral 
para las activaciones producidas por estímulos contralaterales e ipsilaterales de la extremidad anterior y 
es el foco de la extremidad anterior contralateral para la activación inicial por estímulos contralaterales e 
ipsilaterales de la extremidad posterior). 
 




Amplitud (% DF/F) 
 
 Latencia (ms) 
 
Latencia pico (ms) 
 
Alta intensidad (6 mA) 
  
EAc 0.39 ± 0.16       9.40 ± 0.65 
 
    16.67 ± 2.98 
EPc 0.33 ± 0.15     13.50 ± 1.22      20.06 ± 1.88 
EAi 0.24 ± 0.17     17.50 ± 1.28      24.50 ± 2.30 
EPi 0.20 ± 0.13     21.42 ± 3.72      30.67 ± 4.40 
 
Baja intensidad (0.6 mA) 
  
EAc 0.28 ± 0.15     16.20 ± 7.21 
 
     27.56 ± 7.83 
EPc 0.19 ± 0.11     23.20 ± 5.13      33.61 ± 11.33 
EAi -      -                 - 
EPi -      -                 - 
 
 
 Para investigar posibles diferencias entre las respuestas en los dos 
focos producidos por estimulación ipsilateral, se seleccionó el punto con valor 
de señal máximo en cada uno de los dos focos (medial y posterior), y se 
estudiaron la amplitud y latencia de respuesta en esos puntos. Se encontró que 
la amplitud de respuesta era ligeramente superior en el foco medial (motor) que 
en el posterior (somatosensorial) (ANOVA: factor foco medial- foco posterior, p 
= 0.0334, n = 6; factor extremidad delantera-extremidad trasera, p = 1.00, n = 9; 
interacción p = 0.077), sin embargo, se encontró que la latencia de la respuesta 
a mitad del pico en el foco posterior (somatosensorial) era más pequeña que en 
el foco medial (motor) (ANOVA a dos vías, factor foco medial- foco posterior, p 
= 0.00040, n = 6; factor extremidad delantera-extremidad trasera, p = 0.0118, n 
= 9; interacción p = 0.63) (Figura 4.9 E). Las amplitudes y latencias de las 
respuestas a estímulos ipsilaterales, separadamente para cada uno de los dos 
focos, se presentan en la Tabla 4. Los mapas de activación inicial contralateral 
e ipsilateral desde todos los animales se muestran en las figuras 4.9 F y G. 
 
 
(EAc = Extremidad anterior contralateral, EPc = Extremidad posterior contralateral; EAi = 
Extremidad anterior ipsilateral; EPi = Extremidad posterior ipsilateral) 
 
  Tabla 3. Amplitudes y latencias de las respuestas corticales a estimulación eléctrica de las   
extremidades 
 
Tabla 3. Amplitudes y latencias de las respuestas VSD corticales a estimulación eléctrica de las 
extremidades 
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     Tabla 4. Amplitudes y latencias en los dos focos de las respuestas ipsilaterales 
  
  Amplitud (% DF/F) 
 




Extremidad anterior ipsilateral 
 
Foco medial (motor) 0.22 ± 0.16 19.83 ± 1.81 
Foco posterior (somatosensorial) 0.16 ± 0.14 18.75 ± 1.84 
 
Extremidad posterior ipsilateral 
 
Foco medial (motor) 0.20 ± 0.13 23.75 ± 2.91 
Foco posterior (somatosensorial)             0.19 ± 0.14             22.00 ± 2.05 
   
 
 
4.2.3. Extensión de las respuestas VSD en corteza somatosensorial 
 Los estímulos somatosensoriales producen inicialmente una activación 
localizada, la cual, se expande después a regiones corticales mayores más allá 
de la corteza somatosensorial.  
 En primer lugar, se calculó el área de la región cortical activada por 
estimulación de las extremidades anterior y posterior contralateral durante los 
primeros 100 milisegundos de la respuesta (Figura  4.10 A, B). El área máxima 
activada debida a estimulación de la extremidad anterior fue mayor que la 
debida a estimulación de la extremidad posterior (ANOVA, p = 0.0084, n = 9). 
La máxima área activada aplicando estímulo de alta intensidad fue mayor que 
aplicando estímulo de baja intensidad (ANOVA a dos vías, factor alta 
intensidad-baja intensidad: p = 0.0006, n = 9). Los valores correspondientes de 
las áreas máximas activadas y las latencias a las cuales se alcanzaba el área 
máxima se presenta en la Tabla 5. Se observaron diferencias similares para las 
áreas máximas activadas debido a estímulos ipsilaterales, las cuales eran en 
general, más pequeñas comparadas con los estímulos contralaterales (Figura  
4.10 A, B).  
 









 La mayor pendiente en la curva correspondiente a la evolución temporal 
del área activada en respuesta a estímulos en la extremidad anterior sugería 
una más rápida activación comparada con estímulos en la extremidad posterior 
Figura 4.10. Extensión de las respuestas VSD en corteza somatosensorial. (A, B) Evolución 
temporal del área activada en los primeros 100 ms de las respuestas a estimulación de la 
extremidades anterior y posterior contralaterales (EAc, EPc) e ipsilaterales (EAi,EPi) a alta 
intensidad (A) y baja intensidad (B). Las curvas son el promedio de todos los animales. La 
extensión de la activación era mayor y más rápida con estimulación de la extremidad 
anterior comparada con la extremidad posterior y con estimulación contralateral comparado 
con ipsilateral. (C) Solapamiento cortical entre las máximas regiones activadas por 
estimulación de las extremidades anterior y posterior en un animal representativo. Las 
flechas indican las direcciones anterior-posterior y medial-lateral. (D) Evolución temporal de 
las respuestas en el foco de la EA y en el foco de la EP por estimulación de la EAc (arriba) 
y de EPc (abajo) en un animal representativo. La estimulación de una extremidad produce 
respuestas no solo en su correspondiente  región cortical sino también en la región cortical 
correspondiente a la otra extremidad.   
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(Figura 4.10 A, B). Para cuantificar la velocidad de activación, se calculó la 
derivada del área con respecto al tiempo. La velocidad de activación máxima 
para estimulación de la extremidad anterior contralateral fue significativamente 
superior que para estimulación de la extremidad posterior (ANOVA, p = 0.0017, 
n = 9) y fue significativamente mayor usando alta intensidad que baja 
intensidad (ANOVA, p < 0.0001, n = 9). Los valores de la máxima velocidad de 
activación se muestran en la Tabla 5. 
 
Tabla 5. Medidas espaciotemporales de la extensión de las respuestas VSD en corteza somatosensorial 
a estimulación contralateral  
  
                           ALTA INTENSIDAD 
 






                                                                     EA 14.38 ± 4.91  9.04 ± 6.83 
                                                                     EP   9.67 ± 4.64  3.02 ± 3.23 
LatenciaMAX (mm
2)  
                                                                     EA 23.89 ± 5.44 39.94 ± 9.25 
                                                                     EP   27.67 ± 4.60        41.00 ± 7.71 
Velocidad ActivaciónMAX (mm
2/ms)   
                                                                     EA              2.44 ± 0.66           1.16 ± 1.00 
                                                                     EP              1.30 ± 0.49          0.34 ± 0.29 
Máximo solapamiento cortical (mm2/ms)   
                                                                     EA-EP                  k  7.51 ± 4.44          0.52 ± 0.57 
   
(EA = Extremidad anterior; EP = Extremidad posterior) 
 
 Con estímulos de alta intensidad, la activación cortical producida por 
estimulación de la extremidad anterior contralateral alcanzaba el foco de la 
extremidad posterior en el 100 % de los animales, y la activación cortical 
producida por estimulación de la extremidad posterior contralateral alcanzaba 
el foco de la extremidad anterior en el 44 % de los animales (Figura 4.10 D). Un 
estímulo en la extremidad anterior producía una respuesta VSD en el foco de la 
extremidad posterior con una amplitud que era un 61 % más pequeña (t-test: p 
< 0.0001, n = 9) y 8.61 ± 2.88 ms más lenta (t-test: p < 0.0001, n = 9) que en el 
foco de la extremidad anterior, y un estímulo en la extremidad posterior 
producía una respuesta VSD en el foco de la extremidad anterior con una 
amplitud que era un 67 % más pequeña (t-test: p = 0.0042, n = 4) y 11.13 ± 
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4.80 ms más lenta (t-test: p = 0.0037, n = 4) que en el foco de la extremidad 
posterior. Teniendo en cuenta la distancia entre el foco de la extremidad antera 
y el foco de la extremidad posterior (2.15 ± 0.50 mm), se determinó que la 
velocidad de activación linear desde el foco de la extremidad anterior al foco de 
la extremidad posterior (0.12 ± 0.04 mm/ms, n = 9) era más grande que la 
velocidad linear de activación desde el foco de la extremidad posterior hasta el 
foco de la extremidad anterior (0.08 ± 0.01 mm/ms, n = 4) (t-test: p = 0.0112). 
 
4.2.4. Direccionalidad de las respuestas VSD en corteza somatosensorial 
 Los estímulos somatosensoriales producían activaciones corticales que 
se expandían no uniformemente a través de la corteza. Aquí, se estudió la 
posible direccionalidad de las dinámicas de activación, enfocando el estudio en 
la respuesta a estimulación contralateral. Primero se construyeron mapas de 
contorno de la evolución temporal de la región activada (ver apartado 3.3.6.3; 
Figura 4.11 B). Se pudo observar claramente que una diferente direccionalidad 
en las dinámicas de activación entre estimulación de las extremidades anterior 
y posterior. 
 Para estudiar cuantitativamente esta direccionalidad, se calculó el centro 
de activación global en cada instante y se siguió su evolución espaciotemporal 
hasta que el área activada alcanzaba el máximo valor (ver apartado 3.3.6.3; 
Figura 4.11 B; Tabla 6). Las dinámicas de activación por estimulación de la 
extremidad anterior implicaban un movimiento significativo del centro de 
activación global en la dirección medial (t-test: medial-lateral, p = 0.0001, n = 
9), y una tendencia de movimiento más pequeño en dirección posterior (t-test: 
anterior-posterior, p = 0.06, n = 9). Por el contrario, no había movimiento 
significativo del centro de activación global por estimulación de la extremidad 
trasera en ninguna dirección (t-test: medial-lateral, p  = 0.12; anterior-posterior, 
p = 0.38, n = 9).  Debido a que la expansión no era uniforme, el centro de 
activación global no proporcionaba necesariamente una descripción completa 
de la dirección de activación. Para ello, se siguió la evolución espaciotemporal 
del centro de activación en cada uno de los cuatro cuadrantes definidos por los  
 
 







Figura 4.11. Direccionalidad de las respuestas VSD en corteza somatosensorial a estímulos 
contralaterales. (A) Mapas de contorno de la evolución temporal de la región activada por 
estimulación de la extremidad delantera (izquierda) y trasera (derecha) contralateral en un animal 
representativo. Los contornos se muestran cada 1 ms desde la activación inicial hasta que el área 
activada alcanzaba el máximo valor. Las filas indican las direcciones anterior-posterior y medial-
lateral. (B) Evolución espaciotemporal del centro de activación global para estímulos en la extremidad 
delantera (izquierda) y trasera (derecha) hasta que el área activada era máxima, en todos los 
animales. (C) Evolución espaciotemporal del centro de activación en los cuatro cuadrantes (Q1-Q4) 
para estímulos en la extremidad delantera (izquierda) y trasera (derecha) hasta que el área activada 
era máxima, en todas las ratas. En B,C los centros de activación inicial corresponden a cada rata 
donde eran alineadas y situadas en el centro de la imagen y las filas en un pequeño cuadro indican 
las direcciones anterior-posterior y medial-lateral. 
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ejes anterior-posterior y medial-lateral alrededor del centro de activación global 
(ver apartado 3.3.6.3; Figura 4.11 C; Tabla 6).  
 
 Tabla 6. Direccionalidad de las respuestas VSD en corteza somatosensorial a estímulos contralaterales 
  




  EA EP  EA   EP 
Centro de activación global (mm)   1.49 ± 0.89 
 
1.07 ± 1.11 
 
1.60 ± 0.51 
 
1.27 ± 0.59 
 
Centro de activación, Q1 (mm)   0.32 - 4.79 0.00-3.37 0.90 - 2.64 0.64 - 2.65 
Centro de activación, Q2 (mm)   2.2 ± 3.4 4.7 ± 4.9 1.0 ± 1.6 1.2 ± 1.3 
Centro de activación, Q3 (mm)   67 ± 21 50 ± 28 65 ± 21 70 ± 21 
 
Centro de activación, Q4 (mm) 10.3 ± 3.5 14.6 ± 6.0 9.2 ± 2.6 13.3 ± 4.7 
(Los valores representan el movimiento máximo del centro de activación global y el centro de activación 
en los cuatro cuadrantes con respecto al centro de activación global inicial. Q1-Q4 corresponden a los 4 
cuadrantes y valores positivos indican movimiento medial o anterior y valores negativos indican 
movimiento lateral o posterior) 
 
 Consistentemente con los resultados obtenidos en el párrafo anterior, la 
expansión de la activación debido a estimulación de la extremidad anterior 
tenía una evolución neta en dirección medial, mientras la expansión de la 
activación debido a estimulación de la extremidad posterior era más 
homogénea en todas las direcciones. Existiendo una diferente direccionalidad 
en las dinámicas de activación entre estimulación de la extremidad anterior y 
posterior. Se observaron diferencias similares en las dinámicas de activación 
por estimulación de las extremidades anterior y posterior, al analizar las 











Figura 4.12. Direccionalidad de las respuestas VSD en corteza somatosensorial a 
estímulos ipsilaterales. (A) Mapas de contorno de la evolución temporal de la región 
activada por estimulación de la extremidad anterior (izquierda) y posterior (derecha) 
ipsilateral en un animal representativo. (B) Evolución espaciotemporal del centro de 
activación global para estímulos en la extremidad anterior (izquierda) y posterior 
(derecha) hasta que el área activada era máxima, en todos los animales. (C) Evolución 
espaciotemporal del centro de activación en los cuatro cuadrantes (Q1-Q4) para 
estímulos en la extremidad anterior (izquierda) y posterior (derecha) hasta que el área 
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 La presente tesis constituye un profundo análisis de la fisiología del 
sistema somatosensorial de la rata en dos niveles críticos para el 
procesamiento somatosensorial, como son tálamo y corteza. En tálamo, 
realizamos un estudio fino, a nivel de neuronas individuales, de la fisiología en 
la región correspondiente a las vibrisas (núcleo VPM) y en la región 
correspondiente a las extremidades (núcleo VPL). Sobre los resultados del 
estudio fisiológico en tálamo se ha realizado un complejo análisis de 
información que permite comparar los aspectos temporales del código neural 
con la cuantificación de la magnitud de respuesta neuronal a los estímulos 
periféricos. Dicho estudio está basado en los datos experimentales, así como, 
en experimentos computacionales. Finalmente, el estudio de la fisiología 
somatosensorial en la región de las extremidades es extendido desde el tálamo 
a la corteza cerebral. Para ello, empleamos la técnica de imagen VSD, la cual, 
nos ha permitido investigar con una amplia perspectiva espaciotemporal, las 
claves de la activación sensoriomotora supragranular en respuesta a 
estimulación de las extremidades. De esta manera, estructuramos la presente 
discusión en torno a los tres estudios anteriores, en correspondencia con los 
objetivos planteados en este trabajo. 
 
5.1. FISIOLOGÍA DE LAS NEURONAS DE LOS NÚCLEOS TALÁMICOS 
VPM Y VPL 
 El sistema trigeminal de la rata se ha empleado de forma generalizada 
para el estudio del procesamiento somatosensorial, sin embargo, es importante 
conocer si las características de ese procesamiento son comunes fuera de 
dicho sistema, es decir, en las regiones que corresponden a las extremidades. 
Para intentar esclarecer esta cuestión, en este trabajo se ha estudiado las 
respuestas de las neuronas de los núcleos VPM y VPL a estímulos ON, OFF e 
impulso. Lo que denominamos estímulos ON y OFF se corresponden 
respectivamente con el inicio y final de un pulso cuadrado de 500 ms de 
duración, en el cual estudiamos la activación neuronal alrededor de dichos 
instantes temporales. Asimismo, denominamos impulso a un pulso cuadrado de 
corta duración (1 ms). Un estímulo impulsivo es pues un estímulo ON-OFF de 
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muy corta duración. Nosotros observamos esencialmente idéntica estructura de 
magnitud/latencia de respuesta en las neuronas correspondientes a las 
extremidades delantera, trasera y vibrisas (véanse Tabla 1 y Figura 4.2). Con la 
única excepción de un gradiente en la latencia de respuesta entre las neuronas 
de vibrisas y de extremidad anterior y entre la extremidad anterior y la 
extremidad posterior. Estas diferencias son debidas a las diferencias en la 
distancia recorren las aferencias primarias desde las extremidades posteriores, 
anteriores y vibrisas hacia el tronco del encéfalo. Por tanto, se genera una 
diferencia en los tiempos de activación neuronal en el tronco del encéfalo 
dependiendo de los diferentes lugares de estimulación.  
 Nuestros resultados muestran también que tanto en el núcleo VPL como 
en el núcleo VPM, existen neuronas cuyas respuestas presentan preferencia 
ante determinados estímulos. Más concretamente, encontramos neuronas con 
preferencia ante el estímulo ON, esto es, que responden  con mayor eficiencia 
al estímulo ON; encontramos también neuronas con preferencia ante el 
estímulo OFF y neuronas con igual preferencia a los dos estímulos, existiendo 
pues un gradiente de respuestas en una población talámica ante un mismo 
estímulo, que va desde la respuesta pura al estímulo ON, hasta la respuesta 
pura al estímulo OFF (véase Figura 4.3). De este modo, un mismo estímulo 
producirá respuestas diferentes o heterogéneas en una población neuronal 
talámica, que forma el agregado neuronal que se corresponden 
somatotópicamente la región corporal estimulada, pudiendo verse este 
procesamiento neuronal como una descomposición de las características del 
estímulo en respuestas neuronales heterogéneas. Estos resultados concuerdan 
con la más conocida fisiología del núcleo VPM, donde se ha visto que la 
información somatosensorial es procesada de manera distribuida por grupos de 
poblaciones de neuronas funcionalmente heterogéneas dentro de cada 
agregado/barriloide (Nicolelis & Chapin, 1994). Nuestros resultados indican 
pues, que dicho funcionamiento no es exclusivo de las neuronas 
correspondientes a las vibrisas (núcleo VPM), sino que se extiende también a 
las neuronas correspondientes a las extremidades (núcleo VPL). Es bien 
conocido que las neuronas de un barriloide talámico se corresponden 
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anatómicamente con una vibrisa, es decir, responden de forma más eficiente a 
los estímulos recibidos por su correspondiente vibrisa (Welker, 1971; Brecht et 
al., 2003), sin embargo, esa eficiencia en la respuesta neuronal varía en 
función de la dirección en la que se estimule la vibrisa, de forma que existe una 
preferencia angular en subgrupos de neuronas dentro del barriloide (Timofeeva 
et al., 2003). Así que la estimulación de una vibrisa en diferentes ángulos se 
corresponde con la activación de neuronas en distintas localizaciones 
espaciales dentro de un barriloide de VPM (Timofeeva et al., 2003). Por tanto, 
encontramos que la complejidad en la posibilidad de estimular el campo 
receptor principal para las neuronas del VPM es equivalente a la de las 
neuronas del VPL. En conclusión, dentro de una agrupación/agregado talámica 
que define un campo receptor hay subgrupos de neuronas con diferentes 
localizaciones espaciales que responderían o se activarían de forma diferente 
según los distintos tipos de estímulos que se pueden recibir en una región 
concreta de la superficie corporal, siendo en ambos casos un problema 
continuo de determinación de campo receptor.  
 Como hemos mencionado anteriormente, la especialización neuronal 
como modo de procesamiento somatosensorial es una característica común a 
todo el complejo ventrobasal. La alta especialización neuronal exige grandes 
regiones somatosensoriales dedicadas al procesamiento somatosensorial. En 
clara concordancia con esto está el hecho de que encontremos una 
representación topográfica de las garras mucho mayor que la del resto de la 
extremidad (Francis et al., 2008) puesto que son zonas corporales altamente 
implicadas en la recepción de estímulos y exigen por tanto, una elevada 
cantidad de recursos neuronales. Asimismo, las neuronas de estas regiones 
poseen campos receptores de menor tamaño que las del resto de la 
extremidad (Angel & Clarke, 1975). Curiosamente, en este trabajo hemos visto 
que tanto en el VPM como en el VPL, el tamaño del campo receptor era 
diferente para el estímulo ON y el estímulo OFF, o lo que es lo mismo, la 
respuesta al estímulo OFF no decrece, como lo hace la respuesta al estímulo 
ON, cuando el estímulo es movido del centro del campo receptor (campo 
receptor principal, por ejemplo, un dígito o una vibrisa) hasta un campo 
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receptor secundario (por ejemplo, un dígito vecino o vibrisa vecina). Lo cual 
sugiere que el campo receptor para el estímulo OFF tiene una forma espacial 
diferente que para el estímulo ON (véase Figura 4.4). Desde una perspectiva 
funcional, la alta precisión espacial de las respuestas al ON pueden ser críticas 
para determinar exactamente dónde empieza un estímulo, mientras la baja 
precisión espacial de las respuestas al OFF puede proporcionar una señal 
distribuida de cuándo un estímulo termina. 
 Así pues, este trabajo pone de manifiesto la homogeneidad fisiológica 
del complejo ventrobasal, mediante un análisis de las respuestas de neuronas 
talamocorticales correspondientes a las vibrisas y a las extremidades delantera 
y trasera. Y corrobora la importancia de la heterogeneidad en las respuestas 
neuronales que forman la población o agregado que se activa ante cada 
estímulo. 
 
5.2. CÓDIGO NEURAL EN LOS NÚCLEOS TALÁMICOS VPM Y VPL 
En el presente trabajo se analiza la importancia de la información 
temporal frente a la información extraída por la magnitud de las respuestas en 
todo el complejo ventrobasal. Pero para entender los resultados, conviene 
hacer unas aclaraciones previas. En este trabajo se ha considerado que la 
información extraída de la distribución temporal ("spike-timing") incluye 
información temporal e información extraída de la magnitud de respuesta. En 
general, estas dos informaciones no son independientes, sino que pueden 
relacionarse entre sí con una cierta sinergia/redundancia (ver apartado 
3.2.5.2.3). Trabajos previos han mostrado que en el núcleo VPM la información 
extraída de la distribución temporal de las respuestas, es decir, "spike-timing", 
conlleva más información que la magnitud de respuesta (expresada como 
número de espigas/estímulo) tanto en la discriminación de la localización del 
estímulo (Gazanfar et al., 2000) como en la discriminación de la dinámica del 
estímulo (Montemurro et al., 2007). En el presente trabajo se extienden estos 
resultados desde la región talámica correspondiente a las vibrisas (núcleo 
VPM) hasta la región talámica correspondiente a las extremidades (núcleo 
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VPL), llevando al nivel de información la homogeneidad que previamente 
investigamos a nivel fisiológico (Aguilar et al., 2008).  
 Como modelo de discriminación de la localización del estímulo se han 
usado las respuestas al estímulo ON para discriminar entre los estímulos que 
fueron aplicados en el campo receptor principal y los estímulos aplicados en el 
campo receptor secundario excitador (véase Figura 4.5 A). Asimismo, se ha 
analizado la discriminación de la dinámica temporal del estímulo, para lo cual 
se han comparado los estímulos ON y OFF aplicados en el campo receptor 
principal (véase Figura 4.5 B, C). Recordamos que denominamos estímulo ON 
al inicio de un estímulo de larga duración y estímulo OFF al final de dicho 
estímulo. En ambos modelos de discriminación, considerar la distribución 
temporal de las respuestas proporcionó más información que considerar 
únicamente la magnitud de las mismas en las neuronas del VPL. 
 En el sistema somatosensorial se ha demostrado que las primeras 
espigas de las respuestas neuronales en cada prueba del estímulo conllevan la 
mayor parte de la información sobre la discriminación del estímulo (Panzeri et 
al., 2001; Petersen et al., 2001; Foffani et al., 2004). En este trabajo, nuestros 
datos muestran que la primera espiga de cada respuesta conlleva la mayor 
parte de la información temporal en el complejo ventrobasal (núcleos VPM y 
VPL). Estos resultados son coherentes con el tipo de actividad de las neuronas 
talamocorticales, las cuales presentan una baja actividad (espigas) en 
respuesta a estímulos, que puede oscilar entre 0.5 y 2 espigas por estímulo 
(Hartings et al., 2000; Montemurro et al., 2007; Kyriazi et al., 1994; Armstrong-
James & Callahan, 1991). Este bajo número de espigas en las respuestas a los  
estímulos de las neuronas de los núcleos VPM y VPL sugiere la existencia de 
otros elementos de la respuesta más significativos en la transmisión de 
información acerca de las características de los estímulos. Esos elementos de 
las respuestas pueden ser los aspectos temporales, más concretamente la 
latencia de las mismas. Nuestros experimentos computacionales confirman que 
la información temporal es aportada principalmente por las diferencias de 
latencia entre las respuestas a diferentes estímulos. Para que las diferencias 
de latencia entre las respuestas a los estímulos sea la contribución más 
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importante a la información temporal es necesario que las respuestas 
individuales a los estímulos sean muy precisas y esta es, efectivamente, una 
característica de las neuronas talamocorticales (Nicolelis & Chapin, 1994; 
Aguilar & Castro-Alamancos, 2005; Petersen et al., 2008). De esta manera, las 
diferencias de latencias entre estímulos pueden ser un elemento clave para la 
transmisión de la información dentro de una población de neuronas altamente 
sincronizadas. 
 De esto se deduce que la variabilidad temporal de las respuestas de una 
neurona ante un mismo estímulo ("jitter") sería perjudicial para la transmisión 
de información. En este trabajo, se han realizado experimentos 
computacionales en los que se han introducido de forma artificial jitters en las 
respuestas neuronales ante estímulos reales. El resultado ha sido que la 
presencia de jitters va en detrimento de la información contenida en las 
diferencias de latencias, que es lo que permitiría discriminar entre estímulos. 
Sin embargo, la presencia de jitter cuando las latencias de respuestas a 
diferentes estímulos son suficientemente pequeñas (cercanas a cero), pueden 
aumentar la información sobre los estímulos y mejorar la discriminación (véase 
Figura 4.7 E). Ambos experimentos computacionales demuestran que la 
precisión temporal es fundamental para una precisa extracción de información 
de las respuestas neuronales, y que tanto la precisión temporal como la 
variabilidad temporal que muestran las diferentes respuestas pueden aportar 
información dependiendo del tipo de estímulos que el sistema tiene que 
comparar.  
 Además del problema de discriminación entre estímulos, en este trabajo 
se ha investigado el problema de la detección de estímulo en las neuronas del 
VPL que respondían a los estímulos ON y OFF aplicados en el campo receptor 
principal y campo receptor secundario excitador (ver apartado 4.1.2.5). Para 
ello se realizó una discriminación entre los estímulos (ventana post-estímulos) y 
la ausencia de estímulo (ventana pre-estímulo) usando el número de espigas y 
la distribución temporal de las mismas. Los resultados en el problema de 
detección de estímulo fueron en la misma línea que en el problema de 
discriminación de estímulos, es decir, la información aportada por la 
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distribución temporal fue mayor que la información aportada por el número de 
espigas o magnitud de respuesta en las neuronas del VPL. Los valores de 
información obtenidos en la detección de estímulos son superiores a los 
obtenidos en la discriminación entre estímulos, lo cual sugiere que la 
discriminación entre estímulos es una tarea computacionalmente más 
complicada que la detección de estímulos en el animal anestesiado. Lo que 
está en concordancia con las observaciones de Sherman (2001) en las que 
cuando las neuronas se encuentran en el modo ráfaga (animal en reposo, 
somnoliento o anestesiado) la respuesta al estímulo permite una mejor 
detección de la señal (aunque menor fiabilidad para responder a estímulos de 
alta frecuencia). De hecho, el modo ráfagas puede ser un modo efectivo de 
transmisión de información incluso en el animal despierto (Ortuño et al., 2014).  
 
 En conclusión, nuestros análisis de información realizados sobre las 
respuestas neuronales ante estímulos reales y los experimentos 
computacionales usados para modificar latencias y variabilidad temporal de las 
mismas, confirman que en la discriminación y detección de estímulos, la 
información temporal puede ser más alta que la información contenida en la 
magnitud de respuesta en todo el complejo ventrobasal. 
  
5.3. IMAGEN VSD DE LA REGIÓN CORRESPONDIENTE A LAS 
EXTREMIDADES EN CORTEZA SENSORIOMOTORA  
 El objetivo de esta parte del trabajo ha sido estudiar la fisiología de la 
corteza somatosensorial, concretamente de la región perteneciente a las 
extremidades, con el fin de aportar un mayor conocimiento sobre cómo son las 
dinámicas de activación espaciotemporal de las capas corticales 
supragranulares en respuesta a estimulación de las extremidades. Para ello, se 
empleó la técnica de imagen VSD para visualizar en un hemisferio la activación 
en respuesta a estimulación de las cuatro extremidades. Los estímulos 
consistieron en pulsos eléctricos cuadrados aplicados separadamente en cada 
una de las extremidades. Se utilizaron dos niveles de intensidad, una baja 
intensidad de 0.6 mA que activa solo una fracción de las fibras disponibles, que 
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corresponden en su mayoría a las fibras táctiles (Aß) y propioceptivas (Aα) que 
se activan a bajo umbral, y una alta intensidad (6 mA) con el objetivo de activar 
todas las fibras disponibles, en cuyo caso se reclutan también las fibras de alto 
umbral como son las termorreceptivas y nociceptivas (Aδ y C) (Lilja et al., 
2006). De esta forma, se consigue un buen control de las respuestas 
fisiológicas debido a distinto grado de reclutamiento de fibras periféricas 
dependiendo del tipo de estimulación. 
Nuestros resultados muestran que la activación de la región cortical 
correspondiente a la extremidad delantera por estimulación de la extremidad 
delantera presentan una mayor amplitud y menor latencia que la activación de 
la región cortical correspondiente a la extremidad trasera por estimulación de la 
extremidad trasera (véanse Figura 4.9 y Tabla 3). Lo cual indica que los 
resultados obtenidos con la técnica de imagen VSD sobre la activación de 
capas supragranulares son consistentes con los resultados obtenidos en capas 
infragranulares con técnicas más clásicas como la electrofisiología (Moxon et 
al., 2008; Aguilar et al., 2010). A nivel espacial, la localización de la activación 
inicial en respuesta a estimulación contralateral concuerda con el mapa 
somatotópico cortical conocido para extremidad delantera y trasera (Chapin & 
Lin, 1984). La estimulación de las extremidades ipsilaterales a la corteza 
visualizada, produce en la misma una activación inicial que se encuentra 
dividida en dos focos, los cuales no coinciden en coordenadas somatotópicas 
con el foco de activación por estimulación de las extremidades contralaterales 
(2012, véase Figura 4.9 A). Esto es consistente con el bajo solapamiento de las 
respuestas que se ha descrito en capas infragranulares a estimulación táctil de 
las extremidades delanteras contralateral e ipsilateral (Tutunculer et al., 2006).  
 
 La gran ventaja de la técnica de imagen VSD es la alta resolución 
temporal y espacial que aporta al estudio de la fisiología cortical. Esto es 
idóneo para un estudio preciso de las dinámicas de activación y de los 
aspectos espaciales de las respuestas. Como se describe en la introducción de 
este trabajo (véase apartado 1.7) los estudios con imagen VSD de la corteza 
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somatosensorial en la región de las extremidades se han enfocado 
principalmente desde un punto de vista patológico; sin embargo, son 
numerosos los estudios realizados en condiciones naturales de la fisiología de 
la corteza de barriles. En dicha región cortical se ha demostrado que la 
activación por estimulación periférica puede alcanzar regiones bastante 
alejadas del foco principal de la activación (Petersen et al., 2003a). En el 
presente trabajo de tesis, hemos evaluado el alcance de la activación cortical, 
así como velocidades de activación y grado de solapamiento entre las regiones 
corticales activadas por estimulación de las distintas extremidades. Y esto se 
ha realizado para los dos niveles de intensidad de estimulación descritos a 
comienzos de este apartado (véanse Figura 4.10  y Tabla 5). Nuestros 
resultados han mostrado que los parámetros estudiados son diferentes bajo 
estímulos a baja y alta intensidad y entre estímulos en la extremidad delantera 
y en la extremidad trasera. Lo cual podría sugerir una cierta anisotropía 
anatómica cortical desde la extremidad delantera a la trasera y desde la 
extremidad trasera a la delantera. Globalmente, nuestros registros muestran 
grandes regiones de activación cortical, consistente con los amplios campos 
receptores de las neuronas piramidales de las capas supragranulares (Brecht 
et al., 2003) y con las conexiones horizontales de rango largo (Frostig et al., 
2008; Bernardo et al., 1990; Armstrong-James et al., 1992). Pero además de 
una contribución cortico-cortical, la gran extensión de la activación cortical 
puede tener un origen subcortical. El origen subcortical de la activación cortical 
extensa puede suceder por la activación del tracto espinotalámico a la 
estimulación de alta intensidad, ya que estas neuronas hacen sinapsis en los 
núcleos más mediales del tálamo como el Pom que tienen sus dianas corticales 
precisamente en las capas supragranulares. Por lo tanto, la activación lenta y 
extensa que se observa por esta estimulación puede tener doble origen, la 
llegada tálamocortical desde núcleos de la vía paralemniscal y la dinámica 
córticocortical. 
 Una parte importante del presente trabajo ha sido el estudio detallado de 
las dinámicas de la activación en la corteza somatosensorial contralateral a la 
extremidad estimulada, desde el inicio de la activación hasta que la activación 
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alcanzaba su máxima extensión. Los resultados muestran una estructura 
espaciotemporal diferente entre en la activación de las regiones corticales 
correspondientes a las extremidades delantera y trasera (véanse Figura 4.11 y 
Tabla 6). Si bien en la primera se observa una clara propagación en dirección 
medial, en la segunda la propagación de la actividad se mantiene más 
uniformemente distribuida en todas direcciones, aunque con cierta tendencia 
medial. Este hecho parece reflejar la propagación de la actividad desde la 
corteza somatosensorial a la correspondiente corteza motora, 
consistentemente con las conocidas proyecciones desde corteza 
somatosensorial a corteza motora (Ferezou et al., 2007) y de acuerdo también 
con el hecho de que la mayor parte de la corteza somatosensorial 
correspondiente a la extremidad delantera está separada de la corteza motora, 
mientras que ambas cortezas solapan casi por completo en la representación 
de la extremidad trasera (Donoghue et al., 1979; Neafsey et al., 1986). Esta 
dinámica en la corteza somatosensorial de las extremidades es consistente con 
la corteza de barriles, en la cual también se observa la activación de la región 
somatosensorial seguida de la activación de la corteza motora (Ferezou et al., 
2007; Mao et al., 2011). 
 Como parte final de este apartado, discutiremos lo que ocurre con la 
estimulación de las extremidades ipsilaterales, que aunque no ha sido una 
cuestión principal en este trabajo, el resultado ha sido novedoso. Como se 
mencionaba anteriormente, la estimulación de las extremidades ipsilaterales 
desencadenaba la activación de dos focos (véanse Figura 4.9 y Figura 4.12). 
Anatómicamente, dichos focos se corresponden probablemente con las 
regiones somatosensorial y motora. Ya que una activación de la zona motora 
en respuesta a estimulación eléctrica de las extremidades ipsilaterales ha sido 
reportada también por otro trabajo empleando la técnica de imagen VSD 
(Ghosh et al., 2009). Sin embrago, la ausencia de activación de la zona 
somatosensorial descrita en el mismo trabajo podría explicarse por la menor 
resolución temporal empleada (5ms frente a los 0.5 ms del presente trabajo) en 
el seguimiento de la activación que se describe en el trabajo de estos autores. 
La presencia de múltiples focos encontrados en nuestras investigaciones es 
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consistente con los múltiples orígenes corticales (Manzoni et al., 1980; Pelled 
et al., 2007; Shuler et al., 2001) y subcorticales (Armstrong-James & George, 
1988b; Usunoff et al., 1999; Wree et al., 2005) de las respuestas ipsilaterales. 
Sin embargo, nuestros datos muestran que la activación ipsilateral tiene unas 
latencias tanto al inicio como al pico de activación mayores que las 
contralaterales (véanse Figura 4.9 y Tabla 3), lo que nos hace pensar que el 
origen de esta actividad es cortico-cortical. Es decir, si el origen fuera en su 
mayor parte subcortical (desde los núcleos mediales del tálamo que reciben 
desde las entradas espinotalámicas), la activación cortical sería casi 
simultánea. En los resultados que mostramos la diferencia de latencias es 
consistente con una secuencia temporal que lleve a activar primero la corteza 
contralateral al estímulo y posteriormente la información es enviada a través del 
cuerpo calloso a la corteza correspondiente ipsilateral. 
 Hemos dicho que la expansión de la activación de las regiones corticales 
contralaterales al lugar del estímulo periférico, alcanza regiones mediales 
correspondientes a la corteza motora. En el mismo sentido, realizamos la 
interpretación sobre la detección del foco de activación cortical ipsilateral en 
corteza motora, lo cual podría explicarse por la necesidad de integración 
sensorio-motora en cuadrúpedos.  
 
 Así pues, este trabajo aporta luz al conocimiento de la fisiología de las 
capas supragranulares de corteza sensorimotora en respuesta a estimulación 
de las extremidades en condiciones fisiológicas. Y sienta las bases de las 
dinámicas corticales en condiciones control que servirán como modelo con el 
que comprar e interpretar las dinámicas corticales que se pueden producir en 
situaciones patológicas experimentales como la lesión medular o el ictus, por 
ejemplo. Al mismo tiempo, nuestro trabajo destaca la importancia del uso de 
nuevas técnicas de registro para obtener un mejor conocimiento de las 
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El presente trabajo experimental se centró en el estudio de la fisiología 
del sistema somatosensorial (a nivel talámico y cortical) en la representación de 
las extremidades y las vibrisas, así como de las activaciones corticales y los 
mapas que se obtienen en la corteza somatosensorial ante estímulos aplicados 
en las extremidades. Las principales conclusiones de este estudio son las 
siguientes: 
1. El complejo ventrobasal del tálamo muestra una homogeneidad fisiológica en 
las respuestas neuronales correspondientes a las diferentes regiones 
corporales (vibrisas, extremidad anterior y extremidad posterior) ante estímulos 
periféricos de idénticas características.  
2. En la discriminación y detección de estímulos en el complejo ventrobasal, la 
información extraída del componente temporal de las respuestas neuronales 
puede ser más alta que la información extraída de la magnitud de respuesta, 
estando contenida la mayor parte de dicha información temporal en el primer 
potencial de acción de cada respuesta neuronal.  
3. La información temporal se puede extraer principalmente por las diferencias 
de latencia entre las respuestas a diferentes estímulos. Asimismo, la 
información temporal se ve disminuida por la presencia de jitter (variabilidad en 
la precisión temporal de la latencia) en las respuestas, excepto cuando las 
latencias de respuestas a diferentes estímulos son suficientemente pequeñas 
(cercanas a cero). 
4. La activación cortical inicial por estimulación de las extremidades medida con 
imagen VSD es consistente con el mapa somatotópico conocido de la corteza 
somatosensorial primaria de la rata. 
5. La dinámica de activación de la población neuronal en la corteza 
somatosensorial correspondiente a las extremidades muestra una estructura de 
propagación espaciotemporal diferente para la estimulación de cada 
extremidad.  
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6. La estimulación de una extremidad puede originar la activación de regiones 
corticales correspondientes a la otra extremidad, poniendo de manifiesto la 
importancia de la integración somatosensorial cortical en el procesamiento de 
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 Con el objetivo de aumentar el conocimiento actual sobre la fisiología del 
sistema somatosensorial en la representación de las extremidades a nivel 
talámico y a nivel cortical, exponemos el siguiente conjunto de publicaciones, 
las cuales contienen los principales resultados de la presente tesis. 
 La primera publicación (Aguilar J, Morales-Botello ML, Foffani G, 2008) 
estudia en detalle la fisiología de neuronas registradas en el complejo 
ventrobasal talámico, el cual se compone del núcleo VPM donde se reciben las 
entradas sensoriales desde las vibrisas, y del núcleo VPL donde se reciben las 
entradas sensoriales desde las extremidades y el tronco. Estos registros se 
obtuvieron extracelularmente en ratas anestesiadas. En este trabajo se 
concluye que las neuronas del complejo ventrobasal son homogéneas 
fisiológicamente, es decir, que muestran respuestas con las mismas 
características fisiológicas cuando son sometidas al mismo tipo de estímulo 
táctil, independientemente de si pertenecen a la región corporal de vibrisas 
(VPM), de la extremidad delantera o de la extremidad trasera (VPL). La 
segunda publicación (Foffani G, Morales-Botello ML, Aguilar J, 2009) analiza 
los aspectos temporales del código neural, mediante análisis de información y 
experimentos computacionales realizados sobre los registros electrofisiológicos 
anteriores. Este trabajo manifiesta como la homogeneidad del complejo 
ventrobasal talámico es extensible también en términos de información, y 
muestra que los aspectos temporales de las respuestas pueden aportar más 
información que la magnitud de las mismas. 
 Así pues, los trabajos anteriores aportan en conjunto una amplia 
descripción en términos fisiológicos y de información de las regiones talámicas 
que representan a las extremidades, comparándose a su vez con las más 
estudiadas regiones que representan a las vibrisas. La falta de conocimiento 
sobre la fisiología en la representación talámica de las extremidades era 
también extensible a la corteza. Asimismo, a nivel cortical la mayor parte de los 
estudios han sido referidos a capas granular e infragranular, sin embargo, las 
capas supragranulares juegan un papel muy importante en el procesamiento 
sensorimotor. Por ello, la tercera publicación (Morales-Botello ML, Aguilar J, 
Foffani G, 2012) aborda el estudio de las dinámicas de activación 
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espaciotemporal de las capas supragranulares en respuesta a estimulación de 
las extremidades de la rata, empleando para ello "voltage-sensitive-dye 
imaging". Este trabajo pone de manifiesto importantes diferencias 
somatotópicas entre los mapas contralaterales e ipsilaterales, si bien, la 
estimulación de las extremidades contralaterales origina la activación inicial de 
un solo foco en la correspondiente corteza somatosensorial primaria, la 
estimulación de las extremidades ipsilaterales origina la activación inicial de 
dos focos, no coincidentes con la activación por estimulación contralateral. Este 
trabajo muestra también diferencias en las dinámicas espacio-temporales de 
activación en respuesta a estimulación de las extremidades delanteras y 
traseras, mientras la estimulación de las extremidades delanteras produce una 
activación cuyo centro se expande rápidamente en dirección medial, la 
estimulación de las extremidades traseras produce una activación que se 
expande más uniformemente, sin una clara direccionalidad. Este estudio 
proporciona así una completa descripción de las dinámicas espacio-temporales 
de activación de la corteza somatosensorial supragranular de la rata en 
respuesta a estimulación de las extremidades. 
 El conjunto de las tres publicaciones permite un mayor conocimiento de 
la fisiología talámica y cortical relativa a las señales procedentes de las 
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