At the critical point of the golden-mean quasiperiodic transition to chaos we show the presence of an infinite sequence of unstable orbits in complex domain with periods given by the Fibonacci numbers. The Floquet eigenvalues ͑multipliers͒ are found to converge fast to a universal complex constant. We explain this result on the basis of the renormalization group approach and suggest using it for accurate estimates of the location of the golden-mean critical points in parameter space for a class of nonlinear dissipative systems defined analytically. As an example, we obtain data for the golden-mean critical point in the two-dimensional dissipative invertible map of Zaslavsky. We give a set of graphical illustrations for the scaling properties and emphasize that demonstration of self-similarity on two-dimensional diagrams of Arnold tongues requires the use of a properly chosen curvilinear coordinate system. We discuss a procedure of construction of the appropriate local coordinate system in the parameter plane and present the corresponding data for the circle map and Zaslavsky map.
I. INTRODUCTION
Very often the creation of several oscillatory components comes before the transition to chaos in multidimensional nonlinear systems. The frequencies of these components normally depend on control parameters. If the frequency ratios f i / f j are irrational, the attractor is a torus of dimension determined by the number of relevant oscillatory motions. When the values of f i / f j become close to rational numbers, the oscillations show a tendency to mutual synchronization ͑mode locking͒ accompanied by formation of an attractor that is a lower dimensional torus or a periodic orbit. Quasiperiodic and periodic regimes can undergo further bifurcations, which may finally lead to chaos. This picture is referred to as the route to chaos via quasiperiodicity. Starting from seminal works of Landau ͓1͔ and Ruelle and Takens ͓2͔, numerous studies have been devoted to different aspects of this picture ͓3-29͔.
Let us take a two-dimensional torus and tune the parameters of the dynamical system to keep fixed the irrational frequency ratio of two excited oscillatory components and avoid mode locking. In the parameter space this corresponds to a path along a definite curve. This curve may be terminated by a critical point separating quasiperiodic and chaotic regimes. For a detailed investigation of such a transition it is common to choose the golden-mean frequency ratio f 1 / f 2 ϭϭ(ͱ5Ϫ1)/2. The rational approximants for this are represented by ratios of Fibonacci numbers, m ϭF mϪ1 /F m , where F 0 ϭ0,F 1 ϭ1,F mϩ1 ϭF m ϩF mϪ1 . It is convenient to deal with the golden mean because of the simplicity of the theoretical analysis. Another reason follows from the fact that this irrational number is characterized by the slowest convergence of the sequence of rational approximants. Due to this, the fine structure of the parameter space near the golden-mean frequency ratio in experiments and computations appears to be more distinguishable than at other irrational ratios.
The simplest model in which the discussed transition occurs is the one-dimensional circle map nϩ1 ϭ n ϩ⍀Ϫ͑k/2 ͒sin 2 n . ͑1͒
Here is the dynamical variable, n is discrete time, and ⍀ and k are parameters. The winding number w ϭlim n→ϱ n /n plays the role of the frequency ratio. The variable is interpreted as a kind of phase ͑only the fractional part of is of relevance͒, so regimes with rational winding numbers are regarded as periodic.
In Fig. 1͑a͒ we present a chart of the parameter plane (k,⍀). Regions of different dynamical behavior are shown in gray scale. Domains of synchronization, known as Arnold tongues, correspond to rational winding numbers. The horizontal line kϭ1 separates two essentially distinct parts of the parameter space: below this line the map is invertible, above this line it is not. At kϽ1 quasiperiodic regimes occur between the tongues.
In the parameter plane one can find a curve ⍀ϭ⍀ (k) of constant irrational winding number wϭϭ(ͱ5Ϫ1)/2 ͓Fig. 1͑b͔͒. Just on the border of the invertibility loss this curve terminates at the point ͑ k c ,⍀ c ͒ϭ͑ 1,0.606 661 063 470 185 . . . ͒, ͑2͒
which will be referred to as the GM critical point ͑GM stands for ''golden mean''͒. Scaling properties intrinsic to this point were discovered in numerical computations by Shenker ͓3͔. It is commonly believed that a critical point of the same kind occurs in nonlinear dissipative systems of different natures. This assertion is supported by some experimental and numerical studies, including experiments on RayleighBénard convection ͓9,13,14,17,25͔.
As known, the simplest class of continuous time systems possessing complex dynamics and chaos is represented by three-dimensional flows. Using construction of the Poincaré section, one can reduce the description of the dynamics to a two-dimensional invertible map. In the parameter space of such a system the terminal point of a curve of constant winding number cannot be associated with violation of the invertibility. So the question arises of how one can find the critical point in this case. Some ways to solve this problem have been discussed in the literature ͓23-25͔, but we intend to present here an alternative approach.
To invent an algorithm for computation of the critical point we recall a similar problem for the period doubling transition to chaos. In that case an elegant method is known based on so-called eigenvalue matching ͓30-33͔. At the Feigenbaum critical point an infinite set of unstable periodic orbits is present. Periods are equal to 2 m , and cycle eigenvalues ͑multipliers͒ converge to a universal constant c ϭ Ϫ1.601 19 . . . . The value of the control parameter is selected to reach equality of the multipliers for two sufficiently long periods, and it yields a good estimate for the critical point. Alternatively, one can search for the parameter value at which the multiplier for one period 2 m equals c . The larger m is, the more precisely the value of the parameter will be obtained. An analogous approach was exploited in studies of the destruction of ''noble'' Kolmogorov-Arnold-Moser tori in Hamiltonian dynamics ͓35-38͔. In particular, for the golden-mean frequency ratio there exists an infinite set of unstable orbits with periods given by Fibonacci numbers. Their eigenvalues are expressed via the so-called residue, which tends to a universal constant.
In the dissipative case no periodic orbits occur at the GM critical point. Nevertheless, as we show in the present paper, a set of orbits with desirable properties does exist in the complex domain of the dynamical variables. Hence, application of a similar method for computation of the GM critical point becomes possible. As a basic example, we take a popular two-dimensional invertible map, which has been derived from realistic physical assumptions-the standard dissipative map of Zaslavsky ͓9,25,35͔.
Having found accurately the critical point GM for this map we will discuss in some detail the intrinsic scaling properties, which are common for all representatives of the universality class including the one-dimensional circle map ͓3-9,16,19,20,28,29͔ . In particular, we pay special attention to the self-similar arrangement of the picture of Arnold tongues near the GM critical point. To our knowledge, no convincing illustrations of two-dimensional scaling have been presented in the literature, even for the circle map. Apparently, the reason is a subtlety of the question: as we argue, some special nonlinear coordinate change must be implemented to define in the parameter plane a coordinate system appropriate for demonstration of the scaling property. Without properly chosen local coordinates no perfect correspondence of the parameter space arrangement on different scales can be observed ͑see, e.g., ͓34͔͒.
In Sec. II we present numerical evidence that the circle map at the GM critical point possesses an infinite sequence of orbits ͑cycles͒ in the complex domain with periods given by Fibonacci numbers and with Floquet eigenvalues ͑multi-pliers͒ converging to a universal complex constant. In Sec. III we briefly reproduce the RG analysis for a onedimensional map and use it to explain the results of the previous section. In particular, the value of the universal multiplier is obtained from the solution of the RG equation. In Sec. IV we formulate a method of precise computation of the critical point. It consists in selecting appropriate values of FIG. 1. ͑a͒ Parameter plane of the circle map ͑1͒. Regions of synchronization ͑Arnold tongues͒ are shown in gray; winding numbers are indicated inside the tongues. White regions correspond to quasiperiodicity ͑below kϭ1), chaos ͑above kϭ1), or unrecognized long periods. ͑b͒ Illustration of the GM critical point definition: in the parameter plane this is a terminal point of the curve of constant irrational winding number (ͱ5Ϫ1)/2 located at the border of invertibility loss. In the diagram ͑a͒ the critical point is marked by a small cross.
control parameters to reach the universal value of the multiplier for a complex orbit of period given by a sufficiently large Fibonacci number. The method is applied to the Zaslavsky map, and the GM critical point is found. In Secs. V and VI we discuss and compare the scaling properties of the Zaslavsky map and the circle map at the GM point and in its neighborhood.
II. COMPLEX PERIODIC ORBITS OF THE CIRCLE MAP
Let us suppose that the dynamical variable in the circle map ͑1͒ is complex, although the parameters ⍀ and k remain real. The substitution n ϭx n ϩiy n and separation of real and imaginary parts yields x nϩ1 ϭx n ϩ⍀Ϫ͑k/2 ͒cosh 2y n sin 2x n , y nϩ1 ϭy n Ϫ͑k/2 ͒sinh 2y n cos 2x n . ͑5͒
An orbit is regarded as a cycle of period q if
where p is an integer. In Table I we summarize data from numerical calculations revealing a set of unstable complex cycles with periods given by Fibonacci numbers. Among the points of the periodic orbits for the presentation we have selected those that obey a scaling relation: The ratio of two subsequent complex numbers in the left column of the table converges fast to a real value ␣ϭϪ1.288 57 . . . . The last column of Table I contains the Floquet eigenvalues, or multipliers, for the periodic orbits found. The multiplier is defined as a factor determining evolution of a small perturbation over one period T. For our one-dimensional complex map the value of T is an analytic function of 0 , and the multiplier may be evaluated simply as a derivative:
͓1Ϫk cos 2͑x n ϩiy n ͔͒. ͑7͒
From Table I we observe that the multipliers of the cycles with Fibonacci periods tend to a certain complex value ϩ Ϸ0.7421ϩ2.5428i. It is worth mentioning that each member of the sequence of unstable cycles given in Table I has a complex conjugate partner. Hence, there exists a sequence of cycles with multipliers converging to a conjugate constant Ϫ ϭ ϩ * . It may be conjectured that both these conjugate sets of periodic orbits are infinite.
III. RENORMALIZATION GROUP ANALYSIS
To explain the results of the previous section we employ the RG technique developed in ͓4-6,19,20,28,29͔. The main idea consists in considering a set of evolution operators that describe the dynamics at the critical point over increasing time intervals. For the case of the golden-mean winding number, these time intervals are selected as subsequent Fibonacci numbers F m .
Let us introduce a shortened notation for the circle map,
and consider the evolution of some initial n over a time interval given by a Fibonacci number F mϩ1 . As the rational approximant of the winding number is F m /F mϩ1 , we conclude that nϩF mϩ1 is close to F m . We recall that only the fractional part of n is relevant and represent the evolution operator over F mϩ1 iterations as
According to the Fibonacci relation F mϩ1 ϭF m ϩF mϪ1 we write
͓Note that for any integer p the function f () obeys f ( ϩ p)ϭ f ()ϩp.͔ Next, following Refs. ͓4-6͔, at each step m we implement rescaling of the dynamical variable by the factor ␣ m and rewrite Eq. ͑10͒ in terms of the renormalized evolution operators g m ()ϵ␣ m f m (␣ Ϫm ):
This expression defines the RG transformation.
If the parameters of the original map correspond to the GM critical point, then the functional sequence g m () converges to a definite limit: g(x)ϭlim m→ϱ g m (x). The limit function g() is the fixed point of the RG transformation ͑10͒ and, hence, must satisfy the functional equation of Feigenbaum-Kadanoff-Shenker: We recall that for large m the map f m (), which describes the dynamics of the circle map at the GM critical point over F mϩ1 iterations, is represented by the function g() up to normalization of the dynamical variable. Hence, each map f m () will have a complex fixed point, and this point corresponds to a complex cycle of period F mϩ1 for the original map. Starting points for these cycles behave as ϰ␣ Ϫm , and multipliers given by the derivatives of f m () are equal asymptotically to the derivative of the universal function at the fixed point. This explains the results of the previous section. From Table I we see that the empirically obtained multipliers agree with the value of derivative ͑15͒, and the ratio of starting coordinates for the complex periodic orbits coincides with the scaling constant ͑3͒.
The coefficients in formula ͑13͒ are real; hence, the fixed point ϩ has a complex conjugate partner-the fixed point Ϫ ϭ ϩ * with the derivative gЈ( Ϫ )ϭ Ϫ ϭ ϩ * .
On the basis of the RG analysis we conclude that the existence of a set of unstable cycles, whose periods are given by Fibonacci numbers and whose multipliers converge to the universal constant, is an attribute of the universality class associated with the GM critical point, rather than a property of the concrete circle map. This circumstance can be exploited to search for the critical point in other systems, including invertible two-dimensional maps.
In the final part of this section we recall the results of analysis of perturbations for the fixed point of the Feigenbaum-Kadanoff-Shenker RG equation ͓4-6,19,20,28,29͔ . We search for a solution as g m () ϭg()ϩh m () and, accounting for terms of the first order in , obtain
The substitution h m ()ϭ␦ m h() leads to the eigenproblem
Computations yield two essential eigenvectors with eigenvalues ␦ 1 ϭϪ2.833 61 . . . and ␦ 2 ϭ␣ 2 ϭ1.660 42 . . . ͓see Eq. ͑4͔͒. The first eigenfunction has a Taylor expansion of the form h 1 ()ϭ1ϩ ͚h n 3n . In the circle map it corresponds to a perturbation preserving the cubic inflection point ͑a shift along the line kϭ1). The second eigenfunction h 2 () contains all powers of the argument. This perturbation appears due to a departure from the critical point along the curve of constant winding number. A general arbitrary shift of parameters from the GM critical point gives rise to both eigenvectors. In this case the evolution operators over time intervals F m will behave asymptotically as
Here the coefficients C 1 and C 2 depend on the parameters of the original map and vanish at the critical point. Suppose we consider the dynamics at some point of the parameter space (k,⍀), where the coefficients in Eq. ͑18͒ are C 1 and C 2 . If we find another point (kЈ,⍀Ј) at which the coefficients are C 1 ЈϭC 1 /␦ 1 , C 2 ЈϭC 2 /␦ 2 , then the evolution operator, corresponding to F mϩ1 iterations at the new point, coincides with the operator for F m iterations at the old point. Hence, at both these points the type of dynamics ͑periodic, quasiperiodic, chaotic͒ will be the same. The regimes differ only by the characteristic time scale: at the point (kЈ,⍀Ј) it is larger by the factor F mϩ1 /F m , which tends to Ϫ1 as m →ϱ. All quantitative characteristics of the two regimes are expressed one via another by more or less trivial relations. For instance, the Lyapunov exponents are connected as ⌳͑kЈ,⍀Ј͒Х⌳͑k,⍀ ͒. ͑19͒
The closer to the critical point, the more precise are the scaling relations.
IV. GM CRITICAL POINT IN THE STANDARD DISSIPATIVE MAP OF ZASLAVSKY
In this section we formulate a method for accurate computation of parameter values corresponding to the critical point. As an example, we take a well-known twodimensional map-the standard dissipative map of Zaslavsky ͓9,25,35͔. The method we suggest may be applied also for a wide class of other maps and flows possessing the GM critical point.
The dissipative Zaslavsky map has been derived for some realistic physical systems and reads ͓9,25,35͔ nϩ1 ϭ n ϩ⍀Ϫ͑k/2 ͒sin 2 n ϩdr n , r nϩ1 ϭdr n Ϫ͑k/2 ͒sin 2 n , ͑20͒
where and r are dynamical variables, and ⍀, k, d are parameters. For dϭ0 the map reduces to the circle map ͑1͒. So ⍀ and k have essentially the same nature as in the circle map, while the third parameter d is responsible for adding the second dimension. As in the circle map, the variable has the sense of a phase, so only periodic functions of may have a physical meaning. It can be found that the Jacobi determinant of the map is constant and equal to d. The map is invertible: n and r n are expressed uniquely via nϩ1 and r nϩ1 . The Zaslavsky map may be regarded as a Poincaré map for some threedimensional flow.
In Fig. 2 the chart of dynamical regimes in the parameter plane (⍀,k) is shown for fixed dϭ0.3. Periodic behavior is observed inside the Arnold tongues. While the parameter k is not large, quasiperiodicity occurs between the tongues. Chaotic regimes take place for larger k, in the upper part of the diagram. We assume that a GM critical point of the same universality class as in the circle map exists in the parameter plane. Certainly, it must belong to the curve of constant winding number wϭlim n→ϱ n /nϭϭ(ͱ5Ϫ1)/2. However, the map is invertible everywhere, and the criticality cannot be associated with violation of the invertibility. To invent an appropriate algorithm for computation of coordinates for the critical point we exploit the existence of a set of complex periodic orbits with the properties stated in Secs. II and III.
As the first step, let us extend the map into the complex domain. We assume that both dynamical variables in Eq. ͑20͒ are complex, ϭxϩiy, rϭuϩiv, while the parameters k,⍀,d remain real. Then, instead of Eq. ͑20͒, we write x nϩ1 ϭx n ϩ⍀Ϫ͑k/2 ͒cosh 2y n sin 2x n ϩdu n , y nϩ1 ϭy n Ϫ͑k/2 ͒sinh 2y n cos 2x n ϩdv n , ͑21͒ u nϩ1 ϭdu n Ϫ͑k/2 ͒cosh 2y n sin 2x n , v nϩ1 ϭdv n Ϫ͑k/2 ͒sinh 2y n cos 2x n .
If we have a cycle of period T starting at the point ( 0 ,r 0 ), then
and two complex multipliers may be calculated as eigenvalues of the Jacobi matrix
͑23͒
The determinant of this matrix equals d T , where dϽ1. For large T the determinant becomes very small in modulus, so one multiplier appears to be approximately zero, and the other is given by the trace of the matrix:
Let us fix d and try to find values of k and ⍀ at which the map will have an infinite sequence of unstable complex cycles of periods given by Fibonacci numbers, and with trace asymptotically equal to the universal constant ͑15͒. These values of k and ⍀ will give an estimate for coordinates of the GM critical point: the larger the period, the more precise is the estimate. For a given Fibonacci number F m we have to solve numerically the following set of six equations:
to find six unknowns k, ⍀, x 0 , y 0 , u 0 , v 0 . This may be done by means of the multidimensional Newton method. The crucial condition of success is to have an appropriate initial approximation for the solution. For cycles of moderate periods we can start from dϭ0, with the known data for the circle map, and then trace the solution for gradually increasing d up to a desirable value. For larger periods F m another hint is possible: we can use data for previous periods to guess an initial approximation by means of scaling relations; see the discussion in Sec. V. The results of computations for one particular value dϭ0.3 are summarized in Table II. The parameter values clearly demonstrate convergence to a definite limit, which is the GM critical point for the Zaslavsky map. To find this point with high precision we have produced computations using 60-digit arithmetic and Fibonacci numbers such as 463 68 and 750 25. This yields k c ϭ0.984 670 284 088 . . . , ⍀ c ϭ0.610 184 897 296 4 . . . . ͑26͒
In Fig. 2 this point is marked by a small cross. In three-dimensional parameter space (⍀,k,d) there exists a curve consisting of the GM critical points. In Table III we present their coordinates for different values of d. Note that for dϭ0.5 our data are in excellent agreement with those of Ketoja ͓25͔.
V. SCALING PROPERTIES OF DYNAMICS AT THE GM CRITICAL POINT
In Table IV we present numerical data for the complex orbits of periods given by the Fibonacci numbers F m from 8 to 1597 at the GM critical point. Observe that all the multipliers are approximately equal to the universal constant ϩ . It is possible to select one point at each orbit to ensure that the ratios
and (r mϪ1 Ϫr mϪ2 )/(r m Ϫr mϪ1 ) converge to the universal constant ␣ ϭϪ1.288 57 . . . ͑see the second and third columns of Table  IV͒ . These points tend to a definite limit as
where K 1 and K 2 are some complex constants and c ϭϪ0.001 066 68 . . . , r c ϭϪ0.037 163 04 . . . ͑28͒ are found to be real. We will refer to the point ( c ,r c ) as the scaling center. For the Zaslavsky map it plays the same role as the origin ͑inflection point͒ in the circle map. To observe scaling in the dynamics of the Zaslavsky map in the real domain let us consider an orbit starting at the scaling center. In Fig. 3 the distance of the orbit from the initial point is plotted on a double logarithmic scale. Observe that the orbit returns closer and closer to the scaling center after the periods given by Fibonacci numbers F m , and the distances behave as d m ϰ͉␣͉
Ϫm . As we mentioned, only periodic functions of can have a physical meaning; such an appropriate variable is, for example, sϭsin(2). In Fig. 4 we show the attractor of the Zaslavsky map at the GM critical point in the plane (s,r). The cross indicates the location of the scaling center. Although this critical attractor itself looks rather like a cross section of a smooth torus, it has, in fact, a fractal nature because of the distribution of invariant measure. To make it visible, we use in Fig. 4 gray scale coding, which represents the relative probabilities of visiting different parts of the attractor. Figure 5 illustrates self-similarity intrinsic to the fractal distribution of the invariant measure on the critical attractor. The upper diagram is a plot of the cumulative distribution function in dependence on the phase variable . Let us take a fragment of the picture near the scaling center and consider it at several steps of subsequent magnification ͑the bottom row in Fig. 5͒ . Each time we redefine the scale by a factor ␣ϭ Ϫ1.288 57 . . . along the horizontal axis, and by a factor ␤ ϭϪ(ͱ5ϩ1)/2 along the vertical axis. ͑The minus sign means that the orientation of the axes is reversed at each subsequent step of the rescaling.͒ Observe that the pictures reproduce each other with good precision.
To reveal fractal properties of the invariant measure one can exploit the singularity spectrum introduced by Halsey et al. ͓39͔ . We have considered a sequence ( n ,r n ) generated by the Zaslavsky map starting from the scaling center up to the iteration number nϭF mϩ2 ϭ2584 and define the diameters of covering elements as l i ϭͱ⌬ i 2 ϩ⌬r i 2 , where ⌬ i ϭ( i Ϫ iϩF mϩ1 )/2(mod 1), ⌬r i ϭr i Ϫr iϩF mϩ1 , and their probabilities as p i ϭ pϭ1/F m for iϭ1 . . . ,F m . Next, we construct the sums
consider their dependence on m, and require them neither to vanish nor to go to infinity. This yields
for sufficiently large m. Then we define ␣ϭ(dq/d) Ϫ1 and f ϭ␣qϪ, and draw the parametric plot of f (␣).
In Fig. 6 the singularity spectrum for the circle map at the GM critical point is shown by the solid curve, and the dots correspond to the singularity spectrum of the Zaslavsky map. The excellent coincidence of the spectra gives evidence that the critical points in both maps relate to the same class of universality. Generalized dimensions D q may be calculated Let us turn to discussion of the Fourier spectrum generated by the Zaslavsky map at the GM critical point. Since only periodic functions of have physical meaning, we again introduce a variable s n ϭsin 2 n ϭsin 2x n cosh 2y n ϩi cos 2x n sinh 2y n , and will be interested in its Fourier expansion. We can arrive at the Fourier spectrum at the critical point by considering subsequent complex periodic orbits of period NϭF m for larger and larger m. The spectral amplitudes are defined in the standard manner as
where f ϭm/N is the frequency of the mth component. In Fig. 7͑a͒ we present the spectrum obtained numerically at the GM critical point of the Zaslavsky map in the coordinates used usually in experimental studies: the logarithm of the amplitude versus frequency. To show the self-similar structure of the spectrum, we follow Refs. ͓3,6͔ and plot the spectrum on a double logarithmic scale. As observed in Fig. 7͑b͒ , the same arrangement of spectral peaks is reproduced with proper periodicity at intervals along the axis of logarithm of frequency.
VI. SCALING PROPERTIES OF THE PARAMETER PLANE IN THE VICINITY OF THE GM CRITICAL POINT
In this section we intend to demonstrate two-dimensional scaling of the parameter space near the GM critical point, which follows from the considerations in the last part of Sec. III. For this aim we need to define an appropriate local coordinate system ͑scaling coordinates͒ in such a way that simultaneous scale change along the coordinate axes by factors ␦ 1 and ␦ 2 would ensure realization of similar regimes.
As we do not know explicit expressions for the coefficients in Eq. ͑18͒ via parameters of the model maps ͑1͒ and ͑20͒, the problem must be solved numerically, with sufficient accuracy.
Let us place the origin of the new coordinate system (c 1 ,c 2 ) at the GM critical point. Arbitrarily, we direct the first coordinate axis c 1 along the line kϭconst. In contrast, the second coordinate curve, along which the value of c 2 is measured, must be defined carefully to exclude a contribution of the senior eigenvector for any shift from the critical point along this curve ͑Fig. 8͒. It appears that it is just a curve of constant ͑golden mean͒ winding number. One could FIG. 6 . Plot of the singularity spectrum for the attractor at the GM critical point: solid line corresponds to circle map, squares to the dissipative map of Zaslavsky.
FIG. 7. Fourier spectra for time series generated by Zaslavsky map at the GM critical point ͑approximated by the cycle of period F 1 ϭ2584): ͑a͒ logarithmic plot for amplitude versus frequency; ͑b͒ double logarithmic plot; exponent k is fitted empirically. In Figs. 9 and 10 we demonstrate scaling of the parameter plane topography for both maps near their GM critical points. Gray tones code values of the Lyapunov exponent. In both cases the first plot shows a part of the parameter plane in ''natural'' coordinates (k,⍀). We then select a fragment of the picture near the GM critical point with the borders going along the coordinate curves c 1 ϭconst and c 2 ϭconst, and redraw this fragment separately in scaling coordinates. Then the smaller fragment of the picture is magnified by factors ␦ 1 and ␦ 2 along the horizontal and vertical axes, respectively, and the gray scale coding is redefined in accordance with Eq. ͑18͒. This procedure of rescaling may be repeated again and again. Observe the excellent correspondence of the structures on different scales. The deeper the level of resolution, the better the correspondence between the pictures.
VII. CONCLUSION
The results of this paper should be regarded in the context of research directions that deal with the study and classification of critical behavior at the border of chaos. We mean situations associated with various classes of quantitative universality, allowing description in terms of the renormalization group approach ͓33͔. When some different type of criticality is discovered in a simple artificial model, the question of the possibility of its observation in realistic dynamical systems immediately arises. Examples of such systems should be presented with a convincing demonstration of the corresponding dynamical properties in numerics and experiments.
Although the critical situation associated with destruction of the golden-mean two-frequency quasiperiodicity and the GM critical point has been known for about 20 years, the details are not complete yet. In this article we have found an interesting property of the critical dynamics associated with the GM point. That is, an infinite set of Fibonacci-period unstable orbits occurs in the complex domain of dynamical variables, and Floquet eigenvalues ͑multipliers͒ of these cycles converge fast to a universal complex constant. This result follows also from the RG analysis; hence, it has to be regarded as an attribute of the whole universality class, not of some particular model. The stated property may be useful for accurate numerical estimates of the critical point location in the parameter plane for dissipative systems defined analytically by maps or differential equations. We have presented the corresponding data relating to the standard dissipative map of Zaslavsky.
One more essential contribution of the present work we see in the accurate analysis of two-dimensional scaling of the configuration of Arnold tongues near the GM critical point. That is, to observe self-similarity of this two-dimensional picture it is necessary to use a special curvilinear coordinate system in the parameter plane. ''Natural'' parameters of the original map are connected with the new coordinates via a parameter change, in which linear and quadratic terms must be included.
A more or less straightforward perspective of further studies is the possibility of application of the suggested approach to other systems manifesting GM critical behavior, and the elaboration of analogous analysis for other cases of destruction of two-frequency quasiperiodicity, say, for frequency ratios associated with the silver mean and other irrationals. As a matter of principle, we stress the fact that analysis of dynamics in the complex domain ͑in our case, the study of complex periodic orbits͒ leads to useful conclusions about dynamics in the real domain: It gives a foundation for constructing algorithms and sheds light on properties of universality and scaling. Similar approaches based on complexification of the dynamical systems under study may be productive in other problems of nonlinear dynamics, in particular, for deeper understanding of the dynamics between order and chaos.
