Abstract: In this paper we continue the development of a theoretical foundation for e cient primal-dual interior-point algorithms for convex programming problems expressed in conic form, when the cone and its associated barrier are self-scaled (see 9]). The class of problems under consideration includes linear programming, semide nite programming and quadratically constrained quadratic programming problems. For such problems we introduce a new de nition of a ne-scaling and centering directions. We present e ciency estimates for several symmetric primal-dual methods that can loosely be classi ed as path-following methods. Because of the special properties of these cones and barriers, two of our algorithms can take steps that go typically a large fraction of the way to the boundary of the feasible region, rather than being con ned to a ball of unit radius in the local norm de ned by the Hessian of the barrier.
Introduction
This paper continues the development begun in 9] of a theoretical foundation for e cient interior-point methods for problems that are extensions of linear programming. Here we concentrate on symmetric primal-dual algorithms that can loosely be classi ed as pathfollowing methods. While standard form linear programming problems minimize a linear function of a vector of variables subject to linear equality constraints and the requirement that the vector belong to the nonnegative orthant in n-dimensional Euclidean space, here this cone is replaced by a possibly non-polyhedral convex cone. Note that any convex programming problem can be expressed in this conical form. Nesterov and Nemirovskii 8] have investigated the essential ingredients necessary to extend several classes of interior-point algorithms for linear programming (inspired by Karmarkar's famous projective-scaling method 2]) to nonlinear settings. The key element is that of a self-concordant barrier for the convex feasible region. This is a smooth convex function de ned on the interior of the set, tending to +1 as the boundary is approached, that together with its derivatives satis es certain Lipschitz continuity properties. The barrier enters directly into functions used in path-following and potential-reduction methods, but, perhaps as importantly, its Hessian at any point de nes a local norm whose unit ball, centered at that point, lies completely within the feasible region. Moreover, the Hessian varies in a well-controlled way in the interior of this ball.
In 9] Nesterov and Todd introduced a special class of self-scaled convex cones and associated barriers. (In fact, self-scaled cones coincide with homogeneous self-dual cones (see 9]), but we will maintain the name self-scaled to emphasize our primary interest in the associated self-scaled barriers.) While they are required to satisfy certain apparently restrictive conditions, this class includes some important instances, for example the cone of positive semide nite matrices and the second-order cone, as well as the nonnegative orthant in R n .
For such cones, the Hessian of the barrier at any interior point maps the cone onto its dual cone, and vice versa for the conjugate barrier. In addition, for any pair of points, one in the interior of the original (primal) cone and the other in the interior of the dual cone, there is a unique scaling point at which the Hessian carries the rst into the second. Thus there is a very rich class of scaling transformations, which come from the Hessians evaluated at the points of the cone itself (hence self-scaled).
These conditions have extensive consequences. For our purposes, the key results are the existence of a symmetric primal-dual scaling and the fact that good approximations of self-scaled barriers and their gradients extend far beyond unit balls de ned by the local norm, and in fact are valid up to a constant fraction of the distance to the boundary in any direction. Using these ideas 9] developed primal long-step potential-reduction and path-following algorithms as well as a symmetric long-step primal-dual potential-reduction method.
In this paper we present some new properties of self-scaled cones and barriers that are necessary for deriving and analyzing primal-dual path-following interior-point methods.
The rst part of the paper continues the study of the properties of self-scaled barriers started in 9] . In Section 2 we introduce the problem formulation and state the main def-initions and our notation. In Section 3 we prove some symmetry results for primal and dual norms and study the properties of the third derivative of a self-scaled barrier and the properties of the scaling point. In Section 4 we introduce the de nitions of the primal-dual central path and study di erent proximity measures. Section 5 is devoted to generalized a ne-scaling and centering directions.
The second part of the paper applies these results to the derivation of short-and longstep symmetric primal-dual methods that follow the central path in some sense, using some proximity measure. Primal-dual path-following methods like those of Monteiro and Adler 6] and Kojima, Mizuno and Yoshise 3] are studied in Section 6. These methods follow the path closely using a local proximity measure, and take short steps. At the end of this section we consider an extension of the predictor-corrector method of Mizuno, Todd and Ye 4], which uses the a ne-scaling and centering directions of Section 5, also relying on the same proximity measure. This algorithm employs an adaptive step size rule. In Section 7 we present another predictor-corrector algorithm, a variant of the functional-proximity path-following scheme proposed by Nesterov 7] for general nonlinear problems. In the case of self-scaled cones the method is based on the a ne-scaling and centering directions. This algorithm uses a global proximity measure and allows considerable deviation from the central path; thus much longer steps are possible than in the algorithms of the previous section. Nevertheless, the results here can also be applied to the predictor-corrector method considered there.
All these methods require O( p ln(1= )) iterations to generate a feasible solution with objective function within of the optimal value, where is a parameter of the cone and barrier corresponding to n for the nonnegative orthant in R n . All are variants of methods already known for the standard linear programming case or for the more general conic case, but we stress the improvements possible because the cone is assumed self-scaled. For example, for the predictor-corrector methods of the last two sections we can prove that the predictor step size is at least a constant times the square root of the maximal possible step size along the a ne-scaling direction. Alternatively, it can be bounded from below by a constant times the maximal possible step size divided by 1=4 .
In what follows we often refer to di erent statements of 8] and 9]. The corresponding references are indicated by asterisks. An upper-case asterisk in the reference T (C , D , P ) We make the following assumptions about (P) and (D): This quantity is the (nonnegative) duality gap.
Our algorithms for (P) and (D) require that the cone K be self-scaled, i.e., admit a self-scaled barrier. We now introduce the terminology to de ne this concept. Let F be a -self-concordant logarithmically homogeneous barrier for cone K (see D 2.3.2) . Recall that by de nition, F is a self-concordant barrier for K (see D 2.3.1) which for all x 2 intK and > 0 satis es the identity:
F( x) F(x) ? ln : (2.6) Since K is a pointed cone, 1 in view of C 2.3.3. The reader might want to keep in mind for the properties below the trivial example where K is the nonnegative half-line and F the function ?ln( ), with = 1.
We will often use the following straightforward consequences of (2. (2.17) and the last inequality is satis ed as an equality if and only if s = ? F 0 (x) for some > 0 (see P 2.4.1).
In this paper, as in 9], we consider cones and barriers of a rather special type. Let us give our main de nition.
De nition 2.1 Let K be a pointed cone with nonempty interior and let F be a -selfconcordant logarithmically homogeneous barrier for cone K. We call F -a self-scaled barrier for K if for any w and x from intK, F 00 (w)x 2 intK (2.18) and F (F 00 (w)x) = F(x) ? 2F(w) ? : (2.19) If K admits such a barrier, we call it a self-scaled cone.
Note that the identity (2.19) has an equivalent form: if x 2 int K and s 2 int K then F( F 00 (x)] ?1 s) = F (s) + 2F(x) + : (2.20) In fact, self-scaled cones coincide with homogeneous self-dual cones (see 9]), but we will maintain the name self-scaled to emphasize our interest in the associated self-scaled barriers.
In what follows we always assume that cone K is self-scaled and F is a corresponding -self-scaled barrier. Examples of such cones and barriers are given in 9]. Here we just note that the standard logarithmic barrier function ?
is a self-scaled barrier for the nonnegative orthant in < n , and the function ?lndet x is a self-scaled barrier for the cone of symmetric positive semide nite n n matrices, both with parameter n.
3 Some results for self-scaled barriers
In this section we present some properties of self-scaled barriers, which complement the results of Sections 3 { 5 .
We will use the following convention in notation: the meaning of the terms k u k v , j u j v and v (u) is completely de ned by the spaces of arguments (which are always indicated explicitly in the text 
Proof:
Let us prove the rst sequence of identities. 
Inequalities for norms
Let us rst demonstrate that j j v is indeed a norm: Proposition 3.1 j j v de nes a norm on E and on E , for v in int K or int K . Proof: Without loss of generality, we assume v 2 intK and that we are considering j j v de ned on E. From the de nition it is clear that each of v (w) and v (?w) is positively homogeneous, and hence so is j j v . Moreover, clearly j ?w j v =j w j v . It is also immediate that v (w) = 0 if ?w 2 K, and (using the second de nition of v (w)) that the converse holds also. Thus, since K is pointed, j w j v = 0 i w = 0. It remains to show that j j v is subadditive.
Let i := v (w i ) for i = 1; 2. Then i v?w i 2 K for each i, so that ( 1 + 2 )v?(w 1 +w 2 ) 2 K, and thus v (w 1 + w 2 ) 1 + 2 . We conclude that v (w 1 + w 2 ) v (w 1 ) + v (w 2 ) j w 1 j v + j w 2 j v . This inequality also holds when we change the signs of the w i 's, and then taking the maximum shows that j j v is subadditive as required.
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We have the following relationships between the norms. Proof:
The inequalities in (3.9) and (3.10) follow directly from T 4.1. For (3.11), suppose rst that nishing the proof of (3.11). Now (3.5) in Lemma 3.2 with s := ?F 0 (x) shows that x (F 0 (x) ? F 0 (x)) = p + ; x (?F 0 (x) + F 0 (x)) = p ? ; so (3.12) follows from (3.11) by replacing v, x, andx with u, ?F 0 (x), and ?F 0 (x) respectively. (3.15) Proof:
The proof of (3.14) immediately follows from (3.13) and (3.1). Let us prove (3.15).
In view of (3.14), Theorem 3.1 and T 4 Proof:
This follows from the lemma and (3.2).
4 Primal-Dual Central Path and Proximity Measures
In this section we consider general primal-dual proximity measures. These measures estimate the distance from a primal-dual pair (x; s) 2 intK int K to the nonlinear surface of As we have seen, one of the key points in forming a primal-dual proximity measure is to decide what is the reference point on the central path. This decision results in the choice of the parameter involved in that measure. It is clear that any proximity measure leads to a speci c rule for de ning the optimal reference point. Indeed, we can consider a primal-dual proximity measure as a function of x, s and . Therefore, the optimal choice for is given by minimizing the value of this measure with respect to when x and s are xed. Let us demonstrate how our choice = (x; s) arises in this way for the functional proximity measure.
Consider the penalty function we easily get that the optimal value of is = 1 hc;xi ? hb;yi] = 1 hs;xi = (x; s):
It is easy to see that (x;s) (w) = F (x; s).
The main advantage of the choice = (x; s) is that the restriction of (x; s) to the feasible set is a linear function. But this choice is not optimal for other proximity measure. For example, for the local proximity measure 2 Proof:
By (4:6) 
A ne scaling and centering directions
In the next sections we will consider several primal-dual interior point methods, which are based on two directions: the a ne-scaling direction and the centering direction. Let us present the main properties of these directions.
The a ne-scaling direction
We start from the de nition. Let us x points x 2 S 0 (P) and (y; s) 2 S 0 (D), and let z 2 intK be such that s = F 00 (z)x.
De nition 5. 
3) The a ne-scaling direction has several important properties.
Lemma 5.1 Let (p x ; p y ; p s ) be the a ne-scaling direction for the strictly feasible point (x; y; s). Proof:
Indeed, multiplying the rst equation of (5.1) by x and using the de nition of z we get:
hs;xi = hF 00 (z)p x ; xi + hp s ; xi = hs;p x i + hp s ; xi; which is (5.4). From this relation it is clear that the point (x ? p x ; y ? p y ; s ? p s ) is not strictly feasible (since hs ? p s ; x ? p x i = 0) and therefore we get (5.7).
Further, multiplying the rst equation of (5.1) by F 0 (s) and using the relation F 0 (x) = F 00 (z)F 0 (s), we get (5.5) in view of (2.9).
Finally, multiplying the rst equation of (5.1) Adding these equations we get (5.6) in view of (5.4).
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It is interesting that the a ne-scaling direction is related in a very nice way with the functional proximity measure. Proof:
Since the point (x; y; s) is strictly feasible, for small enough 0 the point (x( ); y( ); s ( )) is strictly feasible by the second and third equations of (5.1).
In view of (5.4) (the proof is quite straightforward). Combining these inequalities, we get (5.13). Finally, the rst inequality in (5.14) follows from Theorem 3.2. In order to prove the second one, note that from Lemma 4.1 and (5. In order to simplify the notation let us omit subscripts for the current iterate and use a subscript + for the next iterate.
Since from Lemma 5.3 the centering direction does not change the duality gap, the decrease of the functional proximity measure can be estimated as follows, using T Maximizing the expression in brackets with respect to , we get the following step size yielding the optimal bound: = 1 1 + 1 (x; s) + :
Substituting this value in the above chain of inequalities, we obtain the following: 
Having decreased , we now need to update x, y, and s so that (6.2) remains true at the new iterate. Hence, with z 2 int K such that F 00 (z)x = s, let q x , q s , and q y solve Note that the rst equation can alternatively be written as q x + F 00 (t)q s = x + + F 0 (s), where t := ?F 0 (z) 2 int K satis es F 00 (t)s = x, so that this is a symmetric system. Also note that (q x ; q y ; q s ) can be written in terms of the a ne-scaling and centering directions of 
Note that it does not seem to be easy to get a good bound (depending on 's, not 's) on j q x j x or j q s j s .
We can now assemble these results to get If our strategy is, as above, to rst decrease to + so that + remains bounded, and then to take one or more steps to get close again with the same value of , then we cannot achieve much more than the reduction in given above. Indeed, Lemma 6.1 shows that if 2 (x; s; i )
for two values 1 and 2 , then we must have 2 (1 ? 2 = p ) 1 . However, better progress is possible using adaptive steps. First, suppose we calculate the steps q x , q y , and q s parametrically in + and choose the smallest + so that (x + ; y + ; s + ) remains in N(1=10). By the analysis above, we can choose + 1 ? (15 p ) ?1 ] at each iteration, and thus achieve the same complexity estimate as for the short-step method. This algorithm extends the \largest-step path-following" algorithm which was suggested by Monteiro and Adler and made precise and implemented by Mizuno, Yoshise, and Kikuchi 5] .
The second adaptive-step algorithm we consider, and the last in this section, is an extension of the predictor-corrector method of Mizuno, Todd, and Ye 4] . In this method, each step consists of two substeps. In the rst, we strive to reduce the duality gap while not straying too far from the central path (as measured by the proximity measure 2 ) by taking a step along the a ne-scaling direction, while in the second, we take a single step in the centering direction so that the duality gap remains constant and the iterates return to close proximity with the path. In the next section, we will consider a much more sophisticated version of this strategy, where we use the global proximity measure F so that much longer steps can be taken, and correct by a sequence of centering steps as in Section 5.2.
We rst consider the predictor step. Here the direction is (p x ; p y ; p s ) from De nition 5.1; so it satis es (6.7) with + = 0. We still assume that our iterate (x; y; s) satis es (6.2 Thus, in addition to (10 p ) ?1 from Theorem 6.2, we know that is at least the step size~ needed to increase F from 1=90 to 1=6?ln(1+1=6) along the a ne-scaling direction. The next section gives some lower bounds for~ , which give a fortiori lower bounds on . We have indicated above that we could have used instead of 2 to de ne our neighborhood. The argument of the previous paragraph shows that similar results hold when F is employed. Indeed, Theorem 4.2 suggests that, for algorithms for which every iterate (including intermediate ones) lies in a narrow neighborhood of the central path, similar results and estimates are possible whichever of , 2 , F , or G is used to de ne the neighborhood. Proof:
In order to simplify the notation let us omit subscripts for the current iterate and use a subscript + for the next iterate; the superscript + denotes the intermediate iterates given by the predictor step.
From In view of (7.6), T 4. we get (7.2) with the estimate (7.3) for the predictor step size.
Similarly, 2 ( so that k = ( ?1=4 k ); the predictor step size is at least proportional to the maximal feasible step size divided by 1=4 . These two results provide a strong indication that the functional neighborhood permits large steps.
Note that these bounds also apply to the step size in the 2 -based predictor-corrector algorithm of the previous section. Indeed, we showed at the end of Section 6 that the step size used there was at least the step size~ needed to go from a point in F( ) with = 1=90 = :011 < 1 ? ln 2 along the a ne-scaling direction to a point (x + ; y + ; s + ) with F (x + ; s + ) = + := 1=6 ? ln(1 + 1=6) = :012 . Thus the bounds established above also hold for , where now we use := + ? > 0 and such that = ?ln(1+ ). However, the constants hidden in the 's above are much smaller for due to the small value of , while in the predictor-corrector method using the functional proximity neighborhood, can be any positive constant.
