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1 Introduction
Modified quantum algebra U˜q(g) is an algebra which is ’modified’ the Cartan
part of the underlying quantum algebra Uq(g) as in (3.1) and (3.2). Modified
quantum algebra U˜q(g) holds the remarkable property that modified quantum
algebra U˜q(g) affords the commutative two crystal structures. The first one is
the usual crystal structure, which was found by Lusztig ([8]). Another crys-
tal structure was discovered by Kashiwara ([4]), which is called right crystal
structure. In [4], it is shown that U˜q(g) is stable by the action of the antiau-
tomorphism ∗ (see 2.1) and moreover, crystal base B(U˜q(g)) is also stable by
the action of ∗. By using ∗, right crystal structure is constructed. The com-
mutativity of those crystal structures motivated us to consider Peter-Weyl type
decomposition on the crystal base of U˜q(g).
In [4], Kashiwara gave the Peter-Weyl type decomposition for the crystal
base of modified quantum algebra of finite type and affine type of non-zero level
part. But the Peter-Weyl type decomposition for affine type with level 0 part
is still unclear. In this paper, we shall give some criteria for the existence of the
Peter-Weyl type decomposition:
B(U˜q(g)) ∼=
⊕
λ∈P/W
Bmax(λ) ⊗B(−λ)∗,
where P is a weight lattice, W is the Weyl group associated with g and Bmax(λ)
and B(−λ)∗ will be given in section 4. Those criteria are related to the property
of connected component in B(U˜q(g)). Furthermore, we can consider its appli-
cation to the level 0 part of modified quantum affine algebra U˜q(ŝl2)0 since we
∗supported by the Ministry of Education, Science and Culture of Japan as a overseas
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have already classified all connected components in U˜q(ŝl2)0 in [10] and got the
properties required by the criteria.
Let us see the organization of this paper. In section 2, we prepare the
notion of crystals and related subjects. In section 3, we review the definition
of modified quantum algebras, the properties of their crystal base and general
feature of operation ∗ and Weyl group on B(U˜q(g)). In this section, we shall give
the definition of extremal vector. In section 4, we shall give the right structure
on B(U˜q(g)). Then we shall investigate the criteria for the existence of the
Peter-Weyl type decomposition. In section 5, we consider the application of the
criteria to the level 0 part of B(U˜q(ŝl2)). In order to give the explicit form of
Bmax(λ) and B(−λ)∗, we describe the action of ∗ on extremal vectors.
The author would like to acknowledge professor Masaki Kashiwara for his
helpful advises. This work was partly done during the stay of the author at
Northeastern University. He is grateful to professor Andrei Zelevinsky for his
kind hospitality.
2 Crystals
2.1 Definition of Uq(g)
Let g be a symmetrizable Kac-Moody algebra over Q with a Cartan subalgebra
t, {αi ∈ t
∗}i∈I the set of simple roots and {hi ∈ t}i∈I the set of coroots, where I
is a finite index set. We define an inner product on t∗ such that (αi, αi) ∈ Z≥0
and 〈hi, λ〉 = 2(αi, λ)/(αi, αi) for λ ∈ t
∗. Set Q = ⊕iZαi, Q+ = ⊕iZ≥0αi
and Q− = −Q+. We call Q a root lattice. Let P a lattice of t
∗ i.e. a free
Z-submodule of t∗ such that t∗ ∼= Q ⊗Z P , and P
∗ = {h ∈ t|〈h, P 〉 ⊂ Z}. We
set P+ = {λ ∈ P |〈λ, hi〉 ≥ 0 for any i ∈ I}. An element of P (resp.P+) is called
a integral weight (resp. dominant integral weight).
The quantized enveloping algebra Uq(g) is an associative Q(q)-algebra gen-
erated by ei, fi(i ∈ I) and qh(h ∈ P ∗) satisfying the following relations:
q0 = 1, and qhqh
′
= qh+h
′
, (2.1)
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi, (2.2)
[ei, fj] = δi,j(ti − t
−1
i )/(qi − q
−1
i ), (2.3)
1−〈hi,αj〉∑
k=1
(−1)kx
(k)
i xjx
(1−〈hi,αj〉−k)
i = 0, (i 6= j) (2.4)
where xi = ei, fi and we set qi = q
(αi,αi)/2, ti = q
hi
i , [n]i = (q
n
i −q
−n
i )/(qi−q
−1
i ),
[n]i! =
∏n
k=1[k]i, e
(n)
i = e
n
i /[n]i! and f
(n)
i = f
n
i /[n]i!.
It is well-known that Uq(g) has a Hopf algebra structure with a comultipli-
cation ∆ given by
∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗ t
−1
i + 1⊗ ei, ∆(fi) = fi ⊗ 1 + ti ⊗ fi,
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for any i ∈ I and h ∈ P ∗. We do not describe an antipode and a counit. By
this comultiplication, a tensor product of Uq(g)-modules has a Uq(g)-module
structure.
Let ∗ be the antiautomorphism of Uq(g) given by:
q∗ = q, (qh)∗ = q−h, e∗i = ei, f
∗
i = fi. (2.5)
Let ∨ be the automorphism of Uq(g) given by:
q∨ = q, (qh)∨ = q−h, e∨i = fi, f
∨
i = ei. (2.6)
These satisfy
∗ ∗ = ∨∨ = id, ∗∨ = ∨ ∗ . (2.7)
2.2 Definition of Crystals
Let us recall the definition of crystals [3, 4]. The notion of a crystal is motivated
by abstracting the some combinatorial properties of crystal bases.
Definition 2.1 A crystal B is a set with the following data:
a map wt : B −→ P, (2.8)
εi : B −→ Z ⊔ {−∞}, ϕi : B −→ Z ⊔ {−∞}, for i ∈ I, (2.9)
e˜i : B −→ B ⊔ {0}, f˜i : B −→ B ⊔ {0} for i ∈ I. (2.10)
Here 0 is an ideal element which is not included in B. They are subject to the
following axioms: For b,b1,b2 ∈ B,
ϕi(b) = εi(b) + 〈hi, wt(b)〉, (2.11)
wt(e˜ib) = wt(b) + αi if e˜ib ∈ B, (2.12)
wt(f˜ib) = wt(b)− αi if f˜ib ∈ B, (2.13)
e˜ib2 = b1 if and only if f˜ib1 = b2, (2.14)
if εi(b) = −∞, then e˜ib = f˜ib = 0. (2.15)
From the axiom (2.14), we can consider the graph strucure on a crystal B.
Definition 2.2 The crystal graph of crystal B is an oriented and colored graph
given by the rule : b1
i
−→b2 if and only if b2 = f˜ib1 (b1, b2 ∈ B).
Definition 2.3 (i) If B has the weight decomposition B =
⊔
λ∈P Bλ where
Bλ = {b ∈ B|wt(b) = λ} for λ ∈ P , we call B a P -weighted crystal.
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(ii) Let B1 and B2 be crystals. A morphism of crystals ψ : B1 −→ B2 is a
map ψ : B1 ⊔ {0} −→ B2 ⊔ {0} satisfying the following axioms:
ψ(0) = 0, (2.16)
wt(b) = wt(ψ(b)), εi(b) = εi(ψ(b)), ϕi(b) = ϕi(ψ(b)) (2.17)
if b ∈ B1 and ψ(b) ∈ B2,
ψ(e˜ib) = e˜iψ(b) if b ∈ B1 satisfies ψ(b) 6= 0 and ψ(e˜ib) 6= 0, (2.18)
ψ(f˜ib) = e˜iψ(b) if b ∈ B1 satisfies ψ(b) 6= 0 and ψ(f˜ib) 6= 0. (2.19)
(iii) A morphism of crystals ψ : B1 −→ B2 is called strict if the associated map
from B1 ⊔{0} −→ B2 ⊔{0} commutes with all e˜i and f˜i. If ψ is injective,
surjective and strict, ψ is called an isomorphism.
(iv) A crystal B is a normal, if for any subset J of I such that ((αi, αj))i,j∈J
is a positive symmetric matrix, B is isomorphic to a crystal base of an
integrable Uq(gJ)-module, where Uq(gJ ) is the quantum algebra generated
by ej, fj (j ∈ J) and qh (h ∈ P ∗).
For crystals B1 and B2, we shall define their tensor product B1 ⊗ B2 as
follows:
B1 ⊗B2 = {b1 ⊗ b2|b1 ∈ B1, b2 ∈ B2}, (2.20)
wt(b1 ⊗ b2) = wt(b1) + wt(b2), (2.21)
εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi, wt(b1)〉), (2.22)
ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1) + 〈hi, wt(b2)〉), (2.23)
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2)
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
(2.24)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2)
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2),
(2.25)
Here we understand that 0 ⊗ b = b ⊗ 0 = 0. Let C(I, P ) be the category of
crystals determined by the data I and P . Then ⊗ is a functor from C(I, P ) ×
C(I, P ) to C(I, P ) and satisfies the associative law: (B1 ⊗ B2) ⊗ B3 ∼= B1 ⊗
(B2⊗B3) by (b1⊗ b2)⊗ b3 ↔ b1⊗ (b2⊗ b3). Therefore, the category of crystals
is endowed with the structure of tensor category.
For a crystal B, let B∧ be the crystal given by
B∧ := {b∧|b ∈ B},
wt(b∧) = −wt(b), εi(b
∧) = ϕi(b), ϕi(b
∧) = εi(b),
e˜i(b
∧) = (f˜ib)
∧, f˜i(b
∧) = (e˜ib)
∧.
Then we have
(B1 ⊗B2)
∧ ∼= B∧2 ⊗B
∧
1 by (b1 ⊗ b2)
∧ ↔ b∧2 ⊗ b
∧
1 . (2.26)
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Example 2.4 We give some examples of crystals.
(i) For λ ∈ P , we set Tλ = {tλ} with
wt(tλ) = λ, εi(tλ) = ϕi(tλ) = −∞, e˜i(tλ) = f˜i(tλ) = 0.
We can see that Tλ⊗Tµ ∼= Tλ+µ and B⊗T0 ∼= T0⊗B ∼= B for any crystal
B.
(ii) For i ∈ I, we set Bi := {(n)i |n ∈ Z} with
wt((n)i) = nαi, εi((n)i) = −n, ϕi((n)i) = n,
εj((n)i) = −∞, ϕj((n)j) = −∞ for j 6= i,
e˜i(n)i = (n+ 1)i, f˜i(n)i = (n− 1)i,
e˜j(n)i = f˜j(n)i = 0 for j 6= i.
(iii) For λ ∈ P+, let (L(λ), B(λ)) be the crystal base of a Uq(g)-integrable
highest weight module V (λ). B(λ) is the crystal associated with V (λ). Set
B(−λ) = B(λ)∧. Then B(−λ) is isomorphic to the crystal associated with
an integrable lowest weight module V (−λ). For b ∈ B(λ), εi(b) and ϕi(b)
are given by
εi(b) = max{n|e˜
n
i b 6= 0},
ϕi(b) = max{n|f˜
n
i b 6= 0}.
(iv) Let (L(∞), B(∞)) be a crystal base of U−q (g) B(∞) is a crystal associated
with U−q (g). Set B(−∞) = B(∞)
∧. B(−∞) is isomorphic to the crystal
associated with U+q (g). In fact, we have B(−∞) = B(∞)
∧ ∼= B(∞)∨ by
b∧ ↔ b∨. For any b ∈ B(∞) and i ∈ I there exists k such that e˜ki b = 0.
Then, εi(b) and ϕi(b) are given by
εi(b) = max{n|e˜
n
i b 6= 0},
ϕi(b) = 〈hi, wt(b)〉 + εi(b).
3 Crystals of modified quantum algebra
This section is devoted to review [4],[9] (See also [8]).
3.1 Modified quantum algebra and Crystal base
For an integral weight λ ∈ P , let Uq(g)aλ be the left Uq(g)-module given by
Uq(g)aλ := Uq(g)/
∑
h∈P∗
Uq(g)(q
h − q〈h,λ〉), (3.1)
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where aλ is the image of the unit by the canonical projection. We set
U˜q(g) =
⊕
λ∈P
Uq(g)aλ, (3.2)
which is called modified quantum algebra.
We shall see a crystal base of U˜q(g). Taking λ ∈ P and choosing ζ, µ ∈ P+
such that λ = ζ−µ, we get the following Uq(g)-linear surjective homomorphism:
πζ,µ : Uq(g)aλ −→ V (ζ)⊗ V (−µ), (3.3)
aλ 7→ uζ ⊗ u−µ.
where V (ζ) and V (−µ) are as in Example 2.4 (iii) and uζ and u−µ are their
highest weight vector and lowest weight vector respectively.
Theorem 3.1 (cf [9]) For any λ ∈ P , there exists a unique pair (L(Uq(g)aλ), B(Uq(g)aλ))
which satisfies the following properties.
(i) We set A := {f(q) ∈ Q(q)|f has no pole at q = 0}. L(Uq(g)aλ) is a free
A-module such that Uq(g)aλ ∼= Q(q) ⊗A L(Uq(g)aλ) and B(Uq(g)aλ) is a
Q-basis of the Q-vector space L(Uq(g)aλ)/qL(Uq(g)aλ).
(ii) For any ζ, µ ∈ P+ with λ = ζ − µ, we have
πζ,µ(L(Uq(g)aλ)) ⊂ L(ζ)⊗A L(−µ),
and the induced map π¯ζ,µ:
π¯ζ,µ : L(Uq(g)aλ)/qL(Uq(g)aλ) −→ (L(ζ)/qL(ζ))⊗ (L(−µ)/qL(−µ)),
satisfies π¯ζ,µ(B(Uq(g)aλ)) ⊂ B(ζ) ⊗B(−µ) ⊔ {0}.
(iii) There is a structure of crystal on B(Uq(g)aλ) such that π¯ζ,µ gives a strict
morphism of crystals for any ζ, µ ∈ P+ with λ = ζ − µ.
Set
(L(U˜q(g)), B(U˜q(g))) :=
⊕
λ∈P
(L(Uq(g)aλ), B(Uq(g)aλ)).
Remark. B(Uq(g)aλ) is a normal crystal and then B(U˜q(g)) is a normal crystal.
Let B(∞), B(−∞) and Tλ (λ ∈ P ) be the crystals given in Example 2.4.
The following theorem plays a significant role in this paper (See [4, Sec.3]).
Theorem 3.2 B(Uq(g)aλ) ∼= B(∞)⊗ Tλ ⊗B(−∞) as a crystal.
Corollary 3.3 B(U˜q(g)) ∼= ⊕λ∈PB(∞) ⊗ Tλ ⊗B(−∞) as a crystal.
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3.2 Description of the operation ∗
By the definition of the operation ∗ given in (2.5), it acts on an element of
U˜q(g) as follows; Let P be an element of U
−
q (g)U
+
q (g)+U
+
q (g)U
−
q (g). Arbitrary
element u ∈ Uq(g)aλ can be written in the form u = Paλ. Then we have
(Paλ)
∗ = a−λP
∗. (3.4)
Furthermore, we have the following results:
Theorem 3.4 ([4]) (i) L(U˜q(g)) is invariant by ∗.
(ii) B(U˜q(g))
∗ = B(U˜q(g)).
(iii) For λ ∈ P , b1 ∈ B(∞) and b2 ∈ B(−∞), we get
(b1 ⊗ tλ ⊗ b2)
∗ = b∗1 ⊗ t−λ−wt(b1)−wt(b2) ⊗ b
∗
2. (3.5)
3.3 Weyl group action and Extremal vectors
This subsection is devoted to review [4, Sec.7.8.9]. Let B be a normal crystal
(See Definition 2.3 (iv)). Let us define the Weyl group action on the underlying
set B. For i ∈ I and b ∈ B, we set
Sib =
{
f˜
〈hi,wt(b)〉
i b if 〈hi, wt(b)〉 ≥ 0
e˜
−〈hi,wt(b)〉
i b if 〈hi, wt(b)〉 < 0.
(3.6)
We can easily obtain the following formula:
S2i = id, Sie˜i = f˜iSi, wt(Sib) = si(wt(b)), (3.7)
where si(λ) = λ− 〈hi, λ〉αi is the simple reflection.
Let g be a rank 2 finite dimensional Lie algebra, and W be the Weyl group
associated with g. We set w0 = si1 · · · sik a reduced expression of the longest
element of W . Here we get the following ([4, Sec.7]):
Proposition 3.5 Let B be a normal crystal. For any b ∈ B, Si1 · · ·Sikb does
not depend on the choice of reduced expression.
Corollary 3.6 {Si}i=1,2 satisfies the braid relation.
Thus for general g, we know that {Si}i∈I defines the Weyl group action on
a normal crystal B.
Definition 3.7 (i) Let B be a normal crystal. An element b ∈ B is called
i-extremal, if e˜ib = 0 or f˜ib = 0.
(ii) An element b ∈ B is called extremal if for any l ≥ 0, Si1 · · ·Silb is i-
extremal for any i, i1 · · · il ∈ I.
Theorem 3.8 Any connected component of B(U˜q(g)) contains an extremal vec-
tor.
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4 Criteria for Crystallized Peter-Weyl type decpom-
position
4.1 Right crystal structure on U˜q(g).
Let ∗ be the antiautomorphism given in (2.5). By Theorem 3.4 (ii), we can
define for b ∈ B(U˜q(g));
ε∗i (b) := εi(b
∗), ϕ∗i (b) := ϕi(b
∗), (4.1)
e˜∗i (b) := (e˜i(b
∗))∗, f˜∗i (b) := (f˜i(b
∗))∗, (4.2)
By these, we can consider another crystal structure on B(U˜q(g)). This another
crystal structure has the following remarkable property and that motivated us
to consider the Peter-Weyl type decomposition on B(U˜q(g)).
Theorem 4.1 ([4]) e˜∗i and f˜
∗
i are commutative with all e˜i’s and f˜i’s on B(U˜q(g)),
that is, on B(U˜q(g)) for any i, j ∈ I
e˜j e˜
∗
i = e˜
∗
i e˜j , f˜j e˜
∗
i = e˜
∗
i f˜j , e˜j f˜
∗
i = f˜
∗
i e˜j, f˜j f˜
∗
i = f˜
∗
i f˜j.
A crystal endowed with another crystal structure as above is called bi-crystal.
4.2 Crystal Bmax(λ)
For λ ∈ P , we set
Bmax(λ) := {b ∈ B(Uq(g)aλ) | b∗ is an extremal vector}. (4.3)
By the following lemma, Bmax(λ) is a subcrystal of B(U˜q(g)).
Lemma 4.2
e˜iB
max(λ) ⊂ Bmax(λ) ⊔ {0}, f˜iB
max(λ) ⊂ Bmax(λ) ⊔ {0}.
Proof. Let b be an element ofBmax(λ). For any i, i1, · · · , ik ∈ I, by the definition
of extremal vector, b∗ satisfies,
e˜iSi1 · · ·Sikb
∗ = 0 or f˜iSi1 · · ·Sikb
∗ = 0. (4.4)
By operating ∗ on the both sides of (4.4) and by the fact ∗∗ = id, it follows that
e˜∗iS
∗
i1 · · ·S
∗
ikb = 0 or f˜
∗
i S
∗
i1 · · ·S
∗
ikb = 0, (4.5)
where S∗i b := (Si(b
∗))∗. This (4.5) is written by using only e˜∗i ’s and f˜
∗
i ’s. Thus,
by Theorem 4.1, for any j ∈ I we obtain
e˜∗iS
∗
i1 · · ·S
∗
ik
e˜jb = 0 or f˜
∗
i S
∗
i1 · · ·S
∗
ik
e˜jb = 0
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and
e˜∗iS
∗
i1 · · ·S
∗
ik
f˜jb = 0 or f˜
∗
i S
∗
i1 · · ·S
∗
ik
f˜jb = 0.
Therefore, by operating ∗ on the both sides, we get
e˜iSi1 · · ·Sik(e˜jb)
∗ = 0 or f˜iSi1 · · ·Sik(e˜jb)
∗ = 0
and
e˜iSi1 · · ·Sik(f˜jb)
∗ = 0 or f˜iSi1 · · ·Sik(f˜jb)
∗ = 0.
We have completed the proof.
The crystal Bmax(λ) has the following properties:
Proposition 4.3 ([4]) (i) For any i ∈ I, S∗i gives an isomorphism;
S∗i : B
max(λ)
∼
−→ Bmax(siλ) (4.6)
b 7−→ S∗i b
(ii) Let uλ ∈ B(Uq(g)aλ) be the corresponding element to u∞ ⊗ tλ ⊗ u−∞
through the isomorphism B(Uq(g)aλ) ∼= B(∞)⊗Tλ⊗B(−∞). Then uλ ∈
Bmax(λ).
4.3 Criteria for Peter-Weyl type decomposition
For λ ∈ P , set
B(λ) := {X˜i1 · · · X˜ikuλ ; X˜i = e˜i, f˜i, ij ∈ I} \ {0} ⊂ B(Uq(g)aλ),
B(λ)∗ := {X˜∗i1 · · · X˜
∗
iku
∗
λ ; X˜i = e˜i, f˜i, ij ∈ I} \ {0}.
Remark.
(i) In terms of crystal graph, B(λ) is a connected component of B(Uq(g)aλ)
containing uλ.
(ii) If λ is a dominant, B(λ) coincides with the one in Example 2.4 (iii).
(iii) B(λ)∗ is stable by the actions of e˜∗i and f˜
∗
i , that is,
e˜∗iB(λ)
∗ ⊂ B(λ)∗ ⊔ {0}, f˜∗i B(λ)
∗ ⊂ B(λ)∗ ⊔ {0}. (4.7)
(iv) By the definition of e˜∗i and f˜
∗
i , we have
X˜∗i1 · · · X˜
∗
ik
u∗λ = (X˜i1 · · · X˜ikuλ)
∗.
Therefore, we get
B(λ)∗ = {b∗ ; b ∈ B(λ)}. (4.8)
We consider the following three conditions.
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(C1) For any extremal vector b ∈ B(U˜q(g)), there exists an embeding of crystal
B(wt(b)) →֒ B(U˜q(g)),
given by uwt(b) 7→ b.
(C2) For any λ ∈ P , B(λ)λ = {uλ}.
(C3) (transitivity of extremal vectors) For any extremal vectors b1, b2 ∈ B(λ),
there exist i1, · · · ik such that
b2 = Si1 · · ·Sikb1.
Proposition 4.4 If U˜q(g) satisfies the conditions (C1), (C2) and (C3), there
exists the following isomorphism of bi-crystal;
B(U˜q(g)) ∼=
⊕
λ∈P/W
Bmax(λ)⊗B(−λ)∗, (4.9)
where W is the Weyl group associated with g and an isomorphism of bi-crystal
is, by definition, an isomorphism for both crystal structures.
Remark. The tensor product in (4.9) has a different meaning from usual tensor
product of crystals. In the tensor product in the R.H.S. of (4.9), e˜i and f˜i act
on the left component and e˜∗i and f˜
∗
i act on the right component, that is, for
u ⊗ v ∈ Bmax(λ) ⊗ B(−λ)∗, X˜i(u ⊗ v) = X˜iu ⊗ v and X˜∗i (u ⊗ v) = u ⊗ X˜
∗
i v
(Xi = ei, fi).
Proof. In order to show the proposition we shall see the following lemmas.
Lemma 4.5 We set
B˜(λ) := {X˜∗i1 · · · X˜
∗
ik
b ; b ∈ Bmax(λ), ij ∈ I, Xi = ei, fi} \ {0}. (4.10)
If the conditions (C1) and (C2) hold, B˜(λ) has a bi-crystal structure and we
have the following isomorphism of bi-crystal;
ϕ : Bmax(λ)⊗B(−λ)∗
∼
−→ B˜(λ), (4.11)
b⊗ X˜∗i1 · · · X˜
∗
iku
∗
−λ 7→ X˜
∗
i1 · · · X˜
∗
ikb. (4.12)
Lemma 4.6 Assume that the conditions (C3) holds. The following (A) and
(B) are equivalent:
(A) λ, λ′ ∈ P satisfy λ′ = wλ for some w ∈W ,
(B) B˜(λ) = B˜(λ′).
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Lemma 4.7 We assume that (C3) holds. For λ, λ′ ∈ P if there is no w ∈ W
such that λ′ = wλ, we have
B˜(λ) ∩ B˜(λ′) = ∅.
Proof of Lemma 4.5. To see that B˜(λ) is a well-defined bi-crystal, it is sufficient
to show the stability of B˜(λ) by the actions of e˜i, f˜i, e˜
∗
i and f˜
∗
i , which is derived
easily from Theorem 4.1 and Lemma 4.2.
Next we shall see the well-definedness of the map ϕ. Since the definition of
the map ϕ depends on the expression of a right component, we shall show
(I) If X∗i1 · · ·X
∗
ik
u∗−λ = 0, X
∗
i1
· · ·X∗ikb = 0 for any b ∈ B
max(λ).
(II) If X∗i1 · · ·X
∗
ik
u∗−λ = X
∗
j1
· · ·X∗jlu
∗
−λ 6= 0, then
X∗i1 · · ·X
∗
ikb = X
∗
j1 · · ·X
∗
jlb 6= 0
for any b ∈ Bmax(λ).
(I) Under the assumption (X∗i1 · · ·X
∗
ik
u∗−λ)
∗ = Xi1 · · ·Xiku−λ = 0 it is enough
to show
(X∗i1 · · ·X
∗
ikb)
∗ = Xi1 · · ·Xikb
∗ = 0.
By the definition of Bmax(λ) and Theorem 3.4 (iii), b∗ is an extremal vector and
has a weight −λ. Let B′ be the connected component containing b∗. Since the
condition (C1) holds, B′ ∼= B(−λ) by b∗ ↔ u−λ. Thus, we obtain (I).
(II) We set Y˜i = e˜i if X˜i = f˜i and Y˜i = f˜i if X˜i = e˜i. Then we have
Y˜ ∗ik · · · Y˜
∗
i1X˜
∗
i1 · · · X˜
∗
ik
b = b. Therefore, it is sufficent to show that
Y˜ ∗ik · · · Y˜
∗
i1X˜
∗
j1 · · · X˜
∗
jlb = b. (4.13)
We know that b∗ is an extremal vector and wt(b∗) = −λ. Let us denote B′ for
the connected component containing b∗. By applying ∗ on the L.H.S of (4.13),
we get
(Y˜ ∗ik · · · Y˜
∗
i1X˜
∗
j1 · · · X˜
∗
jl
b)∗ = Y˜ik · · · Y˜i1X˜j1 · · · X˜jlb
∗ ∈ B′
Since wt(X∗i1 · · ·X
∗
ik
u∗−λ) = wt(X
∗
j1 · · ·X
∗
jl
u∗−λ), we get
wt(Y˜ik · · · Y˜i1X˜j1 · · · X˜jlb
∗) = wt(b∗) = −λ. (4.14)
By the condition (C2) and the fact B′ ∼= B(−λ), we know that B′−λ = {b
∗}.
Thus, by (4.14) we have
Y˜ik · · · Y˜i1X˜j1 · · · X˜jlb
∗ = b∗. (4.15)
Applying ∗ on the both sides of (4.15), we obtain (4.13).
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By Theorem 4.1, it is trivial that
ϕ ◦ X˜i = X˜i ◦ ϕ and ϕ ◦ X˜
∗
i = X˜
∗
i ◦ ϕ
Thus, the map ϕ is a morphism of bi-crystal.
We shall see the surjectivity of the map ϕ. It is enough to show that if
X˜∗i1 · · · X˜
∗
ik
b ∈ B˜(λ) for b ∈ Bmax(λ), X˜∗i1 · · · X˜
∗
ik
u∗−λ 6= 0. It is shown by the
fact that B′ ∼= B(−λ), where B′ is the connected component including b∗.
Finally, we shall see the injectivity of the map ϕ. For u = b1⊗X˜∗i1 · · · X˜
∗
ik
u∗−λ
and v = b2⊗ X˜∗j1 · · · X˜
∗
jl
u∗−λ ∈ B
max(λ)⊗B(−λ)∗, we shall prove that if ϕ(u) =
ϕ(v), u = v. Applying ∗ on ϕ(u) = ϕ(v), we get
X˜i1 · · · X˜ikb
∗
1 = X˜j1 · · · X˜jlb
∗
2. (4.16)
Since both b∗1 and b
∗
2 are extremal vectors with weight−λ and (4.16) implies that
b∗1 and b
∗
2 are contained in the same connected component, by the conditions
(C1) and (C2) we obtain b∗1 = b
∗
2 and X˜i1 · · · X˜iku
∗
−λ = X˜j1 · · · X˜jlu
∗
−λ. Thus
we get u = v. Now we have completed the proof of Lemma 4.5.
Proof of Lemma 4.6. In order to see (A) ⇒ (B), it is enough to show that for
λ′ = siλ
B˜(λ′) ⊂ B˜(λ). (4.17)
By Proposition 4.3 (i), S∗i : B
max(λ)
∼
−→Bmax(λ′). Then we have
Bmax(λ′) = S∗i B
max(λ) ⊂ B˜(λ).
Therefore, we get
B˜(λ′) ⊂ B˜(λ).
Since λ = siλ
′, we also get B˜(λ) ⊂ B˜(λ′).
Next we shall see that (B) ⇒ (A). For uλ ∈ Bmax(λ) there exists b ∈
Bmax(λ′) and i1, · · · , ik such that
uλ = X˜
∗
i1 · · · X˜
∗
ik
b.
Applying ∗ on the both sides, we get
u∗λ = X˜i1 · · · X˜ikb
∗.
This implies that u∗λ and b
∗ belong to the same connected component. Since
both u∗λ and b
∗ are extremal vectors, by (C3) there exist j1, · · · , jl such that
u∗λ = Sj1 · · ·Sjlb
∗. (4.18)
Here note that wt(u∗λ) = −λ and wt(b
∗) = −λ′ by Theorem 3.4 (iii). Thus, by
(3.7) and (4.18) we obtain λ = sj1 · · · sjlλ
′.
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Proof of Lemma 4.7 We assume that B˜(λ) ∩ B˜(λ′) 6= ∅ and b ∈ B˜(λ) ∩ B˜(λ′).
There exist i1, · · · , ik, j1, · · · , jl ∈ I such that
b1 := X˜
∗
i1 · · · X˜
∗
ikb ∈ B
max(λ),
b2 := X˜
∗
j1 · · · X˜
∗
jlb ∈ B
max(λ′).
By the definition of Bmax(λ), b∗1 and b
∗
2 are extremal vectors and
wt(b∗1) = −λ and wt(b
∗
2) = −λ
′. (4.19)
We also get
b2 = X˜
∗
j1 · · · X˜
∗
jl Y˜
∗
ik · · · Y˜
∗
i1b1, (4.20)
where Y˜i is the same one as in the proof of Lemma 4.5. Applying * on the both
sides of (4.20), we get
b∗2 = X˜j1 · · · X˜jl Y˜ik · · · Y˜i1b
∗
1.
This implies that b∗1 and b
∗
2 are in the same connected component. By virtue of
(C3), there exist a1, · · · , an such that
b∗2 = Sa1 · · ·Sanb
∗
1. (4.21)
By (3.7), (4.19) and (4.21), we obtain λ′ = sa1 · · · sanλ, which is a contradiction.
Proof of Proposition 4.4. By Lemma 4.6, we know that for λ, λ′ ∈ P if there
exists w ∈W such that λ′ = wλ, B˜(λ) = B˜(λ′) and otherwise, B˜(λ)∩B˜(λ′) = ∅
by Lemma 4.7. Therefore, we get
∑
λ∈P B˜(λ) = ⊕λ∈P/W B˜(λ) and then⊕
λ∈P/W
B˜(λ) ⊂ B(U˜q(g)). (4.22)
On the other hand, for any b ∈ B(U˜q(g)) let B′ be the connected component
containing b∗. By Theorem 3.8, there exist X˜i1 , · · · , X˜ik such that X˜i1 · · · X˜ikb
∗
is an extremal vector. Then there exists some µ ∈ P such that
(X˜i1 · · · X˜ikb
∗)∗ = X˜∗i1 · · · X˜
∗
ik
b ∈ Bmax(µ).
This implies b ∈ B˜(µ). Therefore, we get
B(U˜q(g)) ⊂
∑
λ∈P
B˜(λ) =
⊕
λ∈P/W
B˜(λ). (4.23)
By (4.22) and (4.23) we obtain
B(U˜q(g)) =
⊕
λ∈P/W
B˜(λ).
Finally, by Lemma 4.5, we get the desired result.
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5 Crystallized Peter-Weyl type decomposition
for level 0 part of B(U˜q(ŝl2))
In this secton we set g = ŝl2. As an application of Proposition 4.4, we shall give
the Peter-Weyl type decomposition for the level 0 part of B(U˜q(ŝl2)) explicitly.
The notations and terminologies using in this section follow [3], [10, Sec5–Sec7].
5.1 Crystals of level 0 part of U˜q(ŝl2)
In this subsection we shall review [3],[10].
Let us denote U˜q(g)0 for the level 0 part of U˜q(g) given by
U˜q(g)0 := {b ∈ U˜q(g)|〈c, wt(b)〉 = 0} =
⊕
λ∈P0:={λ∈P | 〈c,λ〉=0}
Uq(g)aλ.
We set
B∞ := {(n)|n ∈ Z}, (wt(n) = 2n(Λ0 − Λ1)).
We define the crystal structure on B∞ by
e˜1(n) = f˜0(n) = (n− 1), e˜0(n) = f˜1(n) = (n+ 1),
ε1(n) = ϕ0(n) = n, ε0(n) = ϕ1(n) = −n.
Remark. We shall identify B∞ with Z. Then we can consider summation,
subtraction and absolute value for elements in B∞.
We set
P(∞) := {(··, ik, ik+1, ··, i−1)|ik ∈ B∞ and if |k| ≫ 0, ik = (0)}, (5.1)
P(−∞) := {(i0, ··, ik, ik+1, ··)|ik ∈ B∞ and if |k| ≫ 0, ik = (0)}, (5.2)
Then we get the following isomorphisms of crystal ([6],[10, 5.1])
B(∞) ∼= P(∞), B(−∞) ∼= P(−∞).
For an integer m we set
Pm := {p = (· · · , ik, ik+1, · · · , i−1, i0, i1, · · · , il, il+1, · · ·)| ik ∈ B∞
if k ≪ 0, ik = (0) and if l≫ 0, i2l = (m) and i2l+1 = (−m)} .
(5.3)
Furthermore, let us associate a weight with p ∈ Pm by the following:
wt(p) = (
∑
k∈Z
ik−1 + ik)(Λ0 − Λ1)
+(l+
∑
k∈Z k(max{ik−1,−ik} −max{gk−1,−gk}))δ,
(5.4)
14
where l is an integer and (gk)k is the element in Pm given by gk = (0) (k < 0)
and gk = ((−)km) (k ≥ 0). We set Pm,l = Pm as a set and weight of an element
in Pm,l is given by (5.4). For λ = m(Λ0 − Λ1) + lδ we have
Pm,l ∼= B(Uq(ŝl2)aλ). (5.5)
Let us call an element of Pm,l a path.
For n ∈ Z≥0, let Pm(n) be the subset of Pm with n walls as in [10, Sec 5.3].
For a sequence in m-domain configuration (see [10, Sec 7.1]) ~t = (t1, · · · , tn−1)
and a sequence ~c = (c1, · · · , cn−1) ∈ Z
n−1
≥0 let Pm,l(n;~t;~c) be the same object as
in [10, Sec 7.4]. By [10] we get the following
Theorem 5.1 Pm,l(n;~t;~c) is a connected component of Pm,l and any connected
component of Pm,l coincides with some Pm,l(n;~t;~c).
The crystal B(∞) has another path realization. (See [3]). For i ∈ I, let Bi be
the crystal as in Example 2.4 (ii). We define the map Ψi : B(∞) −→ B(∞)⊗Bi
by Ψi(b) = b0 ⊗ f˜mi (0)i, where m = ε
∗
i (b) and b0 = e˜
∗m
i b. Then we have the
following;
Theorem 5.2 ([3]) For any i ∈ I, Ψi gives a strict embeding of crystals.
Let us take a sequence i1, i2, · · · , in ∈ I = {0, 1} such that ik 6= ik+1.
Remark. In the case g = ŝl2, there are only two choices of a sequence i1, i2, · · ·,
(i1, i2, · · ·) = (1, 0, 1, 0, · · ·) or (0, 1, 0, 1, · · ·).
By iterating Ψi we obtain;
Ψin,···,i1 : B(∞)
Ψi1−→B(∞)⊗Bi1
Ψi2⊗id−→ B(∞)⊗Bi2 ⊗Bi1 (5.6)
→ · · · → B(∞)⊗Bin ⊗ · · ·Bi1 . (5.7)
For any b ∈ B(∞) if we take n≫ 0, Ψin,···,i1(b) can be written in the following
form;
Ψin,···,i1(b) = u∞ ⊗ f˜
an
in
(0)in ⊗ · · · ⊗ f˜
a1
i1
(0)i1 (ak ≥ 0).
For m > n, since Ψim,···,i1(b) = u∞ ⊗ (0)im ⊗ · · · ⊗ (0)in+1 ⊗ f˜
an
in
(0)in ⊗ · · · ⊗
f˜a1i1 (0)i1 , the sequence a1, a2, · · · does not depend on the choice of n. Thus, we
have the follwoing embeding of crystal;
Ψ : B(∞) −→ {(· · · , an, an−1, · · · , a1)| an ∈ Z≥0, ak = 0 (k ≫ 0)}, (5.8)
where ak means f˜
ak
ik
(0)ik . In [3], the image of the map Ψ is described explicitly
for any rank 2 Kac-Moody Lie algebra. In paticular, for g = ŝl2 we have
Proposition 5.3 We set zn =
n
n−1 (n ≥ 2). Then we have
ImΨ =
{
(· · · , an, an−1, · · · , a1)|
an ∈ Z≥0 and ak = 0 (k ≫ 0)
an+1 ≤ znan (n ≥ 2)
}
.
(5.9)
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5.2 Description of Bmax(λ) with level(λ) = 0
For b = b1 ⊗ tλ ⊗ b2 ∈ B(∞)⊗ Tλ ⊗B(−∞), by Theorem 3.4 (iii) we get
b∗ = b∗1⊗ t−λ−wt(b1)−wt(b2)⊗ b
∗
2 = b
∗
1⊗ t−wt(b)⊗ b
∗
2 ∈ B(∞)⊗T−wt(b)⊗B(−∞).
Thus, by (4.3) and Theorem 3.2 we can write;
Bmax(λ) = {b∗|b ∈ B(U˜q(g))−λ and b is an extremal vector} (5.10)
For level 0 weight λ, we shall describe Bmax(λ) explicitly. Set λ = m(Λ0−Λ1)+lδ
where l,m ∈ Z. Let p ∈ Pk be an extremal vector. Since all walls (see [10, Sec
5.3]) in p are simultaneously + or − by [10, Theorem 7.18], we have
wt(p) =
{
n(Λ0 − Λ1) + jδ if all walls are +,
n(Λ1 − Λ0) + jδ if all walls are −,
(5.11)
where n is a number of walls in p and j is some integer. Thus, we obtain the
following lemma.
Lemma 5.4 We set λ = m(Λ0 − Λ1) + lδ with m ≥ 0 (resp. m ≤ 0). If
b = (· · · , ik, ik+1, · · ·) is an extremal vector with the weight −λ. then b has |m|
walls and all walls in b are − (resp. +) and b∗ ∈ Pm,l, .
We shall describe the operation ∗ on an extremal vector p = (· · · , ik, ik+1, · · ·) ∈
B(U˜q(g)0) more precisely. Set b = (· · · , ik, ik+1, · · · , i−1) ∈ P(∞) ∼= B(∞). We
can define walls and domains in b by the similar way to the one in [10, Sec 5.3]
Definition 5.5 (i) For b = (· · · , ik, ik+1, · · · , i−1) ∈ B(∞), by definition,
there are + (resp. −) walls at position k ≤ −1 if ik−1 + ik > 0 (resp.
ik−1 + ik < 0) and |ik−1 + ik| is called the number of walls at position k.
We also call
∑
k≤−1 |ik−1 + ik| the total number of walls in b.
(ii) A domain in b is a finite subsequence ia, ia+1, · · · , ib such that ia−1+ia 6= 0,
ib + ib+1 6= 0 and ij + ij+1 = 0 for a ≤ j < b, namely, a subsequence
surrounded by neighboring two walls or a subsequence · · · , ic−1, ic (resp.
ic, ic+1, · · ·) such that ic + ic+1 6= 0 and ij−1 + ij = 0 for j ≤ c (resp.
ic−1 + ic 6= 0 and ij−1 + ij = 0 for j > c), namely, a subsequence of p on
the left (resp. right) of the left-most (resp. right-most) wall or an empty
subsequence without entry which appears between two neighboring walls in
the same position.
Remark. The left-most domain is an infinite domain but the right-most domain
is not infinite.
Example 5.6 For a path p = (· · · , 0, 0, 1,−1, 3,−3), there is a zero-length do-
main between entries −1 and 3 and there are one infinite domain · · · , 0, 0, 0, 0
and two finite domains 1,−1 and 3,−3.
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If the total number of walls is n, there are n + 1 domains in b and we shall
denote d0, d1, · · · , dn for them, where d0 is the left-most domain and dn is the
right-most domain. All domains except d0 include finite number of entries. For
a domain dj (j > 0), let lj be the length of dj(= number of entries in dj). In
particular, the total sum of lenghts
l(b) :=
n∑
j=1
lj
is called length of b.
Proposition 5.7 Let p = (· · · , ik, ik+1, · · ·) ∈ B(U˜q(g)0) be an extremal vector
and set b = (· · · , ik, · · · , i−2, i−1) ∈ P(∞). Suppose that b has n walls and set
l′j =
∑j
i=1 li (l
′
n = l(b)). Then we have
b = f˜njl(b) · · · f˜
n
jl′
n−1
+1︸ ︷︷ ︸
ln
· · · · · · f˜2jl′
2
· · · f˜2jl′
1
+1︸ ︷︷ ︸
l2
f˜jl′
1
· · · f˜j1︸ ︷︷ ︸
l1
u∞, (5.12)
with the conditions that jk 6= jk+1, e˜jk+1(f˜
m
jk
· · ·u∞) = 0 if l′m−1 < k ≤ l
′
m and
jl(b) =
{
1 if all walls in b are +,
0 if all walls in b are − .
To show this proposition, we shall see the following lemmas:
Lemma 5.8 For b = (· · · , ik, ik+1, · · · , i−1) ∈ P(∞) and i = 0, 1 we set
A
(i)
k (b) := σ(i)(ik + 2
∑
j<k
ij), where σ(i) =
{
+ if i = 1,
− if i = 0.
(5.13)
(i) If there exists k such that
A
(i)
k (b) > A
(i)
ν (b) for ν < k and A
(i)
k (b) ≤ A
(i)
ν (b) for k < ν ≤ −1,
we have e˜ib = (· · · , ik−1, e˜i(ik), ik+1, · · · , i−1), otherwise, e˜ib = 0.
(ii) If there exists k such that
A
(i)
k (b) ≥ A
(i)
ν (b) for ν < k and A
(i)
k (b) > A
(i)
ν (b) for k < ν ≤ −1,
we have f˜ib = (· · · , ik−1, f˜i(ik), ik+1, · · · , i−1).
(iii) εi(b) = maxk≤−1{A
(i)
k (b)}.
(iv) If ik = −ik+1, then A
(i)
k (b) = A
(i)
k+1(b).
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(v) If e˜ib = (· · · , ik−1, e˜i(ik), ik+1, · · ·), we have
A(i)ν (e˜ib) =

A
(i)
ν (b) if ν < k,
A
(i)
ν (b)− 1 if ν = k,
A
(i)
ν (b)− 2 if ν > k.
Remark. Since A
(i)
j (b) = A
(i)
j+1(b) for |j| ≫ 0, there always exists k as in (ii).
Thus, f˜ib 6= 0 for any i.
Proof. (i) and (ii) are easily obtained by Lemma 3.6 in [3]. Using (2.22)
repeatedly, we get (iii). (iv) and (v) are trivial by the definition of A
(i)
k (b).
Lemma 5.9 For b = (· · · , ik, ik+1, · · · , i−1) ∈ P(∞) ∼= B(∞) suppose that all
walls in b are − (resp. +) and set e˜
ε0(b)
0 b = (· · · , i
′
k, i
′
k+1, · · · , i
′
−1). (resp.
e˜
ε1(b)
1 b = (· · · , i
′
k, i
′
k+1, · · · , i
′
−1)). Then we have
i′k = −ik−1 for k = −1,−2, · · · (5.14)
Proof. We shall show the case that all walls are −. Let M := {m1, · · · ,mp} be
the set of indices such that imj−1+imj < 0 andm1 < m2 < · · · < mp. Here note
that any domain imj , imj+1, · · · , imj+1−1 is in the form; l,−l, · · · , (−)
mj+1−mj−1l.
By this fact and Lemma 5.8 (iii), we have
A(0)m1(b) < A
(0)
m2(b) < · · · < A
(0)
mp(b) = ε0(b), (5.15)
A(0)mj (b)−A
(0)
mj−1(b) = −imj−1 − imj > 0. (5.16)
We set nj := −imj−1 − imj . Here note that by Lemma 5.8 (i) and (iv), e˜i acts
on some ik (k ∈M) or e˜ib = 0. In this case, by (5.15) we know that e˜0 acts on
imp . Since e˜0(ik) = ik + 1, if we apply e˜
np
0 on b, by Lemma 5.8 (v) we get
e˜
np
0 b = (· · · , imp−1, e˜
np
0 (imp), imp+1, · · ·) (5.17)
= (· · · , imp−1,−imp−1, imp+1, · · ·) (5.18)
Furthermore, if we apply e˜0 on e˜
np
0 b, it acts on imp−1 by Lemma 5.8 (ii) (v).
Repeating this, we obtain
e˜
ε0(b)
0 b = (· · · , e˜
n1
0 (im1), · · · , e˜
nj
0 (imj ), · · · , e˜
np
0 (imp), · · ·).
Here note that
p∑
j=1
nj = −
p∑
j=1
(imj−1 + imj) = A
(0)
mp(b) = ε0(b).
Since imj−1 + e˜
nj
0 (imj ) = 0, we have
i′mj = −imj−1. (5.19)
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If k 6∈M , then i′k = ik and ik−1 + ik = 0. This implies
i′k = −ik−1 for k 6∈M. (5.20)
By (5.19) and (5.20) we obtained the desired result. The case that all walls are
+ is also shown similarly.
Proof of Proposition 5.7. We shall show by the induction on l(b). If l(b) = 1, b
is in the following form;
b = (· · · , 0, 0, 0, k).
If k > 0, all walls in b are + and b = f˜k1 u∞. If k < 0, all walls in b are − and
b = f˜
|k|
0 u∞. Suppose that l(b) > 1 and all walls in b are −. Lemma 5.9 implies
that all walls in e˜
ε0(b)
0 b are + and l(e˜
ε0(b)
0 b) = l(b)− 1. Then, by the hypothesis
of the induction,
e˜
ε0(b)
0 b = f˜
n
1 · · · f˜
n
jl′
n−1
+1︸ ︷︷ ︸
−1+ln
· · · · · · f˜2jl′
2
· · · f˜2jl′
1
+1︸ ︷︷ ︸
l2
f˜jl′
1
· · · f˜j1︸ ︷︷ ︸
l1
u∞. (5.21)
Since ε0(b) = n and b = f˜
n
0 e˜
n
0 b, we obtain the desired result. The case that all
walls in b are + is also shown similarly.
We shall introduce the following lemma similar to Lemma 5.8.
Lemma 5.10 For b = (· · · , ak, ak−1, · · · , a2, a1) ∈ BI we set
Â
(0)
k (b) := a2k−1 + 2
∑
j>k
(a2j−1 − a2j−2) (k ≥ 1), (5.22)
Â
(1)
k (b) := a2k + 2
∑
j>k
(a2j − a2j−1) (k ≥ 1). (5.23)
(i) If there exists k such that Â
(i)
k (b) > Â
(i)
ν (b) for k < ν and Â
(i)
k (b) ≥ Â
(i)
ν (b)
for k > ν ≥ 1,
e˜ib =
{
(· · · , a2k−1 − 1, · · ·) if i = 0,
(· · · , a2k − 1, · · ·) if i = 1,
otherwise, e˜ib = 0.
If there exists k such that Â
(i)
k (b) ≥ Â
(i)
ν (b) for k < ν and Â
(i)
k (b) > Â
(i)
ν (b)
for k > ν ≥ 1,
f˜ib =
{
(· · · , a2k−1 + 1, · · ·) if i = 0,
(· · · , a2k + 1, · · ·) if i = 1,
(ii) εi(b) = maxk≥1{Â
(i)
k }.
19
It is easy to show this lemma by Lemma 1.3.6 in [3].
We set
BI :=
{
(··, ak, ak−1, · · · , a1)|
ak ∈ Z≥0, ak+1 ≤ ak
ak = 0 for k ≫ 0
}
⊂ Ψ(B(∞)),(5.24)
BII :=
{
(· · · , ik, ik+1, · · · , i−1) ∈ P(∞) |
i2k ≥ 0, i2k−1 ≤ 0,
|ik−1| ≤ |ik|.
}
. (5.25)
where we set (· · · , ak, · · · , a2, a1) := u∞ ⊗ · · · ⊗ f˜
a2
1 (0)1 ⊗ f˜
a1
0 (0)0.
The following lemma guarantees that BI and BII are stable by the action of e˜i.
Lemma 5.11 (i) If b = (· · · , ak, ak−1, · · · , a1) ∈ BI and e˜ib 6= 0, e˜ib ∈ BI .
(ii) If b = (· · · , ik, ik+1, · · · , i−1) ∈ BII and e˜ib 6= 0, e˜ib ∈ BII .
Proof. (i) We consider the case of i = 0 and b ∈ BI . We assume that a2k+1
changes to a2k+1−1 by the action of e˜0 and a2k+1 = a2k+2. Â
(0)
k (b)−Â
(0)
k+1(b) =
a2k+1 − 2a2k+2 + a2k+3 = a2k+3 − a2k+2 ≤ 0. This means Â
(0)
k (b) ≤ Â
(0)
k+1(b),
which contradicts Lemma 5.10. Thus if a2k+1 changes to a2k+1−1 by the action
of e˜0, a2k+2 < a2k+1. As for the i = 1-case, we can show similarly.
(ii) For b = (· · · , ik, ik+1, · · · , i−1) ∈ BII suppose that e˜0b = (· · · , ik + 1, · · ·) 6=
0. Let A
(i)
k (b) be as in Lemma 5.8. By the assumption we haveA
(0)
k (b) > A
(0)
k−1(b)
and then ik + ik−1 < 0. Suppose that ik ≥ 0. Then −ik−1 > ik ≥ 0. This
means |ik| < |ik−1|, which is a contradiction. Thus we have ik < 0. This
implies 0 ≤ ik−1 < −ik and then 0 ≤ ik−1 ≤ −ik − 1. Therefore, we get
|ik−1| ≤ |ik + 1| = |e˜0(ik)|. Then it follows that if e˜0b 6= 0, e˜0b ∈ BII . The
i = 1-case can be shown by the similar way.
Remark.
(i) We know that a vector in BI is in the image of Ψ by Proposition 5.3.
(ii) Any element b = (· · · , a2, a1) ∈ BI is in the form:
b = (· · · , 0, 0, 1 · · · , 1︸ ︷︷ ︸
l1
, 2, · · · , 2︸ ︷︷ ︸
l2
, · · · , n, · · · , n︸ ︷︷ ︸
ln
).
Now, we shall show the following proposition:
Proposition 5.12 For b ∈ B(∞), suppose that
Ψ(b) = (· · · 0, 0, d1, · · · , dn) ∈ BI , (5.26)
where as in Remark (ii) as above;
dm = m, · · · ,m︸ ︷︷ ︸
lm
= f˜msm1 ⊗ · · · ⊗ f˜
m
sm
lm︸ ︷︷ ︸
lm
∈ Bsm1 ⊗ · · · ⊗Bsmlm
, (smj = 0, 1).
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Then we have
Φ(b) = (· · · 0, 0, dˆ1, · · · , dˆn) ∈ BII , (5.27)
where Φ is the isomorphism Φ : B(∞)
∼
−→P(∞) and
dˆm = σ(s
m
1 )m, · · · , σ(s
m
lm)m︸ ︷︷ ︸
lm
∈ B∞
⊗lm ,
To show the proposition, we shall prepare several lemmas.
Lemma 5.13 Let A
(i)
k (b) be as in Lemma 5.8 and Â
(i)
k (b) be as in Lemma 5.10.
Let b1 = (· · · , a2, a1) ∈ BI be as in (5.26) and b2 = (· · · , i−2, i−1) ∈ BII be as
in (5.27). Then f˜ib1 = (· · · , ak + 1, · · ·) (resp. e˜ib1 = (· · · , ak − 1, · · ·)) if and
only if f˜ib2 = (· · · , f˜i(i−k), · · ·) (resp. e˜ib2 = (· · · , e˜i(i−k), · · ·)).
Proof. First, we shall show
Â
(i)
k (b1) = A
(i)
−2k+1−i(b2), (5.28)
for any k ∈ Z>0 and i ∈ {0, 1}. For this purpose, we shall see the following;
Lemma 5.14 (i) If a2k−1+i is in dm (i.e. a2k−1+i = m),
Â
(i)
k (b1) = ♯{j|s
j
1 = i, 1 ≤ j ≤ m} − ♯{j|s
j
1 = 1− i, 1 ≤ j ≤ m}. (5.29)
(ii) If i−2k+1−i is in dˆm,
A
(i)
−2k+1−i(b2) = ♯{j|s
j
1 = i, 1 ≤ j ≤ m} − ♯{j|s
j
1 = 1− i, 1 ≤ j ≤ m}.
(5.30)
Remark. Even if lm = 0, s
m
1 and s
m
lm
are uniquely determined by applying the
conditions smlm 6= s
m+1
1 , s
m
1 6= s
m−1
lm−1
and if lm is even, s
m
1 6= s
m
lm
to the nearest
non-empty domains. That is, let da, db, dc (a < b < c) be domains such that da
and dc are non-empty and db is the empty domain surrounded by da and dc.
Then sb1 and s
b
lb
are given by sb1 = 1− s
a
la
and sblb = 1− s
c
1.
Proof. (i) We shall consider the i = 0 case. We know that a2k−2 is the
left-most entry of some dm if and only if a2k−1 < a2k−2. Now, a2k−2 implies
f˜
a2k−2
1 (0)1. Since the index of the left-most entry of dj is s
j
1, if a2k−1 is in some
dm (i.e. a2k−1 = m), by the remark as above and (5.22), we have
Â
(0)
k (b1) = a2k−1 − 2♯{j|s
j
1 = 1, 1 ≤ j ≤ m}
= m− 2♯{j|sj1 = 1, 1 ≤ j ≤ m}
= ♯{j|sj1 = 0, 1 ≤ j ≤ m}+ ♯{j|s
j
1 = 1, 1 ≤ j ≤ m} − 2♯{j|s
j
1 = 1, 1 ≤ j ≤ m}
= ♯{j|sj1 = 0, 1 ≤ j ≤ m} − ♯{j|s
j
1 = 1, 1 ≤ j ≤ m}
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Â
(1)
k (b1) is also given similarly.
(ii) We shall consider the i = 0 case. By (5.13), we can write
A
(0)
k (b2) = −
∑
j≤k
(ij−1 + ij). (5.31)
We know that ij−1+ ij 6= 0 if and only if ij is the left-most element of some dˆm.
Here note that if j is odd, ij−1 + ij ≤ 0 and if j is even, ij−1 + ij ≥ 0 by the
conditions of BII . Let ij be the left-most element of dˆm. If j is even, s
m
1 = 1
and if j is odd, sm1 = 0. Thus, if i−2k+1 is in dˆm, by the remark as above and
(5.31) we have
A
(0)
−2k+1(b2) = −(♯{j|s
j
1 = 1, 1 ≤ j ≤ m} − ♯{j|s
j
1 = 0, 1 ≤ j ≤ m})(5.32)
= ♯{j|sj1 = 0, 1 ≤ j ≤ m} − ♯{j|s
j
1 = 1, 1 ≤ j ≤ m}. (5.33)
A
(1)
−2k(b2) is also obtained by the simlar argument.
Proof of lemma 5.13. By Lemma 5.14 we obtain (5.28).
For i = 0 case, we set f˜0(b1) = (· · · , a2k−1 + 1, · · ·). By Lemma 5.10 this
implies that Â
(0)
k (b1) ≥ Â
(0)
ν (b1) for k < ν and Â
(0)
k (b1) > Â
(0)
ν (b1) for k >
ν ≥ 1. Thus, by (5.28) we have A
(0)
−2k+1(b2) ≥ A
(0)
−2ν+1(b2) for k < ν and
A
(0)
−2k+1(b2) > A
(0)
−2ν+1(b2) for k > ν ≥ 1. Furthermore, by simple calculations
and the definition of BII , for any j ∈ Z>0 we get
A
(0)
−2j(b2)−A
(0)
−2j+1(b2) = i−2j+1 + i−2j ≤ 0, (5.34)
A
(0)
−2j−1(b2)−A
(0)
−2j(b2) = i−2j−1 + i−2j ≥ 0. (5.35)
This implies that
A
(0)
−2j−1(b2) ≥ A
(0)
−2j(b2) ≤ A
(0)
−2j+1(b2).
Then by Lemma 5.8 (ii), we know that the action by f˜0 on b2 never touch
i−2j . Then we get f˜0b2 = (· · · , f˜0(i−2k+1), · · ·). Arguing similarly, we have that
f˜0b1 = (· · · , a2k+1 + 1, · · ·) if f˜0b2 = (· · · , f˜0(i−2k+1), · · ·). The other cases are
shown similarly.
Lemma 5.15 For b ∈ BI (resp. b ∈ BII) there exists i ∈ {0, 1} such that
l(e˜
εi(b)
i (b)) = l(b)− 1, (5.36)
where l(b) is a length of b given as the largest number k > 0 such that ak 6= 0 for
b = (· · · , aj , aj−1, · · · , a1) (resp. i−k 6= (0) for b = (· · · , i−k, i−k+1, · · · , i−1)).
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Proof of Lemma 5.15. If l(b) is even, we choose i = 1 and if l(b) is odd, we
choose i = 0. (Here note that we chose the sequence of indices :(· · · , 1, 0, 1, 0)
for BI .). We assume l(b) is odd and then i = 0, and set l(b) = 2k − 1 and
e˜
ε0(b)
0 b = (· · · , b2k, b2k−1, · · · , b1) (resp. (· · · , j−2k, j−2k+1, · · · , j−1)).
Suppose that b2k−1 > 0 (resp. j−2k+1 > 0). Then we have Â
(0)
k (e˜
ε0(b)
0 b) =
b2k−1 > 0 (resp. A
(0)
−2k+1(e˜
ε0(b)
0 b) = j−2k+1 > 0) and then by Lemma 5.10 (ii)
(resp. Lemma 5.8(iii)) ε0(e˜
ε0(b)
0 b) > 0, which is a contradiction (see Example
2.4 (iv)). Thus, we get b2k−1 = 0 (resp. j−2k+1 = 0). For b ∈ BI , a2j implies
f˜
a2j
1 (0)1. Then e˜0 never touch a2k−2. Then we have a2k−2 = b2k−2. By the
definition of BI , we know that b2k−2 = a2k−2 ≥ a2k−1 > 0. Now, we obtain
(5.36) for b ∈ BI .
For b ∈ BII , by the assumption l(b) is odd and by the definition of BII , we
have i−2k+1 + i−2k+2 ≥ 0. Then, by the facts that ϕ0(i−2k+1) = i−2k+1
and ε0(i−2k+2) = −i−2k+2, we get ϕ0(i−2k+1) ≥ ε0(i−2k+2) and in general,
ϕ0(e˜
m
0 (i−2k+1)) = ϕ0(i−2k+1) +m ≥ ε0(i−2k+2) = −i−2k+2 for m ≥ 0. Thus,
by (2.24) we obtain
e˜m0 (i−2k+1 ⊗ i−2k+2) = e˜
m
0 (i−2k+1)⊗ i−2k+2.
This implies that action of e˜m0 (0 ≤ m ≤ ε0(b)) never touch the entry i−2k+2
and then i−2k+2 = j−2k+2 6= 0. Now, we get (5.36) for b ∈ BII .
Proof of Proposition 5.12. Let us complete the proof of Proposition 5.12 by
using the induction on l(Ψ(b)). For the case l(Ψ(b)) = 1, we can write Ψ(b) =
(· · · , 0, 0, a) = u∞ ⊗ f˜a0 (0)0 (a > 0). Then we obtain Φ(b) = f˜
a
0 (· · · , 0, 0, 0) =
(· · · , 0, 0,−a) ∈ BII . We assume l(Ψ(b)) > 1. Set Ψ(b) = (· · · , ak, ak−1, · · · , a1)
and Φ(b) = (· · · , ik, ik+1, · · · , i−1). By Lemma 5.15, there exists i such that
l(e˜
εi(b)
i Ψ(b)) = l(Ψ(b)) − 1. Since BI is stable by the action of e˜i by Lemma
5.11, we can set e˜
εi(b)
i Ψ(b) = (· · · , a
′
k, · · · , a
′
2, a
′
1) = (· · · , 0, 0, d
′
1, d
′
2, · · · , d
′
r) ∈ BI
with
d′m = m, · · · ,m︸ ︷︷ ︸
l′m
= f˜mtm1 ⊗ · · · ⊗ f˜
m
tm
l′m
,
where tmj ∈ {0, 1} and l
′
m is the length of d
′
m. By the hypothesis of the
induction, we can write e˜
εi(b)
i (Φ(b)) = Φ(e˜
εi(b)
i b) = (· · · , i
′
−k, · · · , i
′
−2, i
′
−1) =
(· · · 0, 0, dˆ′1, dˆ
′
2, · · · , dˆ
′
r) with
dˆ′m = σ(t
m
1 )m, · · · , σ(t
m
l′m
)m.
We consider i = 0 case. If f˜0e˜
ε0(b)
0 Ψ(b) = (· · · , a
′
2k+1 + 1, · · ·), by Lemma
5.13 we get f˜0e˜
ε0(b)
0 Φ(b) = (· · · , f˜0(i
′
−2k−1), · · ·). Here note that f˜0(i
′
−2k−1) =
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i′−2k−1−1 and i
′
−2k−1 ≤ 0 by the definition ofBII , then |f˜0(i
′
−2k−1)| = |i
′
−2k−1|+
1 = a′2k+1 + 1. Repeating this ε0(b) times, since f˜
ε0(b)
0 e˜
ε0(b)
0 Φ(b) = Φ(b) and
f˜m0 e˜
ε0(b)
0 Ψ(b) ∈ BI (0 ≤ m ≤ ε0(b)), we obtain the desired result.
Proposition 5.16 For b ∈ B(∞) suppose that all walls in Φ(b) =
(· · · , ik, ik+1, · · · , i−1) ∈ P(∞) are − (resp. +) and the total number of walls is
n ∈ Z>0. (Then there are n finite domains.). Let lj (1 ≤ j ≤ n) be the length
of the j-th finite domain. Then we have
Φ(b∗) = (· · · , 0, 0, d¯1, d¯2, · · · , d¯n),
with
d¯j = (−)
kj j, (−)kj+1j, · · · , (−)kj+lj−1j︸ ︷︷ ︸
lj
, (5.37)
(resp. d¯j = (−)
kj+1j, (−)kj+2j, · · · , (−)kj+lj j︸ ︷︷ ︸
lj
), (5.38)
where kj ∈ {−1,−2, · · ·} is the position of the left-most entry of d¯j.
Proof. We assume that all walls in b are −. Here note the following:
if b ∈ B(∞) can be written b = f˜mi b
′ with e˜ib
′ = 0 (that is, εi(b) = m),
Ψi(b
∗) = b′ ⊗ f˜mi (0)i (5.39)
since ε∗i (b
∗) = εi(b) = m. (See 5.1.). By Proposition 5.7, we can write b in the
following form;
b = f˜n0 · · · f˜
n
jl′
n−1
+1︸ ︷︷ ︸
ln
· · · · · · f˜2jl′
2
· · · f˜2jl′
1
+1︸ ︷︷ ︸
l2
f˜jl′
1
· · · f˜j1︸ ︷︷ ︸
l1
u∞, (l
′
m =
m∑
j=1
lj)
with the conditions jk 6= jk+1 (1 ≤ k < l′n) and
e˜jk+1(f˜
m
jk
· · ·u∞) = 0, (5.40)
for l′m−1 < k ≤ l
′
m and 1 ≤ m ≤ n. By virtue of (5.40), we can apply (5.39) to
b∗ repeatedly and obtain;
Ψ(b∗) = (· · · , 0, 0, d1, d2, · · · , dn), (5.41)
where
dm = m, · · · ,m︸ ︷︷ ︸
lm
= f˜msm1 ⊗ · · · ⊗ f˜
m
sm
lm︸ ︷︷ ︸
lm
and snln = 0 (1 ≤ m ≤ n).
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Since the vector (5.41) is in BI , by Proposition 5.12 we have
Φ(b∗) = (· · · , 0, 0, dˆ1, dˆ2, · · · , dˆn),
with
dˆm = σ(s
m
1 )m, · · · , σ(s
m
lm)m︸ ︷︷ ︸
lm
∈ B⊗lm∞ .
We set Φ(b∗) = (· · · , i−k, · · · , i−1) and Ψ(b∗) = (· · · , ak, · · · , a1). If k is odd
(resp. even), we have ak = f˜
ak
0 (0)0 (resp. ak = f˜
ak
1 (0)1) and i−k < 0 (resp.
i−k > 0). Then we have dˆj = d¯j (1 ≤ j ≤ n).
Now, we shall give the similar description for B(−∞). By the definition of
∧, we have
B∧∞
∼
−→ B∞
(n)∧ 7→ (−n).
As mentioned in Example 2.4 (iv), B(∓∞) = B(±∞)∨ ∼= B(±∞)∧. Then we
can identify ∨ with ∧ on B(±∞). We obtain the following isomorphism:
Φ+ := ∧ ◦ Φ ◦ ∧ : B(−∞)
∼
−→P(−∞).
Remark. For b ∈ B(∞), if we set
Φ(b) = (· · · , i−k, i−k+1, · · · , i−1),
Φ+(b∧) = (j0, · · · , jk, jk+1, · · ·),
we get jk = −i−k−1.
Proposition 5.17 For b ∈ B(−∞) suppose that all walls in Φ+(b) = (i0, · · · , ik, ik+1, · · ·) ∈
P(−∞) are − (resp. +) and the number of walls is n ∈ Z>0. (Then there are n
finite domains.). Let lj (1 ≤ j ≤ n) be the length of the finite domain d¯j. Then
we have
Φ+(b∗) = (d¯n, d¯n−1, · · · , d¯1, 0, 0, · · ·)
where
d¯j := (−)
kj+1j, (−)kj+2j, · · · , (−)kj+lj j︸ ︷︷ ︸
lj
, (5.42)
(resp. d¯j := (−)
kj j, (−)kj+1j, · · · , (−)kj+lj−1j︸ ︷︷ ︸
lj
), (5.43)
where kj ∈ {0, 1, 2, · · ·} is the position of the left-most entry of d¯j.
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Proof. If all the walls in some element b0 ∈ B(∞) are + (resp. −), by the
Remark as above all the walls in b := b∧0 = b
∨
0 are − (resp. +). By the
commutativity of ∨ and ∗ and Proposition 5.16, we get the desired result.
For m ∈ Z, we set
Pm(−∞) =
{
(i0, i1, · · · , ik, · · ·)|
ik ∈ B∞ and if |k| ≫ 0,
i−k = (0), i2k = (m), i2k+1 = (−m)
}
.
For λ = m(Λ0 − Λ1) + lδ by [10, 5.2], there exists the isomorphism
Tλ ⊗ P(−∞) ∼= Pm(−∞) (5.44)
tλ ⊗ (i0, · · · , i2k, i2k+1, · · ·) ↔ (i0 +m, · · · , ik + (−)
km, · · ·)
where weight of b in Pm(−∞) is given by wt(b) = λ+ wt(b′) (tλ ⊗ b′ ↔ b).
Now, we can describe the operation ∗ on extremal vectors. For a level 0 weight
λ = m(Λ0 − Λ1) + lδ, let b = (· · · , ik, ik+1, · · ·) ∈ B(U˜q(g)0)−λ be an extremal
vector. By (5.11) and Lemma 5.4, if m > 0 (resp. m < 0), then all walls in b
are − (resp. +) and the number of walls is |m|. There are |m| − 1 domains in b
denoted d1, d2, · · · , d|m|−1. Let lj be the length of dj and kj be the position of
the left-most entry in a domain dj with lj > 0.
Theorem 5.18 For λ = m(Λ0 − Λ1) + lδ with m > 0 (resp. m < 0) let
b = (· · · , ik, ik+1, · · ·) ∈ B(U˜q(g)0)−λ be an extremal vector as above. Set
d¯j := i
′
kj , i
′
kj+1, · · · , i
′
kj+1−1 = (−)
kj j, (−)kj+1j, · · · , (−)kj+1−1j︸ ︷︷ ︸
lj
(5.45)
(resp. d¯j := i
′
kj , i
′
kj+1, · · · , i
′
kj+1−1 = (−)
kj+1j, (−)kj+2j, · · · , (−)kj+1j︸ ︷︷ ︸
lj
).(5.46)
Then we obtain
b∗ = (· · · , i′kj , i
′
kj+1, · · ·) = (· · · , 0, 0, d¯1, · · · , d¯|m|−1, (−)
t+1m, (−)t+2m, · · ·),
where t is the position of the right-most entry in the subsequence d¯1, · · · , d¯|m|−1,
that is, t = kj + lj + lj+1 + · · ·+ l|m|−1 − 1 if lj 6= 0.
Proof of Theorem 5.18. We assume m > 0 and then all walls in b are −. Set
b = b1 ⊗ tµ ⊗ b2 ∈ B(∞)⊗ Tµ ⊗B(−∞) (µ := −λ− wt(b1)− wt(b2)), and
b1 = (· · · , ik, · · · , i−2, i−1),
tµ ⊗ b2 = (i0, i1, · · · , ik, · · ·).
Let m1 and m2 be the total number of walls in b1 and tµ⊗ b2 respectively. Here
note that m1 +m2 ≤ m since the walls of b at position 0 are not included in b1
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nor tµ ⊗ b2. Let d1j (1 ≤ j ≤ m1) and d
2
j (1 ≤ j ≤ m2) be the domain in b1 and
tµ ⊗ b2 respectively and set l1j and l
2
j the length of d
1
j and d
2
j respectively and
k1j and k
2
j the position of the left-most entry in d
1
j and d
2
j with non-zero length
respectively. That is,
b1 = (· · · , 0, 0, d
1
1, d
1
2, · · · , d
1
m1),
tµ ⊗ b2 = (d
2
m2 , d
2
m2−1, · · · , d
2
1, 0, 0, · · ·).
Here note that l1j = lj for (1 ≤ j < m1) and l
2
j = lm+1−j for (1 ≤ j < m2).
Also note that k1j = kj if l
1
j > 0 (1 ≤ j ≤ m1) and k
2
j = km+1−j if l
2
j > 0
(1 ≤ j < m2). By Proposition 5.12, Proposition 5.17 and (5.44), we have
b∗1 = (· · · , 0, 0, dˆ
1
1, · · · , dˆ
1
m1), (5.47)
tλ ⊗ b
∗
2 = (dˆ
2
m2 , dˆ
2
m2−1, · · · , dˆ
2
1, (−)
t+1m, (−)t+2m, · · ·), (5.48)
where t is the position of the right-most entry in the subsequence dˆ2m2 , dˆ
2
m2−1, · · · , dˆ
2
1
and
dˆ1j = (−)
k1j j, (−)k
1
j+1j, · · · , (−)k
1
j+1−1j︸ ︷︷ ︸
l1
j
, (5.49)
dˆ2j = (−)
k2j (m− j), (−)k
2
j+1(m− j), · · · , (−)k
2
j−1−1(m− j)︸ ︷︷ ︸
l2
j
. (5.50)
In particular, if we denote b∗ = b∗1 ⊗ tλ ⊗ b
∗
2 = (· · · , jk, jk+1, · · ·), we have
j−1 = −m1 and j0 = m−m2. (5.51)
This implies there are j−1+j0 = m−m1−m2 ≥ 0 walls at position 0. We know
that there are m1 walls in b
∗
1 and m2 walls in tλ ⊗ b
∗
2. Thus, the total number
of walls in b∗ is (m1 +m2) + (m −m1 −m2) = m and there are m − 1 finite
domains in b∗. We denote them dˆj (1 ≤ j ≤ m − 1). There are the following
two cases:
(I) There is no wall at position 0 in b (that is, m1 +m2 = m).
(II) There are walls at position 0 in b (that is, m1 +m2 < m).
(I) In this case, m1 = m−m2. Then by (5.51) we know that j−1+ j0 = 0 and
then there is no wall at position 0 in b∗. Thus, we have
dˆj = dˆ
1
j = d¯j (1 ≤ j < m1) and dˆj = dˆ
2
m−j = d¯j (m−m2 = m1 < j ≤ m− 1),
dˆm1 = dˆ
1
m1 ∪ dˆ
2
m2 = (−)
km1m1, (−)
km1+1m1, · · · , (−)
km1+1−1m1 = d¯m1 .
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(II) In this case, m−m1−m2 > 0. This menas that there exist m−m1−m2
walls at positin 0 in b∗ by (5.51).
dˆj = dˆ
1
j = d¯j (1 ≤ j < m1) and dˆj = dˆ
2
m−j = d¯j (m−m2 < j ≤ m− 1),
dˆj = ∅ = d¯j (m1 ≤ j ≤ m−m2).
Now, we obtain the desired result. The case m < 0 is also shown by the simialr
way.
Example 5.19 For b = (· · · , 0, 0,
−5
−1,
−4
1︸ ︷︷ ︸
d1
,
−3
−2,
−2
2 ,
−1
−2︸ ︷︷ ︸
d2
,
0
1,
1
−1,
2
1︸ ︷︷ ︸
d3
,
3
−2,
4
2,−2, 2, · · ·),
we have
b∗ = (· · · , 0, 0,
−5
−1,
−4
1︸ ︷︷ ︸
d¯1
,
−3
−2,
−2
2 ,
−1
−2︸ ︷︷ ︸
d¯2
,
0
3,
1
−3,
2
3︸ ︷︷ ︸
d¯3
,
3
−4,
4
4,−4, 4, · · ·).
Corollary 5.20 For level 0 weight λ = m(Λ0 − Λ1) + lδ (l,m ∈ Z),
Bmax(λ) =
⊕
~c∈Z|m|−1≥0
Pm,l(|m|; ~m;~c), (5.52)
where
~m =
{
(1, 2, · · · ,m− 1) if m ≥ 0,
(−1,−2, · · · ,m+ 1) if m < 0.
Proof. Let b and {d¯j} be as in Theorem 5.18. By (5.45) t(d¯j) = the type of
domain d¯j (see [10, Sec 7.1]) is given by
t(d¯j) =
{
j if m > 0,
−j if m < 0.
For b∗ as in Theorem 5.18 setting cj := [[lj/2]] ([[n]] is the Gauss’s symbol),
we get
b∗ ∈ Pm(|m|; ~m;~c), (5.53)
where ~c = (c1, c2, · · · , c|m|−1). This means
Bmax(λ) ⊂
⊕
~c∈Z|m|−1≥0
Pm,l(|m|; ~m;~c).
Now, we assume that m > 0 (resp. m < 0). Let b0 be an extremal vector
in Pm,r(|m|; ~m;~c) (r ∈ Z) with − walls (resp. + walls) and weight wt(b0) =
−m(Λ0 − Λ1)− lδ. Then b∗0 is an element of Pm,l.
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This vector b0 is in the following form;
b0 = (· · · , 0, 0, d1, d2, · · · , d|m|−1, (−1)
t+1m, (−1)t+2m, · · ·), dj = −j, j,−j, · · ·︸ ︷︷ ︸
2cj
,
where t is the same one as in Theorem 5.18. Because of the form of dj and the
fact t(dj) = j, the position of the left-most entry in any domain is odd. Then
by Theorem 5.18, we can write
b∗0 = (· · · , 0, 0, d
′
1, d
′
2, · · · , d
′
|m|−1, (−1)
t+1m, (−1)t+2m, · · ·), d′j = −j, j,−j, · · ·︸ ︷︷ ︸
2cj
.
Thus, we have dj = d
′
j and then b0 = b
∗
0 as an element of Pm(|m|; ~m;~c). (Note
that in general, wt(b0)− wt(b∗0) ∈ Zδ.).
Since Pm,l(|m|; ~m;~c) is generated by the extremal vector b∗0 and b
∗
0 ∈ B
max(λ),
we get
Pm,l(|m|; ~m;~c) ⊂ B
max(λ) for any ~c.
Now, we get the desired result.
5.3 Description of B(−λ)∗
For λ = m(Λ0 − Λ1) + lδ (m, l ∈ Z), the generator u−λ = u∞ ⊗ t−λ ⊗ u−∞
corresponds to the path
b0 = (· · · ,
−2
0 ,
−1
0 ,
0
−m,
1
m,
2
−m, · · ·).
We set
~0 := (0, 0, · · · , 0)︸ ︷︷ ︸
|m|−1
.
Then b0 is an element of P−m,−l(|m|;−~m;~0). This implies
B(−λ) ∼= P−m,−l(|m|;−~m;~0).
As we know by the results in the previous subsection, B(−λ) ⊂ Bmax(−λ).
Thus, every element in B(−λ)∗ is an extremal vector with weight λ. For
an element b ∈ P−m,−l(|m|;−~m;~0), let d1(b), d2(b), · · · , d|m|−1(b) be its finite
domains and l1(b), l2(b), · · · , l|m|−1(b) be their lengths. Since any domain in
P−m,−l(|m|;−~m;~0) is a regular domain (see [10, Sec 7.1]), recalling the defi-
nition of domain parameter ([10, Sec 7.1]), we have l(dj) = 0 or 1 for any j,
namely,
P−m,−l(|m|;−~m;~0) = {b ∈ Pm,−l(|m|) | l(dj) = 0 or 1 for j = 1, 2, · · · , |m| − 1}.
(5.54)
We can describe the action of ∗ on an element in B(λ) ⊂ Bmax(λ) by Theorem
5.18 because ∗−1 = ∗. Then we obtain the following;
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Proposition 5.21 For λ = m(Λ0 − Λ1) + lδ,
B(−λ)∗ =
{
b ∈ B(U˜q(ŝl2)0)|
b is an extremal vector with |m| walls, wt(b) = λ,
lj(b) = 0 or 1 for any j = 1, · · · , |m| − 1
}
.
(5.55)
5.4 Explicit form of Peter-Weyl type decomposition of
B(U˜q(ŝl2)0)
The crystal of modified quantum algebra B(U˜q(ŝl2)) has a decomposition of
bi-crystal;
B(U˜q(ŝl2)) = B(U˜q(ŝl2)+)⊕B(U˜q(ŝl2)0)⊕B(U˜q(ŝl2)−),
where U˜q(ŝl2)± :=
∑
±〈c,λ〉>0Uq(ŝl2)aλ. The crystallized Peter-Weyl type deco-
mositios of B(U˜q(ŝl2)±) have been given in [4]. By applying Proposition 4.4, we
can describe the crystallized Peter-Weyl type decomposition for B(U˜q(ŝl2)0).
Theorem 5.22 There exists the following isomorphism of bi-crystal;
B(U˜q(ŝl2)0) ∼=
⊕
λ∈P0/W
Bmax(λ) ⊗B(−λ)∗, (5.56)
where P0 = {λ ∈ P |〈c, λ〉 = 0} and W is the Weyl group associated with ŝl2.
Proof. In the course of the proof of Proposition 4.4, it is enough to show that
the following conditions hold:
(C1’) For any extremal vector b ∈ B(U˜q(ŝl2)0), there exists an embeding of
crystal
B(wt(b)) →֒ B(U˜q(ŝl2)0),
given by uwt(b) 7→ b.
(C2’) For any λ ∈ P0, B(λ)λ = {uλ}.
(C3’) For any extremal vectors b1, b2 ∈ B(λ) (λ ∈ P0) there exist i1, i2, · · · , ik
such that
b2 = Si1Si2 · · ·Sikb1.
(C1’) For an extremal vector b ∈ B(U˜q(ŝl2)0) let B′ be the connected compo-
nent including b and set λ = m(Λ0 − Λ1) + lδ := wt(b). By Corollary 7.28 in
[10], we have
B′ ∼= Aff(B⊗|m|)l¯ ∼= B(λ)
b ↔ zl ⊗ (ǫ)⊗|m| ↔ uλ,
(5.57)
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where ǫ ∈ {±} and l¯ ∈ {0, 1, · · · , |m| − 1} and l¯ ≡ l mod |m|. This implies that
(C1’) holds.
(C2’) The vector uλ corresponds to the path
b = (· · · ,
−2
0 ,
−1
0 ,
0
m,
1
−m,
2
m, · · ·).
This b is an element of Pm,l(|m|; ~m;~0). Thus, we have
B(λ) ∼= Pm,l(|m|; ~m;~0).
By Lemma 7.27 in [10] and the comments below that lemma, we get (C2’).
(C3’) By the formula (7.47) in [10], we obtain the transitivity of extremal
vectors in B(λ) for λ ∈ P0.
Corollary 5.23 Let us denote P1(m, l;~c) for Pm,l(|m|; ~m;~c) and P2(m, l) for
the R.H.S of (5.55). We have
B(U˜q(ŝl2)0) ∼=
⊕
m(Λ0−Λ1)+lδ∈P0/W
~c∈Z|m|−1≥0
P1(m, l;~c)⊗ P2(m, l).
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