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Algebraic K-theory of generalized free products and functors Nil.
Pierre Vogel1
Abstract. In this paper, we extend Waldhausen’s results on algebraic K-theory of
generalized free products in a more general setting and we give some properties of the
Nil functors. As a consequence, we get new groups with trivial Whitehead groups.
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Introduction.
Quillen’s construction associates to any essentially small exact category A its
algebraic K-theory which is an infinite loop space K(A ) and this correspondence is
a functor from the category of essentially small exact categories to the category Ωsp0
of infinite loop spaces.
If A is the category PA of finitely generated projective right modules over some
ring A, one gets a functor A 7→ K(A) = K(PA) and this functor can be enriched into
a new functor K containing also the negative part of the algebraic K-theory. That is
K is a functor from the category of rings to the category Ωsp of Ω-spectra and the
natural transformation K(A) → K(A) induces a homotopy equivalence from K(A)
to the 0-th term of K(A).
By a left-flat bimodule we mean a pair (A, S) where A is a ring and S is an A-
bimodule flat on the left. The left-flat bimodules form a category where a morphism
(A, S) −→ (B, T ) is a ring homomorphism f : A −→ B together with a morphism of
A-bimodules ϕ : S −→ f ∗(T ).
For each left-flat bimodule (A, S) one has an exact category N il(A, S) where the
objects are the pairs (M, f) where M is an object in PA and f :M → M ⊗A S is a
nilpotent morphism of right A-modules.
The correspondenceM 7→ (M, 0) induces a morphismK(A)→ K(N il(A, S)) and
this morphism has a retraction coming from the functor (M, f) 7→M . Thus there is
a functor Nil from the category of left-flat bimodules to Ωsp0 which is unique up to
homotopy such that:
K(N il(A, S)) ≃ K(A)×Nil(A, S)
Theorem 1. There is a functor Nil from the category of left-flat bimodules to the
category Ωsp of Ω-spectra and a natural transformation Nil → Nil such that the
following holds for every left-flat bimodule (A, S):
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• the map Nil(A, S)→ Nil(A, S) induces a homotopy equivalence from Nil(A, S)
to the 0-th term of Nil(A, S)
• if R is the tensor algebra of S, then there is a natural homotopy equivalence in
Ωsp:
K(R)
∼
−→ K(A)× Ω−1(Nil(A, S))
Moreover if A is regular coherent on the right, every spectrum Nil(A, S) is con-
tractible.
Following a terminology of Waldhausen, a ring homomorphism α : A → B will
be called pure if it is split injective as an A-bimodule homomorphism.
Theorem 2. Let α : C −→ A and β : C −→ B be pure ring homomorphisms. Let
R be the ring defined by the push-out diagram:
C
α
−−−−→ A
β
y
y
B −−−−→ R
and K ′(R) be the Ω-spectrum defined by the homotopy fibration in Ωsp:
K(C)
f
−→ K(A)×K(B) −→ K ′(R)
where f is the map K(α)×−K(β).
Suppose A and B are C-flat on the left. Then there exist a left-flat bimodule
(C × C, S) and a homotopy equivalence in Ωsp:
K(R)
∼
−→ K ′(R)× Ω−1(Nil(C × C, S))
Theorem 3. Let C and A be two rings and α and β be two pure ring homomorphisms
from C to A. Let R be the ring generated by A and an invertible element t with the
only relations:
∀c ∈ C, α(c)t = tβ(c)
and K ′(R) be the Ω-spectrum defined by the homotopy fibration:
K(C)
f
−→ K(A) −→ K ′(R)
where f is the map K(α)−K(β).
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Suppose A is C-flat on the left via both α and β. Then there exist a left-flat
bimodule (C × C, S) and a homotopy equivalence in Ωsp:
K(R)
∼
−→ K ′(R)× Ω−1(Nil(C × C, S))
The connective part of these theorems are generalization of the Waldhausen’s
results in [Wa1], in the sense that the condition free on the left in [Wa1] may be
replaced by the condition flat on the left and (in the polynomial extension case) the
condition on the right may be removed.
Because of these results, the functor Nil detects in some sense the default of
excision in algebraic K-theory. So it would be useful to know when the spectrum
Nil(A, S) is contractible, especially if A is not regular coherent. Actually we have
the following result:
Theorem 4. Let A and B be two rings, S be an (A,B)-bimodule and T be a (B,A)-
bimodule. Suppose S and T are flat on both sides. Using projections A × B −→ A
and A× B −→ B, S and T may be considered as A× B-bimodules. Then we have
natural homotopy equivalences of spectra:
Nil(A×B, S ⊕ T )
∼
−→ Nil(A, S ⊗
B
T )
Nil(A×B, S ⊕ T )
∼
−→ Nil(B, T ⊗
A
S)
We have other results concerning the spectrum Nil(A, S) when the bimodule S
is a direct sum of bimodules: S =⊕
i∈I
Si.
Let W (I) be the set of words in the set I. This set is the unitary monoid freely
generated by I. Let CW (I) the set of cyclic words in I. The set CW (I) is the
quotient of W (I) by the equivalence relation uv ∼ vu in W (I). A word u ∈ W (I) is
said to be reduced if we have the following:
∀v ∈ W (I), ∀p > 1, u 6= vp
The set of reduced words is denoted by W0(I) and its image in CW (I) is denoted
by CW0(I). A subset X ⊂W (I) is said to be admissible if the projection W (I) −→
CW (I) induces a bijection X
∼
−→ CW0(I).
For every u ∈ W (I), we have a bimodule Su defined by:
u = 1 =⇒ Su = A
u = vi, with i ∈ I, =⇒ Su = Sv ⊗
A
Si
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Using these notations, we have this result:
Theorem 5: Let A be a ring and Si, i ∈ I, be a family of A-bimodules. Suppose
each bimodule Si is flat on both sides. Let X be an admissible set in W (I). Then
we have a homotopy equivalence of spectra:
Nil(A,⊕
i
Si)
∼
−→ ⊕
u∈X
Nil(A, Su)
where ⊕ is the coproduct in the category of spectra.
Moreover, using theorems 4 and 5, we can deduce this last result:
Theorem 6: Let A be a ring, S be an A-bimodule and I be a set. For each i ∈ I, let
Ai be a right regular coherent ring, Ei be an (A,Ai)-bimodule and Fi be an (Ai, A)-
bimodule. Suppose all these bimodules are flat on both sides. Then the inclusion:
S ⊂ S ⊕ ⊕
i
Ei ⊗
Ai
Fi
induces a homotopy equivalence:
Nil(A, S)
∼
−→ Nil(A, S ⊕ ⊕
i
Ei ⊗
Ai
Fi)
The paper is organized as follows:
In section 1, we construct many categories and functors in such a way they are
defined in each of the three cases: the general polynomial extension case, the gener-
alized free product case and the generalized Laurent extension case. We prove also
many algebraic properties of these categories and functors.
In section 2, we apply these properties to algebraic K-theory and prove theorems
1, 2 and 3.
The section 3 is devoted to the proof of theorems 4, 5 and 6 about Nil functors.
In the last section we apply all these theorems and get new results about White-
head spectra. In particular we construct a class Cl1 bigger that Waldhausen’s class
Cl such that every group in Cl1 has trivial Whitehead groups.
1. The categories V and MV and their algebraic properties.
In order to simplify the notations, the following writing conventions will often be
used:
• Convention 1: if Φ : A → B is a functor, then for every morphism α in A , its
image under Φ will be still denoted by α. So, if α : X → Y is a morphism, we have
a morphism α : Φ(X)→ Φ(Y ).
• Convention 2: if E is a right module over some ring A and F is a left module
over the same ring, then the module E ⊗A F will be simply denoted be EF . In the
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same spirit, if E is an A-bimodule, the tensor product E ⊗A . . .⊗A E of n copies of
E will be denoted by En.
1.1 Definition: Let A be a ring and S be an A-bimodule. Let M be a right A-
module and f : M → MS be an A-linear map. So by iteration, we get for each
integer n > 0 a morphism fn : M → MSn. We say that f is nilpotent if every
element in M is killed by some power fn of f .
1.2 Lemma: Let (A, S) be a left-flat bimodule. Let M be a right A-module and
f : M → MS be an A-linear map. Then f is nilpotent if and only if there is a
filtration of M :
0 =M0 ⊂M1 ⊂ M2 ⊂ . . . ⊂ M
by right A-submodules, such that:
• M is the union of the Mi’s
• for every i > 0, one has: f(Mi) ⊂Mi−1S.
Proof: If such a filtration exists, then f is clearly nilpotent.
Suppose f is nilpotent. For every integer n ≥ 0, denote by Mn the kernel of
fn :M −→ MSn. By construction we have an increasing sequence
0 =M0 ⊂M1 ⊂M2 ⊂M3 . . .
and M is the union of the Mi’s.
Since S is flat on the left, we have, for every n ≥ 0, an isomorphism:
Ker(fn :MS −→MSn+1) ≃ Ker(fn :M −→ MSn)S
and then an equality: Mn+1 = f
−1(MnS). The result follows.
1.3 The exact category N il(A, S) and the space Nil(A, S).
Let (A, S) be a left-flat bimodule. The pairs (M, f) where M is a right A-module
and f : M → MS is a nilpotent morphism are the objects of a category denoted by
N il(A, S)∨. Let A be the category of finitely generated projective right A-modules.
The full subcategory of N il(A, S)∨ generated by pairs (M, f) with M ∈ A will be
denoted by N il(A, S).
If 0 −→ (M, f) −→ (M ′, f ′) −→ (M ′′, f ′′) −→ 0 is a sequence in N il(A, S), we
say that this sequence is exact if the following diagram is commutative with exact
lines:
0 −−−−→ M −−−−→ M ′ −−−−→ M ′′ −−−−→ 0
f
y f ′
y f ′′
y
0 −−−−→ MS −−−−→ M ′S −−−−→ M ′′S −−−−→ 0
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With these exact sequences the category N il(A, S) becomes an exact category in the
sense of Quillen and its algebraic K-theory K(N il(A, S)) is a well defined infinite
loop space (see [Q]).
Actually N il is a functor from the category of left-flat bimodules to the category
of essentially small exact categories and exact functors.
We have two exact functors M 7→ (M, 0) from A to N il(A, S) and (M, f) 7→ M
from N il(A, S) to A inducing two maps:
K(A)
F
−→ K(N il(A, S))
G
−→ K(A)
where G is a retraction of F . Denote by Nil(A, S) the homotopy fiber of G. Then
Nil(A, S) is an infinite loop space and we have a decomposition:
K(N il(A, S)) ≃ K(A)×Nil(A, S)
Throughout this paper, we’ll consider many categories and functors and, in par-
ticular, many exact categories and their abelianizations, where an abelianization of
an exact category is defined as follows:
Definition: Let E be an exact category. We say that a category E ∨ is an abelian-
ization of E if the following holds:
• E ∨ is an abelian category
• E is a fully exact subcategory of E ∨ i.e. E is a full subcategory of E ∨ and, for
every sequence S = (0 −→ X −→ Y −→ Z −→ 0) in E , S is exact in E if and only
if S is exact un E ∨
• E is stable in E ∨ under extension.
Notice that the Gabriel-Quillen embedding theorem produces an abelianization
for every essentially small exact category (see [TT], thm A.7.1 or [K], prop A.2).
Following Waldhausen we consider three situations: the generalized free product
case, the generalized Laurent extension case and the generalized polynomial extension
case.
In case 1 (i.e. the generalized polynomial extension case), we have a ring C and
a C-bimodule S which is flat on the left. In this case the ring R is the tensor algebra
of S:
R = C ⊕ S ⊕ S2 ⊕ S3 ⊕ . . .
In case 2 (i.e. the generalized free product case) we have two pure morphisms of
rings α : C → A and β : C → B and we suppose that A and B are C-flat on the left.
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We denote by R the ring defined by the cocartesian diagram:
C
α
−−−−→ A
β
y
y
B −−−−→ R
In case 3 (i.e the generalized Laurent extension case) we have two rings C and A
and two pure morphisms α and β from C to A. We suppose that A is C-flat on the
left via both α and β and we denote by R the ring generated by A and an invertible
element t with the only relations:
∀c ∈ C, α(c)t = tβ(c)
So we have a morphism γ : A→ R and γ ◦ α and γ ◦ β are conjugate.
From now on we will consider α and γ as inclusions. So in each case A, B and R
are C-bimodules.
We denote by A , B, C and R the categories of finitely generated projective right
modules over the rings A, B, C and R respectively. We set also: D = C in case 1,
D = A ×B in case 2 and D = A in case 3. This category is the category of finitely
generated projective right modules over the ring C or A× B or A.
The categories A , B, C , D and R are contained in the abelian categories A ∨,
B∨, C ∨, D∨ and R∨ of right-modules over the corresponding rings and these cate-
gories are abelianizations of A , B, C , D and R respectively. Notice that N il(A, S)∨
is also an abelianization of N il(A, S).
We denote by C2 the ring C in case 1 and C × C in the other cases and also by
C2
∨ the category of right C2-modules and by C2 the subcategory of C2
∨ generated by
finitely generated projective modules. The category C2
∨ is also an abelianization of
C2.
We will define the C2-bimodule S and many categories and functors in order to
give a common proof of theorems 1, 2 and 3 (at least for the connective part of it).
1.4 The functors s and σ and the bimodule S.
Consider the case C2 = C ×C. Let pi1 and pi2 be the two projections C ×C → C.
Consider a right C-module M and an integer i ∈ {1, 2}. The ring C × C acts on
M via pii and becomes a right C × C-module M
i. This functor M 7→ M i from C ∨
to C2
∨ has an adjoint functor (on both sides) from C2
∨ to C ∨ denoted by E 7→ Ei.
The two functors M 7→ M1 and M 7→ M2 induce an equivalence of categories from
C ∨ × C ∨ to C2
∨ and the functors E 7→ E1 and E 7→ E2 induce an inverse of it.
The two functors si :M 7→M
i from C to C2 (and also from C
∨ to C2
∨) are exact
and it is the same for they adjoint functors σi : E 7→ Ei from C2 to C (and from C2
∨
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to C ∨). So s1, s2 and s = s1⊕ s2 are exact functors and their adjoint functors σ1, σ2
and σ = σ1 ⊕ σ2 are also exact.
In case 1, s and σ are defined to be identities. Therefore s and σ are well defined
in all cases: s is an exact functor from C to C2 (and also from C
∨ to C2
∨) and σ is
an exact functor from C2 to C (and also from C2
∨ to C ∨).
Moreover, for every module E in C2 (or C2
∨) the module σ(E) is nothing else but
the module E equipped with the C-action induced by the identity or the diagonal
map from C to C2.
We can do the same for left modules and we have functorsM 7→ iM and E 7→ iE.
In case of bimodules, we gets functorsM 7→ iM j and E 7→ iEj. Using these notations
we have the following, for every right C × C-module E and left C × C-module F :
E ⊗
C×C
F = EF = E1 1F ⊕ E2 2F = ⊕
i
Ei iF
In case 1, the C2-bimodule S is already defined.
Consider the case 2. Since α : C → A and β : C → B are pure morphisms, A and
B have two complements A′ and B′. These objects are C-bimodules and we have two
decompositions of C-bimodules: A = α(C)⊕A′ and B = β(C)⊕B′. Then we define
the bimodule S by:
2S1 = A
′
1S2 = B
′
1S1 = 2S2 = 0
Consider the case 3. Ring homomorphisms α and β induce two left C-actions on
A and we get two (C,A)-bimodules αA and βA. By doing the same on the right, we
get four C-bimodules αAα, αAβ, βAα and βAβ . Moreover, since α and β are pure
morphisms, we have two decompositions of C-bimodules:
αAα = α(C)⊕ A
′
βAβ = β(C)⊕ A
′′
Then we define the bimodule S by:
2S1 = A
′
1S2 = A
′′
1S1 = βAα 2S2 = αAβ
Then in the three cases S is a well defined C2-bimodule. It is easy to see that S
is flat on the left.
1.5 The categories D, MV and V and the functors T , F and F̂ .
We have a functor T : D∨ −→ R∨ defined as follows:
• in case 1: T (E) = E ⊗C R = ER
• in case 2: T (EA, EB) = EA ⊗A R⊕ EB ⊗B R = EA R⊕ EB R
• in case 3: T (E) = E ⊗A R = ER
It is easy to check that T is an exact functor sending D to R.
Let E be an object in D∨, M be an object in C ∨ and ϕ : T (E) −→ MR be a
morphism in R∨. We say that ϕ is admissible if the following holds:
8
• ϕ(E) ⊂M ⊕MS in case 1
• ϕ(EA) ⊂MA and ϕ(EB) ⊂MB in case 2 (with: E = (EA, EB))
• ϕ(E) ⊂MA⊕MtA ⊂MR in case 3.
The set of admissible morphisms ϕ : T (E) −→MR will be denote by F (E,M).
Following Waldhausen, we define a splitting diagram as a triple X = (E,M, ϕ)
with: E ∈ D∨, M ∈ C ∨ and ϕ ∈ F (E,M).
The splitting diagram (E,M, ϕ) is called a Mayer Vietoris presentation (resp.
a splitting module) if ϕ is surjective (resp. bijective). The splitting modules, the
Mayer Vietoris presentations and the splitting diagrams define three categories V ∨ ⊂
MV ⊂ S ∨. Moreover categories V ∨ and S ∨ are abelian.
If we replace D∨ and C ∨ by D and C , we get three subcategories V ⊂ MV ⊂ S .
The correspondences (E,M, ϕ) 7→ E and (E,M, ϕ) 7→ M define two functors
Φ2 : S −→ D and Φ3 : S −→ C (and also from S
∨ to D∨ and from S ∨ to C ∨).
We have an extra functor Φ1 sending (E,M, ϕ) to the kernel of ϕ.
Consider a sequence S = (0 −→ X −→ Y −→ Z −→ 0) in V or in S . We say
that this sequence is exact if it is sent to an exact sequence under Φ2 and Φ3. If S
is a sequence in MV , we say that S is exact if it is sent to an exact sequence under
Φ1, Φ2 and Φ3.
With these exact sequences, V , MV and S become exact categories and the
inclusions V ⊂ MV ⊂ S are exact functors. Moreover Φ1 : MV −→ R is an exact
functor. In some sense V is the kernel of the functor Φ1 : MV −→ R.
Since MV is not an abelian category, it will be useful to construct an abelian
category MV ∨ containing MV . The category MV is equivalent to the category of
tuples (U,E,M, µ, ϕ) where (U,E,M) is an object of R×D×C and µ : U −→ T (E)
and ϕ : T (E) −→ MR are morphisms in R such that ϕ is admissible and the
sequence:
0 −→ U
µ
−→ T (E)
ϕ
−→MR −→ 0
is exact. So the category MV ∨ is defined as the category of tuples (U,E,M, µ, ϕ)
where (U,E,M) is an object of R∨×D∨×C ∨ and µ : U −→ T (E) and ϕ : T (E) −→
MR are morphisms in R∨ such that ϕ is admissible and ϕµ = 0. It is easy to see
that MV ∨ is an abelian category and the inclusions of exact categories V ⊂ MV
and MV ⊂ S extend to functors V ∨ −→ MV ∨ and MV ∨ −→ S ∨. Moreover the
categories V ∨, MV ∨ and S ∨ are abelianizations of V , MV and S respectively.
We have a functor F from C2
∨ to D∨ defined as follows:
• in case 1, F is the identity
• in case 2, F (M) = (σ1(M)A, σ2(M)B) ∈ D
∨
• in case 3, F (M) = σ1(M)αA⊕ σ2(M)βA ∈ D
∨
where αA and βA are the module A equipped with the (C,A)-bimodule structure
induced by α and β respectively.
This functor F is exact and sends C2 to D . It has a right adjoint functor F̂ from
D∨ to C2
∨ and we have:
• in case 1, F̂ is the identity
• in case 2, F̂ (EA, EB) = s1(EA)⊕ s2(EB)
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• in case 3, F̂ (E) = s1(Eα)⊕ s2(Eβ)
where Eα and Eβ are the module E equipped wihe the right C-module structure
induced by α and β respectively.
In case: C2 = C ×C, we have another functor M 7→ M˜ from C2
∨ (or C2) to itself
defined by:
M = (M ′,M ′′) =⇒ M˜ = (M ′′,M ′)
1.6 Lemma: Suppose C2 = C ×C. Then for every right C ×C-module M , we have
natural isomorphisms:
sσ(M) ≃M ⊕ M˜
F̂F (M) ≃M ⊕ M˜S
Moreover the induced projection sσ(M) −→ M and the induced injections M −→
sσ(M) and M −→ F̂F (M) are adjoint to identities.
Proof: Let M = (M ′,M ′′) be a module in C2 = C × C . We have:
s(σ(M)) = s(M ′⊕M ′′) = s1(M
′⊕M ′′)⊕s2(M
′⊕M ′′) ≃M⊕(s1(M
′′)⊕s2(M
′)) ≃M⊕M˜
In case 2, we have:
F̂F (M) = F̂ (M ′A,M ′′B) = (M ′(C ⊕ A′),M ′′(C ⊕ B′))
≃ (M ′,M ′′)⊕ (M ′2S1,M
′′
1S2) ≃M ⊕ M˜S
In the case 3 we have:
F̂F (M) = F̂ (M ′αA⊕M
′′
βA) = s1(M
′
αAα ⊕M
′′
βAα)⊕ s2(M
′
αAβ ⊕M
′′
βAβ)
= s1(M
′ ⊕M ′2S1 ⊕M
′′
1S1)⊕ s2(M
′
2S2 ⊕M
′′ ⊕M ′′1S2)
≃M ⊕ s1(M˜S1)⊕ s2(M˜S2) ≃M ⊕ M˜S
and the result follows.
1.7 The module M [S] and the transformations e, ε and τ .
For every M ∈ C2
∨, we set:
M [S] =M ⊕MS ⊕MS2 ⊕ . . .
and M [S] is a right C2-module. In case 1, M [S] is isomorphic to MR.
We have a stabilization mapMS[S] −→M [S] induced by the identitiesMSSi −→
MSi+1.
1.8 Lemma: There exist natural transformations:
e : TF (P )
∼
−→ σ(P )R
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ε : σ(F̂ (E)[S])
∼
−→ T (E)
τ : σ(s(M)[S]) −→MR
for all P ∈ C2
∨, E ∈ D∨ and M ∈ C ∨ such that:
• e is an isomorphism of R-modules
• ε is an isomorphism of C-modules
• τ is an epimorphism of C-modules and the following diagram is exact (i.e.
cartesian and cocartesian):
σs(M) −−−−→ σ(s(M)[S])
τ0
y
y τ
M −−−−→ MR
where the horizontal maps are the canonical inclusions and τ0 is adjoint to the identity
of s(M).
Proof: In case 1, it is easy to see that e, ε, τ and τ0 can be chosen to be identities.
In the other cases consider a module P ∈ C2
∨. So we have two C-modulesM = P1
and N = P2.
In case 2, we have:
T (F (P )) = T (MA,NB) =MA⊗AR⊕NB⊗BR ≃MR⊕NR ≃ (M⊕N)R = σ(P )R
and we get the isomorphism e.
In case 3, we have:
T (F (P )) = T (MαA⊕NβA) ≃MαR⊕NβR
but the multiplication on the left by t induces a isomorphism of (C,R)-bimodules
from βR to αR. Then we have:
T (F (P )) ≃MαR ⊕NαR = σ(P )αR = σ(P )R
and we get the isomorphism e.
In order to construct the morphism τ , we need to give an explicit description of
R as a C-bimodule.
We set:
αUα = A
′
βUβ = B
′
αUβ = βUα = 0
in case 2 and:
αUα = A
′
βUβ = tA
′′t−1 αUβ = At
−1
βUα = tA
in case 3.
11
For each sequence Σ = (i1, j1, i2, j2, . . . , in, jn) in the set {α, β}, the ring structure
on R induce a well defined morphism of C-bimodules:
Φ(Σ) : i1Uj1 i2Uj2 . . . inUjn −→ R
and the sum of these morphisms is an epimorphism. On the other hand it is
easy to see that, for each (i, j, k) in {α, β} the image of Φ(i, j, j, k) is contained
in C⊕ iUk. Therefore, if there is some k < n such that jk = ik+1 in the sequence Σ =
(i1, j1, i2, j2, . . . , in, jn), every element of the image of Φ(Σ) is reducible. As a conse-
quence the sum of the morphisms Φ(Σ), for each sequence Σ = (i1, j1, i2, j2, . . . , in, jn)
such that jk 6= ik+1 for every k < n is still an epimorphism.
Actually this sum is an isomorphism and we have a description of R as C-
bimodule:
R = C ⊕
⊕(
i1Uj1 i2Uj2 . . . inUjn
)
the sum being taken over all non empty sequences (i1, j1, i2, j2, . . . , in, jn) in {α, β}
such that jk 6= ik+1 for all k < n.
This fact was proven in [Wa1], p. 140 (or in [C]) for the case 2 and in [Wa1], p.
150 (with a suggestion of S. Cappell) for the case 3.
Denote by f (resp. g) the unique bijection from {1, 2} to {α, β} such that f(1) = β
(resp. g(1) = α). Then, because of the definition of S, we have in case 2:
∀i, j ∈ {1, 2}, iSj = f(i)Ug(j)
In case 3, we check that the multiplication by t or 1 on the left and by t−1 or 1 on
the right induce for each i, j in {1, 2} an isomorphism of C-bimodules iSj
∼
−→ f(i)Ug(j).
Then in cases 2 and 3 we have an isomorphism of C-bimodules:
R ≃ C ⊕
⊕(
i1Sj1 i2Sj2 . . . inSjn
)
the sum being taken over all non empty sequences (i1, j1, i2, j2, . . . , in, jn) in {1, 2}
such that jk = ik+1 for all k < n. Hence we get an isomorphism of C-bimodules:
R ≃ C⊕ ⊕
i,j
(iSj ⊕ i(S
2)j ⊕ i(S
3)j ⊕ . . .) ≃ C⊕ ⊕
i,j,n>0
i(S
n)j
So we are able to define the morphism τ . If M is a right C-module we have:
MR ≃M⊕ ⊕
i,j,n>0
M i(S
n)j ≃M⊕ ⊕
j,n>0
(s(M)Sn)j ≃M⊕ ⊕
n>0
σ(s(M)Sn)
But we have:
σ(s(M)[S]) = σs(M)⊕ ⊕
n>0
σ(s(M)Sn)
Then we define the morphism τ to be the identity on the direct sum of the σ(s(M)Sn)
and the morphism τ0 : σs(M) → M induced by the adjunction on the first term
σs(M).
The last thing to do is to construct the isomorphism ε in cases 2 and 3.
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In case 2 with E = (EA, EB), we have:
T (E) = EA⊗AR⊕EB⊗BR ≃ EA(C⊕B
′⊕B′A′⊕B′A′B′⊕. . .)⊕EB(C⊕A
′⊕A′B′⊕A′B′A′⊕. . .)
≃ EA ⊕ EB ⊕ EA( ⊕
j,n>0
1(S
n)j)⊕ EB( ⊕
j,n>0
2(S
n)j)
≃ σ(F̂ (E))⊕ ( ⊕
n>0
σ(F̂ (E)Sn)) ≃ σ(F̂ (E)[S])
which give the isomorphism ε.
In the last case we have:
R ≃ C⊕
⊕
i,j,n>0
i(S
n)j ≃ (C ⊕ 2S1)(C⊕
⊕
j,n>0
1(S
n)j)⊕ 2S2(C⊕
⊕
j,n>0
2(S
n)j)
≃ A(C⊕
⊕
j,n>0
1(S
n)j)⊕ At
−1(C⊕
⊕
j,n>0
2(S
n)j)
≃ Aα(C⊕
⊕
j,n>0
1(S
n)j)⊕ Aβ(C⊕
⊕
j,n>0
2(S
n)j
and we check that the isomorphism from R to this last module is an isomorphism of
(A,C)-bimodules. Since E belongs to A ∨, we have;
T (E) ≃ Eα(C⊕
⊕
j,n>0
1(S
n)j)⊕ Eβ(C⊕
⊕
j,n>0
2(S
n)j)
≃ σ(F̂ (E))⊕
⊕
n>0
σ(F̂ (E)Sn) ≃ σ(F̂ (E)[S])
which give the isomorphism ε in this last case.
1.9 Remark: We have an explicit description of the morphism τ and the isomor-
phism ε.
Consider two modules M ∈ C ∨ and E ∈ D∨.
In case 1, set: u = u for each u ∈ E.
In case 2, the maps EA −→ EAR and EB −→ EBR induce a map σ(E) −→ T (E)
and in case 3, the maps Eα −→ ER and Eβ −→ EtR −→ ER induce also a map
σ(E) −→ T (E). Denote by v 7→ v this map.
So we have a morphism v 7→ v from σ(E) to T (E) in the three cases.
Denote also by s 7→ s the isomorphism iSj
∼
−→ f(i)Ug(j) ⊂ R in cases 2 or 3 and
the identity S −→ S in case 1.
With these notations, we have the following description of τ and ε:
In case 1, for each integer n ≥ 0, each u ∈ M , each v ∈ E and each sequence
(s1, s2, . . . , sn) in S we have:
τ(us1s2 . . . sn) = u s1 s2 . . . sn ∈MR
ε(vs1s2 . . . sn) = v s1 s2 . . . sn ∈ T (E)
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In case 2 or 3, for each integer n ≥ 0, each sequence (i0, i1, . . . , in) in {1, 2}, each
u ∈M , each v ∈ Ei0 and each sequence (s1, s2, . . . sn), with sk ∈ ik−1Sik , we have:
τ(us1s2 . . . sn) = u s1 s2 . . . sn ∈MR
ε(vs1s2 . . . sn) = v s1 s2 . . . sn ∈ T (E)
1.10 Lemma: There is a natural transformation:
Λ : F (E,M) −→ Hom(F̂ (E), s(M)⊕ s(M)S)
for each (E,M) ∈ ×D∨ × C ∨ with the following properties:
• Λ is injective in case 2 or 3 and bijective in case 1
• for each (P,M) ∈ C2
∨ × C ∨, if f is the map P −→ F̂ (F (P )) induced by
adjunction, the composite morphism:
F (F (P ),M)
Λ
−→ Hom(F̂ (F (P )), s(M)⊕ s(M)S)
f∗
−→ Hom(P, s(M)⊕ s(M)S)
is bijective
• for each ϕ ∈ F (E,M), we have a commutative diagram:
σ(F̂ (E)[S])
g
−−−−→ σ(s(M)[S])
ε
y
y τ
T (E)
ϕ
−−−−→ MR
where g is the composite morphism:
σ(F̂ (E)[S])
Λ(ϕ)
−→ σ((s(M)⊕ s(M)S)[S])
h
−→ σ(s(M)[S])
and h the morphism induced by the identity s(M)[S] −→ s(M)[S] and the stabiliza-
tion map s(M)S[S] −→ s(M)[S].
Proof: Consider the case 1. We have an isomorphism from HomR(ER,MR) to
HomC (E,MR) inducing an isomorphism F (E,M) ≃ Hom(E,M ⊕MS) and we get
the isomorphism Λ : F (E,M)
∼
−→ Hom(E,M⊕MS) = Hom(F̂ (E), s(M)⊕s(M)S).
Consider the case 2. We have E = (EA, EB) ∈ A ×B and we get isomorphisms:
HomR(T (E),MR) ≃ HomR(EAR⊕EBR,MR) ≃ HomA (EA,MR)⊕HomB(EB,MR)
and then isomorphisms:
F (E,M) ≃ Hom(EA,MA)⊕Hom(EB,MB) ≃ Hom(E, (MA,MB)) = Hom(E, F (s(M)))
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Consider now the last case. We have:
HomR(T (E),MR) ≃ HomR(ER,MR) ≃ HomA (E,MR)
and then:
F (E,M) ≃ Hom(E,MA⊕MtA) ≃ Hom(E,MαA⊕MβA) ≃ Hom(E, F (s(M)))
Therefore, in case 2 and 3, we have an isomorphism:
(∗) F (E,M)
∼
−→ Hom(E, F (s(M)))
On the other hand, the morphism F̂ induces an injection:
Hom(E, F (s(M))) −→ Hom(F̂ (E), F̂ (F (s(M)))) ≃ Hom(F̂ (E), s(M)⊕ s(M)S)
(see lemma 1.6) and we get the desired injection
Λ : F (E,M) −→ Hom(F̂ (E), s(M)⊕ s(M)S)
Let (P,M) be an object in C2
∨ × C ∨. In case 1, the morphism P −→ F̂ (F (P ))
is the identity and the composite map:
F (F (P ),M)
Λ
−→ Hom(F̂ (F (P )), s(M)⊕ s(M)S)
f∗
−→ Hom(P, s(M)⊕ s(M)S)
is bijective.
Consider the other cases. Let ϕ ∈ F (F (P ),M) be an admissible morphism
and α : F (P ) −→ F (s(M)) be the corresponding morphism (via the isomorphism
(∗)). Let f : P −→ F̂F (P ) be the morphism adjoint to the identity of F (P ). By
adjunction, the composite morphism P
f
−→ F̂F (P ))
α
−→ F̂F (s(M)) is the morphism
obtained from α by adjunction and we have a bijection Hom(F (P ), F (s(M))) ≃
Hom(P, F̂F (s(M)). Hence we have a bijection:
F (F (P ),M) ≃ Hom(P, F̂F (s(M)) ≃ Hom(P, s(M)⊕ s(M)S)
which is nothing else but the map f ∗ ◦ Λ.
Denote by (D) the diagram of the lemma.
In case 1, ε and τ are identities and we have: g = ϕ. Hence (D) is commutative.
Consider the other cases. Via the bijection F (E,M) ≃ Hom(E, F (s(M))), the
morphism ϕ ∈ F (E,M) corresponds to a morphism ϕ˜ : E −→ F (s(M)) and we
have a diagram:
σ(F̂ (E)[S])
ϕ˜
−−−−→ σ(F̂F (s(M))[S])
g0
−−−−→ σ(s(M)[S])
ε
y ε
y τ
y
T (E)
ϕ˜
−−−−→ T (F (s(M)))
ϕ0
−−−−→ MR
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In this diagram, the square on the left is commutative by naturality and the
square on the right (D0) is the diagram (D) in the case: E = F (s(M)). Moreover
the total square is the diagram (D). Hence, to prove the commutativity of (D) it is
enough to prove that (D0) is commutative.
In (D0), the morphism g0 is induced by the isomorphism F̂F (s(M))
∼
−→ s(M)⊕
s(M)S, the identity s(M)[S] −→ s(M)[S] and the stabilization map s(M)S[S] −→
s(M)[S].
The morphism ϕ0 is the composite map:
T (F (s(M)))
∼
−→ (MA⊕MB)R ≃MR ⊕MR
+
−→ MR
in case 2 and the composite map:
T (F (s(M)))
∼
−→ (MA⊕MtA)R ≃MR ⊕MR
+
−→MR
in case 3. Hence ϕ0 is the composite map:
T (F (s(M)))
e
−→
∼
σs(M)R
a
−→MR
where a : σs(M) −→M is adjoint to the identity of s(M).
Consider an element u ∈ F̂F (s(M)), an integer n ≥ 0, a sequence (i0, i1, . . . , in)
in {1, 2} and a sequence (s1, s2, . . . , sn) with sk ∈ ik−1Sik . Denote by v the image of
u under the isomorphism F̂F (s(M)) ≃ s(M) ⊕ s(M)S. If v belongs to s(M) or to
s(M)Si0 , we have, because of remark 1.9, the following:
ϕ0ε(us1s2 . . . sn) = v s1 s2 . . . sn = τg0(us1s2 . . . sn)
and (D0) is therefore commutative.
1.11 The functors Φ : N il(C2, S)
∨ −→ V ∨ and Ψ : S ∨ −→ N il(C2, S)
∨.
Let H be a module in C2
∨. Because of lemma 1.10, we have an isomorphism:
ζ : F (F (H), σ(H))
∼
−→ Hom(H, sσ(H)⊕ sσ(H)S)
Therefore, for every morphism θ : H −→ HS, we have a unique morphism ϕθ in
F (F (H), σ(H) such that ζ(ϕθ) is the composite morphism:
H
1−θ
−→ H ⊕HS
i
−→ sσH ⊕ sσHS
where i : H −→ sσH is adjoint to the identity. Thus Φ(H, θ) = (F (H), σ(H), ϕθ) is
a well defined split diagram in S ∨.
1.12 Lemma: The correspondence above induces two equivalences of categories
Φ : N il(C2, S)
∼
−→ V and Φ : N il(C2, S)
∨ ∼−→ V ∨.
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Moreover there is a functor Ψ : S ∨ −→ N il(C2, S)
∨ and a morphism of functors
pi from IΦΨ to the identity, where I : V ∨ −→ S ∨ is the inclusion, such that the
following holds for every X ∈ S ∨ (with: Ψ(X) = (H, θ)):
• we have a natural exact sequence in C ∨:
0 −→ Φ1(X) −→ σ(H)
pi
−→ Φ3(X)
• a splitting diagram X belongs to MV (resp. to V ∨) if and only if the morphism
pi : ΦΨ(X) −→ X is an epimorphism (resp. an isomorphism).
Remark: Actually, everything works without any flatness condition from subsection
1.4 to 1.11. But this condition is strongly needed for lemma 1.12, essentially for
constructing the functor Ψ.
Proof of lemma 1.12: Let (H, θ) be an object of N il(C2, S)
∨. If θ = 0, the
morphism ϕ0 : T (F (H) −→ σ(H)R is nothing else but the isomorphism e defined in
lemma 1.8. Therefore Φ(H, θθ) belongs to V
∨ in this case.
Suppose θ is nilpotent. Then, because of lemma 1.2, there is a filtration 0 = H0 ⊂
H1 ⊂ H2 ⊂ . . . of H such that H is the union of the Hi’s and, for all i > 0, θ(Hi) is
contained in Hi−1S.
On the other hand it is easy to see that the functor Φ is exact. So we get a
filtration:
0 = Φ(H0, θ) ⊂ Φ(H1, θ) ⊂ Φ(H2, θ) ⊂ . . . ⊂ Φ(H, θ)
Because each Φ(Hi/Hi−1, θ) = Φ(Hi/Hi−1, 0) belongs to V
∨, each Φ(Hi, θ) is also in
V ∨ and then Φ(H, θ) is a splitting module.
Therefore Φ is a functor from N il(C2, S)
∨ to V ∨ and also from N il(C2, S) to V .
Let X = (E,M,ϕ) be a splitting diagram with E ∈ D∨ and M ∈ C ∨. Denote by
P the module F̂ (E) ∈ C2
∨. By composing the morphism ϕε : σ(P [S]) −→ MR with
the identity P [S] = σ(P [S]), we get a Z-linear map f : P [S] −→ MR. Denote by H
the Z-submodule f−1(M) and by i the inclusion map H −→ P [S].
Because of lemma 1.10, ϕ is determined by a morphism ψ = Λ(ϕ) from P = F̂ (E)
to s(M) ⊕ s(M)S. Then we have two morphisms λ : P −→ s(M) and γ : P −→
s(M)S such that: ψ = λ− γ. Moreover the composite map P [S] = σ(P [S])
ϕε
−→ MR
is equal to : τ(λ− γ).
We have:
u ∈ H ⇐⇒ ϕε(u) ∈M ⇐⇒ τ(λ− γ)(u) ∈M
⇐⇒ ∀k ≥ 0, τ(λ(uk+1)− γuk)) = 0
But the morphism τ : σ(s(M)Sk) −→ MR is injective for all k > 0 (see lemma
1.8). Then we have:
u ∈ H ⇐⇒ ∀k ≥ 0, λ(uk+1) = γ(uk)
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Since λ and γ are morphisms in C2
∨, H is a C2-module and we have an exact
sequence in C2
∨:
0 −→ H
i
−→ P [S]
δ
−→ N [S]
where N is the module s(M)S and δ is the morphism sending u = u0+ u1+ u2+ . . .
(with uk ∈ PS
k for every k ≥ 0) to:
δ(u0 + u1 + u2 + . . .) =
∑
k≥0
(λ(uk+1)− γ(uk))
If U is a module in C2
∨, we have a morphism θU : U [S] −→ U [S]S sending
u0 + u1 + u2 + . . . ∈ U [S] (with uk ∈ PS
k for every k ≥ 0) to:
θU(u0 + u1 + u2 + . . .) = u1 + u2 + u3 + . . .
Notice that θkU sends u0+ u1+ u2+ . . . ∈ U [S] to uk + uk+1+ . . . and θU is nilpotent.
Hence (U [S], θU ) belongs to N il(C2, S)
∨.
Consider the following diagram:
(D)
P [S]
δ
−−−−→ N [S]
θP
y θN
y
P [S]S
δ
−−−−→ N [S]S
Let n ≥ 0 be an integer, u be an element in P and s1, s2, . . . , sn be elements in S.
We have the following:
n = 0 =⇒ δθP (u) = θNδ(u) = 0
n = 1 =⇒ δθP (us1) = θNδ(us1) = −γ(u)s1
n > 1 =⇒ δθP (us1 . . . sn) = θNδ(us1 . . . sn) = λ(u)s1 . . . sn − γ(u)s1 . . . sn
and the diagram (D) is commutative.
Since S is flat on the left, N il(C2, S)
∨ is an abelian category and there is a
unique nilpotent morphism θ : H −→ HS such that the following sequence is exact
in N il(C2, S)
∨:
0 −→ (H, θ)
i
−→ (P [S], θP )
δ
−→ (N [S], θN)
Therefore Ψ(X) = (H, θ) is a well defined object in N il(C2, S)
∨ and we get the
desired functor Ψ : S ∨ −→ N il(C2, S)
∨.
Consider the splitting diagram ΦΨ(X) = (F (H), σ(H), ϕθ). The morphism ϕθ
corresponds to the composite morphism H
1−θ
−→ H ⊕HS −→ sσ(H)⊕ sσ(H)S. We
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have to construct a morphism pi : ΦΨ(X) −→ X in S ∨. This morphism is given by
two morphisms pi0 : F (H) −→ E and pi1 : σ(H) −→M .
For each u ∈ H we set: pi′0(u) = u0, with i(u) = u0 + u1 + . . . and uk ∈ PS
k for
all k. So we have two morphisms pi′0 : H −→ F̂ (E) and λpi
′
0 : H −→ s(M) and, by
adjunction, two morphisms pi0 : F (H) −→ E and pi1 : σ(H) −→ M .
For u ∈ H , with: i(u) = u0 + u1 + . . ., we have:
ψpi′0(u) = ψ(u0) = λ(u0)−γ(u0) = λ(u0)−λ(u1) = λpi
′
0(u))−λpi
′
0θ(u) = λpi
′
0(1−θ)(u)
and the following diagram is commutative:
H
ψ0
−−−−→ sσ(H)⊕ sσ(H)S
pi′
0
y pi1
y
P
ψ
−−−−→ s(M)⊕ s(M)S
Therefore the two morphisms pi0 : F (H) −→ E and pi1 : σ(H) −→ M induce a well
defined morphism pi : ΦΨ(X) −→ X and we get a commutative diagram:
(DX)
T (F (H))
ϕθ−−−−→
∼
σ(H)R
pi0
y pi1
y
T (E)
ϕ
−−−−→ MR
We have an exact sequence in R∨:
0 −→ Φ1(X)
µ
−→ T (E)
ϕ
−→MR
and then an exact sequence in C ∨:
0 −→ Φ1(X)
ε−1µ
−→ σ(P [S])
ϕε
−→MR
Therefore we have a commutative diagram in C ∨ with exact lines:
0 −−−−→ Φ1(X) −−−−→ σ(H)
pi1−−−−→ M
=
y εi
y j
y
0 −−−−→ Φ1(X)
µ
−−−−→ T (E)
ϕ
−−−−→ MR
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where j :M −→MR is the inclusion, and the top line of this diagram is the desired
exact sequence.
We have the following equivalences:
X ∈ MV ⇐⇒ the morphism ϕ : T (E) −→MR is surjective
⇐⇒ the image of ϕ contains M
⇐⇒ the image of σ(P [S]) −→MR contains M
⇐⇒ σ(H)
pi′0−→ σ(P )
λ′
−→M is surjective
where λ′ is adjoint to λ. Therefore X belongs to MV if and only if the morphism
pi1 : σ(H) −→M is surjective.
Suppose X belongs to MV . Let E ′ be the image of pi0 : F (H) −→ E. Because
of the diagram above, T (E ′) contains the image of µ : Φ1(X) −→ T (E) and the
image of εi : σ(H) −→ T (E). But T (E ′) is a R-submodule of T (E) and ϕ(T (E ′))
is a R-submodule of MR containing M . Therefore ϕ : T (E ′) −→ MR is surjective
and T (E ′) contains the kernel Φ1(X) of ϕ. Hence we have: T (E
′) = T (E) and then:
E ′ = E.
Consequently, if X belongs to MV , pi1 : σ(H) −→ M and pi0 : F (H) −→ E
are surjective and pi : ΦΨ(X) −→ X is an epimorphism (in S ∨). Conversely, if
pi : ΦΨ(X) −→ X is an epimorphism, pi1 : σ(H) −→ M is surjective and X belongs
to MV .
Suppose X is in V ∨. Then pi0 and pi1 are epimorphisms. Because of the exact
sequence:
0 −→ Φ1(X) −→ σ(H)
pi1−→M
the morphism pi1 : σ(H) −→ M is an isomorphism. Therefore in the diagram (DX),
pi0 and ϕ are isomorphisms and pi : ΦΨ(X) −→ X is an isomorphism too. As a
consequence, the functor Φ induces two equivalences of categories N il(C2, S) −→ V
and N il(C2, S)
∨ −→ V ∨.
Conversely, if pi is an isomorphism, pi0 and pi1 are isomorphisms and ϕ is an
isomorphism too. Therefore X belongs to V ∨.
1.13 Lemma: Let (A, S) be a left-flat bimodule and X = (M, θ) be an object in
N il(A, S)∨. Let V be a finitely generated projective right A-module and f : V −→ M
be a morphism. Then there exist an object Y = (M ′, θ′) ∈ N il(A, S), a split injective
morphism f ′ : V −→M ′ and a morphism g : Y −→ X making the following diagram
20
commutative:
V
f ′
−−−−→ M ′
=
y g
y
V
f
−−−−→ M
Proof: Denote by A ∨ the category of right A-modules and A ⊂ A ∨ the category
of finitely generated projective modules in A ∨. Because of lemme 1.2 there is a
filtration:
0 =M0 ⊂M1 ⊂M2 ⊂ . . .
of M by A-modules such that M is the union of the Mi’s and θ(Mi) ⊂ Mi−1S for
every i > 0. Since V is finitely generated, there is an integer n > 0 such that Mn
contains the image of f : V −→M .
Then we’ll construct modules Fi ∈ A , morphisms hi : Fi −→ Mi for i = 0, 1, . . . , n
and morphisms θ′ : Fi −→ Fi−1S for i = 1, 2, . . . , n such that:
• Fn = V , F0 = 0 and hn = f
• for each i = 1, 2, . . . , n, the following diagram is commutative:
(Di)
Fi
hi−−−−→ Mi
θ′
y θ
y
Fi−1S
hi−1
−−−−→ Mi−1S
Let p be an integer with 0 ≤ p ≤ n. Denote by H(p) the following property:
• There exist modules Fi ∈ A and morphisms hi : Fi −→ Ei for i = p, . . . , n and
also morphisms θ′ : Fi −→ Fi−1S for i = p+ 1, . . . , n such that Fn = V , hn = f , the
diagram (Di) is commutative for i = p+ 1, . . . , n and F0 = 0 (if p = 0).
This property is clearly true if p = n. Suppose H(p) is true with p > 0 and
consider the composite morphism λ : Fp −→Mp
θ
−→Mp−1S. If p = 1, this morphism
is trivial and we set: F0 = 0. Therefore the property H(p− 1) = H(0) is true.
Consider the case p > 1. Since Fp is finitely generated, Mp−1 contains a finitely
generated submodule M ′ such that: λ(Fp) ⊂ M
′S. Let Fp−1 be a module in A and
µ : Fp−1 −→M
′ be an epimorphism. Since Fp is projective the morphism Fp −→ M
′S
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factorizes through Fp−1S and we have a commutative diagram:
Fp
θ′
−−−−→ Fp−1S
=
y µ
y
Fp
λ
−−−−→ M ′S
So we define the morphism hp−1 as the composite map: Fp−1
µ
−→M ′ ⊂Mp−1 and we
have the property H(p− 1).
By induction we obtain the property H(0) and all the data are constructed.
Then we set: M ′ = F0 ⊕ F1 ⊕ . . . ⊕ Fn. The morphisms hi induce a morphism
g : M ′ −→ M and the morphisms θ′ : Fi −→ Fi−1S induce a morphism θ
′ : M ′ −→
M ′S. The lemma is now easy to check.
Denote by R ′ the full subcategory ofR generated by modules on the form U = V R
with V ∈ C . This category is exact and cofinal in R, that is, for each moduleM ∈ R,
there is a module M ′ ∈ R such that M ⊕M ′ belongs to R ′.
1.14 Lemma: Let X be a split diagram in S ∨, V be a module in R ′ and f : V −→
Φ1(X) be a morphism in R
∨. Then there exist an object Y ∈ MV , a morphism
g : Y −→ X in S ∨ and an isomorphism ε : V
∼
−→ Φ1(Y ) such that the following
diagram is commutative:
V
ε
−−−−→
∼
Φ1(Y )
=
y g
y
V
f
−−−−→ Φ1(X)
Moreover, if X belongs to MV , the morphism g can be chosen to be an epimor-
phism in S ∨.
Proof: The split diagram X is a triple (E,M, ϕ) with E ∈ D∨ andM ∈ C ∨. Since V
belongs to R ′, there is a module W ∈ C such that: V =WR and we get a morphism
f ′ :W −→ Φ1(X) in C
∨.
Denote by K = (H, θ) the object Ψ(X) ∈ N il(C2, S)
∨. Because of lemma 1.12,
we have an exact sequence:
0 −→ Φ1(X)
µ
−→ σ(H)
pi
−→M
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and the morphism µf ′ : W −→ σ(H) has an adjoint λ : s(W ) −→ H . Because of
lemma 1.13, there are an objectK ′ = (H ′, θ′) ∈ N il(C2, S), a morphism h : K
′ −→ K
and a split injective morphism λ′ : s(W ) −→ H ′ making the following diagram
commutative:
s(W )
λ′
−−−−→ H ′
=
y h
y
s(W )
λ
−−−−→ H
The morphism λ˜′ : W −→ σ(H ′) adjoint to λ′ is still split injective and we get a
commutative diagram with exact lines:
0 −−−−→ W
λ˜′
−−−−→ σ(H ′)
pi′
−−−−→ M ′ −−−−→ 0
f ′
y h
y
y
0 −−−−→ Φ1(X)
µ
−−−−→ σ(H)
pi
−−−−→ M
where M ′ is the cokernel of λ˜′.
We have now an object Y ′ = Φ(K ′) = (F (H ′), σ(H ′), ϕθ”) ∈ V , an object Y =
(F (H ′),M ′, pi′ϕθ′) ∈ MV and an epimorphism u : Y
′ −→ Y . But the morphism
Φ(K ′) −→ Φ(K)
pi
−→ X vanishes on the kernel of u and factorizes by a morphism
g : Y −→ X . So we have morphisms Y ′ −→ Y −→ X inducing a commutative
diagram with exact lines:
0 −−−−→ 0 −−−−→ T (F (H ′)) −−−−→ σ(H ′)R −−−−→ 0y
y pi′
y
0 −−−−→ WR −−−−→ T (F (H ′)) −−−−→ M ′R −−−−→ 0
f
y
y
y
0 −−−−→ Φ1(X) −−−−→ T (E) −−−−→ MR
Hence, we get an isomorphism ε : V = WR −→ Φ1(Y ) and a commutative
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diagram:
V
ε
−−−−→
∼
Φ1(Y )
=
y g
y
V
f
−−−−→ Φ1(X)
SupposeX belongs to MV . Because of lemma 1.12, the morphism pi : ΦΨ(X) −→
X is an epimorphism in S ∨ inducing two epimorphisms F (H) −→ E and σ(H) −→
M .
Since E is finitely generated, H contains a finitely generated C2-submodule H0 ⊂
H such that the composite morphism F (H0) −→ F (H) −→ E is an epimorphism.
Therefore there exist a module P ∈ C and a morphism u : s(P ) −→ H such that the
image of u contains the submodule H0. Because of lemma 1.13, there are an object
K ′ = (H ′, θ′) ∈ N il(C2, S), a morphism h : K
′ −→ K and a split injective morphism
λ′ ⊕ u′ : s(W )⊕ s(P ) −→ H ′ making the following diagram commutative:
s(W )⊕ s(P )
λ′⊕u′
−−−−→ H ′
=
y h
y
s(W )⊕ s(P )
λ⊕u
−−−−→ H
Therefore the composite morphism F (H ′)
h
−→ F (H) −→ E is an epimorphism.
If we continue the construction above by using this morphism h : K ′ −→ K, we
get a morphism g : Y −→ X such that the morphism Φ2(Y ) −→ Φ2(X) is isomorphic
to the morphism F (H ′) −→ E which is an epimorphism. Hence Φ2(Y ) −→ Φ2(X) is
also an epimorphism. On the other hand, we have a commmutative diagram:
T (Φ2(Y )) −−−−→ Φ3(Y )Ry
y
T (E)
ϕ
−−−−→ MR
where ϕ : T (E) −→ MR is surjective. Then Φ3(Y )R −→ MR is surjective and
Φ3(Y ) −→M is surjective too. The result follows.
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2. Algebraic K-theory of categories V and MV .
2.1 About Waldhausen K-theory.
A Waldhausen category is a category with a zero object and two subcategories:
the category of cofibrations and the category of (weak-)equivalences. These cate-
gories have to satisfy certain conditions (see [Wa2]). Waldhausen associates to any
essentially small Waldhausen category C an infinite loop space K(C ) and K (called
the Waldhausen K-theory functor) is a functor from the category of essentially small
Waldhausen categories to the category of infinite loop spaces.
An exact category E may be considered as a Waldhausen category, where a cofi-
bration is an admissible monomorphism of E (i.e. a morphism f appearing is an exact
sequence 0 −→ X
f
−→ Y −→ Z −→ 0 in E ) and an equivalence is an isomorphism in
E . Moreover, if E is essentially small, we have a natural homotopy equivalence from
the Quillen K-theory of E to the Waldhausen K-theory of E .
To every exact category E we can associate the following category E∗:
The objects of E∗ (called the E -complexes) are the complexes:
C =
(
. . .
d
−→ Cn
d
−→ Cn−1
d
−→ Cn−2
d
−→ . . .
)
where each Cn is an object of E and each d is a morphism of E such that the sum
⊕
n
Cn exists in E and each morphism d
2 is zero.
The morphisms in this category are morphisms respecting degrees and differen-
tials. A sequence 0 −→ X −→ Y −→ Z −→ 0 in E∗ is said to be exact if it induces
an exact sequence in E on each degree. With these exact sequences, E∗ becomes an
exact category.
If E is the category of right modules (resp. the category of finitely generated
projective right modules) over a ring A, the E -complexes are called A-complexes
(resp. finite A-complexes).
Suppose E is an exact subcategory of an abelian category E ∨. Then E∗ is a
Waldhausen category, where cofibrations are admissible monomorphisms and equiv-
alences are morphisms inducing an isomorphism in homology (where homologies are
computed in E ∨). Moreover E∗ is saturated and has a cylinder functor satisfying the
cylinder axiom (in the sense of Waldhausen [Wa2]). We have the following result
([Wa2], [We]):
2.2 Gillet-Waldhausen theorem: Let E be an essentially small exact category
contained in an abelian category E ∨. Suppose E is stable in E ∨ by kernel of epimor-
phisms. Then the inclusion E ⊂ E∗ of Waldhausen categories induces a homotopy
equivalence in K-theory.
Let E be an essentially small exact category and C and C ′ be two E -complexes.
For each integer n, we set:
Hom(C,C ′)n =
∏
p
HomE (Cp, C
′
n+p)
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and Hom(C,C ′) is a graded Z-module. We have on Hom(C,C ′) a natural differential
d of degree −1 defined by:
∀f ∈ Hom(C,C ′)n, d(f) = d ◦ f − (−1)
nf ◦ d
An element of Hom(C,C ′)n is called a linear map of degree n, a cycle in Hom(C,C
′)n
is called a morphism of degree n and a boundary of Hom(C,C ′)n is called a homotopy
of degree n. The morphisms of degree 0 are the morphisms in the category E∗.
In this category, we have also a notion of n-cone:
Consider a morphism f : X −→ Y in E∗ and an integer n ∈ Z. We set: C = X⊕Y .
So we have four linear maps: i : Y −→ C, p : C −→ X , r : C −→ Y and s : X −→ C.
The map i is an injection, p is a projection, r is a retraction of i and s is a section
of p. There is a unique way to modify degrees and differentials on C such that the
following holds:
∂◦i = n ∂◦r = −n ∂◦p = −1 − n ∂◦s = 1 + n
d(i) = 0 d(p) = 0 d(r) = −(−1)nfp d(s) = if
With these new degrees and differentials, C is an E -complex called the n-cone of f .
If n = 0, C is the classical mapping cone, the map i : Y −→ C is a cofibration in E∗
and we have an exact sequence in E∗:
0 −→ X −→ T (f) −→ C −→ 0
where T (f) is the cylinder of f .
If n = −1, the map p : C −→ X is also a morphism in E∗.
Let F : A −→ B be an exact functor between two Waldhausen categories. We
say that F has the approximation property if the following holds:
• (App1) a morphism in A is an equivalence if and only if its image under F is
an equivalence
• (App2) for every (X, Y ) ∈ A ×B and every morphism f : F (X) −→ Y , there
exist a morphism α : X −→ X ′ in A and a commutative diagram in B:
F (X)
f
−−−−→ Y
α
y =
y
F (X ′)
f ′
−−−−→
∼
Y
where f ′ is an equivalence. We have the following theorem of Waldhausen ([Wa2]):
2.3 Waldhausen approximation theorem: Let F : A −→ B be an exact functor
between two essentially small saturated Waldhausen categories. Suppose A has a
26
cylinder functor satisfying the cylinder axiom and F has the approximation property.
Then F induces a homotopy equivalence in K-theory.
2.4 Lemma: The functor Φ2×Φ3 : MV −→ D×C induces a homotopy equivalence
in K-theory:
K(MV )
∼
−→ K(D × C ) = K(D)×K(C )
Proof: The proof will be done by using Waldhausen K-theory.
The three exact categories MV , D and C are contained in the abelian categories
MV ∨, D∨ and C ∨ respectively. Moreover each of these exact categories are closed by
kernel of epimorphisms in the corresponding abelian categories. Therefore, because of
Gillet-Waldhausen theorem, it’s enough to prove that the functor Φ2×Φ3 : MV∗ −→
D∗ × C∗ induces a homotopy equivalence in K-theory.
By replacing the category of equivalences of MV∗ by the category of morphisms
f : X −→ Y inducing a homology equivalence Φ2(X)
∼
−→ Φ2(Y ) we get a new
Waldhausen category denoted by MV ′∗ .
Denote also by MV 0∗ the Waldhausen subcategory of MV∗ of objects X with
acyclic Φ2(X). Because of the fibration theorem (see [Wa2]), the sequence:
MV
0
∗ −→ MV∗ −→ MV
′
∗
induces a fibration in K-theory.
Denote by D0∗ the Waldhausen subcategory of D∗ of acyclic complexes in D∗.
Since each morphism in D0∗ is an equivalence, D
0
∗ has trivial K-theory. We have a
commutative diagram:
MV 0∗ −−−−→ MV∗ −−−−→ MV
′
∗
Φ2×Φ3
y Φ2×Φ3
y Φ2
y
D0∗ × C∗ −−−−→ D∗ × C∗ −−−−→ D∗
where each line induces a fibration in K-theory. Therefore it will be enough to
prove that functors Φ2 : MV
′
∗ −→ D∗ and Φ2 × Φ3 : MV
0
∗ −→ D
0
∗ × C∗ induce
homotopy equivalences in K-theory or, equivalently, that Φ2 : MV
′
∗ −→ D∗ and
Φ3 : MV
0
∗ −→ C∗ induce homotopy equivalences in K-theory.
Because of the approximation theorem of Waldhausen, in order to prove that
Φ2 : MV
′
∗ −→ D∗ and Φ3 : MV
0
∗ −→ C∗ induces a homotopy equivalence in K-
theory, it’s enough to show that these two functors have the approximation property.
The property (App1) it easy to check. Then the last thing to do is to show that
Φ2 : MV
′
∗ −→ D∗ and Φ3 : MV
0
∗ −→ C∗ have the property (App2).
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Consider an object X ∈ MV ′∗ , an object F ∈ D∗ and a morphism f : Φ2(X) −→
F in D∗. The object X is a triple X = (E,M, ϕ) where E is a D-complex, M
is a C -complex and ϕ is an element in F (E,M) inducing a surjective morphism
T (E) −→ MR. So f is a morphism from E to F in D∗.
Denote by E1 the −1-cone of f . So we have linear maps i : F −→ E1, p : E1 −→
E, r : E1 −→ F and s : E −→ E1. The map p is an epimorphism in D∗, i is a
morphism of degree −1 and we have:
d(s) = if d(r) = fp
Consider the triple (E1,M, ϕp). Since p is an epimorphism, this triple is an
object X1 ∈ MV∗ and we have a morphism g : X1 −→ X . Denote by Y the 0-cone
of g. We have a cofibration j : X −→ Y and four linear maps: j : E −→ Φ2(Y ),
q : Φ2(Y ) −→ E1, ρ : Φ2(Y ) −→ E and σ : E1 −→ Φ2(Y ). Moreover we have;
d(σ) = jp d(ρ) = −pq
Consider the linear map g = fρ + rq. The differential d(g) vanishes and g is a
morphism from Φ2(Y ) to F . It is easy to see that g is surjective and its kernel is
isomorphic to the 0-cone of the identity of E. Moreover we have: gj = f . Therefore
g : Φ2(Y ) −→ F is a homology equivalence and the following diagram is commutative:
Φ2(X)
f
−−−−→ F
j
y =
y
Φ2(Y )
g
−−−−→
∼
F
Then the functor Φ2 : MV
′
∗ −→ D∗ has the property (App2) and Φ2 : MV
′
∗ −→ D∗
induces a homotopy equivalence in K-theory.
Consider an object X ∈ MV 0∗ , an object N ∈ C∗ and a morphism f : Φ3(X) −→
N in C∗. The object X is a triple (E,M, ϕ) where E is an acyclic D-complex, M
is a C -complex and ϕ is an element in F (E,M) inducing a surjective morphism
T (E) −→ MR. So f is a morphism from M to N .
Let U be the −1-cone of the identity of N . Then U is acyclic and we have an
epimorphism p : U −→ N . Consider the composite morphism:
ϕ′ : T (Fs(U))
p
−→ T (Fs(N))
e
−→
∼
σs(N)R −→ NR
This morphism is surjective and the triple (E ⊕ Fs(U), N, fϕ ⊕ ϕ′) is an object
Y in MV 0∗ . Moreover we have a morphism g : X −→ Y inducing the inclusion
E ⊂ E ⊕ Fs(U) and the morphism f : M −→ N , making the following diagram
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commutative:
Φ3(X)
f
−−−−→ N
g
y =
y
Φ3(Y )
=
−−−−→ N
Hence Φ3 : MV
0
∗ −→ C∗ has the property (App2) and this functor induces a homo-
topy equivalence in K-theory.
Denote by MV ′ the full subcategory of MV consisting of objects X ∈ MV such
that Φ1(X) belongs to R
′. Then an object X ∈ MV belongs to MV ′ if and only if
there is an isomorphism Φ1(X) ≃ V R for some V ∈ C . This category is exact and
cofinal in MV . Moreover the functor Φ1 sends MV
′ to R ′.
We define the following categories:
• The category E0 of modules in R
′ and isomorphisms
• The category E1 of objects in MV
′ and morphisms inducing isomorphisms
under Φ1
• The category E2 of objects in MV
′ and epimorphisms inducing isomorphisms
under Φ1
• The category E3 of objects in MV
′ × V , where a morphism in E3 from (X, V )
to (Y,W ) is an morphism X ⊕ V −→ Y ⊕W in E2 sending X to Y .
We have four functors f1 : E1 −→ E0, f2 : E2 −→ E1, g1 : E3 −→ E1 and
g2 : E3 −→ E2 where f1 is induced by Φ1, f2 is the inclusion and g1 (resp. g2) is the
correspondence (X, V ) 7→ X (resp. (X, V ) 7→ X ⊕ V ).
In order to prove a connective version of theorems 1, 2 and 3, we’ll need to prove
that the sequence V ⊂ MV ′ −→ R ′ induces a fibration in K-theory and, for that,
it will be useful to prove that f1f2 is a homotopy equivalence.
2.5 Lemma: The functor f1 is a homotopy equivalence.
Proof: It is enough to prove that the fiber category f1/U is contractible for each
object U ∈ E0 = R
′.
Consider an object U in R ′ and denote by F the fiber category f1/U . By applying
lemma 1.14 with X = 0 and V = U , we get an object Y ∈ MV and an isomorphism
U ≃ Φ1(Y ). Hence the category F is nonempty
Consider two objects (X1, ε1) and (X2, ε2) in F . For i = 1, 2, εi is an isomorphism
from Φ1(Xi) to U .
By applying lemma 1.14 with X = X1 ⊕ X2 and f = ε
−1
1 ⊕ ε
−1
2 : U −→ Φ1(X),
we get an object Y ∈ MV , a morphism g : Y −→ X1 ⊕X2 and an isomorphism ε :
U
∼
−→ Φ1(Y ) such that ε
−1
1 ⊕ε
−1
2 is the composite morphism U
ε
−→ Φ1(Y )
g
−→ Φ1(X).
Therefore (Y, ε−1) is an object in F and we have two morphisms (Y, ε−1) −→ (X1, ε1)
and (Y, ε−1) −→ (X2, ε2).
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Consider two objects (X1, ε1) and (X2, ε2) in F and two morphisms h1 and h2
from (X1, ε1) to (X2, ε2). Denote by X the kernel of h1 − h2 (in S
∨).
For i = 1, 2, we have an exact sequence:
0 −→ Φ1(Xi)
µi
−→ TΦ2(Xi)
ϕi
−→ Φ3(Xi)R −→ 0
and then an exact sequence:
0 −→ U
µiε
−1
i−→ TΦ2(Xi)
ϕi
−→ Φ3(Xi)R −→ 0
So we get for each i = 1, 2 a commutative diagram with exact lines:
0 −−−−→ U
µ1ε
−1
1−−−−→ TΦ2(X1)
ϕ1
−−−−→ Φ3(X1)R −−−−→ 0
=
y hi
y hi
y
0 −−−−→ U
µ2ε
−1
2−−−−→ TΦ2(X2)
ϕ2
−−−−→ Φ3(X2)R −−−−→ 0
and then an exact sequence:
0 −→ U −→ TΦ2(X) −→ Φ3(X)R
inducing an isomorphism ε : U −→ Φ1(X). By applying lemma 1.14 with ε, we get an
object (Y, u−1) ∈ F and a morphism k : (Y, u−1) −→ (X1, ε1) such that: h1k = h2k.
Because of these properties, each fiber category F is cofiltered and then con-
tractible. Hence the functor f1 is a homotopy equivalence.
2.6 Lemma: The functor g1 is a homotopy equivalence.
Proof: Let X be an object of MV ′ and F be the fiber category g1/X . Applying
lemma 1.14 to the morphism 0 −→ Φ1(X), we get an object E ∈ MV , a morphism
α : E −→ X such that: Φ1(E) = 0 and Φ2(E) −→ Φ2(X) and Φ3(E) −→ Φ3(X)
are epimorphisms. Then E belongs to V and the morphism α : E −→ X induces
epimorphisms on Φ2 and Φ3. Therefore, for each morphism f : Y −→ X in E1, the
morphism Y ⊕ E
f⊕α
−→ X belongs to E2.
An object in F is a triple (Y, V, f) where (Y, V ) belongs to MV ′ × V and f :
Y −→ X is a morphism in E1. A morphism ϕ : (Y, V, f) −→ (Y
′, V ′, f ′) is a morphism
ϕ : Y ⊕ V −→ Y ′ ⊕ V ′ in E2 sending Y to Y
′ such that: f = f ′ϕ.
The category F is nonempty because it contains the object (X, 0, Id).
We have three functors G0, G1, G2 from F to F sending each (Y, V, f) ∈ F
to G0(Y, V, f) = (Y, V, f), G1(Y, V, f) = (Y, V ⊕ E, f) and G2(Y, V, f) = (X, 0, Id)
respectively.
The inclusion 0 ⊂ E induces a morphism G0 −→ G1. The morphism f ⊕ 0 ⊕ α :
Y ⊕ V ⊕ E −→ X induces a morphism (Y, V ⊕ E, f) −→ (X, 0, Id) and we get a
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morphism G1 −→ G2. Therefore the identity of F is homotopic to G1 and then to
G2 which is constant. Hence F is contractible and, since each fiber category of g1 is
contractible, g1 is a homotopy equivalence.
2.7 Lemma: The functor g2 is a homotopy equivalence.
Proof: Let X be an object in E1 and F be the fiber category g2/X . An object
in F is a triple (Y, V, f) where (Y, V ) belongs to E3 and f : Y ⊕ V −→ X is a
morphism in E2. A morphism ϕ : (Y, V, f) −→ (Y
′, V ′, f ′) in F is a morphism
ϕ : Y ⊕V −→ Y ′⊕V ′ in E2 such that ϕ(Y ) ⊂ Y
′ and f = f ′ϕ. Therefore it is easy to
see that, for every (Y, V, f) ∈ F , we have a unique morphism in F from (Y, V, f) to
(X, 0, Id). Hence F has a final object and is contractible. Since each fiber category
of g2 is contractible, g2 is a homotopy equivalence.
2.8 Lemma: The functor f2 is a homotopy equivalence.
Proof: The inclusion X ⊂ X ⊕ V for all (X, V ) ∈ E3 induces a morphism from
g1 to f2g2 and g1 is homotopic to f2g2. But g1 and g2 are homotopy equivalences.
Therefore f2 is a homotopy equivalence too.
2.9 Lemma: The following diagram of exact categories:
V ⊂ MV ′
Φ1−→ R ′
induces a fibration in K-theory.
Proof: In [Wa1] (lemma 10.2 p. 206), Waldhausen proved that QV −→ QMV ′ −→
QFR is a homotopic fibration in a situation similar to ours. In our situation we’ll
prove, essentially in the same way, that the sequence QV −→ QMV ′ −→ QR ′ is a
homotopic fibration.
Following Waldhausen’s notations, if F is an exact subcategory of an exact cate-
gory E , we have a bicategory Qep(E ,F ) where the horizontal maps form the Quillen’s
category Q(E ) and the vertical morphisms form the category of epimorphisms in E
with kernel in F . In particular we have an equivalence between Q(E ) and Qep(E , 0)
and Q(E ) may be considered as a bicategory.
We have a commutative diagram of bicategories:
Q(V ) −→ Qep(V ,V )y
y
Q(MV ′) −→ Qep(MV ′,V )
which is homotopically cartesian. Moreover Qep(V ,V ) is contractible. Therefore the
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diagram of bicategories:
Q(V ) −→ Q(MV ′) −→ Qep(MV ′,V )
is a homotopic fibration.
On the other hand the morphism f = f1f2 : E2 −→ R
′ induces a morphism
f∗ : Q
ep(MV ′,V ) −→ Qep(R ′, 0) and we want to prove that f∗ is a homotopy
equivalence. Actually, the proof of lemma 10.2 in [Wa1] works exactly the same in
our situation except maybe for the sublemma (p. 209). In this sublemma, we have a
filtered object
M1 ⊂M2 ⊂ . . .Mn−1 ⊂Mn
in MV ′ where each quotientMi/Mi−1 is in MV
′. Since Φ1 is exact and each module
in R ′ is projective, the morphism Φ1(Mn) −→ Φ1(Mn/Mn−1) is surjective and has a
section s from U = Φ1(Mn/Mn−1) to Φ1(Mn).
Because of lemma 1.14, there are an object N ∈ MV , a morphism g : N −→Mn
inducing epimorphisms on Φ2 and Φ3, and an isomorphism U
∼
−→ Φ1(N) making the
following diagram commutative:
U
∼
−−−−→ Φ1(N)
=
y g
y
U
s
−−−−→ Φ1(Mn)
Therefore the morphism N −→Mn induces epimorphisms on Φ2 and Φ3 and the
composite morphism N −→ Mn −→ Mn/Mn−1 is an epimorphism with kernel in
V . Hence the sublemma can be proven in our situation and, since f is a homotopy
equivalence, the proof of lemma 10.2 applies completely here. The lemma follows.
2.10 Lemma: Let R ′′ be the full subcategory of R generated by the image of
Φ1 : MV −→ R. Then the diagram:
V ⊂ MV
Φ1−→ R ′′
induces a fibration in K-theory.
Proof: Let X = (E,M, ϕ) be an object in MV . Since E is projective in D ,
there is a module E1 ∈ D such that E ⊕ E1 is free in case 1 or 3 and on the form
E ⊕ E1 = (FA, FB) ∈ A ×B with FA and FB free. Therefore T (E ⊕ E1) is free in
all cases. Let X1 be the object (E1, 0, 0) ∈ MV . We have an exact sequence in R:
0 −→ Φ1(X ⊕X1) −→ T (E ⊕E1) −→ MR −→ 0
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and Φ1(X ⊕X1) is stably in R
′. Hence there is another object X2 ∈ MV such that
Φ1(X ⊕X1 ⊕X2) belongs to R
′ and MV ′ is cofinal in MV .
Consider the following commutative diagram:
(D)
MV ′
Φ1−−−−→ R ′y
y
MV
Φ1−−−−→ R ′′
where the vertical maps are the canonical cofinal inclusions.
Let K be the fiber product of K0(MV ) and K0(R
′) over K0(R
′′). The commu-
tativity of the diagram K0(D) induce a map λ : K0(MV
′) −→ K. Since the map
K0(MV
′) −→ K0(MV ) is injective (by cofinality) and factorizes through K, the
map λ is injective.
Let w = (u, v) be an element in K. Then we have: u ∈ K0(MV ), v ∈ K0(R
′)
and Φ1(u) and v are the same in K0(R
′′).
For every object X in some exact category A , the class of X in the Grothendieck
group K0(A ) will be denoted by [X ].
So there are two objects X , Y in MV such that: u = [X ] − [Y ]. Since MV ′ is
cofinal in MV , there is an object Y1 in MV such that Y ⊕ Y1 is in MV
′. Let us
set: w′ = w + λ[Y ⊕ Y1] and X
′ = X ⊕ Y1. We have: w
′ = (u′, v′) with u′ = [X ′]
and [Φ1(X
′)] belongs to K0(R
′). Then Φ1(X
′) is stably isomorphic to a module in
R ′. Up to adding to X (and then to X ′) an object in MV ′ on the form (E, 0, 0), we
may as well suppose that Φ1(X
′) belongs to R ′ and then that X ′ belongs to MV ′.
Therefore we have: w′ − λ[X ′] = (0, v′′) where v′′ is an element in K0(R
′) killed
in K0(R
′′). But the morphism K0(R
′) −→ K0(R
′′) is injective. So we have:
w′ − λ[X ′] = 0 =⇒ w′ = λ(X ′)
and w′ and then w are in the image of λ. Therefore λ is surjective and then bijective.
Consequently the diagram K0(D) is exact (cartesian and cocartesian) and, by
cofinality, the diagram K(D) is homotopically cartesian. The lemma follows.
As a consequence we get the following result, which is, in some sense, a connective
version of theorems 1, 2 and 3:
2.11 Proposition: LetX be the homotopy fiber of the mapK(C2) −→ K(D)×F (C )
induced by the functor F × σ : C2 −→ D × C . Then there is a natural homotopy
equivalence ΩK(R)
∼
−→ Nil(C2, S)×X .
Proof: Because of lemma 1.12 the functor Φ : N il(C2, S) −→ V is an equivalence
of categories and the lemma 2.10 implies that the following diagram:
N il(C2, S)
Φ
−→ MV
Φ1−→ R ′′
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induces a fibration in K-theory. Hence ΩK(R ′′) ≃ ΩK(R) is homotopically equivalent
to the homotopy fiber of the map induced by Φ : N il(C2, S) −→ MV in K-theory.
Because of lemma 2.4, we have a commutative diagram
N il(C2, S)
Φ
−−−−→ MV
=
y
y Φ2×Φ3
N il(C2, S)
Φ′
−−−−→ D × C
where the functor Φ2 × Φ3 induces a homotopy equivalence in K-theory. There-
fore ΩK(R) is homotopically equivalent to the homotopy fiber of the map Φ′ :
K(N il(C2, S)) −→ K(D × C ).
The functor Φ′ sends an object (H, θ) ∈ N il(C2, S) to the pair (F (H), σ(H)) ∈
D × C and Φ′ factorizes by the forgetful map N il(C2, S) −→ C2. Therefore ΩK(R)
is homotopically equivalent to the homotopy fiber of Φ′′ : K(C2) × Nil(C2, S) −→
K(D) ×K(C ) where Φ′′ is trivial on Nil(C2, S) and induced by the functor F × σ
on K(C2). The lemma follows.
2.12 The spectra K and Nil.
The K-theory of Quillen is a functor K from the category of rings to the category
of infinite loop spaces. There are different methods to construct a so called negative
K-theory: that is a functor K ′ from the category of rings to the category Ωsp of
Ω-spectra (see [B] and [KV]) and a natural homotopy equivalence from K(A) to the
0-th term of K ′(A) such that the following sequence is exact for every ring A and
every integer i ∈ Z:
0 −→ Ki(A) −→ Ki(A[t])⊕Ki(A[t
−1]) −→ Ki(A[t, t
−1]) −→ Ki−1(A) −→ 0
where Ki(A) is the i-th homotopy group of K
′(A). This exact sequence was proven
by Bass [B] for i = 1 and generalized by Quillen for i > 0 [Q]. The morphisms of
this exact sequence are induced by the inclusions A ⊂ A[t] ⊂ A[t, t−1], A ⊂ A[t−1] ⊂
A[t, t−1] except for the map ∂ : Ki(A[t, t
−1]) −→ Ki−1(A). But this map ∂ has
a section induced by the multiplication by t ∈ K1(Z[t, t
−1]). Therefore the exact
sequence above is natural in A.
Inspired by the Karoubi-Villamayor method [KV], we’ll define our version K(A)
of negative K-theory as follows:
Denote by E the set of infinite square matrices with entries in Z having only
finitely many nonzero entries in each row and each column. This ring has a two-
sided ideal M(Z) of matrices having only finitely many nonzero entries. So we set:
Σ = E/M(Z).
For every ring A, EA = E ⊗Z A and ΣA = Σ⊗Z A are rings and the morphism
f : EA −→ ΣA is a surjective ring homomorphism. It is easy to see that the kernel of
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f is isomorphism, as a pseudo ring, toM(A) and that EA is a flasque ring. Therefore
(see [KV]) we have a natural homotopy equivalence:
K(A)
∼
−→ ΩK(ΣA)
and the sequence K(ΣnA) is an Ω-spectrum. This spectrum will be denoted by K(A)
and K is a negative K-theory. For each integer i ∈ Z we set also: Ki(A) = pii(K(A)).
2.13 Lemma: Let (A, S) be a left-flat bimodule. Then for each integer n ≥ 0,
(ΣnA,ΣnS) is a left-flat bimodule and the sequence Nil(ΣnA,ΣnS) is an Ω-spectrum
denoted by Nil(A, S). Moreover we have a natural homotopy equivalence from
Nil(A, S) to the 0-th term of Nil(A, S) and, for each integer i ∈ Z, we have an
exact sequence which is natural on the left-flat bimodule (A, S) :
0 −→ Nili(A, S) −→ Nili(A[t], S[t])⊕Nil(A[t
−1], S[t−1]) −→
Nili(A[t, t
−1], S[t, t−1]) −→ Nili−1(A, S) −→ 0
where Nili(?) is the i-th homotopy group of Nil(?).
Proof: Let (A, S) be a left-flat bimodule. For every ring B, BS = B ⊗Z S is a BA-
bimodule. Since S is flat on the left S, as a left A-module, is isomorphic to a filtered
colimit of free left A-modules Ei and BS is also isomorphic to a filtered colimit of
free BA-modules BEi. Therefore BS is flat on the left and (BA,BS) is a left-flat
bimodule. In particular each (ΣnA,ΣnS) is a left-flat bimodule. Moreover we have a
natural isomorphism of rings: Σ(A[S]) ≃ (ΣA)[ΣS].
Consider the case 1 (with C = A). Because of proposition 2.11, we have a natural
homotopy equivalence:
ΩK(A[S])
∼
−→ Nil(A, S)×X
where X is the homotopy fiber of the map: K(C2)
F×σ
−→ K(D×C ). But in case 1, C2,
D and C are equal to the category A of finitely generated projective right A-modules
and functors F and σ are the identity. Therefore X is nothing else but the loop space
of K(A). So we get a natural homotopy equivalence:
ΩK(A[S])
∼
−→ Nil(A, S)× ΩK(A)
By naturality, we get a homotopy equivalence from Nil(A, S) to the homotopy fiber
of the map ΩK(A[S]) −→ ΩK(A) induced by the canonical ring homomorphism
A[S] −→ A.
We have a commutative diagram:
K(A[S]) −−−−→ K(A)
∼
y ∼
y
ΩK(Σ(A[S])) −−−−→ ΩK(ΣA)
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where the horizontal maps are induced by the canonical morphism A[S] −→ A and
the vertical maps are homotopy equivalences.
But Σ(A[S]) is isomorphic to (ΣA)[ΣS]. So we get a commutative diagram:
ΩK(A[S]) −−−−→ ΩK(A)
∼
y ∼
y
Ω2K((ΣA)[ΣS])) −−−−→ Ω2K(ΣA)
inducing a homotopy equivalence Nil(A, S)
∼
−→ ΩNil(ΣA,ΣS). Then the sequence
of spaces Nil(ΣnA,Σn, S) is a well defined Ω-spectrum Nil(A, S) and we have a
natural decomposition:
ΩK(A[S])
∼
−→ Nil(A, S)× ΩK(A)
Let us set: Nili(A, S) = pii(Nil(A, S)). Then we have, for every left-flat bimodule
(A, S) and every integer i ∈ Z an isomorphism Ki(A[S]) ≃ Nili−1(A, S)⊕Ki(A).
For the ring A we have, for every integer i ∈ Z, the following exact sequence
Si(A):
0 −→ Ki(A) −→ Ki(A[t])⊕Ki(A[t
−1]) −→ Ki(A[t, t
−1]) −→ Ki−1(A) −→ 0
For B = Z[t] or B = Z[t−1] or B = Z[t, t−1], the ring B(A[S]) is isomorphic to
(BA)[BS]. Then the sequence Si+1(A[S]) decomposes into Si+1(A) and the following
sequence:
0 −→ Nili(A, S) −→ Nili(A[t], S[t])⊕Nili(A[t
−1], S[t−1]) −→
Nili(A[t, t
−1], S[t, t−1]) −→ Nili−1(A, S) −→ 0
which, as a consequence, is exact.
2.14 Proofs of theorems 1, 2 and 3.
In the proof of lemma 2.13, we have constructed the Ω-spectrum Nil(?) and the
first two properties of theorem 1 have already been proven.
Suppose A is regular coherent on the right, i.e. every finitely presented right A-
module has a finite resolution by finitely generated projective modules. The category
A of finitely generated projective right A-modules is contained in the category A ′
of finitely presented right A-modules. The category N il(A, S) is also contained in
the category N il′(A, S) of pairs (H, θ) with H ∈ A ′ and θ : H −→ HS nilpotent.
Moreover A is stable in A ′ under extension and kernel of admissible epimorphism
and the inclusion N il(A, S) ⊂ N il′(A, S) have the same properties. Therefore, by
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the resolution theorem [Q], the inclusions A ⊂ A ′ and N il(A, S) ⊂ N il′(A, S)
induce homotopy equivalences in K-theory.
On the other hand, we have an inclusion A ′ −→ N il′(A, S) sending H to the
pair (H, 0) and every object (H, θ) in N il′(A, S) has a finite filtration with subquo-
tients in A ′. Moreover A ′ and N il′(A, S) are abelian categories and A ′ is closed
in N il′(A, S) under subobjects and quotients. Therefore, by the devissage theorem
[Q], the inclusion A ′ ⊂ N il′(A, S) induces a homotopy equivalence in K-theory.
As a consequence the inclusion A ⊂ N il(A, S) induce a homotopy equivalence in
K-theory and the space Nil(A, S) is contractible.
Hence for every left-flat bimodule (A, S), with A regular coherent, the space
Nil(A, S) is contractible and Nili(A, S) is trivial for every i ≥ 0.
Consider the following property E(n) where n is any integer:
• For every left-flat bimodule (A, S) with A regular coherent on the right, the
module Nili(A, S) is trivial for every i ≥ n.
The property E(0) is then satisfied. Suppose E(n) is true and take a left-flat
bimodule (A, S) with A regular coherent on the right. Then A[t], A[t−1] and A[t, t−1]
are also regular coherent on the right and, in the exact sequence:
0 −→ Niln(A, S) −→ Niln(A[t], S[t])⊕Niln(A[t
−1], S[t−1]) −→
Niln(A[t, t
−1], S[t, t−1]) −→ Niln−1(A, S) −→ 0
all the modules are zero except Niln−1(A, S). Hence the module Niln−1(A, S) is also
trivial and the property E(n− 1) is true.
By induction E(n) is satisfied for all n. Hence Nil(A, S) is contractible for every
left-flat bimodule (A, S) with A regular coherent on the right and theorem 1 is proven.
Consider the case 2. The ring R is defined by the cocartesian diagram:
(D)
C
α
−−−−→ A
β
y
y
B −−−−→ R
By tensoring by Σn, we get a cocartesian diagram:
(ΣnD)
ΣnC
α
−−−−→ ΣnA
β
y
y
ΣnB −−−−→ ΣnR
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We remark that the morphism α : ΣnC −→ ΣnA (resp. β : ΣnC −→ ΣnB) is
pure with complement ΣnA′ (resp. ΣnB′). Therefore in this new situation, we get
new rings: ΣnC, ΣnA, ΣnB, ΣnR, ΣnC × ΣnC and a new bimodule ΣnS.
Because of proposition 2.11, we have a homotopy equivalence between ΩK(ΣnR)
and Nil(ΣnC × ΣnC,ΣnS) × Xn where Xn is the homotopy fiber of f : K(Σ
nC ×
ΣnC) −→ K(ΣnA)×K(ΣnB)×K(ΣnC).
The morphism f is induced by the functor C × C −→ A × B × C sending
(M,M ′) ∈ C × C to (MA,M ′B,M ⊕M ′). Denote by fn(α) (resp. fn(β)) the map
K(ΣnC) −→ K(ΣnA) (resp. K(ΣnC) −→ K(ΣnB)) induced by α (resp. β). Then
Xn is homotopy equivalent to the homotopy fiber of fn(α) − fn(β) : K(Σ
nC) −→
K(ΣnA)×K(ΣnB) and we have a homotopy cartesian diagram of spaces:
ΩH(ΣnC)
α
−−−−→ ΩK(ΣnA))
β
y
y
ΩK(ΣnB) −−−−→ Xn
By naturality of the homotopy equivalence: K(?) ≃ ΩK(Σ?), we get a homotopy
equivalence Xn −→ ΩXn+1 and the sequence of Xn defines an Ω-spectrum X together
with a homotopy cartesian diagram of spectra:
K(C)
α
−−−−→ K(A)
β
y
y
K(B) −−−−→ Ω−1X
and that finishes the proof of theorem 2.
Consider now the case 3. We proceed as before and we get a homotopy equivalence
between ΩK(ΣnR) and Nil(ΣnC ×ΣnC,ΣnS)×Xn where Xn is the homotopy fiber
of the map f : K(ΣnC × ΣnC) −→ K(ΣnA) × K(ΣnC) induced by the functor
F × σ : C × C −→ A × C sending (M,M ′) ∈ C × C to (MαA⊕M
′
βA,M ⊕M
′).
Denote by fn(α) (resp. fn(β)) the map K(Σ
nC) −→ K(ΣnA) induced by α (resp.
β). Then Xn is homotopy equivalent to the homotopy fiber of fn(α)− fn(β).
As before, we get a homotopy equivalence Xn −→ ΩXn+1 and the sequence of
Xn defines an Ω-spectrum X which is the homotopy fiber of the map f(α)− f(β) :
K(C) −→ K(A). Therefore we have a homotopy fibration of spectra:
K(C)
f(α)−f(β)
−→ K(A) −→ Ω−1X
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and that finishes the proof of theorem 3.
3. Properties of the functor Nil.
Consider two rings A and B. Every right A×B-module M is determined by two
right modules Ma and Mb, where Ma is an A-module and Mb is a B-module. By
setting: Ra = A and Rb = B, we see that Mi is a right Ri-module for each i ∈ {a, b}.
If E is an A×B-bimodule, E is determined by four bimodules aEa, aEb, bEa and
bEb, and for each i, j in {a, b}, iEj is a (Ri, Rj)-bimodule.
Suppose f : M −→ ME is a morphism of right A × B-modules. Then f is
determined by four morphisms ifj : Mj −→ Mi iEj and ifj is a morphism of right
Rj-modules.
3.1 Lemma: Let A and B be two rings and E be an A × B-bimodule. Suppose E
is flat on the left. Then the correspondences
(M, f) 7→ (Mb, bfb)
(M, f) 7→ (Ma, afa+
∑
k≥0
afb(bfb)
k
bfa)
induce two well defined functors:
Φ1 : N il(A× B,E) −→ N il(B, bEb)
Φ2 : N il(A× B,E) −→ N il(A, aEa⊕ ⊕
k≥0
aEb(bEb)
k
bEa)
Moreover, if Eb is flat on the right, these functors induce a homotopy equivalence
of spectra:
Nil(A×B,E)
∼
−→ Nil(B, bEb)×Nil(A, aEa ⊕
k≥0
aEb(bEb)
k
bEa)
This lemma will be proven in 3.7.
Using this result, we are able to prove theorem 4. Consider two rings A and B,
an (A,B)-bimodule S and a (B,A)-bimodule T . Suppose S and T are flat on both
sides. Define the A× B-bimodule E by:
aEb = S bEa = T aEa = bEb = 0
Actually, this bimodule is the bimodule S ⊕ T , where S and T are considered as
A × B-bimodules (via the projections A × B −→ A and A × B −→ B). Moreover
E = S ⊕ T is flat on both sides.
Applying lemma 3.1, we get two functors:
Φ1 : N il(A× B,E) −→ N il(B, 0)
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Φ2 : N il(A× B,E) −→ N il(A, ST )
and a homotopy equivalence of spectra:
Φ(S, T ) : Nil(A× B,E)
∼
−→ Nil(A, ST )
By exchanging the roles of A and B , and S and T we get also a homotopy equivalence
of spectra:
Φ(T, S) = Nil(A× B,E)
∼
−→ Nil(B, TS)
3.2 Proof of theorem 5.
Let A be a ring, I be a set and Si, i ∈ I be a family of A-bimodules flat on both
sides. The direct sum of the Si’s will be denoted by S.
Let (M, f) be an object of the category N il(A, S). The morphism f :M −→MS
decomposes into a finite sum: f =
∑
i∈I
fi, where fi is a morphism from M to MSi.
If u = i1i2 . . . ip is a word in W (I), we set:
fu = fi1fi2 . . . fip and Su = Si1Si2 . . . Sip
If J is a subset of W (I), we set also:
fJ =
∑
u∈J
fu and SJ = ⊕
u∈J
Su
We check that fu is a morphism from M to MSu and fJ is a morphism from M to
MSJ .
Let u be a non empty word in W (I). Then the correspondence (M, f) 7→ (M, fu)
induces an exact functor ϕu : N il(A, S) −→ N il(A, Su). If J is a subset ofW (I) that
does not contains the empty word, the correspondence (M, f) 7→ (M, fJ) induces also
an exact functor ϕJ : N il(A, S) −→ N il(A, SJ). These functors are compatible with
tensor product with any power of Σ and induce morphisms of spectra on K-theory.
Consider two words u and v in W (I). We have four A-bimodules: Su, Sv, Suv
and Svu. Using notations in 1.4, for each A-bimodule T and each (i, j) ∈ {1, 2}
2 we
get an A×A-bimodule iT j where A×A acts on the left of T via the i-th projection
and on the right via the j-th projection. We have a commutative diagram of exact
categories:
N il(A, S)
F
−−−−→ N il(A×A, 1S2u ⊕
2S1v)
ψ(u,v)
−−−−→ N il(A, Suv)
=
y G
y ∼
N il(A, S)
F ′
−−−−→ N il(A×A, 2S1u ⊕
1S2v)
ψ(v,u)
−−−−→ N il(A, Svu)
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where F and F ′ are defined by:
F (M, f) = (M1 ⊕M2, fu + fv) F
′(M, f) = (M1 ⊕M2, fv + fu)
for each (M, f) ∈ N il(A, S) and the morphisms G, ψ(u, v) and ψ(v, u) are defined
by sending each (M,M ′, f + f ′) (with M,M ′ ∈ A , f :M −→M ′Sv and f
′ :M ′ −→
MSu) to
G(M,M ′, f + f ′) = (M ′,M, f + f ′) ψ(u, v)(M,M ′, f + f ′) = (M, f ′f)
ψ(v, u)(M,M ′, f + f ′) = (M ′, ff ′)
Because of theorem 4, this diagram induces a homotopy commutative diagram of
Ω-spectra:
Nil(A, S)
F
−−−−→ Nil(A×A, 1S2u ⊕
2S1v)
ψ(u,v)
−−−−→
∼
Nil(A, Suv)
=
y G
y ∼ H
y ∼
Nil(A, S)
F ′
−−−−→ Nil(A×A, 2S1u ⊕
1S2v)
ψ(v,u)
−−−−→
∼
Nil(A, Svu)
where ψ(u, v) and ψ(v, u) are homotopy equivalences andH is the map ψ(u, v)−1Gψ(v, u)
(up to homotopy).
On the other hand we have: ψ(u, v)F = ϕuv and ψ(v, u)F
′ = ϕvu. Then we have
a homotopy commutative diagram:
Nil(A, S)
ϕuv
−−−−→ Nil(A, Suv)
=
y H
y ∼
Nil(A, S)
ϕvu
−−−−→ Nil(A, Svu)
and the homotopy class of the map ϕu depends only on the class of u in CW (I).
Therefore, to prove the theorem, its is enough to prove it for some admissible set X .
3.3 Lemma: Suppose I has exactly two elements i and j. Let J ⊂ W (I) be the set
of elements ikj, for k ≥ 0. Then the functors: ϕi : N il(A, S) −→ N il(A, Si) and
ϕJ : N il(A, S) −→ N il(A, SJ) induce a homotopy equivalence of spectra:
Nil(A, S)
∼
−→ Nil(A, Si)×Nil(A, SJ)
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Proof: We apply lemma 3.1 in the following case:
B = A aEa = Si bEb = 0 bEa = A aEb = Sj
and we get a homotopy equivalence of spectra:
Nil(A×A,E)
∼
−→ Nil(A, Si ⊕ Sj) = Nil(A, S)
induced by the functor (P,Q, f) 7→ (P, afa + afb bfa).
By exchanging the role of a and b, we have also a homotopy equivalence of spectra:
Nil(A× A,E)
∼
−→ Nil(A, Si)×Nil(A, ⊕
k≥0
Ski Sj) = Nil(A, Si)×Nil(A, SJ)
and this map is induced by the two functors:
(P,Q, f) 7→ (P, afa)
(P,Q, f) 7→ (Q,
∑
k≥0
bfa(afa)
k
afb)
Because of theorem 4, this last functor is, after applying the functor Nil, equivalent
to the functor:
(P,Q, f) 7→ (P,
∑
k≥0
(afa)
k
afb bfa)
Therefore we get a homotopy equivalence of spectra:
Nil(A, S)
∼
−→ Nil(A, Si)×Nil(A, SJ)
induced by the two functors:
(P, f) 7→ (P, fi)
(P, f) 7→ (P,
∑
k≥0
fki fj)
and the lemma follows.
From now one, the coproduct in the category of spectra will be denoted by ⊕ and
the trivial spectrum will be denoted by 0. Actually, is Ej is a family of spectra, the
spectrum ⊕
j
Ej is nothing else but the filtered colimit of finite products of the Ej ’s.
Let X be an admissible set in W (I). Then the map: X ⊂ W (I)
pi
−→ CW (I)
induces a bijection X
∼
−→ CW0(I).
For every object (M, f) ∈ N il(A, S) there are only finitely many non zero mor-
phisms fu and the product of the ϕu, for u ∈ X , induces a map:
Nil(A, S) −→
∏
u∈X
Nil(A, Su)
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with values in ⊕
u∈X
Nil(A, Su). Hence we have a morphism of spectra:
F : Nil(A, S) −→ ⊕
u∈X
Nil(A, Su)
and the last thing to do is to prove that F is a homotopy equivalence.
On the other hand, we have a homotopy commutative diagram:
lim
−→
Nil(A, ⊕
j∈J
Sj) −−−−→ lim
−→
(
⊕
u∈X∩W (J)
Nil(A, Su)
)
∼
y ∼
y
Nil(A, S) −−−−→ ⊕
u∈X
Nil(A, Su)
where the limit is taken over all finite subset J of I. Moreover vertical arrows of this
diagram are homotopy equivalences and, in order to prove the theorem, it is enough
to consider the case where I is finite.
If I has at most 1 elements there is nothing to prove. So we may suppose that I
is a finite set with at least 2 elements.
If J is a subset of W (I) and j an element of J , we denote by Z(J, j) the set of
words in W (I) on the form jpj′, where j′ is any element in J distinct from j and p
is any non negative integer.
3.4 Lemma: Suppose I is finite with at least 2 elements. Then there exists a
sequence (Jn, jn), for n ≥ 0, with the following properties:
• for every integer n ≥ 0, Jn is a subset of W (I), jn is an element of Jn and Jn+1
is the set Z(Jn, jn)
• the set Y = {j0, j1, j2, j3, . . .} ⊂W (I) is admissible
• for every integer p > 0, there is an integer m ≥ 0 such that:
∀n > m, ∀u ∈ Jn, |u| > p
where |u| is the length of u.
Proof: In order to define the sequence (Jn, jn), it’s enough to define J0 and to choose
each jn in Jn. So we set: J0 = I and, for each n, jn is chosen to be an element of Jn
of minimal length in W (I).
Let n ≥ 0 be an integer. Set: J = Jn, j = jn and denote by J
′ the complement of
j in J . The inclusion Jn+1 = Z(J, j) ⊂ W (I) factorizes through W (J) and Jn+1 can
be considered as a subset of W (J). Every word u in W (J) is written uniquely in the
following form:
u = jn0j1j
n1j2j
n2 . . . jpj
np
43
with: p ≥ 0, n∗ ≥ 0, j∗ ∈ J
′.
Suppose u is reduced.
If p = 0, then u is a power of j and, because u is reduced, we have: u = j.
If p > 0, then u is, up to conjugation, on the form:
u = jn0j1j
n1j2 . . . j
np−1jp
and u is conjugate to an element in W0(Z(J, j)) = W0(Jn+1). Moreover u is reduced
in W (J) if and only if u is reduced in W (I).
Therefore every element in CW0(J) = CW0(Jn) belongs to the image of the map
CW (Jn+1) −→ CW (Jn) except the element j = jn and the inclusion Jn+1 ⊂ Jn
induces a bijection {jn}
∐
CW0(Jn+1)
∼
−→ CW0(Jn). As a consequence, we have, for
each n ≥ 0, a bijection:
{j0, j1, . . . , jn−1}
∐
CW0(Jn)
∼
−→ CW0(I)
For each integer n ≥ 0, denote by pn the minimal length of the words in Jn. Since
Jn+1 is contained in W (Jn), we have: pn+1 ≥ pn and the sequence (pn) is increasing.
We’ll prove that this sequence is unbounded.
Let n ≥ 0 be an integer. For every u ∈ Jn, we have: |u| ≥ pn. For every integer
m, denote by Hm the set of elements u ∈ Jm with |u| = pn and by CHm its image in
CW (I). Since I is finite and every element of Hm is reduced in W (Jm), CHm is a
finite set contained in CW0(I).
Denote by q the cardinal of CHn. Since jn is an element in Jn of minimal
length jn belongs to Hn. Then we have: q > 0 and, because of the bijection
{jn}
∐
CW0(Jn+1)
∼
−→ CW0(Jn), the cardinal of CHn+1 is q − 1. For the same
reason, we have the following:
∀i ∈ {0, 1, . . . , q}, card(CHn+i) = q − i
and then:
card(CHn+q) = 0 and pn+q > pn
Therefore the sequence (pn) is unbounded and the last property of the lemma is
proven.
Since the map {j0, j1, . . . , jn−1}
∐
CW0(Jn)
∼
−→ CW0(I) is bijective, the map
f : Y −→ CW0(I) is injective. Let u be an element in CW0(I) with length p. Since
the sequence pn is unbounded, there is an integer n such that pn > p and u doesn’t
belong to the image of CW0(Jn) −→ CW0(I). Hence u belongs to the image of
{j0, j1, . . . , jn−1} −→ CW0(I) and f is surjective. Therefore Y is admissible and the
lemma is proven.
For every n > 0 we denote by Yn the set {j0, j1, . . . , jn−1}.
3.5 Lemma: For all integer n ≥ 0, the maps ϕu : Nil(A, S) −→ Nil(A, Su), for
u ∈ Yn and the map ϕJn : Nil(A, S) −→ Nil(A, SJn) induce a homotopy equivalence
of spectra:
Gn : Nil(A, S)
∼
−→ ⊕
u∈Yn
Nil(A, Su)⊕Nil(A, SJn)
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Proof: We’ll prove the lemma by induction on n. The map G0 is the identity (and
then a homotopy equivalence).
Suppose n ≥ 0 and Gn is a homotopy equivalence. Consider the bimodule S
′ =
S ′i ⊕ S
′
j with:
S ′i = Sjn
S ′j = SJn\{jn}
By applying lemma 3.3 with this bimodule, we get a homotopy equivalence of spectra:
Nil(A, S ′) = Nil(A, SJn)
∼
−→ Nil(A, Sjn)⊕Nil(A, Ŝ)
where Ŝ is the following bimodule:
Ŝ =⊕
u,k
(
Sjn
)k
Su
the sum being taken over all integer k ≥ 0 and all u 6= jn in Jn. So we have
isomorphisms:
Ŝ ≃ ⊕
u,k
Sjknu ≃ ⊕
v∈Jn+1
Sv = SJn+1
and then a homotopy equivalence:
Nil(A, SJn)
∼
−→ Nil(A, Sjn)⊕Nil(A, SJn+1)
Therefore we have homotopy equivalences:
Nil(A, S)
∼
−→ ⊕
u∈Yn
Nil(A, Su)⊕Nil(A, SJn)
∼
−→ ⊕
u∈Yn
Nil(A, Su)⊕Nil(A, Sjn)⊕Nil(A, SJn+1)
∼
−→ ⊕
u∈Yn+1
Nil(A, Su)⊕Nil(A, SJn+1)
and Gn+1 is a homotopy equivalence. The lemma follows by induction.
We are now able to finish the proof of theorem 5.
As we have said before it is enough to consider the case where I is finite with at
least two elements.
Consider the map Φ : Nil(A, S) −→ ⊕
u∈Y
Nil(A, Su) induced by the functors ϕu :
N il(A, S) −→ N il(A, Su). We have to prove that G is a homotopy equivalence and,
for doing that, it will be enough to prove that G induces an isomorphism:
Φi : Nili(A, S) −→ ⊕
u∈Y
Nili(A, Su)
for every integer i ∈ Z.
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Let i ∈ Z be an integer and y be an element in ⊕
u∈Y
Nili(A, Su). There is an
integer n ≥ 0 such that y is in the direct sum of Nili(A, Su), for u ∈ Yn. Because of
lemma 3.5, there is an element x ∈ Nili(A, S) such that:
Gn(x) = y ⊕ 0 ∈ ⊕
u∈Yn
Nili(A, Su)⊕Nili(A, SJn)
Hence x is sent to y by Φi and Φi is surjective.
Suppose i ≥ 0. Let x ∈ Nili(A, S) be an element killed by Φi. This element
can be lifted in an element y ∈ Ki(N il(A, S)) = pii+1(B(QN il(A, S))) and there is
a finite subcategory E of the Quillen category QN il(A, S) such that y can be lifted
in an element z ∈ pii+1(BE ). This category E involves only finitely many objects
(M, f) ∈ N il(A, S). Denote by F the set of these morphisms f .
Since each f ∈ F is nilpotent, there is an integer p such that fu is trivial for each
f ∈ F and each element u ∈ W (I) of length ≥ p. Because of the last property of
lemma 3.4, the set of integers n such that there is some u ∈ Jn and some f ∈ F with
fu 6= 0 is finite. Hence, for n big enough, the composite functor
E −→ QN il(A, S)
ϕJn−→ QN il(A, SJn)
factorizes through the category QPA and the composite map
ΩBE −→ ΩBQN il(A, SJn) −→ Nil(A, SJn)
is trivial. Hence z is killed in Nili(A, SJn) and x ∈ Nili(A, S) is killed by ϕJn :
Nili(A, S) −→ Nil(A, SJn).
But x is killed by Φi and x is also killed by the mapNili(A, S) −→ ⊕
u∈Yn
Nili(A, Su).
Therefore x is killed by Gn which is a homotopy equivalence and x is zero. Hence
the morphism Φi is bijective for every integer i ≥ 0.
If i is a negative integer, we may replace A and S by ΣpA and ΣpS for some
p > −i and the bijectivity of Φi+p for (Σ
pA,ΣpS) implies that Φi (for (A, S)) is
bijective. Hence Φ is a homotopy equivalence of spectra. Moreover this is true for
the set Y and then for every admissible set in W (I). Then we get the desired result
and the theorem follows.
3.6 Proof of theorem 6.
Denote by S ′ the following bimodule:
S ′ = S⊕ ⊕
i
Ei ⊗
Ai
Fi
Let J be the disjoint union of I and {0}. We set:
∀i ∈ I, Si = Ei ⊗
Ai
Fi = Ei Fi
S0 = S
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and we have:
S ′ =⊕
j∈J
Sj
Because of theorem 5, there exist a family of A-bimodules Uk, k ∈ K such that the
following holds:
• each Uk is flat on both sides
• Nil(A, S ′) ≃ Nil(A, S) ⊕ ⊕
k
Nil(A,Uk)
• each Uk has the form: Uk = Sj1Sj2 . . . Sjn, with j1, j2, . . . , jn in J and jq ∈ I for
some q.
Then, because of theorem 4, there exist a family of A-bimodules Vk, k ∈ K and
elements ik ∈ I such that
• each Vk is flat on both sides
• Nil(A, S ′) ≃ Nil(A, S) ⊕ ⊕
k
Nil(A, Sik Vk)
and we have, for each k:
Nil(A, Sik Vk) = Nil(A,EikFikVk) ≃ Nil(Aik , FikVk Eik)
But Aik is regular coherent and each spectrum Nil(Aik , FikVk Eik) is contractible.
The result follows.
3.7 Proof of lemma 3.1.
With the notations of lemma 3.1, we denote by F = B ⊕ bEb ⊕ (bEb)
2 ⊕ . . . the
tensor algebra of bEb and by Ê the bimodule Ê = aEa ⊕ aEb F bEa.
For every object (M, f) ∈ N il(A× B,E), we set:
g1 = afa, g2 = afb, g3 = bfa, g4 = bfb
Since f is nilpotent, there is an integer n > 0 such that fn = 0. Then, for every
integers i1, i2, . . . , in in {1, 2, 3, 4} the morphism gi1gi2 . . . gin is a part of f
n and we
have: gi1gi2 . . . gin = 0. Hence the two morphisms bfb and f̂ = afa+
∑
k≥0
afb(bfb)
k
bfa
are nilpotent and we have a functor
Φ(A,B,E) : N il(A× B,E) −→ N il(B, bEb)×N il(A, Ê)
sending each object (M, f) ∈ N il(A× B,E) to:
Φ(A,B,E)(M, f) =
(
(Mb, bfb), (Ma, f̂)
)
Moreover this functor is exact.
It is easy to see that lemma 3.1 is equivalent to the fact that Φ(ΣnA,Σn, B,ΣnE)
induces, for all n ≥ 0, a homotopy equivalence in K-theory. Therefore it is enough to
prove that Φ(A,B,E) induces a homotopy equivalence in K-theory for every left-flat
bimodule (A×B,E) such that Eb is flat on the right and that will be done by using
K-theory of Waldhausen categories.
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In our situation, we have three exact categories: the categories A , B and C
of finitely generated projective right modules over the rings A, B and C = A × B
respectively. These categories are contained in the corresponding abelian categories
A ∨, B∨ and C ∨ of right modules over the corresponding rings.
If (A, S) is a left-flat bimodule, we have also an exact category N il(A, S) and a
Waldhausen category N il(A, S)∗. Moreover N il(A, S) is contained in the abelian
category N il(A, S)∨ (see part 1.3) and, as a subcategory of N il(A, S)∨, N il(A, S)
is stable under taking kernel of epimorphisms. Hence the Gillet-Waldhausen theorem
applies to the categories N il(?, ?) and we have a commutative diagram:
N il(A× B,E)
Φ(A,B,E)
−−−−→ N il(B, bEb)×N il(A, Ê)y
y
N il(A×B,E)∗
Φ(A,B,E)
−−−−→ N il(B, bEb)∗ ×N il(A, Ê)∗
of Waldhausen categories where the vertical functors induce homotopy equivalences
in K-theory.
Therefore, in order to prove the lemma, it is enough to prove that the functor:
Φ(A,B,E)∗ : N il(A× B,E)∗ −→ N il(B, bEb)∗ ×N il(A, Ê)∗
induces a homotopy equivalence in K-theory.
If (A, S) is a left-flat bimodule, it is easy to see that an object of N il(A, S)∗ is
nothing else but a pair (M, f), where M is in A∗ and f : M −→ MS is a nilpotent
morphism in A ∨∗ . Then the functor Φ(A,B,E)∗ is given by:
Φ(A,B,E)∗(M, f) =
(
(Mb, bfb), (Ma, f̂)
)
for every M ∈ C∗ = A∗ ×B∗.
Consider the Waldhausen category E = N il(A × B,E)∗. We may define a new
subcategory of equivalences by saying that ϕ : (M, f) −→ (M ′, f ′) is an equivalence
if the induced morphism Ma −→M
′
a is an isomorphism in homology. With this new
equivalences, we get a new Waldhausen category E ′. We have also a Waldhausen
subcategory E0 of E generated by the objects (M, f) ∈ E such that Ma is acyclic.
Denote also by N il0 the Waldhausen subcategory of N il(A, Ê)∗ generated by pairs
(M, f) with M acyclic. Hence we have a commutative diagram of essentially small
48
Waldhausen categories:
E0 −−−−→ E −−−−→ E
′
Φ0
y Φ(A,B,E)
y Φ′
y
N il(B, bEb)∗ ×N il0 −−−−→ N il(B, bEb)∗ ×N il(A, Ê)∗ −−−−→ N il(A, Ê)∗
Since every morphism in N il0 is an equivalence, the category N il0 has trivial
K-theory and, because of the fibration theorem, the two lines of the diagram induce
fibrations in K-theory. Hence in order to prove the lemma, it’s enough to prove that
Φ0 and Φ
′ induce homotopy equivalences on K-theory and that’s equivalent to show
that Φ′ and the functor:
Φ′0 : E0
Φ0−→ N il(B, bEb)∗ ×N il0
pr1
−→ N il(B, bEb)∗
induce homotopy equivalences on K-theory. Moreover these two functors have the
approximation properties (App1).
3.8 Lemma: The functor Φ′0 induces a homotopy equivalence in K-theory.
Proof: Because of the approximation theorem 2.3, we just have to prove that Φ′0 has
the property (App2).
Let X = (M, f) ∈ E0 and Y = (Q, g) ∈ N il(B, bEb)∗ be two objects in the
corresponding categories. A morphism ϕ : Φ′0(X) −→ Y is represented by a morphism
ϕ :Mb −→ Q in B∗ making the following diagram commutative:
Mb
ϕ
−−−−→ Q
bfb
y g
y
Mb bEb
ϕ
−−−−→ Q bEb
Denote by C the cylinder of ϕ and by C ′ its mapping cone (or its 0-cone as defined
in 2.1). The morphisms bfb and g induce two nilpotent morphisms λ : C −→ C bEb
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and λ′ : C ′ −→ C ′ bEb. By naturality, we have a commutative diagram in C
∨
∗ :
Mb
i
−−−−→ C
p
−−−−→ Q
bfb
y λ
y g
y
Mb bEb
i
−−−−→ C bEb
p
−−−−→ Q bEb
where i : Mb −→ C is a cofibration and p : C −→ Q a homotopy equivalence.
Moreover we have: ϕ = pi.
Define the object M ′ ∈ C∗ by: M
′
a = Ma and M
′
b = C. In order to define the
desired object X ′ ∈ E0, we have to construct the morphism f
′ :M ′ −→M ′E.
We set: af
′
a = afa, bf
′
b = λ and bf
′
a = i bfa. Since i : Mb −→ C is a cofibration
and Ma aEb is acyclic, there is no obstruction to extend afb : Mb −→ Ma aEb to a
morphism: af
′
b : C −→Ma aEb. Hence we get a morphism f
′ :M ′ −→ M ′E.
Let C be the finite complex in C∗ defined by: Ca = 0 and Cb = C
′ and λ :
C −→ CE be the morphism in C ∨∗ associated with λ
′ under the canonical bijection:
HomC∨
∗
(C,CE) ≃ HomB∨
∗
(C ′, C ′bEb). Since λ
′ is nilpotent, λ is also nilpotent.
We have a commutative diagram in C ∨∗ with exact rows:
0 −−−−→ M −−−−→ M ′ −−−−→ C −−−−→ 0
f
y f ′
y λ
y
0 −−−−→ ME −−−−→ M ′E −−−−→ CE −−−−→ 0
and, since f and λ are nilpotent, f ′ is nilpotent also. More precisely, if we have:
f p = 0 and λ
q
= 0, then we have f ′p+q = 0.
Since M ′a is acyclic, X
′ = (M ′, f ′) is an object in E0 and the morphism i induces
a morphism α : X −→ X ′. Moreover we have the following commutative diagram:
Φ′0(X)
ϕ
−−−−→ Y
α
y =
y
Φ′0(X
′)
p
−−−−→ Y
and the property (App2) is satisfied. The lemma follows.
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So the last thing to do is to prove that the functor Φ′ : E ′ −→ N il(A, Ê)∗)
induces a homotopy equivalence in K-theory. As before, it’s enough to prove that Φ′
has the property (App2). In order to do that we’ll need two technical results:
3.9 Lemma: Let A and B be two rings and S be an (A,B)-bimodule. Suppose S is
flat on the left. Let X be a finite B-complex, Y be an A-complex and f : X −→ Y S
be a morphism of B-complexes. Then there exist a finite A-complex Y ′, a morphism
g : Y ′ −→ Y and a commutative diagram:
X −−−−→ Y ′S
=
y g
y
X
f
−−−−→ Y S
3.10 Lemma: Let A be a ring, X and Y two A-complexes and f : X −→ Y be a
morphism. Suppose the module ⊕
n
Xn is finitely presented and each Yn is flat. Then
f factorizes through a finite A-complex.
These two lemmas will be proven at the end of the section.
As a consequence of these two lemmas we have the following result:
3.11 Lemma: Let A, B and C be three rings, S be a (C,B)-bimodule and T be a
(B,A)-bimodule. Suppose S is flat on the right and T is flat on the left. Let X , Y
and Z be finite complexes over the rings A, B and C respectively and f : X −→ Y T
and g : Y −→ ZS be two morphisms. We suppose that the composite morphism:
X
f
−→ Y T
g
−→ ZST
is zero. Then the morphism g : Y −→ ZS factorizes through a finite complex Y ′ by
a morphism λ : Y −→ Y ′ in such a way that the composite morphism:
X
f
−→ Y T
λ
−→ Y ′T
is zero.
Proof: Let K be the kernel of g. Since T is flat on the left we have two exact
sequences:
0 −→ K
i
−→ Y
g
−→ ZS
0 −→ KT
i
−→ Y T
g
−→ ZST
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and the morphism f factorizes through KT . Because of lemma 3.9 there exist a finite
B-complex K ′, a morphism j : K ′ −→ K and a commutative diagram:
X
f ′
−−−−→ K ′T
=
y ij
y
X
f
−−−−→ Y T
Denote by Y1 the cokernel of ij : K
′ −→ Y . Since gi is the zero morphism, there
is a morphism g1 : Y1 −→ ZS making the following diagram commutative:
Y
g
−−−−→ ZSy =
y
Y1
g1
−−−−→ ZS
Since S is flat on the right, ZS is flat and, because of lemma 3.10, g1 factorizes
through a finite complex Y ′. The lemma follows.
3.12 Lemma: The functor Φ′ : E ′ −→ N il(A, Ê)∗) has the property (App2).
Proof: Let’s set:
H = aEa K = bEb S = aEb T = bEa K̂ = F = B ⊕K ⊕K
2 ⊕ . . .
Let X and Y be two objects in N il(A × B,E)∗ and N il(A, Ê)∗ respectively and ϕ
be a morphism from Φ′(X) to Y . By setting: (U, f) = X , (M, g) = Y , P = Ua,
Q = Ub, we see that P and M are finite A-complexes, Q is a finite B-complex, ϕ is
a morphism from P to M and g is written as a finite sum:
g = λ+
∑
k≥0
µk
where λ is a morphism from M to MH and each µk is a morphism from M to
MSKkT . Moreover the following diagrams are commutative:
P
ϕ
−−−−→ M
afa
y λ
y
PH
ϕ
−−−−→ MH
P
ϕ
−−−−→ M
afb(bfb)
k
bfa
y µk
y
PSKkT
ϕ
−−−−→ MSKkT
52
We want to construct an object X ′ ∈ N il(A×B,E)∗ and a morphism α : X −→
X ′ such that Φ′(α) : Φ′(X) −→ Φ′(X ′) is isomorphic to ϕ : Φ′(X) −→ Y . So we want
to have: X ′ = (U ′, f ′) and U ′a =M and, to determine X
′, we need to define Q′ = U ′b,
the morphism f ′ and the morphism α : Q −→ Q′. Actually, Q′ will be constructed
as a direct sum: Q′ =⊕
i≥0
Qi such that bf
′
b(Qi+1) is contained in QiK for all i ≥ 0 and
is zero for i = −1 and af
′
b vanishes on each Qi, for i > 0.
So we need to define finite B-complexes Qi, a morphism e : Q0 −→ MS and
morphisms αi : Q −→ Qi, θi : Qi+1 −→ QiK and βi : M −→ QiT (with Qi = 0 for i
big enough) and the morphism f ′ is defined by:
af
′
a = λ bf
′
b =
∑
i≥0
θi bf
′
a =
∑
i≥0
βi af
′
b = e pr0
where pr0 : Q
′ −→ Q0 is the projection. The morphism α is equal to ϕ : P −→ M
on P and to
∑
i≥0
αi : Q −→ Q
′ on Q.
But we have two conditions: the fact that α is a morphism and the equality:
Φ′(X ′) = Y . These conditions are equivalent to:
ϕ afb = eα0
αi bfa = βiϕ
θiαi+1 = αi bfb
µi = eθ0θ1 . . . θi−1βi
for all i ≥ 0.
For technical reasons, we introduce the morphism ei = eθ0θ1 . . . θi−1 from Qi to
MSKi. Then we have to construct, for each i ≥ 0, the complex Qi and morphisms
ei : Qi −→ MSK
i, αi : Q −→ Qi, βi : M −→ QiT and θi : Qi+1 −→ QiK, with the
following properties:
A(i): ϕ afb(bfb)
i = eiαi
B(i): αi bfa = βiϕ
C(i): θiαi+1 = αi bfb
D(i): µi = eiβi
E(i): ei+1 = eiθi
for all i ≥ 0.
Since the sum of the µk’s is finite, there is an integer n > 0 such that: µi = 0 for
all i > n.
So we’ll construct (Qi, ei, αi, βi, θi) by induction. Let i ≥ 0 be an integer and
suppose that (Qj , ej, αj, βj , θj) is defined for all j > i such that the properties A(j),
B(j), C(j), D(j), E(j), are satisfied for all j > i. We begin this induction with i = n
by setting: Qj = 0 for all j > n.
We have to construct Qi and morphisms ei, αi, βi and θi.
Consider the following morphisms:
ϕ afb(bfb)
i : Q −→MSKi
µi :M −→MSK
iT
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ei+1 : Qi+1 −→MSK
i+1
These morphisms induce a morphism h : Q⊕M ⊕Qi+1 −→MSK
i(B⊕T ⊕K) and,
because of lemma 3.9, there are a finite complex Qi, a morphism ei : Qi −→ MSK
i
and a commutative diagram:
Q⊕M ⊕Qi+1
h′
−−−−→ Qi(B ⊕ T ⊕K)
=
y ei
y
Q⊕M ⊕Qi+1
h
−−−−→ MSKi(B ⊕ T ⊕K)
The morphism h′ induces morphisms:
αi : Q −→ Qi
βi :M −→ QiT
θi : Qi+1 −→ QiK
and properties A(i), D(i), (E(i) are satisfied. Denote by u and v the defaults of
properties B(i) and C(i):
u = βiϕ− αi bfa
v = αi bfb − θiαi+1
Because of properties A(i) and D(i), we have:
eiu = eiβiϕ− eiαi bfa = µiϕ− ϕ afb(bfb)
i
bfa = 0
and, because of properties A(i), E(i) and A(i+ 1), we have:
eiv = eiαi bfb − eiθiαi+1 = ϕ afb(bfb)
i+1 − ei+1αi+1 = 0
Since a tensor product of bimodules which are flat on the right is flat on the right,
we can apply the lemma 3.11 to morphisms u⊕ v : P −→ Qi(T ⊕K) and ei : Qi −→
MSKi. Thus ei factorizes through a finite complex Q
′
i by a morphism ε : Qi −→ Q
′
i
such that: ε(u⊕ v) = 0.
Hence, up to replacing Qi by Q
′
i, we may as well suppose that A(i), B(i), C(i),
D(i), E(i) are satisfied. Therefore Qi, ei, αi, βi, θi are defined and A(i), B(i), C(i),
D(i), E(i) are satisfied for all i ≥ 0.
Then the finite complex Q′ =⊕
i≥0
Qi is constructed and the morphism f
′ is defined
by:
af
′
a = λ
bf
′
b =⊕
i≥0
θi
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af
′
b = e0pr0
bf
′
a =⊕
i≥0
βi
Hence the desired object X ′ is constructed and Φ′ has the approximation property
(App2). The lemma follows and then follow lemma 3.1 and theorems 4, 5 and 6.
3.13 Proof of lemma 3.9.
The situation is the following: (A, S) is a left-flat bimodule, X is a finite A-
complex, Y is an A-complex and f : X −→ Y S is a morphism of A-complexes.
We want to construct a finite A-complex Y ′ and a morphism Y ′ −→ Y such that
f : X −→ Y S factorizes through Y ′S.
For each integer n, denote by X(n) the n-skeleton of X . Let n be an integer.
Suppose the n-skeleton Y ′(n) of Y ′ is constructed in such a way that we have a
morphism gn : Y
′(n) −→ Y and a commutative diagram:
(Dn)
X(n)
hn−−−−→ Y ′(n)S
=
y gn
y
X(n)
f
−−−−→ Y S
If n is small enough, X(n) is null and Y ′(n) can be chosen to be zero.
Denote by Zn the kernel of the morphism d : Y
′
n −→ Y
′
n−1 and by Un+1 the module
defined by the cartesian square:
Un+1
α
−−−−→ Yn+1
β
y d
y
Zn
gn
−−−−→ Yb
The composite morphism Xn+1
d
−→ Xn
hn−→ Y ′nS takes values in ZnS and induces,
together with the morphism f : Xn+1 −→ Yn+1S, a well defined morphism λ :
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Xn+1 −→ Un+1. So we get a commutative diagram:
Xn+1
λ
−−−−→ Un+1S
α
−−−−→ Yn+1S
d
y γ
y d
y
Xn
hn−−−−→ Y ′nS
gn
−−−−→ YnS
where γ is the composite morphism Un+1
β
−→ Zn ⊂ Y
′
n.
Since Xn+1 is finitely generated, there is a finitely generated submoduleM in Un+1
such that λ(Xn+1) is contained in MS. Let Y
′
n+1 be a finitely generated projective
A-module and µ : Y ′n+1 −→ M be an epimorphism. Since Xn+1 is projective, the
morphism λ : Xn+1 −→ Y
′S can be lifted in a morphism Xn+1 −→ Y
′
n+1S and we get
a commutative diagram:
Xn+1
h
−−−−→ Y ′n+1S
g
−−−−→ Yn+1
d
y d
y d
y
Xn −−−−→ Y
′
nS −−−−→ YnS
where d : Y ′n+1 −→ Y
′
n is the morphism γµ and g : Y
′
n+1 −→ Yn+1 is the morphism
αµ.
Thus we have constructed the complex Y ′(n + 1) and the commutative diagram
(Dn+1). By induction we have Y
′(n) and the commutative diagram (Dn) for every
integer n and, for n big enough, Y ′(n) and the diagram (Dn) is a solution of the
problem.
3.14 Proof of lemma 3.10.
In the lemma, f : X −→ Y is a morphism between two A-complexes, the direct
sum of the X ′ns if finitely presented and each Yn is flat.
For every A-complex E, denote by En its n-coskeleton i.e. the quotient of E by
its (n− 1)–skeleton.
Let n be an integer. Suppose that the n-coskeleton F n of a finite complex F is
constructed in such a way that the morphism f : Xn −→ Y n induced by f : X −→ Y
factorizes through F n via two morphisms α : Xn −→ F n and β : F n −→ Y n. If n is
big enough Xn is trivial and we may set: F n = 0.
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We have a commutative diagram:
Xn+1
α
−−−−→ Fn+1
β
−−−−→ Yn+1
d
y d
y d
y
Xn
α
−−−−→ Fn
β
−−−−→ Yn
Let E be the A-module defined by the cocartesian square:
Xn −−−−→ F
′
n
d
y
y
Xn−1 −−−−→ E
where F ′n is the cokernel of the morphism d : Fn+1 −→ Fn. Since Xn, Xn−1 and F
′
n
are finitely presented, the A-module E is also finitely presented.
We have a commutative diagram:
Xn+1
α
−−−−→ Fn+1
β
−−−−→ Yn+1
d
y d
y d
y
Xn
α
−−−−→ Fn
β
−−−−→ Yn
d
y δ
y d
y
Xn−1 −−−−→ E −−−−→ Yn−1
where the composite morphism Fn+1
d
−→ Fn −→ E is trivial.
But E is finitely presented and Yn−1 is flat. Therefore the morphism E −→ Yn−1
factorizes through a finitely generated projective A-module Fn−1 and, together with
the composite morphism Fn
δ
−→ E −→ Fn−1, we get the desired finite complex F
n−1
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and a commutative diagram:
Xn−1
α
−−−−→ F n−1
β
−−−−→ Y n−1y
y
y
Xn
α
−−−−→ F n
β
−−−−→ Y n
So we construct the complexes F n inductively and, for n small enough, the mor-
phism f : X −→ Y factorizes through the finite complex F = F n.
Remark: It is not clear that the right flatness condition is necessary in theorems
4, 5 and 6. Actually this condition is only used in order to prove that the functor
Φ′ : E ′ −→ N il(A, Ê)∗ (in the proof of lemma 3.1) is a homotopy equivalence. The
proof given here needs the right flatness condition (in the lemma 3 .10) but another
proof without this condition is still possible.
4 Whitehead spectra.
If E is an Ω-spectrum and X is a space, we denote by H(X,E) the Ω-spectrum
associated to the smash product X∧E. For every i ∈ Z, we have:
pii(H(X,E)) ≃ Hi(X,E)
In [Wa1], section 15, Waldhausen associates to any ring R and any group G an
assembly map: H(BG,K(R)) −→ K(R[G]) which is a map of infinite loop spaces.
This assembly map induces assembly maps H(BG,ΣnK(R)) −→ K(ΣnR[G]) and
then an assembly map h : H(BG,K(R)) −→ K(R[G]) which is a map of spectra. So
we get a fibration of spectra:
H(BG,K(R))
h
−→ K(R[G]) −→ WhR(G)
The spectrum WhR(G) is called the Whitehead spectrum of G relative to R.
For every integer i, we set:
Whi(G) = pii(Wh
Z(G))
For i < 0, the group Whi(G) is isomorphic to Ki(Z[G]) and we have exact sequences:
0 −→ Z −→ K0(Z[G]) −→Wh0(G) −→ 0
0 −→ Z/2⊕H1(G,Z) −→ K1(Z[G]) −→ Wh1(G) −→ 0
More precisely, Wh0(G) is the reduced K0-group of Z[G], Wh1(G) is the classical
Whitehead group of G and Wh2(G) is the second Whitehead group of G as defined
in [HW].
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Following Waldhausen, a group G is said to be regular noetherian (resp. regular
coherent) if, for every ring R which is regular noetherian on the right, R[G] is regular
noetherian (resp. regular coherent) on the right. Since Rop[G] is isomorphic to
(R[G])op, this condition is equivalent to the condition obtained by replacing right by
left. We denote also by G the category of groups and monomorphisms of groups.
4.1 Proposition: We have the following properties:
• If G is the amalgamated free product of a diagram in G :
H −−−−→ G1y
G2
where G1 and G2 are regular coherent and H regular noetherian, then G is regular
coherent.
• If G is the HNN extension of a diagram in G :
H
α
−−−→−−−→
β
G1
where G1 is regular coherent and H is regular noetherian, then G is regular coherent.
• If G is the colimit of a filtered system Gi in G , where each Gi is regular coherent,
then G is regular coherent.
• A subgroup of a regular coherent group is regular coherent.
Proof: All these properties are proven in [Wa1] (in theorem 19.1) except the third
one.
Let G be the colimit of a filtered system Gi in G and R be a ring which is regular
noetherian on the right. Suppose each Gi is regular coherent. Set: A = R[G] and
Ai = R[Gi].
Each ring Ai is regular coherent on the right and for each i ∈ I, the ring A is free
on the left over Ai.
LetM be a finitely presented right A-module. We have an exact sequence of right
A-modules:
F1
f
−→ F0 −→M −→ 0
where F0 and F1 are finitely generated freeA-modules. The morphism f is represented
by a finite matrix with entries in A. Since A is the colimit of the Ai’s, there is an
element i ∈ I such that Ai contains all the entries of f . Therefore f comes from a
finite matrix with entries in Ai and there exist a finitely presented right Ai-module
M ′ and an isomorphism M ′ ⊗Ai A ≃M .
Since Ai is regular coherent on the right we have an exact sequence of right Ai-
modules:
0 −→ Cn −→ Cn−1 −→ . . . −→ C0 −→ M
′ −→ 0
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where each Ck is finitely generated projective. Since A is free on the left over Ai, we
have an exact sequence of right A-modules:
0 −→ Cn ⊗
Ai
A −→ Cn−1 ⊗
Ai
A −→ . . . −→ C0 ⊗
Ai
A −→M −→ 0
But each Ck ⊗
Ai
A is finitely generated projective right A-module. Therefore every
finitely presented A-module has a finite resolution by finitely generated projective
A-modules and A is regular coherent. The result follows.
Let Cl be the class of groups defined by Waldhausen in [Wa1]. This class is the
smallest class of groups satisfying the following:
• The trivial group belongs to Cl.
• If G is the amalgamated free product of a diagram in G :
H −−−−→ G1y
G2
where G1 and G2 are in Cl and H regular coherent, then G belongs to Cl.
• If G is the HNN extension of a diagram in G :
H
α
−−−→−−−→
β
G1
where G1 is in Cl and H is regular coherent, then G belongs to Cl.
• If G is the colimit of a filtered system Gi in G , where each Gi is in Cl, then G
belongs to Cl.
This class contains free groups, torsion free abelian groups, poly-Z-groups, torsion
free one-relator groups and fundamental groups of many low-dimensional manifolds.
It is also closed under taking subgroups. See theorem 19.5 in [Wa1].
4.2 Theorem: For every group G in Cl and every ring R which is regular noetherian
on the right, the Whitehead spectrum WhR(G) is contractible.
Proof: This is essentially theorem 19.4 in [Wa1]. We just have to replace spaces
Nil(A, S) by spectra Nil(A, S). Since all these spectra are contractible, the result
follows.
We’ll construct a class of groups Cl1 obtained by replacing the condition ”H is
regular coherent” (in the definition of Cl) by a weaker condition in such a way that
theorem 4.2 is still true for groups in Cl1.
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Consider a diagram of groups:
H
α
−−−−→ G1
β
y
G2
We say that this diagram is regular coherent if the following holds:
• α and β are monomorphisms
• for every x ∈ G1 \ α(H) and every y ∈ G2 \ β(H), the intersection of the two
groups α−1(xα(H)x−1) and β−1(yβ(H)y−1) is regular coherent.
Consider a diagram of groups:
H
α
−−−→−−−→
β
G1
We say that this diagram is regular coherent if the following holds:
• α and β are monomorphisms
• for every x ∈ G1 \ α(H) and every y ∈ G1 \ β(H), the intersection of the two
groups α−1(xα(H)x−1) and β−1(yβ(H)y−1) is regular coherent.
• for every x ∈ G1, the group β
−1(xα(H)x−1) is regular coherent.
Since the condition ”regular coherent” is stable under taking subgroups, it is easy
to see that diagrams above are regular coherent if the subgroup H is regular coherent.
So we define the class Cl1 as the smallest class of groups satisfying the following:
• The trivial group belongs to Cl1.
• If G is the amalgamated free product of a diagram D:
H −−−−→ G1y
G2
where G1 and G2 are in Cl1 and D is regular coherent, then G belongs to Cl1.
• If G is the HNN extension of a diagram D′:
H
α
−−−→−−−→
β
G1
where G1 is in Cl1 and D
′ is regular coherent, then G belongs to Cl1.
• If G is the colimit of a filtered system Gi in G , where each Gi is in Cl1, then G
belongs to Cl1.
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4.3 Theorem: Let R be a ring which is regular noetherian on the right and G be
the amalgamated free product of a regular coherent diagram of groups:
H
α
−−−−→ G1
β
y
G2
Then this diagram induces a homotopically cartesian diagram of spectra:
WhR(H)
α
−−−−→ WhR(G1)
β
y
y
WhR(G2) −−−−→ Wh
R(G)
4.4 Theorem: Let R be a ring which is regular noetherian on the right and G be
the HNN extension of a regular coherent diagram of groups:
H
α
−−−→−−−→
β
G1
Then this diagram induces a homotopy fibration of spectra:
WhR(H)
f
−→WhR(G1) −→Wh
R(G)
where f is the difference (in Ωsp) of maps induced by α and β.
Proofs of theorems 4.3 and 4.4: In the amalgamated case, we have a commutative
diagram of spectra:
H(BH,K(R))
α⊕−β
−−−−→ H(BG1, K(R))⊕H(BG2, K(R)) −−−−→ H(BG,K(R))y
y
y
K(R[H ])
α⊕−β
−−−−→ K(R[G1])⊕K(R[G2]) −−−−→ K(R[G])
′
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where horizontal lines are fibrations and vertical maps are assembly maps. Moreover
theorem 2 implies a homotopy equivalence:
K(R[G]) ≃ K(R[G])′ ⊕ Ω−1Nil(R[H ]× R[H ], S)
for some R[H ]× R[H ] bimodule S. Therefore we have a fibration:
WhR(H) −→ WhR(G1)⊕Wh
R(G2) −→Wh
R(G)′
and a homotopy equivalence:
WhR(G) ≃WhR(G)′ ⊕ Ω−1Nil(R[H ]× R[H ], S)
We can do the same for the HNN extension and we get a fibration:
WhR(H)
f
−→ WhR(G1) −→Wh
R(G)′
and a homotopy equivalence:
WhR(G) ≃WhR(G)′ ⊕ Ω−1Nil(R[H ]× R[H ], S)
for some R[H ]× R[H ] bimodule S.
Hence the only thing to do is to prove that Nil(R[H ]× R[H ], S) is contractible.
Let’s denote by C the ring R[H ]. With the notations of 1.4, the bimodule S is
determined by four C-bimodules iSj (with i, j ∈ {1, 2}). In order to describe these
bimodules we’ll introduce the following terminology:
Let G be a group. A G-biset is a set X equipped with two compatible actions of
G, one on the left and the other one on the right. We say that a G-biset X is free if
both actions on X are free. If R is a ring, R[X ] is naturally a R[G]-bimodule and, if
X is free, R[X ] is free on both sides. For any free G-biset X and any ring R, we set:
NilR(G,X) = Nil(R[G], R[X ])
If G1 and G2 are two groups, we can also define a (G1, G2)-biset as a set equipped
with two compatible actions: a left action of G1 and a right action of G2. Then, for
every ring R and any (G1, G2)-biset X , R[X ] is a (R[G1], R[G2])-bimodule.
Consider the amalgamated case. We have two monomorphisms α : H −→ G1 and
β : H −→ G2. Denote by X the complement of α(H) in G1 and by Y the complement
of β(H) in G2. The group H acts on both sides on X and Y and X and Y are free
H-bisets. Moreover we have:
2S1 = R[X ] 1S2 = R[Y ] 1S1 = 2S2 = 0
and then:
S = 2R[X ]1 ⊕ 1R[Y ]2
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In the HNN extension case we have two monomorphisms α : H −→ G1 and
β : H −→ G1. Denote by X the complement of α(H) in G1 and by Y the complement
of β(H) in G1. Denote also by U (resp. V) the set G1 where H acts on the left by β
and on the right by α (resp. H acts on the right by β and on the left by α). These
sets X , Y , U and V are free H-bisets. In this case, the bimodule S is characterized
by the conditions:
2S1 = R[X ] 1S2 = R[Y ] 1S1 = R[U ] 2S2 = R[V ]
and then:
S = 2R[X ]1 ⊕ 1R[Y ]2 ⊕ 1R[U ]1 ⊕ 2R[V ]2
Consider the HNN extension case. For every x ∈ G1 we set:
Γ(x) = β−1(xα(H)x−1) Γ′(x) = α−1(xβ(H)x−1)
For each x ∈ G1, Γ(x) and Γ
′(x) are subgroups of H and Γ(x) is regular coherent.
Moreover, we have a group homomorphism λx : Γ(x) −→ H such that:
∀γ ∈ Γ(x), β(γ) = xα(λx(γ))x
−1
It is easy to see that λx is an isomorphism from Γ(x) to Γ
′(x−1). Thus groups Γ′(x)
are also regular coherent.
Let:
U =
∐
i
Ui
be the decomposition of U by orbits. Then, for every i, there exists an element x ∈ U
such that:
Ui = β(H)xα(H)
Let H1 (resp. xH) be the (H,Γ(x))-biset (resp. the (Γ(x), H)-biset) H , where H acts
in the standard way on the left (resp. on the right) and Γ(x) acts by the inclusion on
the right (resp. by the morphism λx on the left). Then the map: (u, v) 7→ β(u)xα(v)
from H ×H to β(H)xα(H) induces an isomorphism of H-bisets:
H1 ×
Γ(x)
xH ≃ β(H)xα(H)
and we have:
R[Ui] ≃ R[H1 ×
Γ(x)
xH ]
=⇒ 1R[Ui]
1 ≃ 1R[H1] ⊗
R[Γ(x)]
R[xH ]
1
Moreover the ring R[Γ(x)] is regular coherent.
Hence, because of theorem 6, we have a homotopy equivalence of spectra:
Nil(C × C, 2R[X ]1 ⊕ 1R[Y ]2 ⊕ 2R[V ]2)
∼
−→
Nil(C × C, 2R[X ]1 ⊕ 1R[Y ]2 ⊕ 1R[U ]1 ⊕ 2R[V ]2)
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We proceed the same with the biset V and we get a homotopy equivalence of
spectra:
Nil(C × C, 2R[X ]1 ⊕ 1R[Y ]2)
∼
−→ Nil(C × C, 2R[X ]1 ⊕ 1R[Y ]2 ⊕ 2R[V ]2)
Hence, in both amalgamated case and HNN extension case, we have a homotopy
equivalence:
Nil(C × C, 2R[X ]1 ⊕ 1R[Y ]2))
∼
−→ Nil(C × C, S)
and, because of theorem 4, we have a homotopy equivalence:
Nil(C × C, S) ≃ Nil(C,R[X ×
H
Y ])
Denote by Zj the orbits of the biset X ×
X
Y . Then, for each j, there is an element
(x, y) ∈ X × Y such that:
Zj = α(H)xyβ(H)
For each x ∈ X and each y ∈ Y we have the groups:
Γ1(x) = α
−1(xα(H)x−1) Γ2(y) = β
−1(yβ(H)y−1) H(x, y) = Γ1(x) ∩ Γ2(y)
We have group homomorphisms λx : Γ1(x) −→ H and µy : Γ2(y) −→ H defined by:
∀γ ∈ Γ1(x), α(λx(γ)) = xα(γ)x
−1
∀γ ∈ Γ2(y), β(γ) = yβ(µy(γ))y
−1
Denote by Hx the (H,H(x, y))-biset H where H acts in the standard way on
the left and H(x, y) acts via λx on the right. Denote also by yH the (H(x, y), H)-
biset where H acts in the standard way on the right and H(x, y) acts via µy in the
left. Then the map (u, v) 7→ α(u)xyβ(v) from H × H to α(H)xyβ(H) induces an
isomorphism:
Hx ×
H(x,y)
yH
∼
−→ α(H)xyβ(H)
where H(x, y) is regular coherent. Hence, because of theorem 6, the spectrum
Nil(R[H ], R[X ×
H
Y ]) is contractible and so is Nil(R[H ]× R[H ], S).
4.6 Theorem: For every group G in Cl1 and every ring R which is regular noetherian
on the right, the Whitehead spectrum WhR(G) is contractible.
Proof: Denote by Cl2 the class of groups G such that Wh
R(G) is contractible for
every ring R which is regular noetherian on the right. Because of theorem 4.2, Cl2
contains the class Cl.
Since the functor Wh commutes with filtered colimits, the class Cl2 is stable
under filtered colimits. Therefore it’s enough to prove that Cl2 is stable under taking
amalgamated free products and HNN extensions of regular coherent diagrams. But
that follows directly from theorems 4.3 and 4.4.
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4.7 Example: Consider the group H with two generators x and t and the following
relations:
∀n ∈ Z, xtnxt−n = tnxt−nx
For every integer p 6= 0, the correspondence x 7→ x and t 7→ tp induces a monomor-
phism fp : H −→ H . Consider a monomorphism of groups α : H −→ G and denote
by Γ the amalgamated free product of the diagram:
H
fp
−−−−→ H
α
y
G
4.8 Proposition: For every ring R which is regular noetherian on the right, the mor-
phism G −→ Γ induces a homotopy equivalence of spectra: WhR(G)
∼
−→WhR(Γ).
Moreover, if G belongs to Cl1, then the group Γ is also in Cl1.
Proof: Denote by H ′ the normal closure of x in H . This group is commutative
and freely generated by the elements: xn = t
nxt−n for n ∈ Z. The correspondence.
xn 7→ xn+1 is an automorphism τ : H
′ ∼−→ H ′ and H is the semidirect product of H ′
and Z, or equivalently, the HNN extension of H ′ with morphisms Id, τ : H ′ −→ H ′.
On the other hand, R[H ′] is regular coherent on the right (but not noetherian) and
H belongs to the class Cl. Hence the Whitehead spectrum WhR(H) is contractible.
Denote by Hp the image of fp : H −→ H and by X its complement in H . For
every z ∈ H , denote by Γ(z) the subgroup f−1p (zfp(H)z
−1) of H . We have the
following formula:
Γ(fp(a)zfp(b)) = aΓ(z)a
−1
for every a, b, z in H and the conjugacy class of Γ(z) depends only on the class of z
in the set Y = Hp\H/Hp. Let z be an element in X . A direct computation shows
the following:
• if z is congruent in Y to an element in H ′ then Γ(z) is the group H ′
• if z is congruent in Y to a power of t then Γ(z) is conjugate to the subgroup of
H generated by t
• in the other cases Γ(z) is the trivial group.
Therefore Γ(z) is always a free abelian group. Hence, for every y in G \ α(H),
the group Γ(z, y) = Γ(z) ∩ α−1(yα(H)y−1) is also a free abelian group and the ring
R[Γ(z, y)] is regular coherent on the right. Then theorem 4.3 applies and the result
follows.
The class Cl1 seems to be strictly bigger than the class Cl. For example the
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amalgamated free product Γ of the diagram:
H
fp
−−−−→ H
fq
y
H
with p, q > 1, belongs to the class Cl1. But in this case, Waldhausen’s theorems
cannot be used to prove that Γ belongs to the class Cl because of the following result:
4.9 Proposition: The ring Z[H ] is not regular coherent.
Proof: Let f : Z[H ]⊕ Z[H ] −→ Z[H ] be the following morphism:
(U, V ) 7→ f(U, V ) = (1− t+ tx)U − (1− t+ t2xt−1)V
and K be its kernel. We’ll prove that K is not finitely generated and that will imply
that Z[H ] is not coherent and therefore not regular coherent.
Denote by A the ring Z[H ′]. This ring is the ring of Laurent polynomials in the
xi’s. Then A is an integral domain and every element u ∈ Z[H ] can be written in a
unique way on a finite sum:
u =
∑
i∈Z
tiui
with each ui in A. So u may be considered as a Laurent polynomial in t and has
a valuation ν(u) and a degree ∂◦u (at least if u is not zero). If u = 0, we set:
ν(u) = +∞ and ∂◦u = −∞.
Define the elements yi and zi in A by:
∀i ∈ Z, yi = 1− xi = 1− t
ixt−i zi = yi − yi−1 = xi−1 − xi
and, for every integer n ≥ 0, we have the following elements in Z[H ]:
Un = z−n − t
n+1z1y0y−1 . . . y−n
Vn = z−n+
∑
0<i≤n
tiz−nz1y0y−1 . . . y2−i − t
n+1z1y0y−1 . . . y1−ny−1−n
An explicit computation shows that, for each n ≥ 0, Wn = (Un, Vn) is killed by f
and each Wn belongs to K.
4.10 Lemma: The set {W0,W1,W2, . . .} is a generating set of K.
Proof: Denote by E the Z[H ]-submodule of Z[H ] ⊕ Z[H ] generated by the set
{W0,W1,W2, . . .}. Since each Wn is in K, we have an inclusion E ⊂ K and we have
to prove that this inclusion is an equality.
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For each integer n ≥ 0, denote byKn the set of the elements (U, V ) in K satisfying
the following:
ν(U) ≥ 0 ∂◦U ≤ n ν(V ) ≥ 0 ∂◦V ≤ n
We denote also by In the ideal (z0, z−1, z−2, . . . , z1−n) ⊂ A and by Jn the right ideal
of Z[H ] generated by In.
The quotient Bn = A/In is the quotient of A by the relations
x0 = x−1 = x−2 = . . . = x−n
and Bn is a Laurent polynomial ring where z1, z−n and all yi are not zero.
Suppose we have proven that Kn−1 is contained in E. Let U =
∑
0≤i≤n
tiui and
V =
∑
0≤i≤n
tivi be two elements in Z[H ], with ui and vi in A. For W = (U, V ) we have
the following equivalences:
W ∈ Kn ⇐⇒ (1− ty0)U = (1− ty1)V
⇐⇒
∑
i
ti(ui − vi) = ty0
∑
i
tiui − ty1
∑
i
tivi
⇐⇒
∑
i
ti(ui − vi) =
∑
i
ti+1y−iui−
∑
i
ti+1y1−ivi
⇐⇒ ∀i, ui − vi = y1−iui−1 − y2−ivi−1
And these conditions are equivalent to the following:
v0 = u0
v1 = u1 + z1u0
v2 = u2 + z0u1 + z1y0u0
. . .
vn = un+
∑
0≤i<n
z1−iy−iy−1−i . . . y2−nui
0 =
∑
0≤i≤n
z1−iy−iy−1−i . . . y1−nui
This last relation implies the following relation in Bn:
z1y0y−1 . . . y1−nu0 ≡ 0 ∈ Bn
and we have: u0 ≡ 0 in Bn because Bn is an integral domain.
Suppose W is in Kn. Then u0 is in In and there are elements a0, a1, . . . an−1 in A
such that:
u0 = z0a0 + z−1a1 + . . .+ z1−nan−1
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Set:
W ′ = W − (W0a0 +W1a1 +W2a2 + . . .Wn−1an−1)
Since W0,W1, . . . ,Wn−1 are in Kn, W
′ belongs to Kn and there exist elements u
′
i and
v′i in A such that:
W ′ = (
∑
0≤i≤n
tiu′i,
∑
0≤i≤n
tiv′i)
Moreover, because W ′ is in Kn, we have u
′
0 = v
′
0 and:
u′0 = u0 − (z0a0 + z−1a1 + . . .+ z1−nan−1) = 0
So we have: u′0 = v
′
0 = 0 and W
′t−1 belongs to Kn−1 ⊂ E. Therefore W
′ and then
W belong to E and we have: Kn ⊂ E.
Thus Kn is contained in E for every n ≥ 0. On the other hand, for every W ∈ K,
there is some integer p such that Wtp belongs to some Kn. Hence K is contained in
E and the lemma is proven.
4.11 Lemma: The module K is not finitely generated.
Proof: For each integer n > 0, denote by En the submodule of E generated by
{W0,W1,W2, . . . ,Wn−1}.
Let Fn : Z[H ]
n −→ Z[H ]⊕ Z[H ] be the morphism:
(c0, c1, c2, . . . , cn−1) 7→
∑
0≤i<n
Wici
The image if Fn is the module En. Denote by Rn the kernel of Fn and by pin the
last projection Z[H ]n −→ Z[H ]. We have an exact sequence of right Z[H ]-modules:
0 −→ Rn −→ Z[H ]
n Fn−→ En −→ 0
Hence we have a commutative diagram of right Z[H ]-modules with exact lines:
0 −−−−→ Z[H ]n−1 −−−−→ Z[H ]n
pin−−−−→ Z[H ] −−−−→ 0
Fn−1
y Fn
y
y
0 −−−−→ En−1 −−−−→ En −−−−→ Z[H ]/J
′
n −−−−→ 0
with: J ′n = pin(Rn). We’ll prove that Z[H ]/J
′
n is not trivial.
An easy computation shows that, for every integers p, q with 0 ≤ p < q, the
following element:
Wqz−p −Wpz−q −Wq−p−1t
p+1z1y0y−1 . . . y−p
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is zero in K and induces a well defined element X(p, q) ∈ Rn (for every n > q) and,
for every p with 0 ≤ p < n− 1, we have: pin(X(p, n− 1)) = z−p.
Let n > 0 be an integer. Suppose J ′n is not contained in Jn. Then there is an
element X0 ∈ Rn such that pin(X0) doesn’t belong to Jn. Set: d = ∂
◦pin(X0) and
denote by Z the set of X ∈ Rn such that: ∂
◦pin(X) = d and pin(X)− pin(X0) ∈ Jn.
For each X = (c0, c1, . . . , cn−1) ∈ Z we can associate three integers α, β, γ defined
this way:
• α = ν(cn−1)
• β is the lowest ν(ck), for k = 0, 1, . . . , n− 1
• γ is the highest integer k such that ν(ck) = β.
The triple χ(X) = (α, β, γ) will be called the complexity of X . This complexity
belongs to the set C of triple (α, β, γ) ∈ Z3 satisfying the following conditions:
β ≤ α ≤ d and 0 ≤ γ < n
The lexicographical order of (d − α, α − β, γ) induces a well order relation on C
and we have:
(α, β, γ) < (α′, β ′, γ′)⇐⇒ α > α′ or α = α′ and β > β ′ or (α, β) = (α′, β ′) and γ < γ′
Since C is well ordered, there is an element in Z with a minimal complexity. Let
X = (c0, c1, . . . , cn−1) be such an element.
For each integer k ∈ {0, 1, . . . , n− 1}, we have a decomposition:
ck =
∑
β≤i
ckit
i
with cki ∈ A.
The condition X ∈ Rn implies the following:
∑
0≤k≤γ
z−kckβ = 0
and that implies the congruence z−γcγβ ≡ 0 in Bγ = A/Iγ. But z−γ is not a zero
divisor in Bγ and cγβ belongs to Iγ . So we have a decomposition in A:
cγβ =
∑
0≤j<γ
z−jaj
and we get a new element in Rn:
X ′ = X−
∑
0≤j<γ
X(j, γ)ajt
β
It is easy to see that pin(X
′) ≡ pin(X) ≡ pin(C0) mod Jn and that X
′ belongs to
Z. Moreover we have the following: χ(X ′) < χ(X). But that’s impossible because
X was chosen with a minimal complexity.
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Hence we get a contradiction and the module J ′n is contained in Jn. As a conse-
quence, by killing all the zi’s, we get epimorphisms:
Z[H ]/J ′n −→ Z[H ]/Jn −→ Z[x
±1, t±1]
and Z[H ]/J ′n is not trivial. Hence the sequence E0 ⊂ E1 ⊂ E2 ⊂ . . . is strictly
increasing and E =Ker(f) is not finitely generated. Therefore the category of finitely
presented right Z[H ]-modules is not abelian and Z[H ] is not coherent. The result
follows.
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