We study the volatility of the output of a Boolean function when the input bits undergo a natural dynamics. For n = 1, 2, . . ., let f n : {0, 1} mn → {0, 1} be a Boolean function and X (n) (t) = (X 1 (t), . . . , X mn (t)) t∈[0,∞) be a vector of i.i.d. stationary continuous time Markov chains on {0, 1} that jump from 0 to 1 with rate p n ∈ [0, 1] and from 1 to 0 with rate q n = 1 − p n . Our object of study will be C n which is the number of state changes of f n (X (n) (t)) as a function of t during [0, 1]. We say that the family {f n } n≥1 is volatile if C n → ∞ in distribution as n → ∞ and say that {f n } n≥1 is tame if {C n } n≥1 is tight. We study these concepts in and of themselves as well as investigate their relationship with the recent notions of noise sensitivity and noise stability. In addition, we study the question of lameness which means that P(C n = 0) → 1 as n → ∞. Finally, we investigate these properties for a number of standard Boolean functions such as the majority function, iterated 3-majority, tribes, connectivity of the G(n, p) random graph and percolation on certain trees at various levels of the parameter p n .
Introduction
We are given a sequence of Boolean functions {f n } n≥1 with f n : {0, 1} mn → {0, 1} for some sequence {m n } and also given a sequence {p n } ∈ [0, 1] (where we may or may not have p n = o(1) or q n = 1−p n = o(1)). Denoting {1, 2, . . . , k} by [k], for each n and for each i ∈ [m n ], let {X (n) i (t)} t∈[0,∞) be the stationary continuous time Markov process on {0, 1} that jumps from 0 to 1 with rate p n and from 1 to 0 with rate 1 − q n started in stationarity. (Equivalently X (n) i (t) updates with rate 1 and at a given update, the value is chosen to be 1 with probability p n and 0 with probability 1 − p n independently of everything else.) Assume that the {X (n) i (t)} t∈[0,∞) are independent as i varies and write X (n) (t) for (X (n) 1 (t), . . . , X (n) mn (t)). Finally, the object of our focus will be C n ([a, b]) which is defined to be the number of times that f n (X (n) (t)) changes its state during the time interval [a, b] . We abbreviate C n ([0, 1]) by C n .
We say that {f n } is degenerate with respect to {p n } if lim n→∞ P(f n (X (n) (0)) = 1)P(f n (X (n) (0)) = 0) = 0
and nondegenerate with respect to {p n } if for some δ > 0,
for all n. (Note that a sequence can of course be neither degenerate nor nondegenerate although it will always have a subsequence which is either one or the other.) The first concept we give captures the notion that it is unlikely that there is any change of state.
Definition 1.1
We say that {f n } n≥1 is lame with respect to {p n } if The first relatively easy proposition says that a necessary condition for lameness is that the sequence is degenerate. Proposition 1.2 Let {f n } n≥1 be a sequence of Boolean functions and {p n } be a sequence in [0, 1] . If {f n } n≥1 is lame with respect to {p n }, then it is degenerate with respect to {p n }.
The following two definitions will be central to the paper. Definition 1. 3 We say that {f n } n≥1 is volatile with respect to {p n } if C n approaches ∞ in distribution. Definition 1. 4 We say that {f n } n≥1 is tame with respect to {p n } if {C n ([0, 1])} n≥1 is tight.
Note that lameness is a special case of tameness. While it is obvious that the notions of lameness, volatility and tameness may depend on the sequence {p n }, it is natural to ask if these definitions depend on the length of the time interval chosen which we have taken to be 1. Lameness clearly does not. The fact that tameness does not depend on the length of the time interval is straightforward and follows from the fact that if a sequence of random vectors (X n , Y n ) is such that {X n } n≥1 and {Y n } n≥1 are each tight, then {X n +Y n } n≥1 is also tight. The fact that volatility does not depend on the length of the time interval, while certainly believable and in fact true, does not follow from such general considerations. Rather, some explicit properties of the process are needed to establish this. It turns out that Markovianness and reversibility are sufficient. This follows from the following lemma, whose proof presented later is not so difficult. The following corollary, which will be used in a number of our examples, easily follows.
Corollary 1.6
Assume that lim n→∞ P(f n (X (n) (0)) = 1) = 0 and that lim n→∞ P(∃t ∈ [0, 1] : f n (X (n) (t)) = 1) = 1.
Then {f n } n≥1 is volatile.
It is trivial to construct a sequence of functions which is neither volatile nor tame; simply let {p n } ≡ 1/2, f n be the dictator function (which simply outputs the value of the first bit) for even n and the parity function (which outputs the mod 2 sum of the values of all the bits) for odd n. The following definition captures the notion of a sequence being neither volatile nor tame but for less trivial reasons. Definition 1. 7 We say that {f n } n≥1 is semi-volatile with respect to {p n } if This means that for all large n, the distribution of C n has some weight at 0 and some weight near ∞. It is elementary to check that {f n } n≥1 is semi-volatile with respect to {p n } if and only {f n } n≥1 does not have any subsequence which is either volatile with respect to {p n } or tame with respect to {p n }.
A simple example of a sequence of Boolean functions on n bits which is semivolatile when {p n } ≡ 1/2 is the function which is 1 if both the value of the first bit is 1 and the mod 2 sum of the values of the remaining bits is 0. (This function is known as dictator AND parity.)
It turns out natural, with hindsight, to further partition the class of semivolatile sequences into two groups. For lack of a better name, we call them Type 1 and Type 2. Definition 1. 8 We say that {f n } n≥1 is Type 1 semi-volatile with respect to {p n } if it is semi-volatile and if for all k ≥ 1 lim n→∞ P(1 ≤ C n ≤ k) = 0. Definition 1. 9 We say that {f n } n≥1 is Type 2 semi-volatile with respect to {p n } if it is semi-volatile and if for some k ≥ 1 lim sup
It is an elementary exercise to check that the "dictator AND parity" example given above is Type 1 semi-volatile. Type 1 behavior can be viewed as a discrete time analogue of, for example, the fact that if we start a Brownian motion from 1, the number of times during [0, 1] that it crosses 0 is either 0 or infinite. While we believe that most "easy" examples of semi-volatile functions are Type 1, it is not hard to construct an example having Type 2.
Proposition 1.10 There exists a nondegenerate sequence of Boolean functions which is Type 2 semi-volatile.
Remark. Note that later results also prove Type 2 semi-volatility in some given situations.
The above concepts are related to, but distinct from, the recent notions of noise sensitivity and noise stability. These two latter concepts were introduced in the seminal paper by Benjamini, Kalai and Schramm ( [3] ) and were developed further in the coming book [4] . We now give the relevant definitions.
In the following, we are given a sequence of integers {m n } and numbers p n ∈ [0, 1] and consider the product measure on {0, 1} mn with marginal distribution p n δ 1 + (1 − p n )δ 0 . We denote a random element of {0, 1} mn under this measure by ω n and given ǫ > 0, we let ω ǫ n denote the configuration obtained from ω n where each bit of ω n is independently with probability ǫ replaced by a 1 or 0, with respective probabilities p n and 1 − p n independently of everything else.
Definition 1.11
The sequence of Boolean functions f n : {0, 1} mn → {0, 1} is said to be noise sensitive w.r.t. {p n } if for any ǫ > 0,
Definition 1.12
The sequence of Boolean functions f n : {0, 1} mn → {0, 1} is said to be noise stable w.r.t. {p n } if for any δ > 0 there exists an ǫ > 0 such that
A trivial but key observation relating noise sensitivity/stability to the concepts introduced earlier is that (X (n) (0), X (n) (t)) and (ω n , ω
have the same joint distribution. We now state our result relating the notions of noise stability and tameness.
Proposition 1.13
Let {f n } n≥1 be a sequence of Boolean functions and {p n } be a sequence in [0, 1] . If {f n } n≥1 is tame with respect to {p n }, then it is noise stable with respect to {p n }.
The majority function, defined next, yields a simple example which is noise stable but not tame. Definition 1.14 (Majority function) Let n be odd and define
Proposition 1.15
With {p n } ≡ 1/2 and only considering odd n, the sequence {MAJ n } n≥1 is noise stable but not tame.
As will be remarked later after the proof of this result, this sequence is in fact Type 1 semi-volatile. A much more striking example is the following model, which yields very rich behavior.
The model we want to consider is dynamical percolation; see [12] for a survey of this subject. We shall be brief here and we will appeal to results in [5] and [11] as well as to results in [8] which concerns ordinary percolation. We consider an infinite tree which is spherically symmetric which means that all vertices at a given level have the same number of children (which may depend on the level). We will perform percolation on the edges of our tree with parameter 1/2 which means each edge is independently removed with probability 1/2. An edge is considered in state 1 if it is retained and 0 if it is removed. We now let f n be the Boolean function of these variables which is 1 if there is a path from the root to the nth level using only the retained edges and 0 otherwise. (ii). If w n ≍ log n, then lim n→∞ P(∀t ∈ [0, 1] : f n (X (n) (t)) = 0) = 1 and hence {f n } is lame. (Degeneracy follows from by Proposition 1.2.) (iii). If w n ≍ (log n) 1+δ for some δ > 0, then lim n→∞ P(f n (X (n) (0)) = 1) = 0 (implying that {f n } is degenerate) and {f n } is . If w n ≍ n(log n) α for α ∈ (1, 2], then {f n } is nondegenerate and Type 1 semi-volatile. (v) . If w n ≍ n(log n) α for α > 2, then {f n } is nondegenerate and Type 2 semivolatile. (vi) . If w n ≍ n α for α > 2, then {f n } is nondegenerate and tame.
Remark. The case (iv) is very different from the cases (v) and (vi) as they correspond to very different behaviors in the dynamical percolation models. Namely, in the regime of (iv), there exist exceptional times at which there are no infinite clusters while in the regimes of (v) and (vi), there are no such exceptional times. This difference turns out to correspond to lim n→∞ P(∀t ∈ [0, 1] : f n (X (n) (t)) = 1) being 0 in case (iv) and positive in cases (v) and (vi).
The next result gives us our main relationship between noise sensitivity and volatility. Proposition 1.17 Let {f n } n≥1 be a sequence of Boolean functions and {p n } be a sequence in [0, 1] . If {f n } n≥1 is nondegenerate and noise sensitive with respect to {p n }, then it is volatile with respect to {p n }.
Remark. The nondegeneracy condition is needed since a degenerate sequence is immediately noise sensitive and certainly might not be volatile, for example if f n is the constant function 1 for each n.
Without using this language, the implication in Proposition 1.17 was proved in [3] for the specific sequence of Boolean functions corresponding to percolation crossings of a large square in Z 2 . Their proof technique however proves the above more general result. This is presented in [4] (again without using this language) when p n = 1/2. However, the proof in [4] does not in fact require this latter assumption on p n . We therefore give no proof of Proposition 1.17 but rather refer the reader to either Corollary 5.1 in [3] or Chapter 1 of [4] .
Returning to tameness, there is a nice sufficient condition in terms of influences. The notion of influence, which we now introduce, is crucial in the study of noise sensitivity and noise stability. To explain this notion, we first endow {0, 1} n with product measure P p with marginal distribution pδ 1 + (1 − p)δ 0 and are given a Boolean function f defined on {0, 1} n . We again denote a typical element of {0, 1}
n by ω n and given i ∈ [n], we let ω i n be ω n but with i rerandomized to be 1 or 0, with respective probabilities p and 1 − p.
Definition 1.18
The influence of bit i on f at parameter p, denoted by 
The majority functions, {MAJ n } n≥1 , p n ≡ 1/2, show that sup n i I pn i (f n ) < ∞, while sufficient, is not a necessary condition for noise stability since it is easy to check that i I pn i (f n ) is of order √ n in this case while noise stability is well known. One might ask if sup n i I pn i (f n ) < ∞ is however necessary for the stronger property of tameness; i.e., whether the converse of Proposition 1.19 might be true. The answer turns out to be no as stated next.
Proposition 1.20
There exists a sequence of Boolean functions {f n } n≥1 and {p n } which is nondegenerate and satisfies lim n→∞ E[C n ] = ∞ but is tame with respect to {p n }.
It is reasonable to expect that the converse of Proposition 1.19 perhaps holds under some reasonable additional conditions. We point out that using standard second moment methods and the Paley-Zygmund inequality, it is standard to check that
2 implies that the sequence is not tame while
implies that the sequence is volatile. Therefore, one approach to establishing volatility or non-tameness for various classes of functions would be to show that lim n→∞ E[C n ] = ∞ and attempt to obtain good estimates on the second moment of C n .
Concerning the possibility that the converse of Proposition 1.19 holds under some reasonable assumptions, we have the following conjecture. 
Remark. (i).
If there exists δ > 0 such that δ ≤ p n ≤ 1 − δ for each n, then, using the main result in [7] , transitivity and nondegeneracy implies that
(ii). The above implication is not true without the assumption on the sequence {p n } as illustrated by letting f n be the event that there is at least one 1 and p n = 1/n. (iii). The conjecture is false if one drops the nondegeneracy assumption but of course keeping the lim n→∞ E[C n ] = ∞ assumption. This can be seen by letting p n ≡ 1/2 and let f n be the event that there are at least n/2 + √ nc n 1's where c n increases very slowly to infinity. In this case, one in fact has lameness.
The following important result, due to Benjamini, Kalai and Schramm [3] , relates the sum of the squared influences to noise sensitivity. 
We now discuss a situation where the sequence {f n } n≥1 is monotone in a certain sense.
Definition 1.23
The sequence {f n } n≥1 is monotone if for any ω ∈ {0, 1} mn , f n (ω) = 1 implies that f n−1 (ω ′ ) = 1 where ω ′ is ω restricted to the first m n−1 bits.
A key example of a monotone sequence is the sequence of Boolean functions treated in Theorem 1.16. Note that while all previous definitions are unaffected if one changes 0 and 1, the above definition is affected. The following proposition due to Erik Broman, while not hard, is of interest to point out.
Proposition 1.24 (E. Broman) Any monotone sequence of Boolean functions is noise stable.
When we have a monotone sequence of Boolean functions {f n } n≥1 , we obtain in a natural way a function f ∞ on the space {0, 1}
∞ defined by
where ω n is ω restricted to the first m n bits. (Monotonicity of course implies the existence of the limit.) Since X (∞) (t) = (X 1 (t), . . .) t∈[0,∞) has obvious meaning, we can consider the process
In this situation, the behavior of the various dynamical properties that we have been studying can be expressed in terms of the process given in (3). For example, consider the degenerate situation when lim n→∞ P(f n (X (n) (0)) = 1) = 0 which is equivalent to P(f n (X (∞) (0)) = 1) = 0. It can then be shown for example that lameness is equivalent (assuming we are not in the trivial case
The latter property, in slightly different language, was studied in [2] . Namely, one has a measurable function f ∞ from {0, 1} ∞ into {0, 1} (not necessarily a limit of functions as above) with P(f ∞ (X (∞) (0)) = 0) = 1 and one asks if it is also the case that
holds, we say f ∞ is called dynamically sensitive and refer to the times t for which f ∞ (X (∞) (t)) = 1 as exceptional times. The question of dynamically sensitive was posed and answered in [2] for a number of functions f ∞ which corresponded to various standard concepts in probability theory (such as strong law of large numbers, a.s. central limit theorems, recurrent/transience, run lengths, etc.). In the general Markov process lingo, a property which is dynamically sensitive is often called nonpolar.
We now move into the study of a number of Boolean functions and analyze them in some detail.
Tribes and connectivity of G(n, p)
To begin with we will consider the case of tribes. In this case we have, in general, that n = mk and that the X i 's are grouped into m equal-sized groups, or tribes each with k variables. Let us say that the variables X k(i−1)+1 , . . . , X ki belong to tribe number i. We now take the function f to be 1 if there is at least one tribe for which all its variables are 1, i.e.
We have the following two general results: one for the case where the expected number of tribes with all variables equal to 1 at fixed time tending to 0, and one for the ce where this number tends to ∞.
Theorem 1.25
Let f be the tribes function as given above and assume that the number of tribes, m, and the number of variables per tribe, k = k(m), both tend to ∞ and let p ≥ 1/3 be such that mp k → 0 so that for fixed t, P (f (X(t)) = 1) → 0. Then f is volatile whenever mkqp k → ∞, tame but not lame whenever mkqp k = Θ(1) and lame whenever mkp k q → 0.
Theorem 1.26 Let m, k and f be as in Theorem 1.25 and let
Remark. The condition p ≥ 1/3 is somewhat arbitrary and could be replaced by p ≥ α for any constant α < 1/2 independent of m and k.
Two special cases are particularly interesting. The first one considers how much p, compared to the "standard" case, p = 1/2 and k = log 2 m, has to deviate from 1/2 to cause volatility. If p = (1/2)(1+(log log log 2 m+β)/ log 2 m) with β a constant, then P(f (X(t)) = 1) → 1 and f is lame if β > 0 and volatile if β ≤ 0.
Corollary 1.27 Let
The second one is closely related to the connectivity of G(N, p), the classical Gilbert-Erdős-Rényi random graph where each edge of the complete graph on N vertices is present independently with probability p. Taking p = (log N − log log log N + β)/N, β constant, so that P(f (X(t)) = 1) → 1, f is lame whenever β < 0 and volatile whenever β > 0.
Corollary 1.28 Let
In the G(N, p) model, the threshold for the existence of isolated vertices is well known to coincide with the threshold for connectivity of the graph; it is easy to see from a combinatorial bound that the probability with p = (1 + O(1/ log N)) log N/N of having an isolated component of more than one vertex is vanishingly small. This extends to the dynamical setting.
Corollary 1.30
In the dynamical G(N, p) model, let g(X(t)) be the indicator that at time t, the random graph is connected. Then with p = (log N + log log N + β N )/N, β N = o(log log N), g is volatile whenever β → −∞, tame but not lame whenever β N stays bounded and lame whenever β N → ∞. With p = (log N − log log log N +β)/N, β constant, g is lame whenever β < 0 and volatile whenever β > 0.
AND/OR on the binary tree
Let T n be the rooted binary tree of depth n. Regard this as an electric network where at each vertex other than the leaves, there is either an AND-gate or an ORgate. Then supplying a 0 or 1 in-signal at each leaf gives a certain out-signal from the root. We will assume that each gate is chosen to be AND or OR independently with probability 1/2 and for each pair of leafs that have a common neighbor, exactly one of them gets a 1 for in-signal and the other a 0. (Equivalently we could have let the in-signals also be random, but in this way all the randomness goes into the choice of the states of the gates.) By the symmetry f (x) = 1 − f (1 − x), the out-signal at the root is 1 with probability 1/2 and 0 with probability 1/2. Now introduce dynamics as above on the states of the gates. Let X v (t) be the process of states for the gate at vertex v (leaves not included), X(t) = X (n) (t) = {X v (t)} and let f (X(t)) = f n (X (n) (t)) be the out-signal at the root. We prove the following.
Theorem 1.31 The out-signal at the root for the dynamical AND/OR-process on the binary tree, is Type 2 semi-volatile with respect to
In particular, using symmetry, P(∀t : f (X(t)) = 1) is bounded away from 0 and 1.
Iterated 3-majority
Let T = T n be the rooted ternary tree of depth n. To each leaf, l, attach an independent Bernoulli random variable Y l , the state of l, with P(Y l = 1) = p = p n . The states of the other vertices are recursively defined by
where v 1 , v 2 , v 3 are the children of u, i.e. Y u is defined to be the majority of its children. We are interested in f (Y ) = Y o , where o is the root; this is the so called iterated 3-majority function.
If a = 1/2, then obviously P(f (Y ) = 1) = 1/2. It is also known (see [1] )
where r is bounded away from 0 and ±1, with r → ±1 whenever γ → ±∞. By recursion one can readily see that for any p, the influence, I l , of a leaf variable, Y l , is at most 2 −n . Hence l I 2 l → 0 and it follows from Theorem 1.22 that f is noise sensitive. Dynamics is introduced to the model in the usual way: let the leaf variables Y l update according to unit intensity Poisson processes as usual. So, in the general setup, we have that the X (n) i (t) are the dynamical leaf variables, i = 1, . . . , 3
n .
For p = 1/2 − ǫ, with ǫ = γ(2/3) n and γ = Θ(1), we just noted that f is noise sensitive. As f is non-degenerate (see [1] ), it follows from Proposition 1.17 also volatile. The natural question here is: if γ = γ n → ∞, then for what γ will f still be volatile, or, equivalently by Corollary 1.6, for which γ will there be exceptional times at which f (X(t)) = 1 even though for fixed t, P(f (X(t)) = 0) → 1? The following result shows that γ polynomial in n (or logarithmic in the number of variables if you like) is the interesting range of orders and that there is a sharp cutoff.
Theorem 1.32 In the setup above, let
n . If α > α 0 := log(3/2)/ log(2), then f is lame and if α < α 0 , then f is volatile.
Proofs of general results
Proof of Proposition 1.2. It is easily seen that it suffices to show that for any δ > 0, there exists a ǫ > 0 so that for any n, p n and Boolean function f on {0, 1} [9] and Equation (2) here together yield that
The assumption that
This and the previous display easily yield that
for some ǫ, only depending on δ.
A proof which is purely probabilistic (and does not rely in any way on the Fourier-Welsh decomposition of f ) and self-contained goes as follows. Let t = log 2 so that each variable updates independently with probability 1/2 in [0, t]. Let A t = {f (X t ) = 1}. Let Z be the values of the variables that do not update in [0, t] and Y the values of the ones that do after their last update before time t. Write S Z and S Y for the supports of Z and Y respectively. Note that Z = d Y . Assume for contradiction that P(f (X 0 ) = f (X t )) → 1 as n → ∞. Then it easily follows that P(P(A t |Z) ∈ (ǫ, 1 − ǫ)) → 0 for any ǫ > 0. This easily entails that for n sufficiently large, there is a collection I of subsets of [n] such that P(S Z ∈ I) > 1 − ǫ and for any I ∈ I, P(P(A t |Z) ∈ (ǫ, 1 − ǫ)|{S Z , S Y } = {I, I c }) < ǫ/2. By symmetry between Z and Y , the same goes for P(A t |Y ) and by Bonferroni and the same symmetry again,
However, given S Z , P(A t |Z) and P(A t |Y ) are independent and since P(A t |S Z = I) = P(A t ) is nondegenerate, P(P(A t |Z) ≤ ǫ, P(A t |Y ) ≥ 1 − ǫ) is bounded away from 0 and 1. However for sufficiently small ǫ, this contradicts
Proof of Lemma 1.5. We will show (i) implies (ii) and (iii) implies (iv). This suffices since (ii) implies (iii) is vacuous while (iv) implies (i) is elementary and left to the reader. (i) implies (ii). For this, it suffices to show that for any
approaches ∞ in distribution which we now argue. If the latter is not true, then there exists M and ǫ 0 so that for infinitely many n
This yields that for infinitely many n,
(It is easy to see that if g is a function on a probability space taking values in [0, 1] with g ≥ ǫ 0 , then P(g ≥ ǫ 0 /2) ≥ ǫ 0 /2.) Hence, for infinitely many n, there is a subset T n ⊆ {0, 1} mn so that P(T n ) ≥ ǫ 0 /2 and
By Markovianness and time reversibility, we have that for such n, for η ∈ T n ,
and hence
, we obtain that for infinitely many n
(iii) implies (iv). It suffices, by iteration, to show that for any a lim n→∞ P(
It follows that there exist subsets T n ⊆ {0, 1} mn so that P(T n ) → 1 and
If A n , B n are independent events with P(A n ) = P(B n ) and
, a]) ≥ 1}, yields that
Since lim n→∞ P(T n ) = 1, we obtain lim n→∞ P(C n ([0, 
be an integer. It is easily seen by symmetry that for any n
This easily yields from the above that
By (2), this easily yields noise stability.
✷
Proof of Proposition 1.15. The fact that this sequence is noise stable is relatively standard; see [3] or [4] . It is well known that
converges in distribution (with respect to the Skorohod topology) to the OrnsteinUhlenbeck process, which can be described as the stationary Gaussian process {U(t)} t≥0 with continuous paths having mean zero and the convariance structure E(U(t)U(t + s)) = e −s . It is known that on finite time intervals, {U(t)} t≥0 and Brownian motion are absolutely continuous with respect to each other and from this it is easy to see that {U t } crosses 0 infinitely many times in [0, 1] with positive probability. By the above convergence, it is easy to show that
This rules out tameness. ✷
Remark.
Since with positive probability {U t } never crosses 0 during [0, 1], it also follows that inf n P(C n = 0) > 0 which also rules out volatility. Therefore this sequence is in fact semi-volatile and it is not hard to show that it is Type 1.
Proof of Theorem 1.16. (i)
. This sequence of Boolean functions is clearly monotone in the sense of Definition 1.23 and hence the noise stability follows from Proposition 1.24 (to be proved later).
(ii). We first mention that while degeneracy follows from the first statement, degeneracy is a direct consequence of Theorem 2.1 in [8] which implies that lim n→∞ P(f n (X (n) (0)) = 1) = 0. The first statement is a consequence of Theorem 1.5 in [5] as well as its proof.
We postpone moving to the remaining cases since the following discussion is relevant to all of these cases. We let
f n (X (n) (t)) = 0 for some n}, and T
We first claim that T 1 is either empty or infinite (in fact uncountable). This follows from the following general theorem explained to us by Steve Evans. For any stationary reversible Markov process, the set of times in [0, 1] at which the process is in a certain subset of the state space is either empty or infinite. The proof of this result is detailed in Lemma 2.3 in [10] . In our particular case of percolation and where {f n } is degenerate, a hands on proof that T 1 is either empty or infinite is given in Lemma 3.4 in [5] .
We
and hence that lim
By the earlier result above, up to a set of measure 0, our probability space is partitioned into
We observe that in all cases, inf n P(∀t ∈ [0, 1] : f n (X (n) (t)) = 0) > 0 since with positive probability the edges emanating from the root are off throughout [0, 1]. This yields that lim inf n P(C n = 0) > 0.
Therefore, if the middle event in Equation (5) has positive probability, then semi-volatility follows from Equation (4). We next argue that if the middle event in Equation (5) has positive probability and the last event in Equation (5) has 0 probability, then we have Type 1 semi-volatility.
To see this, we first claim that
To see this, we have P(
Finally, while it is not true that for every ω {T 1 = ∅} = ∪ n {T n 1 = ∅}, it is true that these two latter events are the same up to a set of measure 0 by Lemma 3.2 in [5] . This yields Equation (6) .
We finally observe that if the first two events in Equation (5) have positive probability but the third has probability 0, then, by Equations (4) and (6), we have that lim inf
It is elementary to see that this implies that once one has established semi-volatility, then Type 1 semi-volatility follows. We now return to the remaining cases.
(iii). Theorem 2.1 in [8] again implies that lim n→∞ P(f n (X (n) (0)) = 1) = 0 and hence the sequence is degenerate. This also implies that a.s. T 0 is dense which in turn implies that the third event in Equation (5) has probability 0. Next, a consequence of Theorem 1.5 in [5] is that P(T 1 = ∅) > 0 which implies that the second event in Equation (5) has positive probability. From the above discussion, we can conclude Type 1 semi-volatility. (iv). Theorem 2.1 in [8] also implies in this case that lim n→∞ P(f n (X (n) (0)) = 1) = 0 and hence the sequence is degenerate. The nondegeneracy of {f n } (together with the monotonicity of the sequence) implies, by Fubini's Theorem, that the expected value of the Lebesgue measure of T 1 is positive and hence with positive probability, T 1 is infinite. Next Theorem 1.2(ii) in [11] together with Kolmogorov's 0-1 Law implies that a.s. T 0 is dense. Exactly as in case (iii), this now proves Type 1 semi-volatility. (v). Theorem 2.1 in [8] implies again in this case that {f n } is nondegenerate. The fact that lim
follows from Theorem 1.1(i) and Lemma 3.2 in [11] . Theorem 1.3(ii) in [11] says that C is infinite with positive probability. From the discussion before (iii), this implies semi-volatility. We now show the sequence is Type 2 semi-volatile. Let A be the event that the first child of the root has at all times in [0, 1] an infinite open path to infinity (not going through the root) and that the edges to the other children are always off during [0, 1]. Then A has positive probability by Equation (7) and, in this case, the number of state changes is precisely the number of times that the edge from the root to the first child switches. This yields Type 2. (vi). Theorem 2.1 in [8] implies again in this case that {f n } is nondegenerate. Theorem 1.3(ii) in [11] says that C < ∞ a.s. This suggests tameness but does not immediately imply it. However the proof of Theorem 1.3(ii) in [11] shows that
Proof of Proposition 1.19. Letting C n (i) be the number of times that there is a state change due to a flip at location i, it suffices to show that for each i, I pn i (f n ) = E(C n (i)). The number of times that location i is rerandomized has a Poisson distribution with mean 1. The probability that a particular rerandomization at location i causes a state change is precisely I pn i (f n ). This easily yields the equality. The final statement holds since a uniform bound on the expectation of a set of random variables immediately yields tightness. ✷ Proof of Proposition 1.20. Let {p n } ≡ 1/2, m n := 1 + n + 3 n and f n be the Boolean function which is the first bit unless bits 2 through n+1 are all 1's, in which case f n outputs the mod 2 sum of the last 3 n bits. Clearly the sequence is degenerate with respect to {p n } and it is elementary to check that the total influence is at least (3/2) n but that the sequence is tame. ✷ Proof of Proposition 1.24. Let δ > 0. Since f n (ω) converges for every ω, we can choose N so that for all n ≥ N,
By choosing ǫ even smaller we can insure that P(f k (ω) = f k (ω ǫ )) < δ for k < n as well. This completes the proof. ✷
Proofs for tribes and G(n, p)
Proof of Theorem 1.25. For simplicity, we say that if all the variables in a given tribe are 1, then the tribe is on and otherwise that the tribe is off. Note that we may assume without loss of generality that kq → ∞, since otherwise it follows easily that P(f (X(t)) = 1) → 1 and f is lame. Using standard facts of Poisson approximation, it follows that for a given t, the total variation distance between the distribution of the number of tribes that are on and a Poisson(mp k ) distribution goes to 0 as m, k → ∞ in some given, but arbitrary, way such that p k → 0. In particular, lim P(f (X(t)) = 1) = 1 whenever mp k → ∞, lim P(f (X(t)) = 1) = 0 if mp k → 0 and is non-degenerate in the limit if mp k is of order 1. Assume now that p is such that mp k goes to 0. We want to investigate when it is very likely that some tribe will be on for some t even though it is unlikely to happen for a fixed time. As a starting point, we observe that the total variation distance between the distribution of the number of tribes that are on for at least some t ∈ [0, 1] and a Poisson(mP(B)) distribution goes to 0 as m, k → ∞ provided that P(B) → 0, where B is the event that the Markov process Y (t) = (Y 1 (t), . . . , Y k (t)) := (X k(i−1)+1 (t), . . . , X ki (t)) on {0, 1} k corresponding to a given tribe and starting from stationarity, hits (1, . . . , 1) during unit time. The Markov process in question is as above, i.e. each Y j updates at unit rate and each update results in a 1 with probability p and a 0 with probability q. For the present purposes it suffices to consider the projected Markov process N(t) on {0, 1, . . . , k}, where N(t) = k j=1 Y j (t). Then N(t) is a birth-death chain that from j jumps to j +1 with intensity (k −j)p and to j −1 with intensity jq, starting in Binomial(k, p), and B = {∃t ∈ [0, 1] : N(t) = k}.
Let S j be the event that N(t) starts at k −j. Let A be the event that N(t) hits k before it hits k − 0.01kq. (Assume for simplicity of notation that this is an integer; since kq → ∞, this will not cause any problems. The number 0.01 is quite arbitrary and chosen only to be sufficiently small. Similar choices are made for many of the numbers appearing below.) Using the standard correspondence between random walks and electrical networks, the embedded discrete time Markov chain of N(t) can be seen as the random walk on the network [k], where the resistance between k − j and k − j − 1 is
Since these are at least exponentially decreasing in j for j ≤ 0.01kq, it follows that the resistance between k and k − 0.01kq is Θ(1) whereas the resistance between k − j and k − 0.01kq for j < 0.01kq is Θ(1)
(where the Θ(1)'s are uniform in k and q). Hence
The total jump intensity of N(t) varies with the state, but is at least kq. Let N s (t) be the slowed down version of N(t) which has jump intensity kq at every state, i.e. N s (t) has the same jump distribution as N(t) at every state and i.i.d. exponential(kq) times between jumps. Let J be the event that N(t) makes at least kq/2 jumps during [0, 1] and let J s be the corresponding event for N s (t). Then by Markov's inequality P(J s ) ≥ 1/2 and J s is independent of the S j 's and A. Therefore
Now the occurrence of the event that N(t) hits k before k − 0.01kq does not guarantee that this happens within kq/2 steps. However before hitting k − 0.01kq, the embedded Markov chain, conditioned on starting from k − j 0 for some j 0 < 0.01kq, is a random walk with a drift towards k − 0.01kq such that the probability of moving from k − j to k − j + 1 is at most 0.0001 for all sufficiently large kq (recall that kq → ∞). Hence the probability of not hitting k − 0.01kq within kq/2 steps is at most the probability that a Binomial(kq/2, 0.9999) random variable is less than 1.02kq/4, This is easily seen to be bounded by 0.03 kq and, since
19, this is of smaller order than the right hand side of (8) . It follows that
For a converse result, let N r (t) be as N(t) but reflected at kq (assuming for simplicity of notation that this is an integer), starting from the same state as N(t), unless N(0) < k − kq in which case we set N r (0) = k − kq. Here reflection at k −kq is taken to mean that when at k −kq, N r (t) can only jump to k −kq + 1 and this happens with intensity kqp. Note that the maximum jump intensity of N r (t) is bounded between kq and 2kq. Let N rs (t) be the speeded up version of N s (t) which has the same jump distributions and jump intensity 2kq at every state. Let Z, Z r and Z rs be the number of visits to k for these processes respectively in unit time. Then obviously
Let µ, µ r and µ rs be the stationary distributions for N(t), N r (t) and N rs (t) respectively. By the detailed balance equations, µ and µ r differ only by a normalizing constant and since k j=k−kq µ(j) = 1/2 + o(1), we have that µ(j) and µ r (j) do not differ by more than a factor 3 for sufficiently large k. Since the jumping intensities between N r (t) and N rs (t) do not differ by more than a factor 2, µ r (t) and µ rs (t) do not differ by more than a factor 2. We have
Hence the probability that a given jump for N rs (t)
The number of jumps of N rs (t) is independent of where they are made and has expectation 2kq. Thus the expected number of jumps from k − 1 to k for N rs (t), and hence also for N(t), is bounded by 12kqp k . By Markov's inequality P(B) ≤ 12mkqp k . Now let C be the number of times the whole system of m tribes, i.e. the function f above, changes from 0 to 1. Then obviously what we just proved implies
since f cannot change unless one of the tribes changes. Combining this with (9) now finishes the proof of Theorem 1.25. ✷
Proof of Theorem 1.26. The analysis leading up to (10) in the previous proof is still valid, so that the expected number of changes from on to off for a given tribe is bounded by 8kqp k . Also, when a given tribe goes from off to on, this implies that f changes only if all the other m − 1 tribes are off at that point, which happens independently with probability
The tameness part of Theorem 1.26 now follows. It remains to prove the volatility part and the non-lameness part for mkqp
Suppose that an item x is updated at time t. Let E = E(x) be the event that this update changes f from 1 to 0. Then E is the event that x changes from 1 to 0, that all other items in the same tribe as x are 1 at time t and all other tribes are off at time t. It follows that
Now assume also that another item, y, is updated at time s > t. Let v = s − t and u = 1 − e −v . Assume first that y is not in the same tribe as x. Then if E(x) ∩ E(y) occurs, this implies that all of the following three events occur: (i) x changes from 1 to 0 and all other items in x's tribe are on at time t,
(ii) y changes from 1 to 0 and all other items in y's tribe are on at time s, (iii) all tribes not containing x or y are off at both times t and s.
The intersection of (i) and (ii) has probability at most (p k q) 2 . We need to compute the probability of (iii), which is independent of (i) and (ii). Let A τ be the event that a given tribe is off at a given time τ . Then P(A
Hence for sufficiently large m
It follows that (iii) has probability bounded by
Now assume that x and y are in the same tribe. Then for E(x) ∩ E(y) to occur, it must be the case that all other tribes are off at times s and t, that all other items in the tribe of x and y are 1 at times s and t, that x flips from 1 to 0 at time t and turns to 1 again before time t and that y flips from 1 to 0 at time s. By (12), this becomes
where α := mp k which tends to ∞ by hypothesis. Next, for each item x, let T = T (x) be a time point chosen uniformly among the set of time points in [0, 1] at which x updates, if such a time exists. Let F = F (x) be the event that f changes from 1 to 0 at time T (x), with
which by hypothesis is bounded away from 0. By (13) and (14) for sufficiently large m,
where we have used that the density of v approaches 2 close to 0, that the integrand approaches 0 for u ≥ ǫ for any fixed ǫ > 0 and that du = (1 + O(ǫ))dv on [0, ǫ], to get the 1 + o(1) factor. Letting I be the integral and using the PaleyZygmund inequality, we find that P(∃s, t : f (X(s)) = f (X(t))) is bounded away from 0 whenever I is bounded in m, k. If, in addition, mkqp
f is not tame. Indeed, if I = 1 + o(1), it follows from Chebyshev's inequality that P(C n > M) → 1 and hence that f is in fact volatile. We claim that I indeed goes to 1 whenever mkqp
. It remains to prove this. We have that for large m,
Making a Maclaurin expansion of the exponential function and using the Monotone Convergence Theorem gives that
Computing this gives
Finally observe that
and the desired result follows. ✷ Proof of Corollary 1.27. In the "standard" situation, m and k are chosen so that mp k = 1 when p = 1/2, i.e. k = log 2 m, which is relationship under consideration here. It is well-known that in this case P(f (X(t)) = 1) stays bounded away from 0 and 1 if p = (1/2)(1 + O(1)/ log m). Now take p = (1/2)(1 − (log log m + β)/ log 2 m) with β = o(log log n). Then P(f (X(t)) = 1) → 0. We find that
Hence by Theorem 1.25, f is volatile whenever β → −∞, tame but not lame whenever β stays bounded and lame whenever β → ∞.
Next, let p = (1/2)(1 + (log log log 2 m + β)/ log 2 m) with β a positive constant. Then P(f (X(t)) = 1) → 1. Write b = e β > 1. Then
By Theorem 1.26, f is lame for this p. On the other hand, if p = (1/2)(1 + log log log 2 m/ log 2 m), then the right hand side becomes of order log log 2 m and hence f is volatile in this case. In fact, we can make this even more fine-tuned; taking β = (log log 2 m + γ)/ log 2 m above, we find that f is lame if γ → ∞ and volatile if γ → −∞. Proof of Corollary 1.28. It is well known that P(f (X(t)) = 1) → e −c if c is a constant and p = 1 − (log n + c)/N. Now take p = 1 − log N + log log N + β N with β = o(log log N). Then P(f (X(t)) = 1) → 0. We get
It follows from Theorem 1.25 that f is volatile if β → ∞, lame if β → −∞ and tame but not lame if β stays bounded. Next set p = 1 − log N − log log log N − β N with β = o(log log log N). Then with b = e β , we get
From Theorem 1.26 it follows that if β is a constant, then f is lame if β > 0 and volatile if β ≤ 0. Going into more detail, we see that the critical window for β is in fact when β = (log log N + c)/ log N. ✷ Proof of Theorem 1.29. Corollary 1.28 indeed indicates the truth about the existence of isolated vertices in the dynamical G (N, p) graph. However, to properly establish this, the complication of the dependence between the "tribes" must be taken care of. Let I = I(x) be the event that there exists a time t ∈ [0, 1] at which a given vertex, x, is isolated. Let f (X(t)) be the indicator function that is 1 iff at time t, there exists at least one isolated vertex. Let M = x 1 I(x) . Let p = (log N + α)/N, α = α(N) = o(log N) and let us start with the case α → ∞. In this case, at a fixed time the probability of having any isolated vertices tends to 0. By (9) and (10)
Hence if α = log log N +β, β = o(log log N) with β → −∞, then E[M] = O(1). By Markov's inequality, is follows that f is tame in this case and even lame if β → ∞. Assume now that β → −∞. Consider the conditional probability P(I(y)|I(x)). Since the vertices x and y have only one edge, e, in common, the information that I(x) occurs contains in terms of what is relevant to I(y), only information about e. Since an obvious necessity for the occurrence of I(y), is the occurrence of the event J(y) that all the other edges incident to y are at some time simultaneously closed, we get on one hand
On the other hand the event that e is closed at a given time t and I(x) are obviously positively correlated, so P(I(y)|I(x)) ≥ qP(J(y)) ≥ qP(I(y)).
Hence P(I(x) ∩ I(y)) ∈ (q, 1/q)P(I) 2 .
From this it immediately follows that
If β stays bounded, this proves that f is tame but not lame. For β → ∞, the Paley-Zygmund inequality implies that P(M > 0) → 1 and so f is volatile.
Next we turn to the case with α(N) → −∞, so that at fixed time, the probability of having at least one vertex isolated tends to 1. The analysis behind (11) is still valid, so if mkpq
, then the expected number of times that f changes is O(1) and hence f is tame and if e −e −α e −α log N → 0, then f is lame. Assume now that e −α e −e −α log N → ∞. By the above example, this implies that −α ≤ (1 + o(1)) log log log N. We need to make an adjusted version of the second moment argument in the proof of Theorem 1.26. Suppose that a given edge e updates at time t. Let E = E(e) be the event that this update causes a change in f from 1 to 0. For E to occur, it must be the case that e flips from off to on, that all other edges from at least one of the end vertices of e are off and that no other vertices are isolated at time t. To compute P(E), let I N be the event that a G(N, p) random graph does not have any isolated vertices for our given p = (log N + α)/N. By Theorem 6.27 and Theorem 6.24 of [6] , the number of isolated vertices differs, in total variation, from Poisson(e −α ) by less than 2e −α log N/N, which is of lower order than e −e −α . It follows that P(I N ) = (1 + o(1))e −e −α . Hence
Letting M be the number of times that f changes from 0 to 1, we get
Now let e ′ be another edge, updating at time s > t. Let v = s − t and u = 1 − e −v . Suppose first that e and e ′ have no end vertex in common. For E(e) ∩ E(e ′ ) to occur, it takes that e and e ′ both flip from off to on at their respective update times, that at least one end vertex of each of them has all other incident edges off at these respective times and that no other vertex is isolated at either time t or time s. The probability that a given vertex in G(N, p) is isolated at either time t or time s is q
. By Theorems 6.27 and 6.24 of [6] again, we get that the probability of having no isolated vertex among the ones that are not incident to e or e ′ at either of the update times, is (1 + o(1))4e −e −α (2−(1−pu) N ) . We get
As in the proof of Theorem 1.26, repeating for the case when e and e ′ have an edge in common and summing over (e, e ′ ), this implies that f is not tame, whenever
(recall that we are assuming that e −e −α e −α log N → ∞). Moreover, if J = 1 + o(1), then it follows that f is volatile. However since e e −α = (1 + o(1))e N q N , we see that
i.e. the same integral as the one in Theorem 1.26 (since the α there was defined as mp k , which is Nq N here). Writing −α = log log log N + β, β constant, and b = e β , we find that . At a fixed time, the probability that a given set of k vertices, is cut off from the rest of the graph is q
Hence the expected number of such sets is O((log N) N 1/3 /k! and the expected number of times of seeing any such set for any
Let us now estimate the probability of ever seeing a component of size k, 2 ≤ k < N 1/3 , appearing and that the graph has been connected up to time t. Suppose that an edge e updates at time t. For such a component to appear at that update, it must be that e changes from on to off and that a set, K, of k vertices including exactly one of e's end vertices is connected in itself, but connected to V \ K only through e. For the set K to be connected in itself, there must be a spanning tree of edges that are on. The expected number of such spanning trees is
). The probability that e goes from off to on is pq = O(2 log N/N). Multiplying these estimates with
, which is the number of ways to choose K, and
, the expected number of updates, gives an expected number of times where such a component appears as
Proof for AND/OR on the binary tree
Proof of Theorem 1.31. We start by proving that (an arbitrary subsequence of) f is not tame. Fix n. Write T l and T r for the left and right subtrees of the root, respectively (i.e. the subtrees that have the left and right children of the root as their roots, respectively). Let a k , k = 0, 1, 2, . . . be the probability that, at a fixed time, f = 1 and that a given vertex of T n at level k ≤ n is in state OR and that if that vertex were changed to an AND, that would change f to 0. In short, a k is the probability that f = 1 and the vertex under consideration is pivotal. Considering the root as generation 0, we get a 0 = 1/4 and recursively a k+1 = a k /2, which can be argued as follows; assuming that our vertex at level k + 1 is in T l , it is then pivotal if it is pivotal in T l and either the root is OR and the T r has out-signal 0 or the root is AND and T r has out-signal 1. From this recursion, it immediately follows that follows that a k = 1/2 k+2 . This means that if a vertex of T n is chosen uniformly at random an updated, the probability that this causes f to go from
n , where N n = 2 n+1 − 1 is the number of vertices of T n . Let U be the number of times in [0, 1] that some vertex updates and let S be the number of these times that f changes from 1 to 0. Then it follows that E[S|U] = (n + 1)U/4N n and E[S] = (n + 1)/4. Next we bound the second moment of S. For that, we first need to estimate the probability x n := P(f n (X (n) (0)) = f n (X (n) (t)) = 1), n ≥ 1, for a given small t. Letting 2τ = 1 − e −t and conditioning on the state of the root at times 0 and t, we get the recursion x 1 = (1 − τ )/2 and
This recursion can easily be shown to have a unique attractive fixed point at x = (1/2)(1− √ τ +O(t)), which is thus approximately x n is for large n. However, we need an upper bound for x n . Writing x n = (1/2)(1 − y n ), the recursion translates to
n , y 1 = τ. Clearly y n is increasing in n. As long as y n ≤ √ τ /12, we have y n+1 ≥ τ /2 + τ /12 + τ 3/2 /12 > τ /3. Hence for all n such that y n ≤ √ τ /12, y n ≥ nτ /3. Now if it were the case that y n ≤ √ τ /12 for some n ≥ 1/(2 √ τ ), we would have also y n ≥ √ τ /6, a contradiction. Hence y n > √ τ /12 > t/2/12 > √ t/17 whenever n ≥ 1/(2 √ τ ). Consequently, letting β n (t) = 1 (0,1/n 2 ) (t) + (1 − √ t/17)1 [1/n 2 ,1) (t), we have:
(Note that the particular numbers here and later are by no means optimal.) Now suppose that one randomly chosen vertex updates at time 0 and another one updates at time t and let b n be the probability that f switches from 1 to 0 at both occasions. This can happen in the following four distinct ways depending on what two vertices were updated.
(i) the root was updated at both times,
(ii) the root was updated once but not twice, (iii) the two updated vertices were taken both from T l or both from T r , (iv) the two updated vertices were taken one from T l and one from T r .
Bounding the probability for each of these four ways, using (17), and summing gives
Here the first term comes from the event that the root is chosen for updating at both occasions, the second from that the root is chosen once and from the expression of P(E v ) above (which gives that the probability that f switches from 1 to 0 at a given one of the two occasions is less than n/4N n ). The third term arises when the two updating vertices are chosen from the same subtree of the root and the last term from when they are from different subtrees. Simplifying, bounding the constants generously, gives
Using induction it follows that
Integrating over t, it follows that the probability that f switches from 1 to 0 at two randomly chosen time points in [0, 1] where some vertex updates, is bounded by
2 and the Paley-Zygmund inequality implies that f cannot be tame.
To show that (an arbitrary subsequence of) {f n } is not volatile, we will now prove that P(∀t : f (X(t)) = 1) is bounded away from 0. Again we use recursion via conditioning on the root. Let T = T n be the first time that the out-signal at the root is 0 and let G n (t) = P(T n > t). Now, T n > x will occur, no matter the states of the root, if the out-signals from the two subtrees of the root both have out-signal 
In more probabilistic notation this becomes
where X and X ′ are independent random variables distributed according to G n . From this, we see that the right hand side is increasing in G n . However inserting G n (x) = 1 − c √ x for c > (1/2) 1 − π/4, one finds that the right hand side becomes larger than G n . Since G n (x) is decreasing in n, this proves that the recursion has a fixed point G(x) = (1/2)(1 − (1/2) (1 − π/4)x + O( √ x) and that no subsequence of {f n } is volatile. Since no subsequence of {f n } was tame, semi-volatility is established by definition. It remains to prove Type 2. This follows on observing that each of the following events occur independently and with probability bounded away from 0:
(i) the out-signal at the left child of the root is 0 throughout, (ii) the out-signal at the right child of the root is 1 throughout, (iii) the state of the root changes k times.
✷

Proof for iterated 3-majority
Proof of Theorem 1.32. Let us start by remarking that here, as elsewhere, most of the numbers appearing are in no way optimal. Fix n, γ = γ n = n α and ǫ = ǫ n = γ(2/3) n . With α fixed, everything from here on is true for n sufficiently large. Let a k be the probability that the root of a k-generation ternary tree is in state 1. Then {a k } satisfies the recursion
Note that n = log 3/2 (γ/ǫ). We want to compute a good approximation of a n . The idea is to use that for (roughly) the first log 3/2 (1/ǫ) steps of the recursion, a k stays close to 1/2, but from this point it drops rapidly for the remaining (roughly) log 2/3 (γ) steps. Writing a k = (1/2)(1 − π k ), (18) gives
As long as π k is small, we have that "π k is very close to 2ǫ(3/2) k ". To quantify this, let π k . Obviously π k < π ′ k since 2/5 > 1/3 and (3/4) 4 < 3/8. By the recursion for a k , there is exactly one j for which 5/32 < a j ≤ 1/4. We saw above that j := ⌈log 3/2 (1/4ǫ)⌉ + 1 or j − 1 is such a number. Since n − j or n − j + 1 then equals ⌊log 3/2 (4γ)⌋, it follows that a n = 1 3 2 3 n . Since the expected number of updates during unit time is 3 n , a first moment bound proves the lameness part. Now we consider the volatility part. With n again fixed, let b k be the probability that the root of a depth k tree is in state 1 at times 0 and t, where t = t n is assumed to be of larger order than ǫ = γ(2/3) n (this assumption will not enter the considerations until a bit further down). Then b 0 = (1 + e −t )/4 − ǫ + ǫ 2 (1 − e −t ). Now, a depth k + 1 tree is in state 1 at both times iff at least of the three depth k subtrees of the root are in state 1 at both times or exactly one of the three subtrees is in state 1 at both times and one of the others is in state 0 at time 0 and state 1 at time t and the other one is vice versa. This gives the recursion
Writing b k = a k (1 − β k ), it follows from (20) that
Let us compare β Since β 0 is of larger order than ǫ (since t is of larger order than ǫ), π k is after k 0 steps still very small, i.e. a k is very close to 1/2 and will remain so until step k 1 := ⌈log 3/2 (1/ǫ)⌉ − 16, whereas b k has started to decay rapidly by step k 0 . At this point π k 1 ≤ π ′ k 1 < 1/100, so that a k 1 > 49/100 and hence a k 1 /a k 1 +1 < 50/49. To quantify the rapid decay of b k from step k 0 to k 1 , write b k = a Now let Z n be the number of times of the form jδp n , j = 0, . . . , (δp n ) −1 that f (X(t)) = 1. Then E[Z n ] = δ −1 and we have just shown that for sufficiently large n, E[Z
It follows that for for sufficiently large n, P(Z n > 0) > (1 + δ) −1 . Since δ was arbitrary, this proves that P(Z n > 0) → 1 and hence that f is volatile by Corollary 1.6. ✷
