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Nanoscale magnetic skyrmions have interesting static and transport properties that make them
candidates for future spintronic devices. Control and manipulation of the size and behavior of
skyrmions is thus of crucial importance. Using a Ginzburg-Landau approach, we show theoretically
that skyrmions and skyrmion lattices can be stabilized by a spatial modulation of the uniaxial
magnetic anisotropy in a thin film of centro-symmetric ferromagnet. Remarkably, the skyrmion size
is determined by the ratio of the exchange length and the period of the spatial modulation of the
anisotropy, at variance with conventional skyrmions stabilized by dipolar and Dzyaloshinskii–Moriya
interactions (DMIs).
I. INTRODUCTION
Two dimensional magnetic skyrmions are nanoscale spin textures that are topologically protected: the spin structure
of an individual skyrmion is associated with an integer winding number which cannot be continuously changed into
another integer number without overcoming a finite energy barrier1–5. The creation, annihilation and transport of
magnetic skyrmions strongly rely on their topological properties6–12, which make them promising candidates as spin
information carriers in future spintronic devices.
Multiple formation mechanisms of magnetic skyrmions have been identified2,6–9,13–15. Most commonly, stable
skyrmions are found in bulk chiral magnets such as MnSi2,16,17 and other B20 transition metal alloys18–22. In these
systems, strong spin-orbit coupling conspires with broken bulk inversion symmetry to give rise to the Dzyaloshinskii–
Moriya interactions (DMIs)23,24 that favor canted spin structure and thus can stabilize skyrmions with definite chi-
rality. DMI can also be induced in a nonchiral transition metal thin film in contact with a heavy metal layer25,26.
This gives rise to structural inversion-symmetry breaking and strong interfacial spin orbit interaction, which can
support the formation of skyrmions. Even in the absence of DMI, long range dipolar interactions alone may stabilize
skyrmions, or magnetic bubbles, as well, but the size of this type of skyrmion (∼ 0.1 to 1 µm) 3,15, is usually larger
than that stabilized by DMI as it scales with the ratio of the exchange coupling to the dipolar interaction. This type
of skyrmion will not, in the absence of DMI, have a distinct chirality, and both chiralities are degenerate in energy.
Crystallization of skyrmions occurs when the inter-skyrmion distance is sufficiently reduced so that the repulsive
skyrmion-skyrmion interaction leads to a packing in a hexagonal lattice.27–29 A skyrmion crystal phase (SkX) has
been observed both in thin films of chiral magnets16,30 and magnetic multilayer with perpendicular anisotropy31.
In chiral magnets with very low Curie temperatures, the SkX phase is stabilized at temperatures well below room
temperature and requires an external magnetic field (of the order of 1 T 1,3) perpendicular to the film plane. In case
of magnetic thin films as well, a magnetic field perpendicular to the film plane is required for the strip domain ground
state to evolve into a (chiral) bubble lattice8,10–12,32.
Better control of the physical properties of magnetic skyrmions, such as their stability, size, chirality, etc., is not
only of fundamental interest but also crucial for the application of skyrmions in spintronics. Some recent research
has focused on this control. Small individual skyrmions (with diameters smaller than 100 nm) were stabilized at
room temperature by additive interfacial DMIs23,24 in Pt|Co|Ir multilayers32. Nucleation of magnetic skyrmions
with a wide range of sizes and ellipticities was recently observed in a wedge-shaped FeGe nanostripe33. Montoya
et. al. experimentally demonstrated34 that the stability and size of skyrmions originating from dipolar interaction
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2can be controlled by tuning the magnetic properties such as the magnitude of the perpendicular uniaxial and shape
anisotropies of Fe|Gd multilayers.
In addition to chiral magnets and transition-metal multilayers, stable skyrmions may also be hosted in centrosym-
metric systems including various multiferroic materials35–39. An inherent advantage of multiferroic materials is that
they are characterized by more than one order parameter, which may impart unique features to the skyrmions. For
example, helicity reversal inside skyrmions was observed in Sc-doped hexagonal barium ferrite36, a multiferroic with
tunable magnetic anisotropy. More recently, a room temperature SkX state was observed in thin films of the centro-
symmetric material Ni2MnGa
39 in the absence of DMI. Surprisingly, in that work all skyrmions in each realization
of a SkX state had the same chirality, but different realizations may exhibit different chiralities, in contrast with the
SkXs stabilized via DMI and dipolar interactions. The degeneracy of the different chiralities opens up the possibility
of controlling and altering the chirality of such SkXs, which may enable new applications. Phatak and coworkers
associated the formation of this type of SkX with the geometric confinement of magnetic structures by narrow twin
variants39 with alternating in-plane and out-of-plane uniaxial magnetic anisotropy.
Inspired by these experimental works, we investigate theoretically the energy landscape of various magnetic states
in a ferromagnetic thin film that arises from the competition between exchange, shape, and modulated uniaxial
anisotropy with a goal of understanding the phase diagram and under what conditions a Skx can be stabilized by
these competing energy terms. We generalize the Ginzburg-Landau (GL) theory40 for an Ising ferromagnet to take
into account the general three dimensional magnetization in a ferromagnetic thin film. In particular, we will consider
a novel uniaxial anisotropy with periodic in-plane to out-of-plane spatial variation of the easy axis, which can be
realized in a multiferroic material such as Ni2MnGa
39. Intuitively, this form of anisotropy favors a helical ground
state as well as a canted-spin state with an antiferromagnetic arrangement in consecutive in-plane anisotropy twins, as
shown schematically in Fig. 1; we shall show that the SkX can form during the transition between these two dominant
magnetic phases. We will discuss the stability of the SkX phase as a function of temperature and external magnetic
field. Furthermore, we derive an explicit expression for the anisotropy energy density of the SkX. This allows us to
determine the size-dependence of the skyrmions on the ratio of the exchange length and the period of the spatial
variation of the anisotropy, which is a hallmark of this unconventional SkX.
FIG. 1: Schematics of three typical magnetic states in a thin film where the anisotropy exhibits periodic spatial variation of
easy axis (EA) from in-plane (denoted by ↔) to out-of-plane (denoted by ⊗).
II. GINZBURG-LANDAU MODEL
We assume that the film lies in the x− y plane, and that the film thickness is sufficiently thin so that the magneti-
zation density M is uniform along the z-direction and hence is a function only of x and y, i.e., M = M (x, y). In the
GL theory, the spatial average of the total magnetic free energy Ftot of a ferromagnetic thin film of area S may be
written as
Ftot = S−1
∫
d2x
[
Aex (∇m)2 + tm2 + u
(
m2
)2
−µ0m ·HM0 +Kdm2z + fa (m)
]
, (1)
where m = M/M0 with |M| = M(T ) the local magnetization density at temperature T and M0 = |M|(T → 0), t
and u are GL parameters that are in general functions of temperature and external magnetic field, µ0 is the magnetic
3permeability, and Kdm
2
z =
1
2µ0M
2
0m
2
z denotes the demagnetizing energy density in the thin film approximation
41.
We shall draw particular attention to the anisotropy energy density fa (m). The uniaxial magnetic anisotropy with
spatially varying easy axis may be modeled as
fa [m (x)] = −Ku
[
κ+ (x)m2z + κ− (x)m2y
]
, (2)
where κ±(x) ≡ 12
[∣∣∣cos(pixwt )∣∣∣± cos(pixwt )] with wt is the twin width, and Ku (> 0) characterizes the magnitude of
the anisotropy.
A generalized spatial profile of the magnetization of a skyrmion lattice can be approximated as a superposition of
three spin helices2,3
m (r) = [m0 +mi,⊥ cos (ki · r)] zˆ
+mi,‖
(
zˆ× kˆi
)
sin (ki · r) , (3)
where m0 is the uniform magnetization induced by the external magnetic field perpendicular to the film plane,
mi,⊥ and mi,‖ are the out-of-plane and in-plane components of the magnetization, and we use Einstein’s summation
convention over repeated indices. The wave vectors of the three helices are all in the plane of the layer and form an
angle of 120◦ with each other; explicitly, we choose k1 = qxˆ, k2 =
(
− 12 xˆ+
√
3
2 yˆ
)
q and k3 =
(
− 12 xˆ−
√
3
2 yˆ
)
q, and
kˆi = ki/ |ki| is the unit vector of ki. The general spatial profile given by Eq. (3) can be reduced to multiple magnetic
states including: (i) Helix (single-q state) when m1,‖ ≈ m1,⊥ 6= 0 and mi,‖ = mi,⊥ = 0 (i = 2, 3); (ii) Stripe domain
when only m1,⊥ is nonzero; (iii) (nonchiral) bubble lattice when mi,⊥ 6= 0 and mi,‖ = 0 (i = 1, 2, 3); (iv) SkX (triple-q
state) when mi,‖ ≈ mi,⊥ 6= 0 and mi,⊥mi,‖ (i = 1, 2, 3) have the same sign so that the three superimposed helices
exhibit the same chirality. Other magnetic states are possible as we will mention below.
To simplify the problem without loss of generality, we shall assume that the magnitude of the magnetization has
mirror symmetry about the y = 0 plane, and let m2,⊥ = m3,⊥, and m2,‖ = m3,‖ . By placing Eq. (3) in Eq. (1) and
carrying out the integration in Eq. (1), one can obtain the spatially averaged free energy density. The expression for
this is complicated and not very instructive, and is given in the supplementary material.
The global minimum of the magnetic free energy density can be computed with the following six variational
parameters: m0,m1,‖,m2,‖, m1,⊥, m2,⊥ and q. To specify the two GL parameters t and u, we introduce an extra
positive definite free energy density term that arises when the magnetization density deviates from its uniform bulk
saturation value Ms
42,43, i.e., δf = χ
(
m2 −m2s
)2
. Here, χ is a positive definite parameter which in principle relies on
the magnetic property of the material, and the reduced saturation magnetization ms(≡ Ms/M0) can be determined
by self-consistently solving the equation Ms = M0BS (T,Hz) in the mean field approximation with BS (T,Hz) the
Brillouin function. We thus identify t = −2χm2s and u = χ. Just below Tc, the mean field equation gives ms ∼
(1− TTc )1/2, by which one recovers t = kB (T − Tc) /2v0 in the case of a 1-D Ising ferromagnet40 when χ = kBTc/4v0.
We also impose the constraint that the spatially averaged magnetization modulus be no greater than the saturation
magnetization, i.e., S−1
∫
d2r |m|2 ≤ m2s.
III. RESULTS AND DISCUSSION
In Fig. 2, we show the phase diagram in the temperature-field plane, where the field is applied out-of-plane, for
several different magnitude of the demagnetizing and anisotropy energy density coefficients, i.e., Kd and Ku. We note
that in the absence of uniaxial anisotropy, only the uninteresting uniform magnetized state is observed (not shown).
Once the anisotropy is turned on, the helix state prevails at low magnetic fields because of the alternating in-plane
and out-of-plane easy axis variants. When the out-of-plane magnetic field Hz increases, the negative z-component of
the magnetization diminishes in a manner such that magnetizations with an out-of-plane component start to swirl
around in order to lower the exchange energy, similar to the case in chiral magnets3. This gives birth to the SkX
phase as seen in Figs 2 (a) and (b). We also note that, for a given magnitude of the anisotropy, the SkX phase region
is more extended for larger Kd since then a greater magnetic field is needed to overcome the demagnetizing field.
Further increasing the magnetic field leads to the canted-spin state with a large out-of-plane magnetization component
parallel to the magnetic field together with small in-plane magnetization components forming an antiferromagnetic
arrangement along the x-axis. Also, for a given magnitude of the magnetistatic energy Kd, a larger anisotropy lowers
the energy barrier between the helix and canted-spin states and hence makes the SkX phase unstable, as indicated in
Figs. 2 (a) and (c).
4(a) Ku = Ku0 & Kd = Kd0 (b) Ku = Ku0 & Kd = 1.5 Kd0 (c) Ku = 1.5 Ku0 & Kd = Kd0
FIG. 2: Phase diagram in the plane of the out-of-plane magnetic field hz(≡ M0Hz) and temperature T . Material parameters
used in the calculation (corresponding to Ni2MnGa
44–47): Aex = 1.0× 10−11 J/m, M0 = 6.0× 105 A/m, Ku0 = 2.5× 105 J/m3
and wt = 50 nm. Small variations in the parameters may change the phase boundary, but the topology of the phase diagrams
remains the same.
FIG. 3: Skyrmion diameter as a function of exchange length for a thin film with total of 50 twin variants, i.e., Nt = 50 and
fixed width of twin width of wt = 50 nm. The inset shows the coefficient of anisotropy energy density fu as a function of the
diameter of a skyrmion Dsk(=
2pi
q
).
Next, we show that the the size of the skyrmions depends strongly on the magnitude of the anisotropy as well as
on the width of the twin variant. In order to see this, let us focus on the free energy density of a standard SkX state
given by
f¯sk (q) =
(
t+Kd − pi−1Ku
)
m20 + um
4
0 − hzm0
+
1
4pi
[
fex (q) + fu (q) + 48um
2
0 + 6piKd
]
m2sk
+ 9um0m
3
sk +
51
4
um4sk , (4)
where we have set mi,‖ = mi,⊥ = msk (i = 1, 2, 3) in Eq. (3). The q-dependence of the free energy enters through the
coefficients of the exchange and anisotropy energy densities given by fex (q) = 12piAexq
2 and
fu (q) = −Ku [9− 2ζNt (2wtq) + 2ηNt (2wtq)
−ζNt (wtq) + 4ηNt (wtq)] , (5)
5respectively, where ηNt (x) ≡ sin[(Nt−1)x]+sin(x)4Nt[1−( xpi )2] sin( x2 ) and ζNt (x) ≡
sin[Ntx]
4Nt[1−( xpi )2] sin( x2 )
with Nt the total number of twin
variants which is taken to be an even number without loss of generality [see the supplementary material for a detailed
derivation of fu(q)].
The diameter of a skyrmion can thus be determined via Dsk =
2pi
qm
, where qm is the wave vector obtained by
minimizing fq = fex + fu. In Fig. 3, we show Dsk as a function of the exchange length lex = 2pi
√
Aex
Ku
which is the
length scale of a 360◦ Bloch domain. When lex is greater than the width of the twin wt (corresponding to small
anisotropy Ku for fixed exchange stiffness), the size of the skyrmion is comparable to and eventually approaches the
lateral size of the film (i.e., L = Ntwt = 2.5 µm for Nt = 50 and wt = 50 nm); in other words, the system is essentially
in a uniformly magnetized state in the small anisotropy regime. In the intermediate anisotropy regime where lex . wt,
a plateau of Dsk = 4wt appears, which agrees with the experimental observation of the the close-packed hexagonal
skyrmion lattice in the narrow twinned region of Ni2MnGa. Finally, in the large anisotropy limit where the exchange
length is much smaller than the twin width, another plateau of Dsk = 2wt appears. These two plateaus result from
the two local minimum in the anisotropy density characterized by the function fu given by Eq. (5) at Dsk = 2wt and
Dsk = 4wt, as shown by the inset of the Fig. 3.
Before we close this section, we briefly discuss the chirality and magnetic field dependence of the SkX. It was
observed experimentally that the Ni2MnGa crystal with inversion symmetry (and thus no DMI) still may host a SkX
with a single chirality, in contrast to the SkX stabilized by long range dipolar interaction for which the chirality of
each individual skyrmion could in principle be completely random. By adopting our Ansatz magnetization profile,
we presumed all skyrmions have the same chirality, but our analysis provides several hints about the origin of the
fixed chirality of the SkX in this system. First, as shown in the phase diagram (Fig. 2), the helix state is favored
at low magnetic fields. Continuous transition from the helix state to SkX state necessitates a single chirality of the
SkX even in the absence of the DMI, since the in-plane magnetization orientation must conform to that of the helix
in order to lower the exchange energy cost during the transition. Second, as the separation distance between two
neighboring skyrmions becomes shorter, same chirality becomes energetically preferable considering that the in-plane
magnetization component along a line connecting the centers of the two skyrmions with opposite chiralities would
carry higher order harmonics and thus results in higher exchange energy.
We finally comment on the dependence of the stability of the SkX hosted in the Ni2MnGa system on the exter-
nal magnetic field. Based on our theoretical model, a small but finite magnetic field is required to overcome the
demagnetizing field and stabilizing the SkX phase; the magnetic field is of the order of 50 Oe as estimated for an
Ni2MnGa ultrathin film of 10 monolayers at room temperature, where hzv0/kBTc ' 0.05, v0 = a2md with the mag-
netic spacing am ∼ 10 A˚47,48 and d the thickness. Experimentally, SkX was observed even in the absence of external
magnetic field39. The observed (metastable) zero-field SkX may arise from the history-dependence of the system, e.g.,
a quenched SkX. Furthermore, we note that Ni2MnGa is a ferromagnetic shape memory alloy, and there is a strain
energy and an associated internal magnetic field induced by the magneto-elastic coupling involved in the martensite
transformation; this is not considered explicitly in our present model, but would be interesting for future studies,
as stabilization of skyrmions with zero magnetic field will be beneficial for the application of skyrmions in future
electronic devices.
IV. SUMMARY AND OUTLOOK
In this work, we generalized the Ginzburg-Landau theory for Ising ferromagnets to include a general continuum
magnetization profile that encapsulates various magnetic configurations with three dimensional magnetization direc-
tions. We demonstrated that stabilization of room temperature SkX can be facilitated by geometric modulation of the
uniaxial anisotropy easy axis in nonchiral materials with inversion symmetry. Remarkably, the size of the skyrmions
can be tailored by the period of the spatial modulation of the anisotropy, in contrast with skyrmions originating from
dipolar interaction and DMI. Such novel uniaxial anisotropy was realized experimentally in a multiferroic material
Ni2MnGa with narrow twin variants for which the anisotropy easy axis is rotated by 90
◦ across the twin boundary,
and our work explains the underlying physics that gives rise to the observed SkX in Ni2MnGa.
Our model can be further generalized to take into account other magnetic interactions such as the DMI as well
as various forms of geometric confinement on magnetic structures. It will also be very intriguing to investigate the
transport and dynamic behaviors of skyrmions in the presence of geometric modulation of the anisotropy. For example,
with the nonuniform anisotropy that we considered here, one would expect the skyrmions to respond rather differently
when they are driven along and perpendicular to the twin boundaries. It may also be possible to control and alter
the chirality of the SkX using, e.g., strain or electrical currents. These centrosymmetric SkXs may therefore enable
interesting applications in spintronics.
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Appendix A: General expression of the spatially averaged free energy density
By placing the general magnetization profile (Eq. (3) in the main text) in the magnetic free energy expression given
by Eq. (1) in the main text, we obtain the following spatially average free energy density
f¯ =
(
t+Kd − pi−1Ku
)
m20 + um
4
0 − hzm0
+
1
2pi
{
pi
(
Aexq
2 + t+ 2um20
)−Ku [1− ζNt (2wtq)]}m21,‖
+
1
2pi
{
pi
(
Aexq
2 + t+ 6um20 +Kd
)−Ku [1 + ηNt (2wtq)]}m21,⊥
+
1
4pi
{
4pi
(
Aexq
2 + t+ 2um20
)−Ku [1− ζNt (wtq)]}m22,‖
+
1
pi
{
pi
(
Aexq
2 + t+ 6um20 +Kd
)−Ku [1 + ηNt (wtq)]}m22,⊥
+ um0
[
2m1,‖m2,‖m2,⊥ +m1,⊥
(
m22,‖ + 6m
2
2,⊥
)]
+
u
8
[
3m41,‖ + 3m
4
1,⊥ + 2m
2
1,‖m
2
1,⊥ + 12m
4
2,‖ + 18m
4
2,⊥ + 12m
2
2,‖m
2
2,⊥
+ 12
(
m21,‖m
2
2,‖ + 2m
2
1,⊥m
2
2,⊥
)
+ 8
(
m22,‖m
2
1,⊥ +m
2
2,⊥m
2
1,‖
)]
. (A1)
where hz = M0Hz, and we have assumed, for simplicity without losing generality, that the magnitude of the mag-
netization has mirror symmetry about the y = 0 plane, and let m2,⊥ = m3,⊥, and m2,‖ = m3,‖; the two functions
ηNt (wtq) and ζNt (wtq), with Nt the total number of twin layers, are derived from the spatial integral of the anisotropy
energy density. We will present the detailed derivation of the anisotropy free energy density term in the next section.
Appendix B: Derivation of the anisotropy free energy density term
Let us consider the uniaxial magnetic anisotropy of the form
fa [m (x)] = −K⊥ (x)m2z −K‖ (x)m2x (A2)
with
K⊥ (x) =
1
2
Ku
[
cos
(
pix
wt
)
+
∣∣∣∣cos(pixwt
)∣∣∣∣] (A3)
and
K‖ (x) =
1
2
Ku
[∣∣∣∣cos(pixwt
)∣∣∣∣− cos(pixwt
)]
, (A4)
7where the prefactor Ku measures the magnitude of the anisotropy energy density, wt is the period of the spatial
variation of the anisotropy (or the width of the twin).
For the interesting case of q > pi/L with L the side length of the rectangular film, the spatially averaged anisotropy
energy can be calculated by the following piece-wise integration
f¯a = −
√
3q
4pi
∫ 2pi√
3q
− 2pi√
3q
dy
Nt/2−1∑
n=0
Ku
Ntwt
[∫ (2n+ 12 )wt
(2n− 12 )wt
dx cos
(
pix
wt
)
m2z −
∫ (2n+ 32 )wt
(2n+ 12 )wt
dx cos
(
pix
wt
)
m2y
]
, (A5)
where we have assumed Nt being an large even integer number. By carrying out the integration, we obtain
f¯a = − Ku
4piNt
Nt/2−1∑
n=0
{
2
(
4m20 + 2m
2
1,⊥ + 4m
2
2,⊥ + 2m
2
1,‖ +m
2
2,‖
)
+
2m21,‖bn (2wtq)(
2wtq
pi
)2 − 1 −
m22,‖bn (wtq)
1− (wtqpi )2
−2

(
4m0m1,⊥ + 2m22,⊥
)
an (wtq)(
wtq
pi
)2 − 1 + m
2
1,⊥an (2wtq)(
2wtq
pi
)2 − 1
 , (A6)
where an (x) = cos (2nx) cos
(
x
2
)
and bn (x) = cos [(2n+ 1)x] cos
(
x
2
)
, and the results of the summation of correspond-
ing series are given as follows
l∑
n=0
an (x) = cos
(x
2
)
csc (wtq) cos (lwtq) sin [(l + 1)wtq] (A7)
and
l∑
n=0
bn (x) =
l∑
n=0
cos [(2n+ 1)x] cos (x/2) = cos
(x
2
)
csc (x) cos [(l + 1)x] sin [(l + 1)x] . (A8)
Placing Eqs. (A7) and (A8) in Eq. (A6), we obtain
f¯a = −Ku
4pi
{
4m20 + 2m
2
1,⊥ [1 + ηNt (2wtq)] + 4m
2
2,⊥ [1 + ηNt (wtq)]
+2m21,‖ [1− ζNt (2wtq)] +m22,‖ [1− ζNt (wtq)]− 8m0m1,⊥ζNt (wtq)
}
, (A9)
where
ζNt (wtq) =
pi2 sin (Ntwtq)
4Nt (pi2 − q2w2t ) sin
(
wtq
2
) (A10)
and
ηNt (wtq) = pi
2 sin [(Nt − 1)wtq] + sin (wtq)
4Nt (pi2 − q2w2t ) sin
(
wtq
2
) . (A11)
Note that |ζNt (x)| ≤ 12 and |ηNt (x)| ≤ 12 , and the cross-term of m0m1,⊥ in Eq. (A9) vanishes when one carries out
the spatial integration with an overall sinusoidal envelop function with the period of the film length on top of the
magnetization profile [corresponding to several replica of the entire thin film]. Taking this into account, we arrive at
the final expression of the anisotropy energy density in the presence of the geometric confinement with only quadratic
terms, i.e.,
f¯a = −Ku
4pi
{
4m20 + 2m
2
1,⊥ [1 + ηNt (2wtq)] + 4m
2
2,⊥ [1 + ηNt (wtq)]
+2m21,‖ [1− ζNt (2wtq)] +m22,‖ [1− ζNt (wtq)]
}
. (A12)
The above expression is valid when q > pi/Li, where Li (i = x or y) are side lengths of the rectangular thin film.
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