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ABSTRACT
We study the problem of applying spectral clustering to cluster
multi-scale data, which is data whose clusters are of various sizes
and densities. Traditional spectral clustering techniques discover
clusters by processing a similarity matrix that reflects the proxim-
ity of objects. For multi-scale data, distance-based similarity is not
effective because objects of a sparse cluster could be far apart while
those of a dense cluster have to be sufficiently close. Following [16],
we solve the problem of spectral clustering on multi-scale data by
integrating the concept of objects’ “reachability similarity” with
a given distance-based similarity to derive an objects’ coefficient
matrix. We propose the algorithm CAST that applies trace Lasso to
regularize the coefficient matrix. We prove that the resulting coeffi-
cient matrix has the “grouping effect” and that it exhibits “sparsity”.
We show that these two characteristics imply very effective spectral
clustering. We evaluate CAST and 10 other clustering methods on
a wide range of datasets w.r.t. various measures. Experimental re-
sults show that CAST provides excellent performance and is highly
robust across test cases of multi-scale data.
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1 INTRODUCTION
Cluster analysis is a fundamental task in machine learning and data
mining, which seeks to group similar objects into same clusters and
separate dissimilar objects into different clusters. Spectral cluster-
ing, which transforms clustering into a graph partitioning problem,
has been shown to be effective in image segmentation [37], text
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Figure 1: Spectral clustering pipeline
mining [8] and information network analysis [17]. These are funda-
mental tasks that are at the cores of many applications and services,
such as text/media information retrieval systems, recommender
systems, and viral marketing.
Given a set of objects X = {x1,x2, ...xn } and a similarity matrix
S such that each entry Si j represents the affinity between objects xi
and x j , standard spectral clustering methods first construct a graph
G = (X, S), where X denotes the set of vertices and Si j gives the
weight of the edge that connects xi and x j . Then, the graph Lapla-
cian L of G is computed and eigen-decomposition is performed
on matrix L to derive the k smallest eigenvectors {e1,e2, ...,ek }1,
where k is the desired number of clusters and ei is the i-th smallest
eigenvector. These eigenvectors form a k ×n matrix, whose j-th col-
umn is taken as the feature vector of object x j . (Essentially, objects
are mapped into low-dimensional embeddings using the eigenvec-
tors.) Finally, a post-processing step, e.g., k-means, is applied on
the objects with their feature vectors to return clusters. Figure 1
illustrates the general pipeline of spectral clustering.
Spectral clustering aims to optimize certain criterion that mea-
sures the quality of graph partitions. For example, the NCuts [29]
method minimizes the normalized cut between clusters, which mea-
sures the weights of inter-cluster edges. Conventionally, objects’
affinity is given by some distance-based similarity. For multi-scale
data, which consists of object clusters of different sizes and densi-
ties, distance-based similarity is often ineffective in capturing the
correlations between objects [26, 38]. This leads to poor perfor-
mance of spectral methods. For example, Fig. 2(a) shows a dense
rectangular cluster located on top of a very sparse strip-shaped
cluster. Objects at different ends of the strip-shaped cluster are far
apart and hence their distance-based similarity is small. Fig. 2(b)
shows the clustering given by NCuts, from which we see that the
strip-shaped cluster is incorrectly segmented.
In [16], the ROSC algorithm was proposed to address the multi-
scale data issue in spectral clustering. The idea is to rectify a given
distance-based similarity matrix S by deriving a coefficient matrix
Z that can better express the correlation among objects. Intuitively,
each entry Zi j in Z represents how well an object xi characterizes
1We say that an eigenvector ei is smaller than another eigenvector ej if ei ’s eigenvalue
is smaller than that of ej ’s.
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Figure 2: (a) A multi-scale dataset, (b) clustering by NCuts
another object x j , and two objects are considered highly correlated
(and thus should be put into the same cluster) if they give simi-
lar characterization to other objects. The coefficient matrix Z is
constructed based on the similarity matrix S as well as a transitive
K-nearest-neighbor (TKNN) graph. Specifically, two objects xi and
x j are connected in the TKNN graph if there exists an object se-
quence < xi , ...x j > such that adjacent objects in the sequence are
K-nearest-neighbors of each other. For example, objects that are lo-
cated at far ends of the strip-shaped cluster (Fig. 2) are connected by
a chain of K-NN relations. An important property that was proven
in [16] is that the matrix Z has the grouping effect [16, 24], which
states that if two objects are similar in terms of both S and TKNN
graph connectivity, their corresponding coefficient vectors in Z are
also similar. Based on Z , ROSC constructs a new correlation matrix
Z˜ . The grouping effect of Z ensures that highly correlated objects
are grouped together by applying spectral clustering on Z˜ .
Besides expressing the correlation between objects of the same
cluster, another important factor for correct clustering is to suppress
the correlation between objects of different clusters. ROSC, however,
focuses on enhancing the former by deriving a coefficient matrix
Z that amplifies intra-cluster correlation; it does not promote the
latter. Our objective is to study methods that deal with both factors.
Specifically, our proposed algorithm CAST regularizes matrix Z so
that it has grouping effect and it exhibits inter-cluster sparsity. By
sparsity, we refer to the desired property that entries in the matrix
that correspond to inter-cluster object pairs should be 0 or very
small, hence the matrix is sparse.
One common approach to enforce sparsity is to apply ℓ1 regu-
larization on a solution matrix (i.e., by including the ℓ1-norm as a
penalty term in an optimization problem). While using the ℓ1-norm
helps sparsify inter-cluster correlation, it weakens intra-cluster
correlation and hence it goes against establishing grouping effect.
In contrast, ROSC uses the Frobenius norm to regularize the coef-
ficient matrix Z , which is equivalent to regularizing each column
vector of Z by the ℓ2-norm. The Frobenius norm has been shown
to enhance grouping effect but not sparsity. Generally, a desired
coefficient matrix should possess both grouping effect for objects
in the same cluster and sparsity for objects from different clusters.
To construct such a matrix, we introduce trace Lasso [9], which is
a regularizer that falls in between the ℓ1-norm and the ℓ2-norm.
The trace Lasso is adaptive depending on the correlation between
objects. Given a set of objects X, let X denote the feature matrix
of objects, whose j-th column is the feature vector x j of an object
x j . (We assume the vectors are normalized, i.e., xTj x j = 1 for all j.)
If objects are highly correlated, i.e., XTX = 11T (1 is the all-one
vector), the trace Lasso is equivalent to the ℓ2-norm; If objects are
independent, i.e., XTX = I (I is the identity matrix), the trace Lasso
will behave like the ℓ1-norm.
In this paper we study spectral clustering over multi-scale data.
We propose the Correlation-based Adaptive Spectral clustering
method using Trace lasso, or CAST. We discuss how CAST takes
advantage of the trace Lasso to achieve robust spectral clustering.
We summarize our main contributions as follows.
•We study the problem of applying spectral clustering on multi-
scale data. We propose the CAST algorithm, which uses trace Lasso
to construct and regularize a coefficient matrix Z . A correlation
matrix that exhibits grouping effect and inter-cluster sparsity is
subsequently derived for effective and robust spectral clustering.
•We mathematically prove that the derived matrix by CAST has
grouping effect. This ensures high intra-cluster object correlation.
•We conduct extensive experiments to show the effectiveness of
CAST. We compare CAST with 10 other methods w.r.t. various clus-
tering quality measures over a wide range of datasets. Our results
show that CAST consistently provides very good performance over
the range of datasets. It is thus a very robust algorithm especially
in handling multi-scale data.
The rest of the paper is organized as follows. Section 2 introduces
related works. In Section 3 we describe the ROSC algorithm, give
formal definitions of some important concepts based on which our
algorithm is designed, and then present CAST. Section 4 presents
experimental results. Finally, Section 5 concludes the paper.
2 RELATEDWORK
Spectral clustering is a widely studied topic [2, 5, 6, 18, 34]. There
are many works that study various aspects of spectral clustering,
such as computational efficiency [4, 7, 35], clustering performance
on data with different characteristics [12, 33, 40], and the theoretic
foundations of the method [15, 25, 27]. An introduction to spectral
clustering is given in [13, 28, 32].
Despite the success of spectral clustering, previous works [26, 36]
have pointed out that spectral methods can be adversely affected
when data is multi-scale. To address the problem, the self-tuning
spectral clustering method ZP [38] uses local scaling to extend a
Gaussian kernel based similarity Si j = exp
(
− | |xi−x j | |22σ 2
)
to Si j =
exp
(
− | |xi−x j | |2σiσj
)
, where x (boldface) denotes the feature vector of
an object x , and σ is a scaling parameter. The original formulation
uses a global scaling parameter σ for every object pair, which is
difficult to set. When σ is set small, Si j is small and it cannot ef-
fectively capture the high correlation between distant objects in
a large sparse cluster. On the contrary, when σ is set large, Si j is
large. Objects from different but nearby dense clusters will then
more likely to be mis-judged as similar. To address the issue, ZP
introduces a local scaling parameter σi for each object xi , which
is defined as the distance between xi and its l-th nearest neighbor
(l can be empirically set). For an object xi in a sparse cluster, σi is
large. This enlarges the similarity between xi and other distant ob-
jects in the same cluster of xi . Also, a dense cluster gives a small σi ,
which effectively decreases the similarity between xi and objects
from nearby clusters.
Other previous works [1] have suggested to use more eigenvec-
tors to capture more cluster separation information to improve
the effectiveness of spectral clustering on multi-scale data. There
are methods that employ pseudo-eigenvectors generated by the
power iteration (PI) technique. The PI method is used to compute
the dominant eigenvector of a matrix. Lin et al. [20] point out that
one can truncate the iterative PI process to obtain an intermediate
pseudo-eigenvector. The pseudo-eigenvector is a weighted linear
combination of all the eigenvectors and thus contains rich cluster
separation information. They propose the Power Iteration Clustering
(PIC) method based on the idea. Under PIC, however, each object
has only one feature value given by the lone pseudo-eigenvector.
When the number of clusters is large, a single pseudo-eigenvector is
not enough to handle the cluster collision problem [19]. The PIC-k
method [19] is subsequently proposed to address this issue. PIC-k
runs PI multiple times to generate multiple pseudo-eigenvectors.
These pseudo-eigenvectors provide more features of objects for
more effective clustering. One issue of the PIC-k method is that
the pseudo-eigenvectors are not orthogonal and thus are redun-
dant. To reduce redundancy, [30] proposes a Deflation-based Power
Iteration Clustering (DPIC) method that uses Schur complement to
generate orthogonal pseudo-eigenvectors. Another issue of the PIC-
based methods is that the more dominant eigenvectors are assigned
larger weights in the PI iteration. Generally, they overshadow other
lesser but indispensable eigenvectors. To address this issue, the
Diverse Power Iteration Embedding (DPIE) method [11] is proposed.
When a new pseudo-eigenvector is generated in DPIE, informa-
tion of previously generated pseudo-eigenvectors is removed from
the new one. Ye et al. [36] put forward a Full Spectral Clustering
(FUSE) method. It uses independent component analysis to rotate
p > k generated pseudo-eigenvectors and make them statistically
independent. The k most informative ones are used for clustering.
Finally, in [16], a spectral clustering algorithm for multi-scale data,
ROSC, is proposed. Details of ROSC will be covered in the next
section.
3 ALGORITHMS
In this section we first outline the ROSC algorithm, which is the
basis of our algorithm CAST. We define TKNN graph and group-
ing effect. Then, we discuss the effect of different regularization
methods on the coefficient matrix Z , which is constructed to derive
object correlation. After that, we present CAST and prove that the
matrix Z CAST derives has grouping effect and that it promotes
sparsity.
3.1 ROSC
The basic idea of ROSC is to construct a coefficient matrix Z from
a given similarity matrix S and then perform spectral clustering
based on Z . To construct Z , ROSC first applies PI multiple times
to generate p pseudo-eigenvectors. Whitening [14] is used to re-
duce the redundancy of these pseudo-eigenvectors. The p pseudo-
eigenvectors together form a p × n matrix X . The q-th column of X
is taken as the feature vector xq of an object xq . That is, ROSC takes
the pseudo-eigenvectors as low dimensional embeddings of objects.
Assuming the linear subspace model [22], ROSC characterizes each
object by others with
X = XZ +O, (1)
where Z ∈ Rn×n denotes a coefficient matrix such that each entry
Zi j describes how well an object xi characterizes another object
x j , and O ∈ Rp×n is a matrix that captures the noise in the pseudo-
eigenvectors. The more similar two objects are, the more likely one
object can be represented by the other.
To correlate objects that are located at far ends of a cluster, ROSC
regularizes Z by a TKNN graph.
Definition 1. (TransitiveK-nearest-neighbor (TKNN) graph)
Given a set of objects X = {x1,x2, ...,xn }, the TKNN graph GK =
(X, E) is an undirected graph, where X is the set of vertices and E
is the set of edges. Specifically, the edge (xi , x j ) ∈ E iff there exists
a sequence <xi , ...x j> such that adjacent objects in the sequence
are K-nearest-neighbors of each other. We use a reachability matrix
W to represent the TKNN graph, whose (i ,j)-entryWi j = 1 if (xi ,
x j ) ∈ E; 0 otherwise. 2
ROSC optimizes the objective function
min
Z
∥X − XZ ∥2F + α1∥Z ∥2F + α2∥Z −W∥2F , (2)
where the first term reduces noise O , the second term is the Frobe-
nius norm ofZ and the third term regularizesZ by the TKNN graph.
It is shown in [16] that Eq. 2 has a closed-form solution Z ∗ that has
the following grouping effect.
Definition 2. (Grouping effect). Given a set of objects X =
{x1,x2, ...,xn }, letwq denote the q-th column ofW. Assume that
objects’ features are normalized, i.e., xTq xq = 1, ∀1 ≤ q ≤ n. Let
xi → x j denote the conditions: (1) xTi x j → 1 and (2) ∥wi −wj ∥2 →
0. A matrix Z is said to have grouping effect if(
xi → x j
) ⇒ (|Zip − Z jp | → 0 ∀1 ≤ p ≤ n) .
Grouping effect considers both feature similarity and reacha-
bility similarity of objects. Feature similarity is measured based
on the closeness of objects’ feature vectors (columns in X ), while
reachability similarity is evaluated by columns inW that express
the connectivity of objects in the TKNN graph. Since the optimal
solution Z ∗ has grouping effect, highly correlated objects in both
similarities will have similar coefficient vectors in Z ∗. ROSC will
thus group the objects in the same cluster. Note that Z ∗ may be
asymmetric and contain negative values. ROSC derives a correla-
tion matrix Z˜ = (|Z ∗ |+ |(Z ∗)T |)/2 and uses that as input to standard
spectral clustering in place of the original similarity matrix S .
3.2 Sparsity
ROSC focuses on generating a coefficient matrix Z that has group-
ing effect so that highly correlated objects have similar vector repre-
sentations in Z . For effective clustering, we also require that objects
from different clusters have sparse connections. To enforce sparsity,
a common approach is to use ℓ1 regularization. We thus modify
Eq. 2 as
min
Z
1
2 ∥X − XZ ∥
2
F + α1∥Z ∥1 +
α2
2 ∥Z −W∥
2
F ,
s.t. diag(Z ) = 0,
(3)
where the second term is the ℓ1-norm ofZ . To avoid self-representation
of objects, we further add the constraint diag(Z ) = 0, where diag(Z )
is the main diagonal vector of Z . The optimization problem in Eq. 3
is convex and it is equivalent to solving the problem:
min
Z , J
1
2 ∥X − X J ∥
2
F + α1∥Z ∥1 +
α2
2 ∥ J −W∥
2
F
s.t. J = Z − Diag(Z ),
(4)
where Diag(Z ) returns a diagonal matrix whose main diagonal
vector is that of Z . Eq. 4 can be solved by the inexact Augmented
Lagrange Multiplier (ALM) method [21, 39], which minimizes the
following augmented Lagrangian function:
L(J ,Z ) = 12 | |X − X J | |
2
F + α1 | |Z | |1 +
α2
2 | |J −W||
2
F
+ tr (YT (J − Z + Diag(Z ))) + µ2 | |J − Z + Diag(Z )| |
2
F ,
where Y is the Lagrangian multiplier and µ > 0 is a penalty pa-
rameter. L can be minimized by alternatively updating one variable
with the others fixed. To update J , we set ∂L∂ J = 0 and derive
J = (XTX +α2I + µI )−1(XTX +α2W−Y + µZ − µ ·Diag(Z )). (5)
To update Z , we set ∂L∂Z = 0 and derive
Z = A − Diag(A) and A = Tα1
µ
(
Y
µ
+ J
)
, (6)
where Tη (·) is the shrinkage-thresholding operator acting on each
entry of a given matrix, which is defined as Tη (v) = (|v |−η)+sдn(v).
The operator (·)+ returns the argument value if it is non-negative; 0
otherwise. The operator sдn(·) gives the sign of the argument value.
Algorithm 1 in Appendix shows the algorithm that uses inexact
ALM to generate a sparse coefficient matrix Z . By the theory of
inexact ALM, the convergence of Algorithm 1 is guaranteed [21].
3.3 CAST
Although the coefficient matrix Z derived with ℓ1 regularization
(Eq. 3) has sparse entries for uncorrelated objects, the regularization
also weakens the connections between correlated objects, which
goes against the grouping effect. To construct a matrix with both
grouping effect for highly correlated objects and sparsity for un-
correlated ones, we regularize Z by the trace Lasso, which is a
regularizer that takes object correlation into consideration. Let X
be a feature matrix whose q-th column is the feature vector xq of
an object xq . We normalize xq such that xTq xq = 1, ∀1 ≤ q ≤ n. Let
z be the coefficient vector (a vector in the coefficient matrix Z ) that
corresponds to an object x , the trace Lasso of z is defined as
Ω(z) = ∥X Diag(z)∥∗, (7)
where Diag(z) is the diagonal matrix with z as its main diagonal.
The integration of X into the norm distinguishes the trace Lasso
from other commonly used norms like the ℓ1-norm and the ℓ2-norm.
Note that,
XDiag(z) =
n∑
q=1
zqxqe
T
q , (8)
where eq ’s are vectors of canonical basis. Consider XTX as an en-
coding of object correlation. Then, if objects are uncorrelated, i.e.,
XTX = I , the trace Lasso equals the ℓ1-norm due to the orthogo-
nality of xi and ei :
∥XDiag(z)∥∗ =
n∑
q=1
∥xq ∥2 |zq | =
n∑
q=1
|zq | = ∥z∥1. (9)
On the other hand, if all the objects are highly correlated and have
the same feature vector x , i.e., XTX = 11T , the trace Lasso is
equivalent to the ℓ2-norm:
∥XDiag(z)∥∗ = ∥xzT ∥∗ = ∥x ∥2∥z∥2 = ∥z∥2. (10)
For other cases, the trace Lasso falls in between the ℓ1- and the ℓ2-
norms:
∥z∥2 ≤ ∥XDiag(z)∥∗ ≤ ∥z∥1. (11)
Due to this adaptability, we apply the trace Lasso to regularize
Z in Eq. 2. Specifically, given an object x , we optimize:
min
z
1
2 ∥x − Xz∥
2
2 + α1∥XDiag(z)∥∗ +
α2
2 ∥z −w ∥
2
2 . (12)
The optimization problem is convex and can be solved by the inexact
ALM method. We first transform the problem into:
min 12 ∥e∥
2
2 + α1∥ J ∥∗ +
α2
2 ∥h∥
2
2
s .t . e = x − Xz, J = XDiag(z), h = z −w .
(13)
The augmented Lagrangian function of Eq. 13 is
Lˆ(e, J ,h,z) = 12 | |e | |
2
2 + α1 | |J | |∗ +
α2
2 | |h | |
2
2
+ λT1 (e − x + Xz) + λT2 (h − z +w) + tr (YT (J − XDiag(z)))
+
µ
2 (| |e − x + Xz | |
2
2 + | |J − XDiag(z)| |2F + | |h − z +w | |22),
where λ1, λ2 and Y are Lagrangian multipliers, and µ > 0 is a
penalty parameter. We adopt an alternative strategy to update vari-
ables of Lˆ as in Sec. 3.2 and the update rules are as follows:
z = (XT X+I+Diag(XT X ))−1
(
−X
T λ1
µ
− XT e + XT x + λ2
µ
+ h +w + diag((Y
µ
+ J )T X )
)
.
(14)
Here, we overload the notation Diag(·), which returns a diagonal
matrix whose main diagonal is that of the argument matrix. Also,
diag(·) returns the main diagonal vector of the argument matrix.
e =
µ
µ + 1 (−
λ1
µ
+ x − Xz), (15)
h =
µ
α2 + µ
(−λ2
µ
+ z −w). (16)
Furthermore, updating J is equivalent to solving the sub-problem:
min
J
α1
µ
| |J | |∗ + 12 | |J − XDiag(z) +
Y
µ
| |2F , (17)
which is convex and has a closed-form solution that can be solved
by the Singular Value Thresholding (SVT) operator [3]. Suppose
the singular value decomposition of a rank-r matrix XDiag(z) −
Y
µ = U ΣV
∗, where Σ = Diag([σ1, ...,σr ]) and σi is the i-th largest
singular value. Let τ = α1µ and Dτ (Σ) = Diag([(σ1 − τ )+, ..., (σr −
τ )+]). The solution to Eq. 17 is:
J = UDτ (Σ)V ∗. (18)
Algorithm 2, which is summarized in Appendix, shows the proce-
dure for solving Eq. 12. It is pointed out in [22, 39] that the conver-
gence of inexact ALM cannot be generally proved when there are
three or more variables. However, the convexity of the Lagrangian
function Lˆ guarantees convergence to some extent [22]. Moreover,
there are ways to ensure convergence, e.g., by observing that µ is
upper bounded by Step 10 of Alg. 2. While it is difficult to prove
the convergence theoretically, inexact ALM has been empirically
observed to perform well in practice [39].
3.4 Grouping Effect
Previous works [10, 16, 23, 24] have shown that spectral clustering
is effective when applied to data with grouping effect. As we defined
in Def. 2, with grouping effect, if two objects are highly correlated,
their characterizations of other objects are similar. We measure
object correlation by both a feature similarity and a reachability
similarity. We next prove that the coefficient vectors z’s regularized
by the trace Lasso (Eq. 12) result in grouping effect.
Lemma 3. Given w ∈ Rd , let w¯ = wT 1/d . The optimal solution
y∗ to the problem: miny ∥y − w ∥22 , s.t. yT 1 = dy¯, satisfies y∗j =
y¯ + (w j − w¯), ∀1 ≤ j ≤ d . Moreover, if ∥w − w¯1∥2 ≤ ϵ , then,
y¯ − ϵ ≤ y∗j ≤ y¯ + ϵ , ∀1 ≤ j ≤ d .
Proof. The Lagrangian function L′ of the problem can be writ-
ten as: L′ = ∑dj=1(yj − w j )2 + β(∑dj=1 yj − dy¯), where β is the
Lagrangian multiplier. By setting ∂L′∂yj = 0, we get y
∗
j = w j −
β
2 .
Since y satisfies yT 1 = dy¯, we substitute y∗j into the equation and
get β = 2(w¯ − y¯), y∗j = y¯ + (w j − w¯). If ∥w − w¯1∥2 ≤ ϵ , then
|w j − w¯ | ≤ ϵ , i.e., −ϵ ≤ w j − w¯ ≤ ϵ . Hence, y¯ − ϵ ≤ y∗j ≤ y¯ + ϵ ,
∀1 ≤ j ≤ d . □
Given a set of objects X = {x1, ...,xn }, let X denote the feature
matrix of the objects and z∗ denote the optimal solution of Eq. 12.
We rearrange X as X = [Xˆ , X˜ ], where X˜ ∈ Rd×q consists of q
column vectors that are similar to each other and Xˆ ∈ Rd×(n−q)
consists of the remaining columns. In particular, X˜ satisfies:
max{∥X˜ − x¯01T ∥∗, ∥X˜ − x¯01T ∥F , ∥X˜ − x¯01T ∥2} ≤ ϵ,
where ϵ is a small positive value, 1 ∈ Rq is the all one’s vector
and x¯0 = X˜1/q is the mean vector of columns of X˜ . Similarly, we
rearrange z∗ = [zˆ; z˜]. To prove z∗ has grouping effect, we only
need to show that if ∥z˜ − z¯1∥2 > δ , then f ([zˆ; z˜]) > f ([zˆ; z¯1]),
where z¯ = 1T z˜/q is the average value of z˜, δ is a positive value and
f (z) = 12 ∥x − Xz∥22 + α1∥XDiag(z)∥∗ + α22 ∥z −w ∥22 . Formally,
Theorem 4. Given a matrix X = [Xˆ , X˜ ] and a vectorw = [wˆ ; w˜],
lety∗ be the optimal solution to the problem:miny ∥y−w˜ ∥22 , s.t.yT 1 =
qz¯. X˜ satisfies max{∥X˜ − x¯01T ∥∗, ∥X˜ − x¯01T ∥F , ∥X˜ − x¯01T ∥2} ≤ ϵ ,
and w˜ satisfies w¯ = 1T w˜/d and ∥w˜ − w¯1∥2 ≤ ϵ . If ∥z˜ − z¯1∥2 > δ ,
f ([zˆ; z˜]) > f ([zˆ; z¯1]), where
δ =
√√ (
2γ − α2∑qj=1[(y∗j − z¯)(y∗j + z¯ − 2w˜ j )]) (∥[XˆDiag(zˆ) x¯0z˜T ]∥2)
α1∥x¯0∥22
and γ = ((α1 + ∥x − Xˆ zˆ − X˜ (z¯1)∥2)∥z˜∥2 + α1 |z¯ |)ϵ .
The proof of Theorem 4 is given in the Appendix.
Theorem 5. z∗ has grouping effect.
Proof. Given two objects xi and x j in X˜ . When ϵ → 0, X˜ will
be close to x¯01T and w˜ will be close to w¯1. Hence, xi → x j . From
Lemma 3, y∗ in Theorem 4 satisfies −ϵ ≤ y∗j − z¯ ≤ ϵ . If ϵ → 0, we
have γ → 0 and ∑qj=1[(y∗j − z¯)(y∗j + z¯ − 2w˜ j )] → 0. Further, we get
δ → 0. According to Theorem 4, z˜ has to be very close to z¯1. As
a result, given two highly correlated objects xi and x j such that
xi → x j , we have z∗i → z∗j . z∗ thus has grouping effect. □
3.5 Clustering Procedure
Given a set of objects X = {x1, ...,xn }, we solve Eq. 12 for each
object and construct an optimal solution for the coefficient matrix
Z ∗ = [z∗1, ...,z∗n ]. To prevent self-representation, when we deter-
mine z∗i using Eq. 12, we remove the i-th column vector fromX . We
note that Z ∗ may be asymmetric and contain negative values. To
fix, CAST computes a new matrix Zˇ = (|Z ∗ | + |(Z ∗)T |)/2 as in [22].
It is easy to prove that |Z ∗ |, |(Z ∗)T | and thus Zˇ all have grouping
effect. Moreover, since the trace Lasso automatically self-adjusts to
either the ℓ1- or the ℓ2- norm, Z ∗ enhances sparsity for objects of
different clusters. (We will further illustrate this sparsity effect in
the next section.) The matrix Zˇ is then fed to the pipeline of a stan-
dard spectral clustering method (e.g., NCuts) in place of the original
similarity matrix S . Algorithm 3 in Appendix outlines CAST.
4 EXPERIMENT
In this section, we conduct extensive experiments to evaluate the
performance of CAST. We compare CAST with 10 other clustering
methods on a wide range of datasets w.r.t. three popular measures,
namely, purity, adjusted mutual information (AMI), and rand index
(RI). These measures evaluate the clustering quality with values in
the range from 0 to 1. A larger value indicates a better clustering
quality. For details of the three measures, see [20, 31]. We include
the experiment settings in the Appendix.
4.1 Algorithms for comparison
We group the algorithms into the following four categories.
• (Standard spectral clusteringmethods):NCuts andNJW are
two standard methods. They differ in the way they normalize
the graph Laplacian, D − S , where D is a diagonal matrix with
Dii =
∑n
j=1 Si j . NCuts uses the random-walk-based normaliza-
tion D−1(D − S) while NJW employs the symmetric normalization
D− 12 (D − S)D− 12 .
• (Power iteration (PI)-basedmethods):PIC,PIC-k ,DPIC, and
DPIE apply PI to generate pseudo-eigenvectors as a replacement
of eigenvectors. They were described in Section 2.
• (Multi-scale-data-oriented methods): ZP and FUSE are two
methods that are specifically designed to handle multi-scale data.
They were discussed in Section 2. Note that ZP automatically esti-
mates the number of clusters. For a fair comparison, we modify ZP
so that it returns k (the number of true) clusters.
• (Matrix-reconstruction methods): This group includes ROSC
and CAST. We also consider a version of ROSC that regularizes the
Z matrix using the ℓ1-norm instead of the Frobenius norm. (That is,
we replace Eq. 2 by Eq. 3 and solve the optimization problem using
Alg. 1.) We call the method ROSC with Sparse Matrix, or ROSC-S.
4.2 Performance results
[Synthetic datasets]We first use two synthetic datasets to illus-
trate the characteristics of the 11 methods. Both datasets consist
of clusters with various densities and sizes. Fig. 3(a) shows Syn1,
in which a sparse rectangular cluster (magenta) is sandwiched be-
tween a small dense circular cluster (yellow) and a large dense
rectangular one (navy blue). The second dataset Syn2 is illustrated
in Fig. 4(a), in which two dense square clusters are very close to
a sparse half-ring cluster (red). In both datasets, an object in an
elongated cluster can be closer to an object of another cluster than
to an object that is at a far end of the same cluster. This is purposely
done to make clustering very difficult and so that we can visually
compare the matrix-reconstruction methods.
Tables 1 and 2 show the clustering performance of the methods
for the datasets Syn1 and Syn2, respectively. From the tables, we see
that matrix-reconstruction methods generally perform very well.
For Syn1 (Table 1), w.r.t. Purity measure, ROSC, ROSC-S and CAST
either perform better or comparably with the other methods. For
measures AMI and RI, the matrix-reconstruction methods outper-
form others. For Syn2 (Table 2), CAST and ROSC outperform others
by wide margins w.r.t. all three measures. ROSC-S has either better
or comparable performance with other non-matrix-reconstruction
methods. Moreover, CAST achieves the best performance over all
three measures on both Syn1 and Syn2.
We visually compare the performance of thematrix-reconstruction
methods for Syn1 in Fig. 3. Recall that ROSC-S uses the ℓ1-norm
to regularize the coefficient matrix. This promotes sparsity. How-
ever, as shown in Fig. 3(b), the sparse magenta cluster is incorrectly
chipped off on the right side. In contrast, ROSC, which uses the
Frobenius norm and promotes object correlation, is connecting
objects aggressively. This causes some clusters to overspread into
close neighboring clusters (see the regions enclosed in red boxes
in Fig. 3(c)). From Fig. 3(d), we see that CAST rectifies the two
problems by striking a balance between object connectivity and
sparsity using the trace Lasso regularizer. This explains CAST being
the best method for Syn1. Figs. 4(b), (c), (d) visually compare the
three methods for Syn2. Again, ROSC-S promotes sparsity, and
for Syn2, it inadvertently segments the half-ring cluster into three
parts. ROSC, which promotes object correlation, recovers more
objects of the half-ring cluster, but the half-ring is still split into
three segments. For Syn2, CAST avoids the merging of objects on
the right side of the half-ring cluster with the square cluster. This
shows the adaptability of the trace Lasso regularizer.
Recall that the objective of the matrix-reconstruction methods is
to construct a new matrix in place of the original similarity matrix
S and use the constructed matrix as input to the spectral clustering
pipeline. Figs. 5 and 6 display the constructed matrices (together
with the original similarity matrice S) for Syn1 and Syn2, respec-
tively. Each figure displays values in a matrix by pixel brightness.
Rows and columns in the matrix are reordered by gold-standard
clusters. Readers are advised to view the figures magnified on a
computer screen. Intuitively, each luminous rectangular block cor-
responds to a cluster. Ideally, a figure should have 3 blocks (because
there are 3 clusters in each dataset); each block is brightly lit (show-
ing high intra-cluster correlation); and pixels outside the blocks are
black (showing sparse inter-cluster correlation).
From Figs. 5(a) and 6(a), we see that the original similarity ma-
trices S do not have the desired properties. In particular, pixels in
blocks are sparse making the blocks not very visible. This results
in poor clustering when spectral clustering is applied on S directly.
From Figs. 5(c) and 6(c), we see that by using the Frobenius norm,
ROSC is able to significantly amplify intra-cluster correlations, re-
sulting in brightly-lit blocks. However, inter-cluster correlations
are inadvertently amplified as well, which is particularly striking
in Fig 6(c). On the other hand, ROSC-S, which uses the ℓ1-norm to
promote sparsity, reduces inter-cluster correlation at the expense
of less defined blocks. Finally, Figs. 5(d) and 6(d) show that CAST
strikes a better balance between intra-cluster correlation and inter-
cluster sparsity. This gives better-lit blocks with dimer regions
outside the blocks compared with those of ROSC.
We further study how all 11 methods perform onmulti-scale data
by varying the densities and sizes of some clusters in the synthetic
datasets. We make two changes: (1) increase the density of a cluster
while keeping its size unchanged, and (2) increase the size of a
cluster while maintaining its density unchanged. Here, we show
some representative results. Specifically, we increase the density of
the middle magenta cluster in Syn1 and use ∆d to denote the density
change (e.g., ∆d = 20% means that the density of the cluster is 1.2
times larger than the original one). We change the size of the cluster
by enlarging the length sideways with the height fixed. We use ∆s
to denote the size change (e.g., ∆s = 100% means that the size of the
cluster is doubled). We make similar changes to the half-ring cluster
of Syn2. In particular, we gradually enlarge the size of the cluster
from a half ring (⌣, ∆s = 0%) to a whole ring (⃝, ∆s = 100%). The
clustering results are shown in Fig. 7. From the figure, we see that
CAST gives the best and themost stable performances among all the
methods over all the test cases. This shows that a similarity matrix
with intra-cluster correlation and inter-cluster sparsity contributes
positively to the clustering of multi-scale data. In contrast, ROSC-S,
which constructs a sparse matrix but reduces connections between
highly correlated objects, and ROSC, which computes a matrix with
grouping effect but amplifies the inter-cluster correlations, are thus
much less robust.
[Real datasets] We further compare the methods using 5 real
datasets. They are:COIL20 (images), glass (UCI repository),MNIST0127
(hand-written digit images), isolet_5class (speech, UCI repository),
and Yale_5class (facial images). Some statistics of these datasets
are given in the Appendix.
Tables 3, 4 and 5 show the performance results. Since we evaluate
the methods on 5 datasets w.r.t. 3 measures, there are in total 15
“contests”. Each row in the tables corresponds to one contest. We
highlight the winner’s score of each contest in bold. We also give
the ranking of CAST in each contest next to its score. From the
tables, we make the following observations:
•Matrix-reconstruction methods (ROSC, ROSC-S and CAST) win
in all but one contest (AMI-glass). In this case, CAST’s score (0.3390)
is very close to that of the winner NJW (0.3469). This shows that
matrix-reconstruction methods are superior in dealing with multi-
scale data. Compared with other competitors, these methods derive
new matrices that can more effectively capture object correlations,
Measure NJW NCuts PIC PIC-k DPIC DPIE ZP FUSE ROSC-S ROSC CAST
Purity 0.8000 0.8000 0.7229 0.7220 0.6085 0.7564 0.8000 0.7607 0.7786 0.7826 0.8122
AMI 0.4213 0.4216 0.4092 0.4221 0.1406 0.4523 0.4217 0.4691 0.5060 0.4874 0.5430
RI 0.6953 0.6956 0.6474 0.6586 0.5421 0.6605 0.6958 0.6898 0.7070 0.7021 0.7438
Table 1: Purity, AMI, and RI scores of methods for dataset Syn1
Measure NJW NCuts PIC PIC-k DPIC DPIE ZP FUSE ROSC-S ROSC CAST
Purity 0.6923 0.6917 0.6741 0.6648 0.5556 0.5971 0.6917 0.7298 0.7257 0.7797 0.8188
AMI 0.4472 0.4468 0.4361 0.4158 0.2202 0.1485 0.4468 0.4856 0.4859 0.5611 0.6340
RI 0.6635 0.6632 0.6470 0.6354 0.5139 0.4637 0.6632 0.6976 0.6888 0.7397 0.7683
Table 2: Purity, AMI, and RI scores of methods for dataset Syn2
(a) SYN1 (b) ROSC-S (c) ROSC (d) CAST
Figure 3: Clustering results for Syn1
(a) SYN2 (b) ROSC-S (c) ROSC (d) CAST
Figure 4: Clustering results for Syn2
which explains their excellent performance. For example, all the
three methods significantly outperform the rests for COIL20.
• ROSC and ROSC-S each win in 5 and 6 contests, respectively.
We also observe that there are quite a few cases in which their
performances differ significantly. For example, ROSC-S beats ROSC
0.8038 to 0.7518 in AMI-isolet_5class, while ROSC outperforms
ROSC-S 0.5822 to 0.5497 in Purity-glass. This is because ROSC lacks
sparsity for inter-cluster connections while ROSC-S loses grouping
effect for highly correlated objects. The results thus show that the
relative performance of ROSC-S and ROSC varies across datasets.
They are thus relatively unstable in their performance.
• CAST provides a more stable performance across the datasets
compared with ROSC and ROSC-S. First, CAST wins in 9 contests
and ranks 2nd in 5 others. For the case that CAST is not top-2 (e.g.,
AMI-glass), it is the best algorithm among thematrix-reconstruction
methods. With regularization using the trace Lasso, CAST takes
advantage of both grouping effect and sparsity. It is thus more
robust when applied to multi-scale data of different characteristics.
We end this section with a parameter analysis. CAST uses two
parameters α1 and α2 to control the trace Lasso regularization term
and the TKNN graph regularization term, respectively. We fix one
parameter and vary the other. Fig. 8 shows the parameter analysis
on the datasets isolet_5class and Yale_5class. From the figure, we
see that CAST gives very stable performance over a wide range of
parameter values.
5 CONCLUSIONS
In this paper, we studied the performance of spectral clustering on
data with various sizes and densities. We reviewed existing spectral
methods in handling multi-scale data. In particular, we observed
that the ROSC algorithm constructs a matrix with grouping effect,
but it fails to weaken connections between clusters. We thus pro-
posed the CAST algorithm, which uses trace Lasso to balance the
effect of ℓ1 and ℓ2 regularizations. We mathematically proved that
the matrix Zˇ constructed by CAST has grouping effect. We also
show that the matrix achieves sparsity for uncorrelated objects. We
conducted extensive experiments to evaluate CAST’s performance
and compared CAST against other competitors using both synthetic
(a) S (b) ROSC-S (c) ROSC (d) CAST
Figure 5: Similarity matrix S (a) and constructed matrices by ROSC-S (b), ROSC (c), and CAST (d) for Syn1
(a) S (b) ROSC-S (c) ROSC (d) CAST
Figure 6: Similarity matrix S (a) and constructed matrices by ROSC-S (b), ROSC (c), and CAST (d) for Syn2
Dataset NJW NCuts PIC PIC-k DPIC DPIE ZP FUSE ROSC-S ROSC CAST
COIL20 0.4115 0.3926 0.2801 0.2801 0.2361 0.3496 0.5028 0.4177 0.9500 0.9500 0.9500 (1)
glass 0.5234 0.5187 0.4976 0.5029 0.5245 0.5158 0.5374 0.5390 0.5497 0.5822 0.5785 (2)
MNIST0127 0.5066 0.4970 0.4975 0.4924 0.5898 0.4395 0.5066 0.6436 0.6971 0.6776 0.7146 (1)
isolet_5class 0.8120 0.7967 0.5863 0.5867 0.3033 0.8572 0.7767 0.7825 0.8860 0.8253 0.8671 (2)
Yale_5class 0.5273 0.5091 0.4516 0.4596 0.4000 0.5225 0.5091 0.5458 0.5422 0.5693 0.5753 (1)
Table 3: Purity scores, real datasets
Dataset NJW NCuts PIC PIC-k DPIC DPIE ZP FUSE ROSC-S ROSC CAST
COIL20 0.4718 0.4258 0.2989 0.2781 0.2507 0.3642 0.5702 0.4448 0.9758 0.9758 0.9758 (1)
glass 0.3469 0.3465 0.3162 0.3193 0.2807 0.2683 0.3426 0.2589 0.3245 0.2988 0.3390 (4)
MNIST0127 0.4353 0.4241 0.3623 0.3822 0.3714 0.2059 0.4219 0.4125 0.5243 0.4731 0.5311 (1)
isolet_5class 0.7595 0.7204 0.5280 0.5292 0.0489 0.7481 0.7379 0.6516 0.8038 0.7518 0.7662 (2)
Yale_5class 0.3121 0.3321 0.2357 0.2320 0.1468 0.3305 0.2788 0.3465 0.3218 0.3475 0.3477 (1)
Table 4: AMI scores, real datasets
Dataset NJW NCuts PIC PIC-k DPIC DPIE ZP FUSE ROSC-S ROSC CAST
COIL20 0.7303 0.6245 0.4940 0.4481 0.7737 0.6114 0.8534 0.7424 0.9938 0.9938 0.9938 (1)
glass 0.6890 0.6880 0.6808 0.6851 0.6556 0.6281 0.6949 0.6693 0.6992 0.7117 0.7022 (2)
MNIST0127 0.5683 0.5459 0.5941 0.5887 0.6598 0.4648 0.6018 0.7022 0.7693 0.7533 0.7867 (1)
isolet_5class 0.9058 0.8942 0.7288 0.7296 0.6792 0.9123 0.8993 0.8695 0.9293 0.9026 0.9132 (2)
Yale_5class 0.7626 0.7519 0.6772 0.6843 0.6846 0.7542 0.7600 0.7363 0.7721 0.7817 0.7833 (1)
Table 5: Rand index scores, real datasets
and real datasets. Our experimental results showed that CAST per-
formed very well against its competitors over all the datasets. It is
thus robust when applied to multi-scale data of different properties.
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A EXPERIMENT
A.1 Dataset statistics
We summarize the statistics of datasets used in our experiments in
Table 6.
Dataset #objects #dimensions #clusters
COIL20 1, 440 1, 024 20
glass 214 9 6
MNIST0127 1, 666 784 4
isolet_5class 300 617 5
Yale_5class 55 1024 5
Table 6: Statistics of 5 real datasets
A.2 Experiment settings
For all the datasets, the similarity matrix S is computed based on
Euclidean distance of objects’ attributes. S is also locally scaled as
is done in ZP. All the methods employ k-means as the last step
of the clustering pipeline to return clusters. For this step, we run
k-means 100 times with random starting centroids and the most
frequent cluster assignment is used [20]. For ROSC, ROSC-S and
CAST, we set K = 4 in constructing the TKNN graph as suggested
in [16], and fine tune the parameters by grid search for α1,α2 ∈
{0.001, 0.01, 0.1, 1, 10} to report the best results. For other methods,
parameters are set according to their original papers. For each
method and dataset, we run the experiment 50 times and report
average results. Our codes and datasets are publicly available at
https://github.com/lixiang3776/CAST.
B ALGORITHMS
We give the details of the pseudocodes. Algorithm 1 and 2 introduce
solving Eq. 3 and Eq. 12 by inexact ALM, respectively. Algorithm 3
summarizes CAST.
C PROOF
In this section we prove Theorem 4. We first consider two lemmas.
Lemma 6. Given z ∈ Rn , X ∈ Rd×n , ∥XDiag(z)∥∗ ≤ ∥X ∥F ∥z∥2.
Lemma 7. If ηi ≥ µi ≥ 0, i = 1, ...,n, andC = ∑ni=1(ηi − µi ), then∑n
i=1
√
ηi ≥ ∑ni=1 √µi + C2√max{ηi } .
For proofs of both lemmas, see [23]. Next, we prove Theorem 4.
Let Xˆzˆ = XˆDiag(zˆ). We get
f ([zˆ ; z˜ ]) = 12 ∥x − Xˆ zˆ − X˜ z˜ ∥
2
2 + α1 ∥[Xˆzˆ X˜Diag(z˜ )] ∥∗ +
α2
2 | |[zˆ ; z˜ ] −w | |
2
2 .
Rewrite f ([zˆ; z˜]) = Ω1 + Ω2 + Ω3, where Ω1 = 12 ∥(x − Xˆ zˆ −
x¯01T z˜) + (x¯01T z˜ − X˜ z˜)∥22 , Ω2 = α1∥[Xˆzˆ x¯01TDiag(z˜)] + [0 (X˜ −
x¯01T )Diag(z˜)]∥∗ and Ω3 = α22 | |zˆ −wˆ | |22 + α22 | |(z˜ −w˜)| |22 . Sincey∗ is
the optimal solution to the problem: miny ∥y − w˜ ∥22 , s.t. yT 1 = qz¯,
we have
∥z˜ − w˜ ∥22 ≥ ∥y∗ − w˜ ∥22 − ∥z¯1 − w˜ ∥22 + ∥z¯1 − w˜ ∥22
=
q∑
j=1
[(y∗j − z¯)(y∗j + z¯ − 2w˜ j )] + ∥z¯1 − w˜ ∥22 .
Algorithm 1 Solving Eq. 3 by inexact ALM
Input: X ,W, k , ρ, µmax, ϵ
Output: Z
1: Initialize J , Z , Y , µ
2: while ∥ J − Z + Diag(Z )∥∞ > ϵ do
3: Update J by Eq. 5 with the others fixed
4: Update Z by Eq. 6 with the others fixed
5: Update the multiplier Y = Y + µ(J − Z + Diag(Z ))
6: Update µ = min(ρµ, µmax)
7: end while
8: return Z
Algorithm 2 Solving Eq. 12 by inexact ALM
Input: x , X ,w , k , ρ, µmax, ϵ
Output: z
1: Initialize J , z, e , h, λ1, λ2, Y , µ
2: while ∥e − x + Xz∥∞ > ϵ or ∥h − z + w ∥∞ > ϵ or ∥ J −
XDiag(z)∥∞ > ϵ do
3: Update z by Eq. 14 with other variables fixed
4: Update e by Eq. 15 with other variables fixed
5: Update h by Eq. 16 with other variables fixed
6: Update J by Eq. 18 with other variables fixed
7: Update the multiplier λ1 = λ1 + µ(e − x + Xz)
8: Update the multiplier λ2 = λ2 + µ(h − z +w)
9: Update the multiplier Y = Y + µ(J − XDiag(z))
10: Update µ = min(ρµ, µmax)
11: end while
12: return z
Algorithm 3 CAST
Input: S , k .
Output: C = {C1, ...,Ck }
1: Compute the TKNN graph and the weight matrixW
2: CalculateW = D−1S , where Dii =
∑
j Si j
3: Apply PI onW and generate p pseudo-eigenvectors {vr }pr=1
4: X = {vT1 ;vT2 ; ...;vTp }; X = whiten(X )
5: Normalize each column vector x of X such that xT x = 1
6: for i = 1 to n do
7: Solve Eq. 12 for an object xi by inexact ALM and get z∗i
8: end for
9: Calculate the coefficient matrix Z ∗ = [z∗1, ...,z∗n ]
10: Construct Zˇ = (|Z ∗ | + |(Z ∗)T |)/2
11: Run NCuts on Zˇ to obtain clusters C = {Cr }kr=1
12: return C = {C1, ...,Ck }
Let Ω4 =
∑q
j=1[(y∗j − z¯)(y∗j + z¯ − 2w˜ j )]. Since ∥y∗ − w˜ ∥22 is the
minimum value, we have Ω4 ≤ 0 and ∥z˜ − w˜ ∥22 ≥ ∥z¯1 − w˜ ∥22 + Ω4.
We derive lower bounds for Ω1, Ω2 and Ω3:
Ω1 ≥ 12 ∥x − Xˆ zˆ − x¯0(1
T z˜ ) ∥22 − ∥x − Xˆ zˆ − x¯0(1T z˜ ) ∥2 ∥(x¯01T − X˜ )z˜ ∥2
≥ 12 ∥x − Xˆ zˆ − x¯0(1
T z˜ ) ∥22 − ∥x − Xˆ zˆ − x¯0(1T z˜ ) ∥2 ∥x¯01T − X˜ ∥2 ∥z˜ ∥2
(19)
Based on Lemma 6,
Ω2 ≥ α1∥[Xˆzˆ x¯01TDiag(z˜)]∥∗ − α1∥(X˜ − x¯01T )Diag(z˜)∥∗
≥ α1∥[Xˆzˆ x¯0z˜T ]∥∗ − α1∥z˜∥2∥X˜ − x¯01T ∥F ,
(20)
Ω3 ≥ α22 | |[zˆ; z¯1] −w | |
2
2 +
α2
2 Ω4 (21)
Combining Eqs. 19-21, we have,
f ([zˆ; z˜]) ≥ 12 ∥x − Xˆ zˆ − X˜ (z¯1)∥
2
2 − (α1 + ∥x − Xˆ zˆ − X˜ (z¯1)∥2)∥z˜∥2ϵ
+ α1∥[Xˆzˆ x¯0z˜T ]∥∗ +
α2
2 | |[zˆ; z¯1] −w | |
2
2 +
α2
2 Ω4
Let Ω5 = 12 ∥x − Xˆ zˆ − X˜ (z¯1)∥22 − (α1 + ∥x − Xˆ zˆ − X˜ (z¯1)∥2)∥z˜∥2ϵ and
Ω6 =
α2
2 | |[zˆ; z¯1] −w | |22 + α22 Ω4, we have,
f ([zˆ; z˜]) ≥ Ω5 + α1∥[Xˆzˆ x¯0z˜T ]∥∗ + Ω6. (22)
Let Y = Xˆzˆ XˆTzˆ and λi (M) denote the i-th largest eigenvalue of a
matrixM . We have,
d∑
i=1
λi (Y + ∥z˜ ∥22 x¯0x¯T0 ) = tr (Y + ∥z˜ ∥22 x¯0x¯T0 )
= tr (Y + ∥z¯1∥22 x¯0x¯T0 ) + tr (( ∥z˜ ∥22 − ∥z¯1∥22 )x¯0x¯T0 )
=
d∑
i=1
λi (Y + ∥z¯1∥22 x¯0x¯T0 ) + ( ∥z˜ ∥22 − ∥z¯1∥22 ) ∥x¯0 ∥22
(23)
Since 1T z˜ = qz¯, we get ∥z˜∥22 ≥ ∥z¯1∥22 and λi (Y + ∥z˜∥22x¯0x¯T0 ) ≥
λi (Y + ∥z¯1∥22x¯0x¯T0 ) ≥ 0. Moreover, ∥z˜∥22 − ∥z¯1∥22 = ∥z˜− z¯1∥22 . Based
on Eq. 23 and Lemma 7, we get
∥[Xˆzˆ x¯0z˜T ]∥∗ =
d∑
i=1
√
λi (Y + ∥z˜∥22x¯0x¯T0 )
≥
d∑
i=1
√
λi (Y + ∥z¯1∥22x¯0x¯T0 ) +
∥z˜ − z¯1∥22 ∥x¯0∥22
2
√
λ1(Y + ∥z˜∥22x¯0x¯T0 )
≥ ∥[Xˆzˆ z¯x¯01T ]∥∗ +
∥x¯0∥22
2∥[Xˆzˆ x¯0z˜T ]∥2
δ2
(24)
Moreover,
∥[Xˆzˆ z¯x¯01T ]∥∗ = ∥[Xˆzˆ X˜Diag(z¯1)] + [0 (z¯x¯01T − X˜Diag(z¯1))]∥∗
≥ ∥[Xˆzˆ X˜Diag(z¯1)]∥∗ − |z¯ |∥x¯01T − X˜ ∥∗
≥ ∥[Xˆzˆ X˜Diag(z¯1)]∥∗ − |z¯ |ϵ .
(25)
Substituting Eq. 24 and 25 into Eq. 22, we have
f ([zˆ ; z˜ ]) ≥ Ω5 + α1( ∥[Xˆzˆ X˜Diag(z¯1)] ∥∗ − |z¯ |ϵ +
∥x¯0 ∥22
2∥[Xˆzˆ x¯0z˜T ] ∥2
δ 2) + Ω6
= f ([zˆ ; z¯1]) + ( α1 ∥x¯0 ∥
2
2
2∥[Xˆzˆ x¯0z˜T ] ∥2
)δ 2 + α22 Ω4 − Ω7
(26)
where Ω7 = ((α1 + ∥x − Xˆ zˆ − X˜ (z¯1)∥2)∥z˜∥2 +α1 |z¯ |)ϵ . From Eq. 26,
we see that if ∥z˜ − z¯1∥2 > δ , f ([zˆ; z˜]) > f ([zˆ; z¯1]), where
δ =
√
(2Ω7 − α2Ω4)(∥[Xˆzˆ x¯0z˜T ]∥2)
α1∥x¯0∥22
.
