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MIXED TYPE MULTIPLE ORTHOGONAL POLYNOMIALS FOR TWO
NIKISHIN SYSTEMS
U. FIDALGO PRIETO, A. LO´PEZ GARCI´A, G. LO´PEZ LAGOMASINO, AND V. N. SOROKIN
Abstract. We study the logarithmic and ratio asymptotic of linear forms constructed from
a Nikishin system which satisfy orthogonality conditions with respect to a system of measures
generated from another Nikishin system. This construction combines type I and type II multiple
orthogonal polynomials. The logarithmic asymptotic of the linear forms is expressed in terms
of the extremal solution of an associated vector valued equilibrium problem for the logarithmic
potential. The ratio asymptotic is described by means of a conformal representation of an
appropriate Riemann surface of genus zero onto the extended complex plane.
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1. Introduction
Let s be a finite positive Borel measure supported on a compact subset supp(s) of the real
line, and (w10 , . . . , w
1
m1), (w
2
0 , . . . , w
2
m2) be two systems of continuous functions on supp(s). Fix
n1 = (n1,0, n1,1, . . . , n1,m1) ∈ Zm1+1+ and n2 = (n2,0, n2,1, . . . , n2,m2) ∈ Zm2+1+ . Set |n1| =
n1,0 + n1,1 + · · · + n1,m1 , |n2| = n2,0 + · · · + n2,m2 , and n = (n1;n2). In the sequel, we suppose
that |n2|+ 1 = |n1|.
Let |n1| ≥ 1. It is easy to see that there exist polynomials an,0, an,1, . . . , an,m1 such that:
i) deg(an,j) ≤ n1,j − 1, j = 0, . . . , m1, not all identically equal to zero.
ii) For k = 0, . . . ,m2∫
xν
m1∑
j=0
an,j(x)w
1
j (x)w
2
k(x)ds(x) = 0, ν = 0, . . . , n2,k − 1.
(deg(an,j) ≤ −1 means that an,j ≡ 0.)
When m2 = 0 the polynomials (an,0, . . . , an,m1) are called type I multiple orthogonal polyno-
mials. If m1 = 0, an,0 is called a type II multiple orthogonal polynomial. The case m1 = m2 = 0
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reduces to the usual definition of orthogonal polynomial. When m1,m2 ≥ 1 these multiple orthog-
onal polynomials are called of mixed type.
Multiple orthogonal polynomials appear in problems connected with the algebraic independence
of functions and numbers (type I) and in questions related with simultaneous rational approxima-
tion (type II). Those of type II are formed by polynomials which share orthogonality conditions
with a system of measures which may be written in the form of orthogonality relations with respect
to a family of generalized polynomials (that in the sequel we call linear forms). In type I, the linear
forms are defined through full orthogonality relations with respect to a single measure. Mixed type
multiple orthogonal polynomials occur in stochastic models connected with random matrices and
non intersecting random paths, see [6]. Mixed type multiple orthogonal polynomials as presented
above were considered in [24] and their algebraic properties studied in [26].
We will restrict our attention to mixed type multiple orthogonal polynomials in which the
linear forms are generated by two (not necessarily distinct) Nikishin systems of measures. Nikishin
systems of measures were introduced in [18]. Before going into details let us mention some papers
which constitute our starting point.
E. M. Nikishin studied the asymptotic behavior of the linear forms generated by a Nikishin
system of measures in [19] (see also [15] and the last section in [20]). He described the logarithmic
asymptotic of type I multiple orthogonal polynomials in terms of the solution of a vector equilibrium
problem for the logarithmic potential. Later, Gonchar-Rakhmanov-Sorokin studied in [11] the rate
of convergence of Hermite-Pade´ approximation of generalized Nikishin systems of functions and the
logarithmic asymptotic of their associated type II multiple orthogonal polynomials. The solution is
also characterized by a similar vector equilibrium problem. In [25], V. N. Sorokin defines mixed type
multiple orthogonal polynomials for two Nikishin systems and gives their logarithmic asymptotic.
Let s be a finite positive Borel measure supported on a bounded interval ∆ of the real line R
such that s′ > 0 almost everywhere on ∆ and let {Qn}, n ∈ Z+, be the corresponding sequence
of monic orthogonal polynomials; that is, with leading coefficients equal to one. In a series of two
papers (see [21] and [22]), E. A. Rakhmanov proved that under these conditions
(1) lim
n∈Z+
Qn+1(z)
Qn(z)
=
ϕ(z)
ϕ′(∞) , K ⊂ C \∆
(uniformly on each compact subset of C \ ∆), where ϕ(z) denotes the conformal representation
of C \ ∆ onto {w : |w| > 1} such that ϕ(∞) = ∞ and ϕ′(∞) > 0. This result attracted great
attention because of its theoretical interest within the general theory of orthogonal polynomials
and its applications to the theory of rational approximation of analytic functions. Simplified proofs
of Rakhmanov’s theorem may be found in [23] and [16].
This result has been extended in several directions. Orthogonal polynomials with respect to
varying measures (depending on the degree of the polynomial) arise in the study of multipoint Pade´
approximation of Markov functions. In this context, in [12] and [13], an analogue of Rakhmanov’s
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theorem for such sequences of orthogonal polynomials was proved. Recently, S. A. Denisov [7]
(see also [17]) extended Rakhmanov’s result to the case when supp(s) = ∆˜ ∪ e ⊂ R, where ∆˜ is a
bounded interval, e is a set without accumulation points in R \ ∆˜, and s′ > 0 a.e. on ∆˜. A version
for orthogonal polynomials with respect to varying Denisov type measures was given in [2].
For multiple orthogonal polynomials associated with Nikishin systems of measures an analogue
of Rakhmanov’s theorem was proved in [1] and extended in [14] to the case when the measures in
the Nikishin system are as those considered by Denisov.
Let us define the notion of Nikishin system of measures. Let σα, σβ be two measures with con-
stant sign supported on R and let ∆α, ∆β denote the smallest intervals containing their supports,
supp(σα) and supp(σβ), respectively. We write Co(supp(σα)) = ∆α. Assume that ∆α ∩∆β = ∅
and define
〈σα, σβ〉(x) :=
∫
dσβ(t)
x− t dσα(x) = σ̂β(x)dσα(x).
Therefore, 〈σα, σβ〉 is a measure with constant sign and support equal to that of σα.
For a system of intervals ∆0, . . . , ∆m contained in R satisfying ∆j ∩∆j+1 = ∅, j = 0, . . . , m−1,
and finite Borel measures σ0, . . . , σm with constant sign in Co(supp(σj)) = ∆j , such that each one
has infinitely many points in its support, we define recursively
〈σ0, σ1, . . . , σj〉 = 〈σ0, 〈σ1, . . . , σj〉〉, j = 1, . . . , m.
We say that (s0, . . . , sm) = N (σ0, . . . , σm), where
s0 = 〈σ0〉 = σ0, s1 = 〈σ0, σ1〉, . . . , sm = 〈σ0, . . . , σm〉
is the Nikishin system of measures generated by (σ0, . . . , σm). In the sequel, when referring to a
Nikishin system the condition ∆j ∩∆j+1 = ∅, j = 0, . . . ,m− 1, is always assumed to hold. Notice
that all the measures in a Nikishin system have the same support, namely supp(σ0). We will
denote (sj,j = σj)
sj,k = 〈σj , . . . , σk〉, 0 ≤ j ≤ k ≤ m.
Take two systems S1 = (s10, . . . , s
1
m1) = N (σ10 , . . . , σ1m1), S2 = (s20, . . . , s2m2) = N (σ20 , . . . , σ2m2)
generated by m1+1 and m2+1 measures, respectively. The two systems need not coincide, but we
will assume that σ10 = σ
2
0 ; that is, both systems stem from the same basis measure. The smallest
interval containing supp(σij) will be denoted Co(supp(σ
i
j)) = ∆
i
j .
Fix n1 = (n1,0, n1,1, . . . , n1,m1) ∈ Zm1+1+ and n2 = (n2,0, n2,1, . . . , n2,m2) ∈ Zm2+1+ . Set |n1| =
n1,0 + n1,1 + · · · + n1,m1 , |n2| = n2,0 + · · · + n2,m2 , and n = (n1;n2). In the sequel, we suppose
that |n2|+ 1 = |n1|.
Let |n1| ≥ 1. The system of polynomials an,0, an,1, . . . , an,m1 satisfying:
i’) deg(an,j) ≤ n1,j − 1, j = 0, . . . , m1, not all identically equal to zero.
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ii’) For k = 0, . . . ,m2
(2)
∫
xν
an,0(x) + m1∑
j=1
an,j(x)ŝ
1
1,j(x)
 ds20,k(x) = 0, ν = 0, . . . , n2,k − 1,
(deg(an,j) ≤ −1 means that an,j ≡ 0) is called a system of mixed type multiple orthogonal
polynomials relative to the multi-index n = (n1;n2) and the pair (S
1, S2) of Nikishin systems.
This concept was first introduced in [25].
Finding an,0, . . . , an,m1 reduces to solving a homogeneous linear system of |n2| equations on |n1|
unknowns. Since |n2| = |n1| − 1 a non-trivial solution is guaranteed.
A multi-index n = (n1;n2) is said to be normal if every solution to i’)-ii’) satisfies deg an,j =
n1,j−1, j = 0, . . . ,m. If n is normal, it is easy to verify that the vector (an,0, . . . , an,m1) is uniquely
determined except for a constant factor, and in that case we normalize it to be “monic” meaning
by this that its last entry different from zero has leading coefficient equal to 1. Set
Z
m1+1
+ (•) = {n1 ∈ Zm1+1+ : n1,0 ≥ · · · ≥ n1,m1}.
In Proposition 1, we prove that all n = (n1;n2) ∈ Zm1+1+ (•) × Zm2+1+ (•) are normal. For the
sequences of multi-indices we shall consider, for almost all n we will have that n1,m1 ≥ 1 and a
“monic” (an,0, an,1, . . . , an,m1) will have an,m1 monic.
Theorem 1 gives the rate of convergence of the |n1|-th root of the linear forms
An,0(z) = an,0(z) +
m1∑
k=1
an,k(z)ŝ
1
1,k(z),
under mild conditions on the sequence of multi-indices and the measures generating both Nikishin
systems. A measure σ is said to be regular if
lim
n→∞
κ1/nn = 1/cap(supp(σ)),
where cap(·) denotes the logarithmic capacity of the Borel set (·) and κn denotes the leading
coefficient of the nth orthonormal polynomial with respect to σ. For different equivalent forms of
defining regular measures see sections 3.1 to 3.3 in [28] (in particular Theorem 3.1.1). For short,
we write (S1, S2) ∈ Reg to mean that all the measures which generate both Nikishin systems are
regular and their supports are regular compact sets. Recall that a compact set is regular when the
Green’s function with singularity at∞ of the unbounded connected component of the complement
of the compact set can be extended continuously to all C. Before stating Theorem 1, we need to
introduce some notation and results from potential theory.
Let Ek, k = −m2, . . . ,m1, be (not necessarily distinct) compact subsets of the real line and
C = (cj,k),−m2 ≤ j, k ≤ m1, a real, positive definite, symmetric matrix of order m1 +m2 + 1. C
will be called the interaction matrix. By M(Ek) we denote the class of all finite, positive, Borel
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measures with compact support consisting of an infinite set of points contained in Ek andM1(Ek)
is the subclass of probability measures of M(Ek). Set
M1 =M1(E−m2)× · · · ×M1(Em1) .
Given a vector measure µ = (µ−m2 , . . . , µm1) ∈ M1 and j = −m2, . . . ,m1, we define the
combined potential
(3) Wµj (x) =
m1∑
k=−m2
cj,kV
µk(x) ,
where
V µk(x) =
∫
log
1
|x− t| dµk(t) ,
denotes the standard logarithmic potential of µk. We denote
ωµj = inf{Wµj (x) : x ∈ Ej} , j = −m2, . . . ,m1 .
In Chapter 5 of [20] the authors prove (we state the result in a form convenient for our purpose).
Lemma 1. Assume that the compact sets Ek, k = −m2, . . . ,m1, are regular with respect to the
Dirichlet problem. Let C be a real, positive definite, symmetric matrix of order m1 +m2 + 1. If
there exists µ = (µ−m2 , . . . , µm1) ∈M1 such that for each j = −m2, . . . ,m1
Wµj (x) = ω
µ
j , x ∈ supp(µj) ,
then µ is unique. Moreover, if cj,k ≥ 0 when Ej ∩ Ek 6= ∅, then µ exists.
For details on how this lemma is derived from [20, Chapter 5] see [3, Section 4]. The vector
measure µ ∈ M1 is called the equilibrium solution for the vector potential problem determined by
the interaction matrix C on the system of compact sets Ej , j = −m2, . . . ,m1 .
Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•) × Zm2+1+ (•) be an infinite sequence of
distinct multi-indices such that
lim
n∈Λ
n1,j
|n1| = p1,j ∈ (0, 1), j = 0, . . . ,m1, limn∈Λ
n2,j
|n1| = p2,j ∈ (0, 1), j = 0, . . . ,m2.
Obviously, p1,0 ≥ · · · ≥ p1,m1 , p2,0 ≥ · · · ≥ p2,m2 , and
∑m1
j=0 p1,j =
∑m2
j=0 p2,j = 1. Set
Pj =
m1∑
k=j
p1,k, j = 0, . . . ,m1, P−j =
m2∑
k=j
p2,k, j = 0, . . . ,m2.
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Let us define the interaction matrix C which is relevant for the rest of the paper. Take the
tri-diagonal matrix
(4) C =

P 2−m2 −
P−m2P−m2+1
2 0 · · · 0
−P−m2P−m2+12 P 2−m2+1 −
P−m2+1P−m2+2
2 · · · 0
0 −P−m2+1P−m2+22 P 2−m2+2 · · · 0
...
...
...
. . .
...
0 0 0 · · · P 2m1

.
This matrix satisfies all the assumptions of Lemma 1 on the compact sets Ej = supp(σ
1
j ), j =
0, 1, . . . ,m1, Ej = supp(σ
2
−j), j = 0,−1, . . . ,−m2, including cj,k ≥ 0 when Ej ∩Ek 6= ∅ (recall that
σ10 = σ
2
0), and it is positive definite because the principal section Cr, r = 1, . . . ,m1 +m2 + 1, of C
satisfies
det(Cr) = P 2−m2 · · ·P 2−m2+r−1 det

1 − 12 0 · · · 0 0
− 12 1 − 12 · · · 0 0
0 − 12 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 − 12
0 0 0 · · · − 12 1

r×r
> 0.
Let µ(C) be the equilibrium solution for the corresponding vector potential problem. We have
Theorem 1. Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•) × Zm2+1+ (•), (S1, S2) ∈ Reg,
S1 = N (σ10 , . . . , σ1m1), and S2 = N (σ20 , . . . , σ2m2) be given. Then
(5) lim
n∈Λ
|An,0(z)|1/|n1| = G0(z), K ⊂ C \ (∆10 ∪∆11),
uniformly on each compact subset K ⊂ C \ (∆10 ∪∆11), where
G0(z) = exp
(
P1V
µ1(z)− V µ0(z)− 2
m1∑
k=1
ωµk
Pk
)
.
µ = µ(C) = (µ−m2 , . . . , µm1) is the equilibrium vector measure and (ωµ−m2 , . . . , ωµm1) is the system
of equilibrium constants for the vector potential problem determined by the interaction matrix C
defined in (4) on the system of compact sets Ej = supp(σ
1
j ), j = 0, . . . ,m1, Ej = supp(σ
2
−j), j =
−m2, . . . , 0.
Throughout the paper, the notation
lim
n∈Λ
gn(z) = g(z), K ⊂ Ω,
stands for uniform convergence of the sequence {gn}, n ∈ Λ, to g on each compact subset K
contained in the indicated region (in this case Ω).
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For the next result, we assume that supp(σij) = ∆˜
i
j ∪eij , i = 1, 2, where ∆˜ij is a bounded interval
of the real line, |(σij)′| > 0 a.e. on ∆˜ij , and eij is at most a denumerable set without accumulation
points in R \ ∆˜ij . We denote this writing S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2). Fix a
vector l := (l1; l2) where 0 ≤ l1 ≤ m1 and 0 ≤ l2 ≤ m2. We define the multi-index nl :=
(n1 + e
l1 ;n2 + e
l2) = (nl11 ;n
l2
2 ), where e
li denotes the unit vector of length mi + 1 with all
components equal to zero except the component (li+1) which equals 1. It is always assumed that
both n and nl belong to Zm1+1+ (•)× Zm2+1+ (•).
Theorem 2. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2), and Λ ⊂ Zm1+1+ (•)× Zm2+1+ (•) is
an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞, sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞.
Assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ we have
that nl = (nl11 ;n
l2
2 ) ∈ Zm1+1+ (•)× Zm2+1+ (•). Then
(6) lim
n∈Λ
Anl,0(z)
An,0(z) = A
(l)
0 (z), K ⊂ C \ (supp(σ10) ∪ supp(σ11)) ,
where A(l)0 (z) is a one to one analytic function in C \ (∆˜10 ∪ ∆˜11).
An expression for A(l)0 (z) will be given in Theorem 7. The answer depends of the conformal
representation of an associated Riemann surface with m1 +m2 +2 sheets and genus zero onto the
extended complex plane. The previous result is already new when m2 = 0 and m1 ≥ 2.
Besides normality, in Section 2 we obtain the orthogonality relations satisfied by the linear forms
involved in the construction. Section 4 is devoted to the study of the asymptotic distribution of
zeros of a system of linear forms associated with An,0 that allows to prove Theorem 5 in Section 5 of
which Theorem 1 is a corollary. Theorem 5 was first stated in [24] under the stronger assumptions
S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2), and supp(σij) = ∆˜ij , i = 1, 2; and the proof was only
carried out for m1 = m2 = 1.
In Section 3 we study the interlacing properties of the zeros of the linear forms which is needed
for the proof of Theorem 7 in Section 6 from which Theorem 2 follows. Section 7 contains a Markov
type theorem for mixed type Hermite-Pade´ approximation and some reinterpretation of the theory
developed in the context of systems of bi-orthogonal linear forms.
2. Normality and orthogonality relations
Recall that
sj,k = 〈σj , . . . , σk〉, 0 ≤ j ≤ k ≤ m, sj,j = σj .
We denote (ŝ1j+1,j(z) ≡ 1,An,m1 ≡ an,m1)
An,j(z) :=
m1∑
k=j
an,k(z)ŝ
1
j+1,k(z), j = 0, . . . , m1.
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In [18], E. M. Nikishin introduced the following definition.
Definition 1. A set of real continuous functions u0(x), . . . , um1(x) defined on an interval ∆, is
called an AT-system for n1 = (n1,0, . . . , n1,m1) ∈ Zm1+1+ , if for any polynomials h0 . . . , hm1 such
that deg(hi) ≤ n1,i − 1, i = 0, . . . ,m1, not simultaneously identically equal to zero, the function
h0(x)u0(x) + · · ·+ hm1(x)um1(x),
has at most |n1| − 1 zeros on ∆ (deg(hj) ≤ −1 means that hj ≡ 0).
Let Zm1+1+ (∗) be the set of multi-indices given by
Z
m1+1
+ (∗) = {n1 ∈ Zm1+1+ : 6 ∃ i < k < j such that ni < nj < nk}.
In connection with AT-systems, in [8] U. Fidalgo and G. Lo´pez proved
Lemma 2. Let n1 ∈ Zm1+1+ (∗) and (s1, . . . , sm1) = N (σ1, . . . , σm1), then the system of functions
(1, ŝ1, . . . , ŝm1) defines an AT-system with respect to n1 = (n1,0, . . . , n1,m1) on any interval disjoint
from Co(supp(σ1)).
For each j = 0, . . . ,m1 − 1, we have that (s1j+1,j+1, . . . , s1j+1,m1) = N (σ1j+1, . . . , σ1m1). Using
Lemma 2 it follows that for n1 ∈ Zm1+1+ (•) ⊂ Zm1+1+ (∗) the linear form An,j cannot have more
that N1,j − 1 zeros on any interval disjoint from ∆1j+1, where
N1,j = N1,j(n) = n1,j + · · ·+ n1,m1 .
Obviously, the same is true for the polynomial An,m1 ≡ an,m1 . Below, we also use the previous
lemma for linear forms generated by the second Nikishin system.
Notice that ds20,k(x) = ŝ
2
1,k(x)dσ
2
0(x). On the other hand, we can replace x
ν by any polynomial
of degree ≤ n2,k − 1 inside the integral in (2). Set
Bn2(z) =
m2∑
k=0
bn2,k(z)ŝ
2
1,k(z), deg bn2,k ≤ n2,k − 1, k = 0, . . . ,m2.
(ŝ21,0(z) ≡ 1). Then (2) is equivalent to
(7)
∫
Bn2(x)An,0(x)dσ20(x) = 0,
for all Bn2 as indicated.
Suppose that An,0 has at most N < |n1| − 1 = |n2| sign changes on the interval ∆20. Choose
polynomials bn2,k conveniently so that Bn2 changes sign exactly at those points where An,0 changes
sign on ∆20 and has a zero of order |n2| − 1 − N at one of the extreme points of ∆10 = ∆20. By
Lemma 2, the linear form Bn2 has on ∆20 at most |n2| − 1 zeros, thus it can only have those zeros
which we have assigned to it. The continuous function Bn2An,0 has constant sign on ∆20. This
contradicts (7).
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We have proved that An,0 has |n1| − 1 zeros with odd multiplicity in the interior of ∆20 = ∆10.
In connection with intervals of the real line, the interior refers to the Euclidean topology of R. In
short, we shall see that An,0 has no other zeros in C \ ∆11 and that they are all simple. Before
proving this, let us turn to the question of normality.
Proposition 1. Let n ∈ Zm1+1+ (•)×Zm2+1+ (•), S1 = N (σ10 , . . . , σ1m1), and S2 = N (σ20 , . . . , σ2m2),
be given. Then, n is normal and (an,0, . . . , an,m1) is uniquely determined except for a constant
factor.
Proof. Assume that there exists j ∈ {0, . . . ,m1} such that deg an,j ≤ n1,j − 2. Then n1 − ej ∈
Z
m1+1
+ (∗), where ej denotes the m1+1 dimensional unit vector with all components equal to zero
except the component j + 1 which equals 1. According to Lemma 2 applied to n1 − ej , the linear
formAn,0 has at most |n1|−2 zeros on ∆10, but we pointed out before that it has at least |n1|−1 sign
changes on this interval. This contradiction yields that for all j ∈ {0, . . . ,m1}, deg an,j = n1,j − 1,
which implies normality.
Now, let us assume that (an,0, . . . , an,m1) and (a
∗
n,0, . . . , a
∗
n,m1) solve i’)-ii’) and these vectors
are not collinear. According to what we just proved, for all j ∈ {0, . . . ,m1}, deg an,j = deg a∗n,j =
n1,j − 1. Take λ ∈ C \ {0} such that deg(an,0 − λa∗n,0) ≤ n1,0 − 2. Obviously, the vector (an,0 −
λa∗
n,0, . . . , an,m1−λa∗n,m1) is not identically equal to zero and also solves i’)-ii’) which is not possible
since all non trivial solutions must have all components of maximal degree. 
Proposition 1 allows us to determine the “monic” (an,0, an,1, . . . , an,m1) uniquely and we impose
this normalization . The next lemma will be used on several occasions.
Lemma 3. Let sk, k = 1, . . . ,m, be finite signed Borel measures, Co(supp(sk)) = ∆ ⊂ R. Let
F (z) = f0(z) +
∑m
k=1 fk(z)ŝk(z) ∈ H(C \∆), where fk ∈ H(V ), k = 0, . . . ,m, and V is a neigh-
borhood of ∆. If F (z) = O(1/z2), z →∞, then
(8)
m∑
k=1
∫
fk(x)dsk(x) = 0
and F (z) = O(1/z), z →∞, implies that
(9) F (z) =
m∑
k=1
∫
fk(x)dsk(x)
z − x .
Proof. Let Γ ⊂ V be a closed smooth Jordan curve that surrounds ∆. If F (z) = O(1/z2), z →∞,
from Cauchy’s theorem, Fubini’s theorem and Cauchy’s integral formula, it follows that
0 =
∫
Γ
F (z)dz =
m∑
k=1
∫
Γ
fk(z)ŝk(z)dz =
m∑
k=1
∫ ∫
Γ
fk(z)dz
z − x dsk(x) = 2pii
m∑
k=1
∫
fk(x)dsk(x),
and we obtain (8). On the other hand, if F (z) = O(1/z), z → ∞, and we assume that z is in the
unbouded connected component of the complement of Γ, Cauchy’s integral formula and Fubini’s
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theorem render
F (z) =
1
2pii
∫
Γ
F (ζ)dζ
z − ζ =
1
2pii
m∑
k=1
∫
Γ
fk(ζ)ŝk(ζ)dζ
z − ζ =
m∑
k=1
∫
1
2pii
∫
Γ
fk(ζ)dζ
(z − ζ)(ζ − x)dsk(x) =
m∑
k=1
∫
fk(x)dsk(x)
z − x
which is (9). 
In the sequel, n = (n1;n2) ∈ Zm1+1+ (•)× Zm2+1+ (•) and n1,m1 ≥ 1. For j = 0, . . . , m1, let Qn,j
be the monic polynomial whose zeros are those of the linear form An,j in the region C \ ∆1j+1,
counting multiplicities (∆1m1+1 = ∅). In particular, An,m1 = an,m1 = Qn,m1. From the previous
proposition, if n1,m1 ≥ 1, ∞ is not a zero of any one of these linear forms; thus, ∞ cannot be
an accumulation point of such zeros. Though it is not the case, in principle, some of these linear
forms may have an infinite number of zeros which accumulate on the boundary of the corresponding
region of meromorphy. In that case, for the time being, Qn,j denotes a formal infinite product.
The next proposition is adapted from [15].
Proposition 2. Let n ∈ Zm1+1+ (•) × Zm2+1+ (•), n1,m1 ≥ 1, S1 = N (σ10 , . . . , σ1m1), and S2 =
N (σ20 , . . . , σ2m2) be given (recall that σ10 = σ20). Then, degQn,j = N1,j − 1, j = 0, 1 . . . ,m1, all its
zeros are simple and lie in the interior of ∆1j . If I denotes the closure of a connected component
of ∆1j \ supp(σ1j ) then Qn,j has at most one zero in I. Moreover,
(10)
∫
xνAn,j(x)
dσ1j (x)
Qn,j−1(x)
= 0 , ν = 0, . . . , N1,j − 2, j = 1, . . . ,m1,
and for any polynomial q, deg q ≤ N1,j+1 − 1,
(11)
q(z)An,j(z)
Qn,j(z)
=
∫
q(x)An,j+1(x)
Qn,j(x)
dσ1j+1(x)
z − x , j = 0, . . . ,m1 − 1.
Proof. Using induction on j, we will prove simultaneously the general statement concerning the
zeros and (10). Then, we prove that on any interval I there is at most one zero of Qn,j. Finally,
we obtain (11). For j = 0, we already proved that An,0 has N1,0− 1 = |n1| − 1 sign changes in the
interior of ∆10 = ∆
2
0. Therefore, degQn,0 ≥ N1,0 − 1. If degQn,0 = N1,0 − 1 we conclude with the
initial step.
Suppose that degQn,0 ≥ N1,0 (including the possible case that degQn,0 =∞). It is easy to see
that An,0(z) = An,0(z), so the zeros of Qn,0 come in conjugate pairs. Therefore, we can choose
N1,0 (or N1,0 + 1 if necessary) zeros of Qn,0 in such a way that the monic polynomial Q
∗
n,0 with
this set of zeros has constant sign on ∆11 (∆
1
1 ∩∆10 = ∅). Notice that
An,0
Q∗
n,0
∈ H(C \∆11)
is analytic in the indicated region and
zνAn,0
Q∗
n,0
= O
(
1
z2
)
, ν = 0, . . . , N1,1 − 1 .
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In this paper the symbol O(·) always refers to z →∞. From (8), we get
0 =
∫
xνAn,1(x) dσ
1
1(x)
Q∗
n,0(x)
, ν = 0, . . . , N1,1 − 1.
This implies that An,1 has at least N1,1 zeros on ∆11. According to Lemma 2 this linear form
can only have N1,1 − 1 zeros on this interval. Consequently, our initial assumption is false and
degQn,0 = N1,0 − 1.
Suppose that we have proved that for some j ∈ {0, . . . ,m1−1}, degQn,j = N1,j−1, all its zeros
are simple and lie in the interior of ∆1j . Let us show that then, (10) and the statement concerning
the zeros are valid for j + 1.
Indeed, the induction hypothesis implies that
An,j
Qn,j
∈ H(C \∆1j+1) ,
zνAn,j
Qn,j
= O
(
1
z2
)
, ν = 0, . . . , N1,j+1 − 2 .
From (8), it follows that
0 =
∫
xνAn,j+1(x)
dσ1j+1(x)
Qn,j(x)
, ν = 0, . . . , N1,j+1 − 2.
We have obtained (10) for j + 1.
Formula (10) for j + 1 implies that Qn,j+1 has at least N1,j+1 − 1 sign changes in the interior
of ∆1j+1. If degQn,j+1 = N1,j+1− 1, we have finished the proof (for example, this is the case when
j + 1 = m1 because An,m1 ≡ an,m1). Let us suppose that degQn,j+1 ≥ N1,j+1 (including the
possible case that degQn,j+1 = ∞, and of course j ≤ m1 − 2). Since An,j+1(z) = An,j+1(z), we
can choose N1,j+1 (or N1,j+1+1 if necessary) zeros of Qn,j+1 so that the monic polynomial Q
∗
n,j+1
with this set of zeros has constant sign on ∆1j+2. Then
An,j+1
Q∗
n,j+1
∈ H(C \∆1j+2) ,
zνAn,j+1
Q∗
n,j+1
= O
(
1
z2
)
, ν = 0, . . . , N1,j+2 − 1 .
Using (8), it follows that
0 =
∫
xνAn,j+2(x)
dσ1j+2(x)
Q∗
n,j+1(x)
, ν = 0, . . . , N1,j+2 − 1 .
This implies that An,j+2 has at least N1,j+2 zeros on ∆1j+2. According to Lemma 2 this linear
form can only have N1,j+2 − 1 zeros on this interval. This implies that our initial assumption is
false; therefore, degQn,j+1 = N1,j+1 − 1 as stated.
Suppose that the interval I contains two zeros x1, x2 of Qn,j; that is, of An,j . According to (10)∫
xν
An,j(x)
(x− x1)(x − x2)
(x− x1)(x − x2)dσ1j (x)
Qn,j−1(x)
= 0 , ν = 0, . . . , N1,j − 2.
The function An,j(x)/(x− x1)(x − x2) has N1,j − 3 sign changes on supp(σ1j ) while the measure
(x− x1)(x− x2)dσ1j (x)/Qn,j−1(x) has constant sign on supp(σ1j ). This is impossible because of
the number of orthogonality relations.
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Formula (11) follows from (9) since for any q, deg q ≤ N1,j+1 − 1,
qAn,j
Qn,j
∈ H(C \∆1j+1) ,
qAn,j
Qn,j
= O
(
1
z
)
.
With this we conclude the proof. 
We need to produce additional orthogonality relations. In the second part of this section, we
make use of some transformations employed in [11]. Let us define recursively the following functions
(12) An,−j−1(z) =
∫ An,−j(x)
z − x dσ
2
j (x), j = 0, . . . ,m2.
Proposition 3. Let n ∈ Zm1+1+ (•) × Zm2+1+ (•), n1,m1 ≥ 1, S1 = N (σ10 , . . . , σ1m1), and S2 =
N (σ20 , . . . , σ2m2) be given. Then, for each j = 0, . . . ,m2
(13)
∫
xνAn,−j(x)ds2j,k(x) = 0, k = j, . . . ,m2, ν = 0, . . . , n2,k − 1.
Proof. When j = 0 the statement reduces to the relations ii) which define An,0. If m2 = 0 we are
done. Therefore, let us assume that m2 ≥ 1, that (13) holds for some j ∈ {0, . . . ,m2 − 1}, and
prove that it is also satisfied for j + 1.
Fix j ∈ {0, . . . ,m2 − 1}, k ∈ {j + 1, . . . ,m2}, and ν ∈ {0, . . . , n2,k − 1}. Using the definition of
An,−j−1, Fubini’s theorem, and the induction hypothesis, we obtain∫
xνAn,−j−1(x)ds2j+1,k(x) =
∫
xν
∫ An,−j(t)
x− t dσ
2
j (t)ds
2
j+1,k(x) =∫
An,−j(t)
∫
xν ∓ tν
x− t ds
2
j+1,k(x)dσ
2
j (t) =∫
pν(t)An,−j(t)dσ2j (t)−
∫
tνAn,−j(t)ds2j,k(t) = 0
since pν is a polynomial of degree ≤ n2,k − 2, and n2,j+1 ≥ n2,k. 
For j = 1, . . . ,m2+1, let Qn,−j be the monic polynomial whose zeros are those of An,−j in the
region C \∆2j−1 counting multiplicities. As we did before, in the hypothetical case that An,−j had
infinitely many zeros in the specified region, then Qn,−j denotes a formal infinite product.
Taking linear combinations of the relations (13), we obtain∫
Bn2,j(x)An,−j(x)dσ2j (x) = 0, j = 0, . . . ,m2,
where Bn2,j is an arbitrary linear form of type
Bn2,j(x) =
m2∑
k=j
bk(x)ŝ
2
j+1,k(x), deg bk ≤ n2,k − 1.
Using Lemma 2, it follows that An,−j has at least N2,j sign changes on ∆2j , where
N2,j = N2,j(n) = n2,j + · · ·+ n2,m2 , j = 1, . . . ,m2.
Consequently, degQn,−j ≥ N2,j , j = 0, . . . ,m2. Recall that for j = 0 we proved in Proposition 2
that degQn,0 = N2,0 = |n2| = |n1|−1, that its zeros are simple, and lie in the interior of ∆20 = ∆10.
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Proposition 4. Let n ∈ Zm1+1+ (•) × Zm2+1+ (•), n1,m1 ≥ 1, S1 = N (σ10 , . . . , σ1m1), and S2 =
N (σ20 , . . . , σ2m2) be given. Then, degQn,−j = N2,j , j = 0, . . . ,m2, all its zeros are simple and lie
in the interior of ∆2j , and Qn,−m2−1 ≡ 1. If I denotes the closure of a connected component of
∆2j \ supp(σ2j ) then Qn,−j has at most one zero in I. Moreover,
(14)
∫
xνAn,−j(x)
dσ2j (x)
Qn,−j−1(x)
= 0, ν = 0, . . . , N2,j − 1, j = 0, . . . ,m2,
and for any polynomial q, deg q ≤ N2,j−1,
(15)
q(z)An,−j(z)
Qn,−j(z)
=
∫
q(x)An,−j+1(x)
Qn,−j(x)
dσ2j−1(x)
z − x , j = 1, . . . ,m2 + 1.
Proof. Fix j ∈ {0, . . . ,m2}. From (13) we have that for each q, deg q ≤ n2,j ,∫
q(z)− q(x)
z − x An,−j(x)dσ
2
j (x) = 0.
It follows that
An,−j−1(z) = 1
q(z)
∫
q(x)
z − xAn,−j(x)dσ
2
j (x) = O
(
1/zn2,j+1
)
, z →∞.
We have shown that degQn,−j−1 ≥ N2,j+1(N2,m2+1 = 0). The zeros of Qn,−j−1 come in
conjugate pair since An,−j−1 is also symmetric with respect to the real line. If degQn,−j−1 >
N2,j+1 take N2,j+1+1 (or N2,j+1+2 if necessary) zeros from Qn,−j−1 so that the monic polynomial
Q∗
n,−j−1 with these zeros has constant sign on ∆
2
j . If degQn,−j−1 = N2,j+1 take Q
∗
n,−j−1 =
Qn,−j−1.
Therefore,
An,−j−1
Q∗
n,−j−1
= O
(
1/zn2,j+degQ
∗
n,−j−1+1
)
∈ H(C \∆2j ),
and
zνAn,−j−1
Q∗
n,−j−1
= O (1/z2) ∈ H(C \∆2j ), ν = 0, . . . , n2,j + degQ∗n,−j−1 − 1.
Using (8), we obtain
0 =
∫
xνAn,−j(x)
dσ2j (x)
Q∗
n,−j−1(x)
, ν = 0, . . . , n2,j + degQ
∗
n,−j−1 − 1.
This formula implies that An,−j has at least n2,j + degQ∗n,−j−1 ≥ N2,j sign changes on ∆2j . In
particular, we have proved that if for some j ∈ {0, . . . ,m2}, degQn,−j−1 > N2,j+1 then degQn,−j >
N2,j. Going downwards on the index j we would obtain that degQn,0 > N2,0 = |n2| = |n1|−1 which
is false according to Proposition 2. Consequently, for all j ∈ {0, . . . ,m2}, degQn,−j−1 = N2,j+1
(in particular, Qn,−m2−1 ≡ 1). Hence, Q∗n,−j−1 = Qn,−j−1 and (14) follows. The proof that I
contains at most one zero of Qn,−j is the same as in Proposition 2.
Now, fix j ∈ {1, . . . ,m2 + 1}. Notice that for any q, deg q ≤ N2,j−1,
qAn,−j
Qn,−j
∈ H(C \∆2j−1) ,
qAn,−j
Qn,−j
= O
(
1
z
)
, z →∞ .
Using (9), (15) readily follows. 
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3. Interlacing properties
Fix a vector l := (l1; l2) where 0 ≤ l1 ≤ m1 and 0 ≤ l2 ≤ m2. We define the multi-index
nl := (n1 + e
l1 ;n2 + e
l2) = (nl11 ;n
l2
2 ), where e
li denotes the unit vector of length mi + 1 with all
components equal to zero except the component (li+1) which equals 1. In this section it is always
assumed that both n and nl belong to Zm1+1+ (•)× Zm2+1+ (•).
Fix real constants A,B such that |A|+ |B| > 0 and define
Gn,j := AAn,j +BAnl,j , j = 0, . . . ,m1.
Since deg anl,l1 = deg an,l1 + 1 it is obvious that Gn,j 6≡ 0, j ≤ l1. In particular, this is always true
for Gn,0.
Lemma 4. Assume that A,B ∈ R, |A| + |B| > 0, and n1,m1 ≥ 1. Then for all j ∈ {0, . . . ,m1}
such that n1,j ≥ 2, degAan,j +Banl,j ≥ n1,j − 2 and Gn,j 6≡ 0.
Proof. Assume that there exists j ∈ {0, . . . ,m1} such that n1,j ≥ 2 and degAan,j+Banl,j ≤ n1,j−3
(n1,j − 3 = −1 means that Aan,j + Banl,j ≡ 0). Then nl11 − 2ej ∈ Zm1+1+ (∗), where ej denotes
the m1+ 1 dimensional unit vector with all components equal to zero except the component j + 1
which equals 1. According to Lemma 2 the linear form Gn,0 has at most |n1| − 2 zeros on ∆10, but
Gn,0 satisfies the same orthogonality relations (2) as An,0 and, therefore, it has at least |n1| − 1
sign changes on this interval. This contradiction implies the statement. 
From this lemma it follows that if n1,m1 ≥ 2 then Gn,j 6≡ 0, j ∈ {0, . . . ,m1}.
Lemma 5. Assume that A,B ∈ R and Gn,j = AAn,j + BAnl,j 6≡ 0, for some j ∈ {0, . . . ,m1}.
If j ≤ l1 then Gn,j has at most N1,j zeros, counting multiplicities, on any interval disjoint from
∆1j+1(∆
1
m1+1 = ∅). If j > l1 then Gn,j has at most N1,j − 1 zeros, counting multiplicities, on any
interval disjoint from ∆1j+1.
Proof. We have
Gn,j(z) =
m1∑
k=j
(Aan,k(z) +Banl,k(z))ŝ
1
j+1,k(z),
where deg an,k = n1,k − 1 and deg anl,k = nl11,k − 1. By Lemma 2, (1, ŝ1j+1,j+1, . . . , ŝ1j+1,m1) forms
an AT-system with respect to (nl11,j , . . . , n
l1
1,m1
) on any interval disjoint from ∆1j+1, and the result
follows immediately. 
Notice that for each j ∈ {0, . . . ,m1}, Gn,j is a real function when it is restricted to the real line.
Proposition 5. Let n1,m1 ≥ 1. Assume that A,B ∈ R, |A|+ |B| > 0, and let k = max{k′ : Gn,k′ 6≡
0} ≤ m1. Then, k ≥ l1 and Gn,j ≡ 0, k < j ≤ m1. If j ≤ l1 then Gn,j has at most N1,j zeros
in C \ ∆1j+1, counting multiplicities, and at least N1,j − 1 sign changes in the interior of ∆1j . If
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l1 < j ≤ k then Gn,j has at most N1,j − 1 zeros in C \∆1j+1 and at least N1,j − 2 sign changes in
the interior of ∆1j . Therefore, all the zeros of Gn,j in C \∆1j+1 are real and simple.
Proof. If j ≤ l1, then deg anl,l1 > deg an,l1 and Gn,j 6≡ 0. Consequently, k ≥ l1. Obviously, from
the definition of k, Gn,j ≡ 0, k < j ≤ m1.
Assume that Gn,j , j ≤ l1, has at least N1,j + 1 zeros in C \∆1j+1, counting multiplicities. Select
N1,j + 1 or N1,j + 2 zeros of Gn,j which are symmetric with respect to the real axis, and let Q∗n,j
be the monic polynomial whose zeros are those prescribed. If j < l1 then
zνGn,j
Q∗
n,j
= O
( 1
z2
)
, ν = 0, . . . , N1,j+1 .
From (8), it follows that
0 =
∫
xνGn,j+1(x)
dσ1j+1(x)
Q∗
n,j(x)
, ν = 0, . . . , N1,j+1 .
These orthogonality relations imply that Gn,j+1 has at least N1,j+1 + 1 zeros on ∆1j+1. Since
Gn,j+1 6≡ 0 we obtain a contradiction with Lemma 5.
If j = l1 and j < k, then
zνGn,l1
Q∗
n,l1
= O
( 1
z2
)
, ν = 0, . . . , N1,l1+1 − 1 .
Arguing as before, it follows that Gn,l1+1 has at least N1,l1+1 zeros on ∆1l1+1, contradicting Lemma
5. If j = l1 = k then Gn,l1+1 ≡ 0 and Gn,l1 = Aan,l1 + Banl,l1 is a polynomial of degree at most
n1,l1 < N1,l1 + 1 and thus it is identically equal to zero which is impossible. Consequently, when
j ≤ l1, Gn,j has at most N1,j zeros in C \∆1j+1 counting multiplicities.
Let l1 < j ≤ k and assume that Gn,j has at least N1,j zeros in C \∆1j+1, counting multiplicities.
If j = m1 we get immediately a contradiction because in this case Gn,m1 is a polynomial of degree
at most N1,m1 − 1. If l1 < j < m1, then there exists a polynomial Q∗n,j with real coefficients and
degree at least N1,j such that
zνGn,j
Q∗
n,j
= O
( 1
z2
)
, ν = 0, . . . , N1,j+1 − 1 .
This implies that Gn,j+1 has at least N1,j+1 zeros on ∆1j+1 contradicting Lemma 5.
Now, let us analyze the sign changes. Notice that Gn,0 6≡ 0. Assume that Gn,0 hasN < N1,0−1 =
|n1| − 1 sign changes on ∆10 = ∆20, choose a nonzero linear form
Bn2(z) =
m2∑
k=0
bn2,k(z)ŝ
2
1,k(z) , deg bn2,k ≤ n2,k − 1 , k = 0, . . . ,m2 ,
such that Bn2 has a zero at each point where Gn,0 has a sign change, and a zero of order |n2|−1−N
at one of the extreme points of ∆20. By Lemma 2, Bn2 has at most |n2| − 1 zeros on ∆20. Thus,
Bn2 has exactly those zeros prescribed. By definition,∫
Bn2(x)Gn,0(x)dσ20(x) = 0 ,
16 U. FIDALGO, A. LO´PEZ, G. LO´PEZ, AND V. N. SOROKIN
which contradicts the fact that Bn2(x)Gn,0(x) has constant sign on ∆20.
Let us prove by induction that for all j ≤ l1, Gn,j has at least N1,j − 1 sign changes in the
interior of ∆1j . For j = 0 this was proved above and if l1 = 0 we are done. Let us assume that for
some j < l1, Gn,j has at least N1,j − 1 sign changes on ∆1j , and let us show that Gn,j+1 has at least
N1,j+1 − 1 sign changes on ∆1j+1.
Let Q∗
n,j be a monic polynomial whose zeros are N1,j − 1 points where Gn,j has a sign change.
Then
zνGn,j
Q∗
n,j
= O
( 1
z2
)
, ν = 0, . . . , N1,j+1 − 2 .
Using (8), this implies that
0 =
∫
xνGn,j+1(x)
dσ1j+1(x)
Q∗
n,j(x)
, ν = 0, . . . , N1,j+1 − 2 .
Thus, Gn,j+1 has at least N1,j+1 − 1 sign changes in the interior of ∆1j+1 as claimed.
Finally, we prove that Gn,j, l1 < j ≤ k, has at least N1,j − 2 sign changes in the interior of ∆1j .
Let Q∗
n,l1
be a monic polynomial of degree N1,l1 − 1 whose zeros are points where Gn,l1 changes
sign in the interior of ∆1l1 , then
zνGn,l1
Q∗
n,l1
= O
( 1
z2
)
, ν = 0, . . . , N1,l1+1 − 3 .
From here we get orthogonality conditions that imply that Gn,l1+1 has at least N1,l1+1 − 2 sign
changes in the interior of ∆1l1+1. One proceeds the same way until we arrive to j = k.
From the upper bound on the number of zeros and the lower bound on the number of sign
changes it follows that all the zeros are simple and lie on the real line. 
Let j ∈ {0, . . . ,m2 + 1}. Given two real constants A,B, we define
Gn,−j := AAn,−j +BAnl,−j .
Thus, by (12),
(16) Gn,−j−1(z) =
∫ Gn,−j(x)
z − x dσ
2
j (x), j = 0, . . . ,m2.
If |A|+ |B| > 0 then Gn,0 6≡ 0 and from (16) it follows that Gn,−j 6≡ 0 for all j ∈ {1, . . . ,m2 + 1}.
Proposition 6. Let A,B ∈ R, |A|+ |B| > 0. For every j ∈ {1, . . . ,m2}, Gn,−j has at most N2,j+1
zeros on C \ ∆2j−1, counting multiplicities, and at least N2,j sign changes in the interior of ∆2j .
Hence, all the zeros of Gn,−j on C \∆2j−1 are real and simple.
Proof. Let j ∈ {0, . . . ,m2}. By (13) we know that∫
xνAnl,−j(x)ds2j,k(x) = 0 , k = j, . . . ,m2 , ν = 0, . . . , nl22,k − 1 .
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Since n2,k ≤ nl22,k, it follows that
(17)
∫
xνGn,−j(x)ds2j,k(x) = 0 , k = j, . . . ,m2 , ν = 0, . . . , n2,k − 1 .
Using the same arguments employed in the previous section to show that An,−j has at least N2,j
sign changes in the interior of ∆2j , one obtains the same conclusion for Gn,−j .
If q is a polynomial with deg q ≤ n2,j , then from (17) we have∫
q(z)− q(x)
z − x Gn,−j(x)dσ
2
j (x) = 0 .
Hence, for every j ∈ {0, . . . ,m2},
Gn,−j−1(z) = 1
q(z)
∫
q(x)
z − xGn,−j(x)dσ
2
j (x) = O
( 1
zn2,j+1
)
, z →∞ .
Assume that for some j ∈ {0, . . . ,m2 − 1}, Gn,−j−1 has at least N2,j+1 + 2 zeros, counting multi-
plicities, on C \∆2j . Select at least N2,j+1+2 zeros of Gn,−j−1, symmetric with respect to the real
axis, and denote by Q∗
n,−j−1 the monic polynomial whose zeros are the points selected. Then,
zνGn,−j−1
Q∗
n,−j−1
= O
( 1
z2
)
, ν = 0, . . . , N2,j + 1 .
As before, this implies that Gn,−j has at least N2,j+2 zeros in the interior of ∆2j . Going downwards
on the index j, we obtain that Gn,0 has at least N2,0 + 2 = N1,0 + 1 zeros, which is impossible by
Proposition 5. Therefore, for all j ∈ {1, . . . ,m2 + 1}, Gn,j has at most N2,j + 1 zeros in C \∆2j−1
and, therefore, they must be real and simple. 
Theorem 3. Let n,nl ∈ Zm1+1+ (•) × Zm2+1+ (•), n1,m1 ≥ 2. Then, for all j ∈ {−m2, . . . ,m1} the
zeros of An,j and Anl,j interlace; that is, between two consecutive zeros of An,j there is one zero
of Anl,j and viceversa.
Proof. Since n1,m1 ≥ 2, from Lemma 4 we know that for all j ∈ {0, . . . ,m1} and for all A,B real
such that |A| + |B| > 0, the linear form Gn,j is not identically equal to zero. This is always true
for j ∈ {−m2, . . . ,−1}. Therefore, from Propositions 5 and 6 we know that for all real A,B, such
that |A|+ |B| > 0 the zeros of Gn,j , j ∈ {−m2, . . . ,m1}, are real an simple. This is the basic fact
we will use in the proof.
Fix y ∈ R \∆1j+1. It cannot occur that An,j(y) = Anl,j(y) = 0. If so, y would be a simple zero
of An,j and Anl,j . Thus, A′n,j(y) 6= 0 and A′nl,j(y) 6= 0. Take A = 1 and B = −A′n,j(y)/A′nl,j(y)
and consider Gn,j = AAn,j +BAnl,j . With this choice of A and B, we have
Gn,j(y) = G′n,j(y) = 0 ,
and we obtain a contradiction because the zeros of Gn,j are simple.
Now, taking A = Anl,j(y) and B = −An,j(y), we have that |A|+ |B| > 0. Since
Anl,j(y)An,j(y)−An,j(y)Anl,j(y) = 0 ,
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and the zeros on R \ ∆1j+1 of Anl,j(y)An,j(x) − An,j(y)Anl,j(x) with respect to x are simple, it
follows that
Anl,j(y)A′n,j(y)−An,j(y)A′nl,j(y) 6= 0 .
But Anl,j(y)A′n,j(y) − An,j(y)A′nl,j(y) is a continuous real function on R \ ∆1j+1 in y so it must
have constant sign on each one of the connected components of R \∆1j+1. In particular, its sign
on ∆1j is constant.
Evaluating Anl,j(y)A′n,j(y) − An,j(y)A′nl,j(y) at two consecutive zeros of Anl,j, since the sign
of A′
nl,j at these two points changes, the sign of An,j must also change. Using Bolzano’s theorem
we find that there must be an intermediate zero of An,j . Analogously, one proves that between
two consecutive zeros of An,j on ∆1j there is one of Anl,j. Thus, the interlacing property has been
proved. 
4. Asymptotic distribution of zeros
Let {µl} ⊂ M(E) be a sequence of positive measures, where E is a compact subset of the
complex plane and µ ∈M(E). We write
∗ lim
l
µl = µ ,
if for every continuous function f ∈ C(E)
lim
l
∫
fdµl =
∫
fdµ ;
that is, when the sequence of measures converges to µ in the weak star topology. Given a polynomial
ql of degree l ≥ 1, we denote the associated normalized zero counting measure by
µql =
1
l
∑
ql(x)=0
δx ,
where δx is the Dirac measure with mass 1 at x (in the sum the zeros are repeated according to
their multiplicity).
Lemma 6. Let E ⊂ C be a compact set which is regular with respect to the Dirichlet problem and
φ a continuous function on E. Then there exists a unique µ ∈M1(E) and a constant w such that
V µ(z) + φ(z)
 ≤ w, z ∈ supp(µ) ,≥ w, z ∈ E .
If the compact set E is not regular with respect to the Dirichlet problem then the second part
of the statement is true except on a set e such that cap(e) = 0. Theorem I.1.3 in [27] contains a
proof of this lemma in this context. When E is regular, it is well known that this inequality except
for a set of capacity zero implies the inequality for all points in the set. µ is called the equilibrium
measure in the presence of the external field φ on E and w is the equilibrium constant.
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In order to determine the asymptotic zero distribution of the polynomials Qn,j we use the
following lemma. Different versions of it appear in [5], [10], and [28]. In [10], it was proved
assuming that supp(σ) is an interval on which σ′ > 0 a.e. We wish to preserve this more restrictive
condition for stronger results in section 6. Theorem 3.3.3 in [28] and Theorem 1 in [5], do not cover
the type of external field we consider here. So, we will sketch a proof.
Lemma 7. Let σ ∈ Reg, supp(σ) ⊂ R, where supp(σ) is regular with respect to the Dirichlet
problem. Let {φl}, l ∈ Λ ⊂ Z+, be a sequence of positive continuous functions on supp(σ) such that
(18) lim
l∈Λ
1
2l
log
1
|φl(x)| = φ(x) > −∞,
uniformly on supp(σ). By {ql}, l ∈ Λ, denote a sequence of monic polynomials such that deg ql = l
and
(19)
∫
xkql(x)φl(x)dσ(x) = 0, k = 0, . . . , l − 1.
Then
(20) ∗ lim
l∈Λ
µql = µ,
and
(21) lim
l∈Λ
(∫
|ql(x)|2φl(x)dσ(x)
)1/2l
= e−w,
where µ and w are the equilibrium measure and equilibrium constant in the presence of the external
field φ on supp(σ). We also have that
(22) lim
l∈Λ
(
|ql(z)|
‖qlφ1/2l ‖E
)1/l
= exp (w − V µ(z)), K ⊂ C \ Co(supp(σ)).
Proof. On account of (18) and Lemma 6, it follows that for any ε > 0 there exists l0 such that for
all l ≥ l0, l ∈ Λ, and z ∈ supp(µ) ⊂ supp(σ) =: E
1
l
log
|pl(z)|
‖plφ1/2l ‖E
≤ 1
2l
log
1
|φl(z)| ≤ φ(z) + ε ≤ w − V
µ(z) + ε,
where {pl}, l ∈ Λ, is any sequence of monic polynomials such that deg pl = l and ‖plφ1/2l ‖E =
maxz∈E |(plφ1/2l )(z)|. Hence,
ul(z) := V
µ(z) +
1
l
log
|pl(z)|
‖plφ1/2l ‖E
≤ w + ε, z ∈ supp(µ), l ≥ l0.
Since ul is subharmonic in C \ supp(µ), by the continuity and maximum principles, we have
ul(z) ≤ w + ε, z ∈ C, l ≥ l0.
In particular,
ul(∞) = 1
l
log
1
‖plφ1/2l ‖E
≤ w + ε.
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The last two relations imply
(23) lim sup
l∈Λ
(
|pl(z)|
‖plφ1/2l ‖E
)1/l
≤ exp (w − V µ(z)), K ⊂ C,
and
(24) lim inf
l∈Λ
‖plφ1/2l ‖1/lE ≥ exp (−w).
In particular, these relations hold for the sequence of polynomials {ql}, l ∈ Λ.
Let tl be the weighted Fekete polynomial of degree l for the weight e
−φ on supp(σ) and |σ| be
the total variation of σ. From the minimality property in the L2 norm of ql, we have
‖qlφ1/2l ‖2 :=
(∫
|ql(x)|2φl(x)dσ(x)
)1/2
≤ ‖tlφ1/2l ‖2 ≤ |σ|1/2‖tlφ1/2l ‖E ≤
|σ|1/2‖tle−lφ‖E‖φ1/2l elφ‖E.
Then, using (18) and Theorem III.1.9 in [27], we obtain that
(25) lim sup
l∈Λ
‖qlφ1/2l ‖1/l2 ≤ e−w.
Since supp(σ) is regular with respect to the Dirichlet problem, Theorem 3.2.3 vi) in [28] yields
lim sup
l∈Λ
(
‖qlφ1/2l ‖E
‖qlφ1/2l ‖2
)1/l
≤ 1,
which combined with (24) (with pl = ql) and (25) implies
(26) lim
l∈Λ
(
‖qlφ1/2l ‖E
‖qlφ1/2l ‖2
)1/l
= 1.
Thus, we obtain (21) since (24), (25), and (26) give
(27) lim sup
l∈Λ
‖qlφ1/2l ‖1/lE = lim sup
l∈Λ
‖qlφ1/2l ‖1/l2 = e−w.
All the zeros of ql lie in Co(supp(σ)) ⊂ R. The unit ball in the weak star topology of measures
is compact. Take any subsequence of indices Λ′ ⊂ Λ such that
∗ lim
l∈Λ′
µql = µΛ′ .
Then,
lim
l∈Λ′
1
l
log |ql(z)| = − lim
n∈Λ′
∫
log
1
|z − x|µql(x) = −V
µΛ′ (z), K ⊂ C \ Co(supp(σ)).
This, together with (21) and (23) (applied to {ql}, l ∈ Λ′), implies
(V µ − V µΛ′ )(z) ≤ 0, z ∈ C \ Co(supp(σ)).
Since V µ − V µΛ′ is subharmonic in C \ supp(µ) and (V µ − V µΛ′ )(∞) = 0, from the maximum
principle, it follows that V µ ≡ V µΛ′ in C \ Co(supp(σ)) and thus µΛ′ = µ. Consequently, (20)
holds. (20) and (21) imply (22). 
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Using Lemma 7, we can obtain the asymptotic limit distribution of the zeros of the polynomials
Qn,j, j = −m2, . . . ,m1. At this point, let us make a slight change of notation. In the sequel,
∆j = ∆
1
j , σj = σ
1
j , j = 0, 1, . . . ,m1,
∆j = ∆
2
−j , σj = σ
2
−j , j = 0,−1, . . . ,−m2,
and
Nn,j =
 N1,j(n)− 1, j = 0, 1 . . . ,m1,N2,−j(n), j = 0,−1, . . . ,−m2.
According to Propositions 2 and 4, for all j = −m2, . . . ,m1 the zeros of Qn,j are all simple, lie
in the interior of ∆j , and total Nn,j points.
Theorem 4. Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•) × Zm2+1+ (•), (S1, S2) ∈ Reg,
S1 = N (σ10 , . . . , σ1m1), and S2 = N (σ20 , . . . , σ2m2) be given. Then
(28) ∗ lim
n∈Λ
µQn,j = µj , j = −m2, . . . ,m1,
where µ = µ(C) ∈ M1 is the vector equilibrium measure determined by the matrix C in (4) on the
system of compact sets Ej = supp(σ
1
j ), j = 0, . . . ,m1, Ej = supp(σ
2
−j), j = −m2, . . . , 0. Moreover,
(29) lim
n∈Λ
(∫
Q2
n,j(x)
|Qn,j−1(x)|
|An,j(x)|
|Qn,j(x)|d|σj |(x)
)1/2|n1|
= exp
− m1∑
k=j
ωµk/Pk
 ,
where the ωµk denote the corresponding equilibrium constants.
Proof. The unit ball in the cone of positive Borel measures is weak star compact; therefore, it is
sufficient to show that each one of the sequences of measures {µQn,j}, n ∈ Λ, j = −m2, . . . ,m1,
has only one accumulation point which coincides with the corresponding component of the vector
measure µ(C). Let Λ′ ⊂ Λ be a subsequence of multi-indices such that for each j = −m2, . . . ,m1
∗ lim
n∈Λ′
µQn,j = µj .
Notice that µj ∈ M1(Ej), j = −m2, . . . ,m1. Therefore,
(30) lim
n∈Λ′
|Qn,j(z)|1/|n1| = exp(−PjV µj (z)),
uniformly on compact subsets of C \∆j , where Pj = limn∈Λ′ Nn,j/|n1|.
Because of the normalization adopted on an,m1, An,m1 = Qn,m1 ; consequently, when j = m1,
(10) takes the form∫
xνQn,m1(x)
d|σm1 |(x)
|Qn,m1−1(x)|
= 0 , ν = 0, . . . , Nn,m1 − 1 .
(By |σ| we denote the total variation of the measure σ.) According to (30)
lim
n∈Λ′
1
2Nn,m1
log |Qn,m1−1(x)| = −
Pm1−1
2Pm1
V µm1−1(x) ,
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uniformly on ∆m1 . Using Lemma 7, it follows that µm1 is the unique solution of the extremal
problem
(31) V µm1 (x) − Pm1−1
2Pm1
V µm1−1(x)
 = ωm1 , x ∈ supp(µm1) ,≥ ωm1 , x ∈ Em1 ,
and
(32) lim
n∈Λ′
(∫
Q2
n,m1(x)
|Qn,m1−1(x)|
d|σm1 |(x)
)1/2Nn,m1
= e−ωm1 .
Let us show by induction on decreasing values of j, that for all j ∈ {−m2, . . . ,m1}
(33) V µj (x) − Pj−1
2Pj
V µj−1(x) − Pj+1
2Pj
V µj+1 (x) +
Pj+1
Pj
ωj+1
 = ωj, x ∈ supp(µj) ,≥ ωj, x ∈ Ej ,
where P−m2−1 = Pm1+1 = 0, and
(34) lim
n∈Λ′
(∫
Q2
n,j(x)
|Qn,j−1(x)|
|An,j(x)|
|Qn,j(x)|d|σj |(x)
)1/2Nn,j
= e−ωj ,
where Qn,−m2−1 ≡ 1. For j = m1 these relations are non other than (31)-(32) and the initial
induction step is settled. Let us assume that the statement is true for j + 1 ∈ {−m2 + 1, . . . ,m1}
and let us prove it for j.
It is easy to see that the orthogonality relations (10) and (14) can be expressed as∫
xνQn,j(x)
|Qn,j+1(x)An,j(x)|
|Qn,j(x)|
d|σj |(x)
|Qn,j−1(x)Qn,j+1(x)| = 0 , ν = 0, . . . , Nn,j − 1 .
On account of (11) and (15) taking q = Qn,j+1, this can be further transformed into∫
xνQn,j(x)
(∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|
d|σj+1|(t)
|x− t|
)
d|σj |(x)
|Qn,j−1(x)Qn,j+1(x)| = 0 ,
for ν = 0, . . . , Nn,j − 1 .
Relation (30) implies that
(35) lim
n∈Λ′
1
2Nn,j
log |Qn,j−1(x)Qn,j+1(x)| = −Pj−1
2Pj
V µj−1 (x)− Pj+1
2Pj
V µj+1(x) ,
uniformly on ∆j . (Since Qn,−m2−1 ≡ 1, when j = −m2 we only get the second term on the right
hand side of this limit; that is, P−m2−1 = 0.)
Set
Kn,j+1 =
(∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|d|σj+1|(t)
)−1/2
.
It follows that for all x ∈ ∆j
1
δ∗j+1K
2
n,j+1
≤
∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|
d|σj+1|(t)
|x− t| ≤
1
δj+1K2n,j+1
,
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where 0 < δj+1 = inf{|x − t| : t ∈ ∆j+1, x ∈ ∆j} ≤ max{|x− t| : t ∈ ∆j+1, x ∈ ∆j} = δ∗j+1 < ∞.
Taking into consideration these inequalities, from the induction hypothesis, we obtain that
(36) lim
n∈Λ′
(∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|
d|σj+1|(t)
|x− t|
)1/2Nn,j
= e−Pj+1ωj+1/Pj .
Taking (35) and (36) into account, Lemma 7 yields that µj is the unique solution of the extremal
problem (33) and
lim
n∈Λ′
(∫ ∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|
d|σj+1|(t)
|x− t|
Q2
n,j(x)d|σj |(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2Nn,j
= e−ωj .
According to (11) and (15) with q = Qn,j+1
1
|Qn,j+1(x)|
∫
Q2
n,j+1(t)
|Qn,j(t)|
|An,j+1(t)|
|Qn,j+1(t)|
d|σj+1|(t)
|x− t| =
|An,j(x)|
|Qn,j(x)| , x ∈ ∆j ,
which allows to reduce the previous formula to (34) thus concluding the induction.
Now, we can rewrite (33) multiplying through by P 2j and taking the constant term on the left
to the right to obtain the system of boundary value equations
(37) P 2j V
µj (x) − Pj−1Pj
2
V µj−1 (x)− PjPj+1
2
V µj+1(x)
 = ω′j , x ∈ supp(µj) ,≥ ω′j , x ∈ Ej ,
for j = −m2, . . . ,m1, where
(38) ω′j = P
2
j ωj − PjPj+1ωj+1.
The terms with P−m2−1 and Pm1+1 do not appear when j = −m2 and j = m1, respectively. By
Lemma 1, (µ−m2 , . . . , µm1) = (µ−m2 , . . . , µm1) and (ω
′
−m2 , . . . , ω
′
m1) = (ω
µ
−m2 , . . . , ω
µ
m1) for any
convergent subsequence showing the existence of the limits in (28) as stated.
Notice that (34) implies that
lim
n∈Λ′
(∫
Q2
n,j(x)
|Qn,j−1(x)|
|An,j(x)|
|Qn,j(x)|d|σj |(x)
)1/2|n1|
= e−Pjωj .
On the other hand, from (38) it follows that Pm1ωm1 = ω
µ
m1/Pm1 when j = m1. Suppose that
Pj+1ωj+1 =
∑m1
k=j+1
ωµ
k
Pk
, j + 1 ∈ {−m2 + 1, . . . ,m1}. Then, according to (38)
Pjωj =
ωµj
Pj
+ Pj+1ωj+1 =
m1∑
k=j
ωµk
Pk
and (29) immediately follows. 
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5. Proof of Theorem 1
Here, we maintain the change of notation introduced in the previous section. Theorem 1 is a
consequence of the following more general result.
Theorem 5. Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•) × Zm2+1+ (•), (S1, S2) ∈ Reg,
S1 = N (σ10 , . . . , σ1m1), and S2 = N (σ20 , . . . , σ2m2) be given. Let {An,j},n ∈ Λ, j = −m2−1, . . . ,m1,
be the sequences of “monic” linear forms associated with the corresponding mixed type orthogonal
polynomials. Then, for each j = −m2 − 1, . . . ,m1
(39) lim
n∈Λ
|An,j(z)|1/|n1| = Gj(z), K ⊂ C \ (∆j ∪∆j+1)
(∆−m2−1 = ∆m1+1 = ∅), where
(40) Gj(z) = exp
Pj+1V µj+1 (z)− PjV µj (z)− 2 m1∑
k=j+1
ωµk
Pk
 , j = −m2 − 1, . . . ,m1 − 1,
(P−m2−1 = Pm1+1 = 0) and
(41) Gm1(z) = exp
(−Pm1V µm1 (z)) .
µ = µ(C) = (µ−m2 , . . . , µm1) is the equilibrium vector measure and (ωµ−m2 , . . . , ωµm1) is the system
of equilibrium constants for the vector potential problem determined by the interaction matrix C
defined in (4) on the system of compact sets Ej = supp(σ
1
j ), j = 0, . . . ,m1, Ej = supp(σ
2
−j), j =
−m2, . . . , 0.
Proof. If j = m1,An,m1 = Qn,m1 and (28) directly implies that
lim
n∈Λ
|An,m1(z)|1/|n1| = exp
(−Pm1V µm1 (z)) , K ⊂ C \∆m1 .
For j ∈ {−m2 − 1, . . . ,m1 − 1}, using (11) and (15) with q = Qn,j+1, we obtain
(42) An,j(z) = Qn,j(z)
Qn,j+1(z)
∫
Q2
n,j+1(x)
Qn,j(x)
An,j+1(x)
Qn,j+1(x)
dσj+1(x)
z − x ,
(Qn,−m2−1 ≡ 1.) From (28), it follows that
(43) lim
n∈Λ
∣∣∣∣ Qn,j(z)Qn,j+1(z)
∣∣∣∣1/|n1| = exp (Pj+1V µj+1(z)− PjV µj (z)) , K ⊂ C \ (∆j ∪∆j+1)
(we also use that the zeros of Qn,j and Qn,j+1 lie in ∆j and ∆j+1, respectively). It remains to
find the |n1|-th root asymptotic behavior of the integral.
Fix a compact set K ⊂ C \∆j+1. It is easy to verify that (for the definition of K2n,j+1 see proof
of Theorem 4 above)
C1
K2
n,j+1
≤
∣∣∣∣∣
∫
Q2
n,j+1(x)
Qn,j(x)
An,j+1(x)
Qn,j+1(x)
dσj+1(x)
z − x
∣∣∣∣∣ ≤ C2K2
n,j+1
,
where
C1 =
min{max{|u− x|, |v| : z = u+ iv} : z ∈ K, x ∈ ∆j+1}
max{|z − x|2 : z ∈ K, x ∈ ∆j+1} > 0
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and
C2 =
1
min{|z − x| : z ∈ K, x ∈ ∆j+1} <∞.
Taking into account (29)
(44) lim
n∈Λ
∣∣∣∣∣
∫
Q2
n,j+1(x)
Qn,j(x)
An,j+1(x)
Qn,j+1(x)
dσj+1(x)
z − x
∣∣∣∣∣
1/|n1|
= exp
−2 m1∑
k=j+1
ωµk/Pk
 .
From (42)-(44), we obtain (39) and we are done. 
Remark 1. Taking into consideration that the polynomials Qn,j (see Propositions 2 and 4) and
the functions ∫
Q2
n,j(x)
Qn,j−1(x)
An,j(x)
Qn,j(x)
dσj(x)
z − x ,
may have at most one zero in each of the connected components of ∆j \ Ej , in place of (39) one
can prove convergence in capacity on each compact subset K ⊂ C \ (Ej ∪ Ej+1). More precisely,
for any such compact set K and each ε > 0
lim
n∈Λ
cap
{
z ∈ K :
∣∣∣|An,j(z)|1/|n1| −Gj(z)∣∣∣ > ε} = 0.

Set
Uµj (z) = PjV
µj (z)− Pj+1V µj+1(z) + 2
m1∑
k=j+1
ωµk
Pk
, j = −m2 − 1, . . . ,m1 − 1,
and
Uµm1(z) = Pm1V
µm1 (z).
Hence, Gj(z) = exp(−Uµj (z)), j = −m2 − 1, . . . ,m1.
We have that for j = −m2, . . . ,m1(P−m2−1 = Pm1+1 = 0)
Pj
2
(Uµj (z)− Uµj−1(z)) = −
Pj+1Pj
2
V µj+1(z) + P 2j V
µj (z)− PjPj−1
2
V µj−1(z)− ωµj .
From the equilibrium property (see Lemma 1 and (37)), it follows that
Uµj (x) − Uµj−1(x)
 = 0, x ∈ supp(µj) ,≥ 0, x ∈ Ej .
Define
pj =
 p1,j , j = 0, . . . ,m1,−p2,−j−1, j = −m2 − 1, . . . ,−1.
It is easy to verify that for j = −m2, . . . ,m1
(45) Uµj (z)− Uµj−1(z) = O((pj − pj−1) log 1/|z|), z →∞.
In particular, Uµj (z)− Uµj−1(z) = O(1), z →∞, whenever pj = pj−1. By assumption, pj − pj−1 ≤
0, j = −m2, . . . ,m1 except for p0 − p−1 = p1,0 + p2,0 > 0.
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For all j, the function Uµj − Uµj−1 is subharmonic in C \ supp(µj). If pj ≥ pj−1, then it is
subharmonic in all C\ supp(µj). According to what was said above, when j = 0 or pj = pj−1, from
the equilibrium condition and the maximum principle, we have that Uµj −Uµj−1 ≡ 0 on supp(σj) =
Ej and U
µ
j < U
µ
j−1 on C \ supp(σj). In particular, in this case we have that supp(µj) = supp(σj).
When pj−1 > pj , (45) implies that in a neighborhood of z = ∞, Uµj > Uµj−1. Let γj = {z ∈
C : Uµj (z) − Uµj−1(z) = 0}. The equilibrium condition entails that γj ⊃ supp(µj) and the initial
remark indicates that γj is bounded. Consider any bounded component of the complement of γj .
On it, Uµj − Uµj−1 is subharmonic and on its boundary Uµj − Uµj−1 = 0. Thus, on any bounded
component of the complement of γj we have that U
µ
j < U
µ
j−1. From the initial remark it follows
that on the unbounded component of the complement of γj , U
µ
j > U
µ
j−1.
Fix j ∈ {0, . . . ,m1}. For each k ∈ {j, . . . ,m1} define
Djk := {z ∈ C \ ∪m1i=j∆i : Uµk (z) < Uµi (z), i = j, . . . ,m1, i 6= k}, Dm1m1 := C \∆m1 .
Let
ζj(z) = min{Uµk (z) : k = j, . . . ,m1}.
Corollary 1. Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•)× Zm2+1+ (•), (S1, S2) ∈ Reg,
S1 = N (σ10 , . . . , σ1m1), S2 = N (σ20 , . . . , σ2m2) be given. Let (an,0, an,1, . . . , an,m1),n ∈ Λ, be the as-
sociated sequence of “monic” mixed type multiple orthogonal polynomials. Then, for j = 0, . . . ,m1
(46) lim
n∈Λ
|an,j(z)|1/|n1| = exp(−ζj(z)), K ⊂ ∪m1k=jDjk,
and
(47) lim sup
n∈Λ
|an,j(z)|1/|n1| ≤ exp(−ζj(z)), K ⊂ C \ ∪m1k=j∆k.
In particular, if p1,0 = · · · = p1,m1 = 1/(m1 + 1), then
(48) lim
n∈Λ
|an,j(z)|1/|n1| = exp(−Uµm1(z)), K ⊂ C \ ∪m1k=j∆k.
Proof. For j = m1, An,m1 = an,m1 , Dm1m1 = C \∆m1 and ζm1 = Uµm1 . Therefore, (46) reduces to
(39) and implies (47). Let us prove these relations for j = 0, . . . ,m1 − 1.
The An,j are expressed in terms of the an,k, k = j, . . . ,m1, through a linear triangular scheme
of equations with function coefficients which do not depend on n. Using this system, we can solve
for an,j, in terms of An,k, k = j, . . . ,m1.
Given j ∈ {1, . . . ,m1} and 0 ≤ i < j, we have
(−1)j−i〈σ1i , . . . , σ1j 〉b(z) =
∫
· · ·
∫
dσ1i (xi) · · · dσ1j (xj)
(z − xi)(xi+1 − xi) · · · (xj − xj−1) ,
where 〈·〉b(z) denotes the Cauchy transform of the indicated measure, and
〈σ1j , . . . , σ1i 〉b(z) =
∫
· · ·
∫
dσ1i (xi) · · · dσ1j (xj)
(xi+1 − xi) · · · (xj − xj−1)(z − xj) .
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Consequently,
(−1)j−i〈σ1i , . . . , σ1j 〉b(z)− 〈σ1j , . . . , σ1i 〉b(z) =
∫
· · ·
∫ −(xj − xi)dσ1i (xi) · · · dσ1j (xj)
(z − xi)(xi+1 − xi) · · · (xj − xj−1)(z − xj) .
Since xj −xi = xj −xj−1+xj−1−· · ·−xi+1+xi+1−xi, substituting this in the previous formula,
we obtain
(49) 〈σ1j , . . . , σ1i 〉b(z) =
j−1∑
k=i
(−1)k−i〈σ1i , . . . , σ1k〉b(z)〈σ1j , . . . , σ1k+1〉b(z) + (−1)j−i〈σ1i , . . . , σ1j 〉b(z).
(This formula is applicable to any Nikishin system. We will use it on S2 in the last section.)
Using formula (49) it is easy to deduce that (the sum is empty when j = m1)
an,j(z) = An,j(z) +
m1∑
k=j+1
(−1)k−j〈σ1k, . . . , σ1j+1〉b(z)An,k(z).
Taking (39) into consideration, on Djk the term containing An,k dominates the sum (notice that
〈σ1k, . . . , σ1j+1〉b(z) 6= 0, z ∈ C \∆k) and (46) immediately follows. On the complement of ∪m1k=jDjk
there is no dominating term and all we can conclude from the previous equality is (47).
Let p1,0 = · · · = p1,m1 = 1/(m1 + 1). In this case, on C \ ∪m1k=j∆k we have that Uµm1(z) <
Uµm1−1(z) < · · · < Uµj (z) and (48) follows from (46). 
6. Ratio asymptotic
Here, we study the convergence of the sequences {Qnl,j/Qn,j},n ∈ Λ ⊂ Zm1+1+ (•) × Zm2+1+ (•)
and of the ratio of the corresponding linear forms. We maintain the notation introduced in Section
4, namely
∆j = ∆
1
j , σj = σ
1
j , j = 0, 1, . . . ,m1,
∆j = ∆
2
−j , σj = σ
2
−j , j = 0,−1, . . . ,−m2,
and
(50) Nn,j =
 N1,j(n)− 1, j = 0, 1 . . . ,m1,N2,−j(n), j = 0,−1, . . . ,−m2.
Set
Hn,j = Qn,j+1An,j
Qn,j
, j = −m2 − 1, . . . ,m1,
(Qn,−m2−1 ≡ Qn,m1+1 ≡ 1 and Hn,m1 ≡ 1). With these notations, relations (10), (14), (11), and
(15) (replacing general q by Qn,j+1 and shifting the index j by −1) can be rewritten as follows
(51)
∫
xνQn,j(x)
|Hn,j(x)| d|σj |(x)
|Qn,j−1(x)Qn,j+1(x)| = 0, ν = 0, . . . , Nn,j − 1, j = −m2, . . . ,m1,
and
(52) Hn,j−1(z) =
∫
Q2
n,j(x)
z − x
Hn,j(x)dσj(x)
Qn,j−1(x)Qn,j+1(x)
, j = −m2, . . . ,m1.
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Since on the interval ∆j the measure σj and the functions Hn,j , Qn,j−1Qn,j+1, preserve a constant
sign, we can take their absolute values in (51) without altering the orthogonality relations.
For each j = −m2, . . . ,m1, define
(53) Kn,j =
(∫
∆j
Q2
n,j(x)
|Hn,j(x)| d|σj |(x)
|Qn,j−1(x)Qn,j+1(x)|
)−1/2
.
Take
Kn,m1+1 = 1 , κn,j =
Kn,j
Kn,j+1
, j = −m2, . . . ,m1 .
Define
(54) qn,j = κn,jQn,j , hn,j−1 = K
2
n,jHn,j−1 ,
and
(55) dρn,j(x) =
hn,j(x)dσj(x)
Qn,j−1(x)Qn,j+1(x)
.
From (51) and the notation introduced above, we obtain
(56)
∫
∆j
xνQn,j(x)d|ρn,j |(x) = 0, ν = 0, . . . , Nn,j − 1, j = −m2, . . . ,m1 ,
and qn,j is orthonormal with respect to the varying measure |ρn,j|. On the other hand, using (52)
it follows that
(57) hn,j−1(z) = εn,j
∫
∆j
q2
n,j(x)
z − x d|ρn,j|(x) , j = −m2, . . . ,m1,
where εn,j denotes the sign of the varying measure ρn,j.
The proof of Theorem 6 below has three steps. First, we show that for each j ∈ {−m2, . . . ,m1}
the sequence {Qnl,j/Qn,j} is uniformly bounded on each compact subset contained in C\ supp(σj)
(for all sufficiently large |n1|). Taking a subsequence of multi-indices such that all the sequences
of ratios of polynomials have limit, we show that the limit functions must satisfy a system of
boundary value problems. This system happens to have a unique solution from which we derive
that all convergent subsequences have the same limit. Finally, we show that the limit functions can
be expressed in terms of the branches of certain conformal representations of a related compact
Riemann surface onto the extended complex plane.
In this section, we assume that supp(σj) = ∆˜j ∪ ej , j = −m2, . . . ,m1, where ∆˜j = [aj , bj] is a
bounded interval of the real line, |σ′j | > 0 a.e. on ∆˜j , and ej is a set without accumulation points
in R \ ∆˜j . We denote this writing S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2).
In order to fulfill the first step, Theorem 3 would be sufficient if ∆j = ∆˜j , j = −m2, . . . ,m1. In
order to allow the compact sets to enter the connected components of ∆j \ supp(σj), we need to
show that the zeros falling in the intervals I (see Propositions 2 and 4) are attracted to points in
supp(σj) \ ∆˜j . In our aid comes the next result.
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Lemma 8. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•) ×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
(58) sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞ , sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞ .
For any continuous function f on supp(σj)
(59) lim
n∈Λ
∫
f(x)q2
n,j(x)d|ρn,j |(x) =
1
pi
∫ bj
aj
f(x)
dx√
(bj − x)(x − aj)
,
where ∆˜j = [aj , bj ], −m2 ≤ j ≤ m1. In particular,
(60) lim
n∈Λ
εn,jhn,j−1(z) =
1√
(z − bj)(z − aj)
, K ⊂ C \ supp(σj) ,
where
√
(z − bj)(z − aj) > 0 if z > bj. Consequently, for j = −m2, . . . ,m1, each point of supp(σj)\
∆˜j is a limit of zeros of {Qn,j},n ∈ Λ.
Proof. We will prove this by induction on j. For j = m1, using Corollary 3 in [2] and the second
condition in (58), it follows that
lim
n∈Λ
∫
∆m1
f(x)q2
n,m1(x)
d|σm1 |(x)
|Qn,m1−1(x)|
=
1
pi
∫
e∆m1
f(x)
dx√
(bm1 − x)(x− am1)
,
where f is continuous on supp(σm1). Take f(x) = (z − x)−1 where z ∈ C \ supp(σm1). According
to (57) and the previous limit one obtains that
lim
n∈Λ
εn,m1hn,m1−1(z) =
1√
(z − bm1)(z − am1)
=: hm1(z) ,
pointwise on C \ supp(σm1). Since∣∣∣∣∣
∫
∆m1
q2
n,m1(x)
z − x
d|σm1 |(x)
|Qn,m1−1(x)|
∣∣∣∣∣ ≤ 1d(K, supp(σm1)) , z ∈ K ⊂ C \ supp(σm1) ,
where d(K, supp(σm1 )) denotes the distance between the two compact sets, the sequence {hn,m1−1},
n ∈ Λ, is uniformly bounded on compact subsets of C \ supp(σm1 ) and (60) follows for j = m1.
Let ζ ∈ supp(σm1) \ ∆˜m1 . Take r > 0 sufficiently small so that the circle Cr = {z : |z − ζ| = r}
surrounds no other point of supp(σm1) \ ∆˜m1 and contains no zero of qn,m1 ,n ∈ Λ. From (60) for
j = m1
(61) lim
n∈Λ
1
2pii
∫
Cr
εn,m1h
′
n,m1−1(z)
εn,m1hn,m1−1(z)
dz =
1
2pii
∫
Cr
h′m1(z)
hm1(z)
dz = 0 .
Since ζ is a mass point of σm1 , formula (57) indicates that either hn,m1−1 has a simple pole
at ζ or Qn,m1(ζ) = 0. In any case, from (61) and the argument principle, it follows that for all
sufficiently large |n|,n ∈ Λ, Qn,m1 must have a simple zero inside Cr. The parameter r can be
taken arbitrarily small; therefore, the last statement of the lemma readily follows and the basis of
induction is fulfilled.
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Let us assume that the lemma is satisfied for j ∈ {k + 1, . . . ,m1},−m2 ≤ k ≤ m1 − 1, and let
us prove that it is also true for k. From (60) applied to j = k + 1, we have that
lim
n∈Λ
|hn,k(x)| = 1√|(x− bk+1)(x− ak+1)| ,
uniformly on ∆k ⊂ C\supp(σk+1). It follows that {|hn,k|d|σk|},n ∈ Λ, is a sequence of Denisov type
measures according to Definition 3 in [2]. Additionally, ({|hn,k|d|σk|}, {|Qn,k−1Qn,k+1|}, l),n ∈ Λ,
is strongly admissible as in Definition 2 of [2] for each l ∈ Z (see paragraph just after both
definitions in the referred paper). Therefore, we can apply Corollary 3 in [2] of which (59) for
j = k is a particular case. In the proof of Corollary 3 of [2] (see also Theorem 9 in [4]) it is required
that the inequality deg(Qn,j−1Qn,j+1)− 2 deg(Qn,j) ≤ C holds for every n ∈ Λ, where C ≥ 0 is a
constant. It is straightforward to check that this condition is satisfied under the assumption (58).
Now we return to the induction argument. From (59) for j = k, (60) and the rest of the
statements of the lemma immediately follow just as in the case when j = m1. With this we
conclude the proof. 
Now, we are ready to prove normality.
Lemma 9. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•) ×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞ , sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞ .
Let us assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ
we have that nl ∈ Zm1+1+ (•) × Zm2+1+ (•). Then, for each j = −m2, . . . ,m1, and each compact set
K ⊂ C \ supp(σj) there exist positive constants Cj,1(K), Cj,2(K) such that
Cj,1(K) ≤ inf
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ sup
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ Cj,2(K),
for all sufficiently large |n1|,n ∈ Λ.
Proof. The uniform bound from above and below on each fixed compact subset K ⊂ C \∆j (for
all n ∈ Λ) is a direct consequence of the interlacing property of the zeros of Qnl,j and Qn,j. In
fact, comparing distances to z ∈ K of consecutive interlacing zeros, it is easy to verify that
min
{
d1,
d1
d2
}
≤ inf
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ sup
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ max{d2, d22}d1 ,
where d2 denotes the diameter of K ∪∆j and d1 denotes the distance between K and ∆j . So, for
such compact sets the assertion has been proved.
The additional restrictions made in the lemma guarantee that the zeros of the polynomials
Qnl,j and Qn,j lying in ∆j \ supp(σj) converge to the mass points as results from Lemma 8. Let
K ⊂ C \ supp(σj) and suppose that K ∩ ∆j 6= ∅. Notice that K can intersect at most a finite
number of open intervals I1, . . . , IM forming the connected components of ∆j \ supp(σj). The
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polynomials Qnl,j and Qn,j can have at most one zero in each of those intervals. Consequently,
for all |n1|,n ∈ Λ, sufficiently large, the zeros of Qnl,j and Qn,j lie at a positive distance ε from
K. Now, it is easy to show that for all sufficiently large |n1|
min
{
ε,
ε
d2
}
≤ inf
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ sup
z∈K
∣∣∣∣Qnl,j(z)Qn,j(z)
∣∣∣∣ ≤ max{d2, d22}ε .
This concludes the proof. 
From Lemma 9 we know that the sequences
{
Qnl,j/Qn,j
}
n∈Λ
, j = −m2, . . . ,m1,
are uniformly bounded on each compact subset of C \ supp(σj) for all sufficiently large |n1|. By
Montel’s theorem, there exists a subsequence of multi-indices Λ′ ⊂ Λ and a collection of functions
F˜
(l)
j , holomorphic in C \ supp(σj), such that
(62) lim
n∈Λ′
Qnl,j(z)
Qn,j(z)
= F˜
(l)
j (z), K ⊂ C \ supp(σj), j = −m2, . . . ,m1.
In principle, the functions F˜
(l)
j may depend on Λ
′. We shall see that this is not the case and,
therefore, the limit in (62) holds for n ∈ Λ. First, let us obtain some general information on the
functions F˜
(l)
j .
The points in supp(σj) \ ∆˜j are isolated singularities of F˜ (l)j . Let ζ ∈ supp(σj) \ ∆˜j . By
Lemma 8, ζ is a limit of zeros of Qn,j and Qnl,j as |n1| → ∞,n ∈ Λ, and in a sufficiently small
neighborhood of ζ, for large |n1|,n ∈ Λ, there can be at most one zero of these polynomials (so
there is exactly one, for all sufficiently large |n1|). Let limn∈Λ ζn = ζ where Qn,j(ζn) = 0. From
formula (62)
lim
n∈Λ′
(z − ζn)Qnl,j(z)
Qn,j(z)
= (z − ζ)F˜ (l)j (z), K ⊂ (C \ supp(σj)) ∪ {ζ} ,
and (z−ζ)F˜ (l)j (z) is analytic in a neighborhood of ζ. Hence ζ is not an essential singularity of F˜ (l)j .
Taking into consideration that Qnl,j ,n ∈ Λ, also has a sequence of zeros converging to ζ, from the
argument principle it follows that ζ is a removable singularity of F˜
(l)
j which is not a zero. By Lemma
9 we also know that the sequence of functions |Qnl,j/Qn,j|,n ∈ Λ, is uniformly bounded from below
by a positive constant for all sufficiently large |n1|. Therefore, in C \ supp(σj) the function F˜ (l)j is
also different from zero. According to the definitions of Qn,j, Qnl,j , and Propositions 2 and 4 (see
also (50)), when −l2 ≤ j ≤ l1, we have that degQnl,j = Nnl,j = Nn,j + 1 = degQn,j + 1 whereas,
for j ∈ {−m2, . . . ,−l2− 1}∪{l1+1, . . . ,m1}, we obtain that degQnl,j = Nnl,j = Nn,j = degQn,j.
Consequently, when −l2 ≤ j ≤ l1, the function F˜ (l)j has a simple pole at infinity and (F˜ (l)j )′(∞) = 1,
whereas, for j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1}, it is analytic at infinity and F˜ (l)j (∞) = 1.
Now, let us prove that the functions F˜
(l)
j , j = −m2, . . . ,m1, satisfy a system of boundary value
problems.
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Lemma 10. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•) ×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞, sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞.
Let us assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ we
have that nl ∈ Zm1+1+ (•)×Zm2+1+ (•). Then, there exists a normalization F (l)j , j = −m2, . . . ,m1, by
positive constants, of the functions F˜
(l)
j given in (62), which verifies the system of boundary value
problems
(63)
1) F
(l)
j , 1/F
(l)
j ∈ H(C \ ∆˜j) ,
2) (F
(l)
j )
′(∞) > 0 , j ∈ {−l2, . . . , l1} ,
2′) F
(l)
j (∞) > 0 , j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1} ,
3) |F (l)j (x)|2
1
|(F (l)j−1 F (l)j+1)(x)|
= 1, x ∈ ∆˜j ,
where F
(l)
−m2−1
≡ F (l)m1+1 ≡ 1.
Proof. The assertions 1), 2), and 2’) were proved above for the functions F˜
(l)
j . Consequently, they
are satisfied by any normalization of these functions by means of positive constants.
From (56) applied to n and nl, for each j = −m2, . . . ,m1, we have∫
xνQn,j(x)d|ρn,j |(x) = 0, ν = 0, . . . , Nn,j − 1 ,
and ∫
xνQnl,j(x)gn,j(x)d|ρn,j |(x) = 0 , ν = 0, . . . , Nnl,j − 1 ,
where
gn,j(x) =
|Qn,j−1(x)Qn,j+1(x)|
|Qnl,j−1(x)Qnl,j+1(x)|
|hnl,j(x)|
|hn,j(x)| , dρn,j(x) =
hn,j(x)dσj(x)
Qn,j−1(x)Qn,j+1(x)
.
From (60) and (62)
(64) lim
n∈Λ′
gn,j(x) = |(F˜ (l)j−1F˜ (l)j+1)(x)|−1
uniformly on ∆j .
Fix j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1}. As mentioned above, for this selection of j we
have that degQnl,j = degQn,j = Nn,j. Due to (64) and (62), from Theorems 1 and 2 of [2], it
follows that
(65) lim
n∈Λ′
Qnl,j(z)
Qn,j(z)
=
Sj(z)
Sj(∞) = S˜j(z) = F˜
(l)
j (z) , K ⊂ C \ supp(σj) ,
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where Sj is the Szego˝ function on C\ ∆˜j with respect to |F˜ (l)j−1(x)F˜ (l)j+1(x)|−1, x ∈ ∆˜j . The function
Sj is uniquely determined by
(66)
1) Sj , 1/Sj ∈ H(C \ ∆˜j) ,
2) Sj(∞) > 0 ,
3) |Sj(x)|2 1∣∣(F˜ (l)j−1F˜ (l)j+1)(x)∣∣ = 1, x ∈ ∆˜j .
Now, fix j ∈ {−l2, . . . , l1}. In this situation degQnl,j = degQn,j +1 = Nn,j +1. Let Q∗n,j(x) be
the monic polynomial of degree Nn,j orthogonal with respect to the varying measure gn,j d|ρn,j |.
Using the same arguments as above, we have
(67) lim
n∈Λ′
Q∗
n,j(z)
Qn,j(z)
=
Sj(z)
Sj(∞) = S˜j(z) , K ⊂ C \ supp(σj) .
On the other hand, since degQnl,j = degQ
∗
n,j + 1 and both of these polynomials are orthogonal
with respect to the same varying weight, by Theorem 1 of [2] and (60), it follows that
(68) lim
n∈Λ′
Qnl,j(z)
Q∗
n,j(z)
=
ϕj(z)
ϕ′j(∞)
= ϕ˜j(z) , K ⊂ C \ supp(σj) ,
where ϕj denotes the conformal representation of C \ ∆˜j onto {w : |w| > 1} such that ϕj(∞) =∞
and ϕ′j(∞) > 0. The function ϕj is uniquely determined by
(69)
1) ϕj , 1/ϕj ∈ H(C \ ∆˜j) ,
2) ϕ′j(∞) > 0 ,
3) |ϕj(x)| = 1, x ∈ ∆˜j .
From (62), (67), and (68), we obtain
(70) lim
n∈Λ′
Qnl,j(z)
Qn,j(z)
= (S˜jϕ˜j)(z) = F˜
(l)
j (z) , K ⊂ C \ supp(σj) .
Thus,
(71) F˜
(l)
j =
 S˜jϕ˜j , j ∈ {−l2, . . . , l1} ,S˜j , j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1} ,
and from (66) and (71) it follows that
(72) |F˜ (l)j (x)|2
1∣∣(F˜ (l)j−1F˜ (l)j+1)(x)∣∣ =
1
ωj
, x ∈ ∆˜j , j = −m2, . . . ,m1 ,
where
(73) ωj =
 (Sj ϕ′j)2(∞) , j ∈ {−l2, . . . , l1} ,S2j (∞) , j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1} .
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Now, let us show that there exist positive constants cj , j = −m2, . . . ,m1, such that the functions
F
(l)
j = cjF˜
(l)
j satisfy (63). In fact, according to (72) for any such constants cj we have that
|F (l)j (x)|2
1∣∣(F (l)j−1F (l)j+1)(x)∣∣ =
c2j
cj−1cj+1ωj
, x ∈ ∆˜j , j = −m2, . . . ,m1 ,
where c−m2−1 = cm1+1 = 1. The problem reduces to finding appropriate constants cj such that
(74)
c2j
cj−1cj+1ωj
= 1 , j = −m2, . . . ,m1 .
Taking logarithm, we obtain the linear system of equations
(75) 2 log cj − log cj−1 − log cj+1 = logωj , j = −m2, . . . ,m1
(c−m2−1 = cm1+1 = 1) on the unknowns log cj . This system has a unique solution with which we
conclude the proof. 
Consider the (m1 +m2 + 2)-sheeted Riemann surface
R =
m1⋃
k=−m2−1
Rk,
formed by the consecutively “glued” sheets
R−m2−1 := C \ ∆˜−m2 , Rk := C \ (∆˜k ∪ ∆˜k+1), k = −m2, . . . ,m1 − 1, Rm1 := C \ ∆˜m1 ,
where the upper and lower banks of the slits of two neighboring sheets are identified. Fix l =
(l1, l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2. Let ψ(l) be a singled valued function defined on R onto the
extended complex plane satisfying
ψ(l)(z) =
C1
z
+O( 1
z2
), z →∞(−l2−1),
ψ(l)(z) = C2 z +O(1), z →∞(l1),
where C1 and C2 are nonzero constants. Since the genus of R is zero, ψ(l) exists and is uniquely
determined up to a multiplicative constant. Consider the branches of ψ(l), corresponding to the
different sheets k = −m2 − 1, . . . ,m1 of R
ψ(l) := {ψ(l)k }m1k=−m2−1 .
We normalize ψ(l) so that
(76)
m1∏
k=−m2−1
|ψ(l)k (∞)| = 1, C1 ∈ R \ {0}.
Certainly, there are two ψ(l) verifying this normalization. Since the product of all the branches∏m1
k=−m2−1
ψ
(l)
k is a single valued analytic function in C without singularities, by Liouville’s theorem
it is constant and because of the normalization introduced above this constant is either 1 or −1.
If ψ(l) is such that C1 ∈ R \ {0}, then
ψ(l)(z) = ψ(l)(z), z ∈ R.
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In fact, let φ(z) := ψ(l)(z). φ and ψ(l) have the same divisor; consequently, there exists a constant
C such that φ = Cψ(l). Comparing the leading coefficients of the Laurent expansion of these
functions at ∞(−l2−1), we conclude that C = 1 since C1 ∈ R \ {0}.
In terms of the branches of ψ(l), the symmetry formula above means that for each k = −m2 −
1, . . . ,m1,
ψ
(l)
k : R \ (∆˜k ∪ ∆˜k+1) −→ R
(∆˜−m2−1 = ∆˜m1+1 = ∅); therefore, the coefficients (in particular, the leading one) of the Laurent
expansion at ∞ of these branches are real numbers, and
(77) ψ
(l)
k (x±) = ψ
(l)
k (x∓) = ψ
(l)
k+1(x±), x ∈ ∆˜k+1.
Given an arbitrary function F (z) which has in a neighborhood of infinity a Laurent expansion
of the form F (z) = Czk +O(zk−1), C 6= 0, and k ∈ Z, we denote
F˜ := F/C .
C is called the leading coefficient of F . When C ∈ R, sg(F (∞)) will represent the sign of C.
We are ready to state and prove one of the main results of this section.
Theorem 6. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let n ∈ Λ ⊂
Z
m1+1
+ (•)× Zm2+1+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞, sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞.
Let us assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ we
have that nl ∈ Zm1+1+ (•)× Zm2+1+ (•). Let {Qn,j}m1j=−m2 , n ∈ Λ, be the corresponding sequences of
polynomials defined in section 2. Then, for each fixed j ∈ {−m2, . . . ,m1}, we have
(78) lim
n∈Λ
Qnl,j(z)
Qn,j(z)
= F˜
(l)
j (z), z ∈ K ⊂ C \ supp(σj)
where the functions satisfying (63) are
(79) F
(l)
j := sg
m1∏
k=j
ψ
(l)
k (∞)
 m1∏
k=j
ψ
(l)
k .
Proof. Since the families of functions{
Qnl,j/Qn,j
}
n∈Λ
, j = −m2, . . . ,m1,
are uniformly bounded on each compact subset K ⊂ C \ supp(σj) for all sufficiently large |n1|,n ∈
Λ, uniform convergence on compact subsets of the indicated region follows from proving that
any convergent subsequence has the same limit. According to Lemma 10 the limit functions,
appropriately normalized, of a convergent subsequence satisfy the same system of boundary value
problems (63). According to Lemma 4.2 in [1] this system has a unique solution.
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It remains to show that the functions defined in (79) satisfy (63). When multiplying two
consecutive branches, the singularities on the common slit cancel out by the Schwarz reflection
principle; therefore, 1) takes place since only the singularities of ψ
(l)
j on ∆˜j remain. From the
definition of ψ(l) it also follows that for j = −l2, . . . , l1, F (l)j has at infinity a simple pole, whereas
it is regular and different from zero at infinity when j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1}.
The factor sign in front of (79) guarantees the positivity claimed in 2) and 2′).
In order to verify 3), notice that F
(l)
j /F
(l)
j−1 = sg(ψ
(l)
j−1(∞))/ψ(l)j−1. Therefore, if j = −m2 +
1, . . . ,m1,
|F (l)j (x)|2
|F (l)j−1(x)F (l)j+1(x)|
=
|ψ(l)j (x)|
|ψ(l)j−1(x)|
= 1, x ∈ ∆˜j ,
on account of (77). For j = −m2, from the definition and (77)
|F (l)−m2(x)|2
|F (l)−m2+1(x)|
= |ψ(l)−m2(x)||
m1∏
k=−m2
ψ
(l)
k (x)| = |
m1∏
k=−m2−1
ψ
(l)
k (x)| = 1, x ∈ ∆˜−m2 ,
since
∏m1
k=−m2−1
ψ
(l)
k is constantly equal to 1 or −1 on all C. The proof is complete. 
The following corollary complements Theorem 6. The proof is similar to that of Corollary 4.1
in [1].
Corollary 2. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•)×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞, sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞.
Let us assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ
we have that nl ∈ Zm1+1+ (•) × Zm2+1+ (•). Let {qn,j = κn,j Qn,j}m1j=−m2 ,n ∈ Λ, be the system of
orthonormal polynomials as defined in (54) and {Kn,j}m1j=−m2 ,n ∈ Λ, the values given by (53).
Then, for each fixed j = −m2, . . . ,m1, we have
(80) lim
n∈Λ
κnl,j
κn,j
= κ
(l)
j ,
(81) lim
n∈Λ
Knl,j
Kn,j
= κ
(l)
j · · ·κ(l)m1 ,
and
(82) lim
n∈Λ
qnl,j(z)
qn,j(z)
= κ
(l)
j F˜
(l)
j (z), K ⊂ C \ supp(σj) ,
where
(83) κ
(l)
j =
c
(l)
j√
c
(l)
j−1c
(l)
j+1
, c
(l)
j =
 (F
(l)
j )
′(∞) , j ∈ {−l2, . . . , l1} ,
F
(l)
j (∞) , j /∈ {−l2, . . . , l1} ,
(c
(l)
−m2−1
= c
(l)
m1+1
= 1) and the functions F
(l)
j are defined by (79).
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Proof. By Theorem 6, we have limit in (64) along the whole sequence Λ. Reasoning as in the
deduction of formulas (65) and (70), but now in connection with orthonormal polynomials (see
Theorems 1 and 2 of [2]), it follows that
lim
n∈Λ
qnl,j(z)
qn,j(z)
=
 (Sj ϕj)(z) , j ∈ {−l2, . . . , l1} ,Sj(z) , j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1} ,
uniformly on compact subsets of C \ supp(σj), where Sj is defined in (66). This formula, divided
by (65) or (70) according to the value of j gives
lim
n∈Λ
κnl,j
κn,j
=
√
ωj =
cj√
cj−1cj+1
,
where ωj is defined in (73), and the cj are the normalizing constants found in Lemma 10 solving
the linear system of equations (75) which ensure that
F
(l)
j ≡ cjF˜ (l)j , j = −m2, . . . ,m1 ,
with F
(l)
j satisfying (63) and thus given by (79). Since (F˜
(l)
j )
′(∞) = 1, j ∈ {−l2, . . . , l1}, and
(F˜
(l)
j )(∞) = 1, j ∈ {−m2, . . . ,−l2 − 1} ∪ {l1 + 1, . . . ,m1} formula (80) immediately follows with
κ
(l)
j as in (83).
From the definition of κn,j , we have that
Kn,j = κn,j · · ·κn,m1 .
Taking the ratio of these constants for the multi-indices n and nl and using (80), we get (81).
Formula (82) is an immediate consequence of (80) and (78). 
Let lcm(a, b) denote the least common multiple of two integers a and b, and define m :=
lcm(m1 + 1,m2 + 1), d1 := m/(m1 + 1), d2 := m/(m2 + 1). Within the class of pairs l = (l1; l2)
with 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, we distinguish the subclass
L := {(l1; l2) : l1 ≡ rmod (m1 + 1), l2 ≡ rmod (m2 + 1) for some 0 ≤ r ≤ m− 1} .
It is easy to check that for different r, 0 ≤ r ≤ m − 1, the pairs (l1, l2) in L are different. Let
p := (p1;p2), where p1 = (d1, . . . , d1) and p2 = (d2, . . . , d2) have m1 +1 and m2 + 1 components,
respectively. By n+ p we denote the multi-index (n1 + p1;n2 + p2).
Corollary 3. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•)×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞, sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞.
Then, for each fixed j ∈ {−m2, . . . ,m1}, we have
(84) lim
n∈Λ
Qn+p,j(z)
Qn,j(z)
=
∏
l∈L
F˜
(l)
j (z), K ⊂ C \ supp(σj) ,
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(85) lim
n∈Λ
κn+p,j
κn,j
=
∏
l∈L
κ
(l)
j ,
and
(86) lim
n∈Λ
qn+p,j(z)
qn,j(z)
=
∏
l∈L
κ
(l)
j F˜
(l)
j (z), K ⊂ C \ supp(σj) .
Proof. Given n ∈ Λ and 0 ≤ r ≤ m, let n(r) := n + q(r) where q(r) = (q1(r);q2(r)) is the
multi-index satisfying
qi(r) = (k + 1, . . . , k + 1︸ ︷︷ ︸
s
, k, . . . , k) , r = k(mi + 1) + s , 0 ≤ s ≤ mi .
Hence, n(0) = n, n(m) = n+ p and n(r) ∈ Zm1+1+ (•)× Zm2+1+ (•) for every r.
We have
Qn+p,j(z)
Qn,j(z)
=
m−1∏
r=0
Qn(r+1),j(z)
Qn(r),j(z)
.
In addition, by (78) we know that for each fixed 0 ≤ r ≤ m− 1,
lim
n∈Λ
Qn(r+1),j(z)
Qn(r),j(z)
= F˜
(l)
j (z), z ∈ K ⊂ C \ supp(σj) ,
where l = (l1; l2) is precisely the multi-index satisfying l1 ≡ rmod (m1 + 1), l2 ≡ rmod (m2 + 1).
Therefore (84) follows. Relations (85) and (86) are proved analogously in view of (80) and (82). 
Now, we need to introduce some notations. For j ∈ {−m2, . . . ,m1 − 1}, set
δj :=
 1, if ∆j is to the left of ∆j+1 ,−1, if ∆j is to the right of ∆j+1 .
For multi-indices l = (l1; l2) such that l1 + l2 ≥ 2 we define
∆j, l :=

1, if j ≥ l1 + 2 ,
δj−1, if j ∈ {l1, l1 + 1} ,
−δj−1δj , if j ∈ {−l2 + 1, . . . , l1 − 1} ,
−δj , if j ∈ {−l2 − 1,−l2} ,
1, if j ≤ −l2 − 2 .
If l1 + l2 = 1 then
∆j, l :=

1, if j ≥ l1 + 2 ,
δj−1, if j ∈ {l1, l1 + 1} ,
−δj , if j ∈ {−l2 − 1,−l2} ,
1, if j ≤ −l2 − 2 ,
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and for l1 = l2 = 0
∆j,(0;0) :=

1, if j ≥ 2 ,
δ0, if j = 1 ,
1, if j = 0 ,
−δ−1, if j = −1 ,
1, if j ≤ −2 .
Recall that εn,j denotes the sign of the varying measure
dρn,j(x) =
hn,j(x)dσj(x)
Qn,j−1(x)Qn,j+1(x)
.
Lemma 11. For any n,nl ∈ Zm1+1+ (•)× Zm2+1+ (•) and −m2 ≤ j ≤ m1
(87)
εnl,j
εn,j
=
m1∏
k=j
∆k,l .
Proof. We will denote by sign(f,∆) the sign of a function f on the interval ∆. Thus
(88)
εnl,j
εn,j
= sign(
Hnl,j Qn,j−1Qn,j+1
Hn,j Qnl,j−1Qnl,j+1
,∆j) .
If −l2 ≤ j − 1 ≤ l1, then deg(Qnl,j−1) = 1 + deg(Qn,j−1) and, therefore,
(89) sign(
Qn,j−1
Qnl,j−1
,∆j) = δj−1 .
If j − 1 < −l2 or j − 1 > l1, then deg(Qnl,j−1) = deg(Qn,j−1), implying that
(90) sign(
Qn,j−1
Qnl,j−1
,∆j) = 1 .
Analogously, we have that for −l2 ≤ j + 1 ≤ l1
(91) sign(
Qn,j+1
Qnl,j+1
,∆j) = −δj
and for j + 1 < −l2 or j + 1 > l1
(92) sign(
Qn,j+1
Qnl,j+1
,∆j) = 1 .
From (89)-(91) it follows that
(93) sign(
Qn,j−1Qn,j+1
Qnl,j−1Qnl,j+1
,∆j) = ∆j, l .
Now, by (52)
Hnl,j(x)
Hn,j(x) =
∫ Q2
n
l,j+1
(t)
x−t
H
n
l,j+1
(t) dσj+1(t)
Q
n
l,j
(t)Q
n
l,j+2
(t)∫ Q2
n,j+1(t)
x−t
Hn,j+1(t) dσj+1(t)
Qn,j(t)Qn,j+2(t)
.
Therefore,
(94) sign(Hnl,j/Hn,j,∆j) =
εnl,j+1
εn,j+1
.
Since Hnl,m1 ≡ Hn,m1 ≡ 1, the right hand side of (94) equals 1 for j = m1. Hence (87) follows
from (88), (93) and (94). 
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This lemma shows that εnl,j/εn,j depends on j, l, and the relative positions of the intervals ∆j
but not on n. Define the functions
A(l)j := ψ˜(l)j
m1∏
k=j+1
∆k, l
(κ
(l)
k )
2
(the product should be understood to be equal to 1 when j = m1).
Theorem 7. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•) ×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞ , sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞ .
Let us assume that there exists l = (l1; l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, such that for all n ∈ Λ we
have that nl ∈ Zm1+1+ (•) × Zm2+1+ (•). Let {An,j}m1j=−m2−1,n ∈ Λ, be the associated sequences of
“monic” linear forms. Then, for each fixed j = −m2 − 1, . . . ,m1,
(95) lim
n∈Λ
Anl,j(z)
An,j(z) = A
(l)
j , K ⊂ C \ (supp(σj) ∪ supp(σj+1))
(supp(σ−m2−1) = supp(σm1+1) = ∅).
Proof. It follows from definition of Hn,j and Hnl,j that
Anl,j(z)
An,j(z) =
εnl,j+1hnl,j(z)
εn,j+1hn,j(z)
εn,j+1
εnl,j+1
K2
n,j+1
K2
nl,j+1
Qnl,j(z)
Qn,j(z)
Qn,j+1(z)
Qnl,j+1(z)
.
By Lemma 8,
lim
n∈Λ
εnl,j+1hnl,j(z)
εn,j+1hn,j(z)
= 1 , K ⊂ C \ supp(σj+1) .
Using Lemma 11 and Corollary 2, we have
lim
n∈Λ
εn,j+1
εnl,j+1
K2
n,j+1
K2
nl,j+1
=
m1∏
k=j+1
∆k, l
(κ
(l)
k )
2
.
Finally, applying (78) and (79) one obtains
lim
n∈Λ
Qnl,j(z)
Qn,j(z)
Qn,j+1(z)
Qnl,j+1(z)
= ψ˜
(l)
j (z) , K ⊂ C \ (supp(σj) ∪ supp(σj+1)) .
Putting these relations together we get (95). 
Corollary 4. Let S1 = N ′(σ10 , . . . , σ1m1), S2 = N ′(σ20 , . . . , σ2m2) be given, and let Λ ⊂ Zm1+1+ (•)×
Z
m2+1
+ (•) be an infinite sequence of distinct multi-indices such that
(96) sup
n∈Λ
((m2 + 1)n2,0 − |n2|) <∞ , sup
n∈Λ
((m1 + 1)n1,0 − |n1|) <∞ .
Then, for each fixed j ∈ {−m2, . . . ,m1}, we have
(97) lim
n∈Λ
An+p,j(z)
An,j(z) =
∏
l∈L
A(l)j (z) , K ⊂ C \ (supp(σj) ∪ supp(σj+1))
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(supp(σ−m2−1) = supp(σm1+1) = ∅). Consequently,
(98) lim
n∈Λ
|An,j(z)|1/|n1| =
∏
l∈L
|A(l)j (z)|1/m , K ⊂ C \ (supp(σj) ∪ supp(σj+1)),
where m = lcm(m1 + 1,m2 + 1).
Proof. Using the same arguments employed to prove Corollary 3, we obtain (97). From (97) it is
easy to deduce the |n1|-th root asymptotic of the linear forms.
In fact, it is easy to see that for each n ∈ Λ there exists n0 ∈ Zm1+1+ (•)×Zm2+1+ (•) (which may
depend on n), whose entries are uniformly bounded by a constant C independent of n (condition
(96) is used), such that n = rp + n0 for some r ∈ Z+. Write
An,j(z) = An,j(z)An−p,j(z)
An−p,j(z)
An−2p,j(z) · · ·
An0+p,j(z)
An0,j(z)
An0,j(z).
Then
1
|n1| log |An,j(z)| =
1
|n1| log |An0,j(z)|+
1
|n1|
r−1∑
k=0
log
∣∣∣∣An0+(k+1)p,j(z)An0+kp,j(z)
∣∣∣∣ .
Obviously,
lim
n∈Λ
1
|n1| log |An0,j(z)| = 0, K ⊂ C \ (supp(σj) ∪ supp(σj+1)),
and because of (97)
lim
n∈Λ
1
|n1|
r−1∑
k=0
log
∣∣∣∣An0+(k+1)p,j(z)An0+kp,j(z)
∣∣∣∣ = 1m log
∣∣∣∣∣∏
l∈L
A(l)j (z)
∣∣∣∣∣ , K ⊂ C \ (supp(σj) ∪ supp(σj+1)),
since |n1| = r|p1|+O(1) = rm+O(1), |n1| → ∞. 
The function appearing on the right hand side of (98) corresponds with the one on the right hand
side of (39) associated to the vector equilibrium problem with interaction matrix C constructed
taking p1,k = 1/(m1 + 1), 0 ≤ k ≤ m1, and p2,k = 1/(m2 + 1), 0 ≤ k ≤ m2. In that case, for each
j = −m2 − 1, . . . ,m1, we have
Gj(z) =
∏
l∈L
|A(l)j (z)|1/m , z ∈ C \ (∆˜j ∪ ∆˜j+1)
(∆−m2−1 = ∆m1+1 = ∅), where m = lcm(m1 + 1,m2 + 1).
7. Application to mixed type Hermite Pade´ approximation
Let S1 = N (σ10 , . . . , σ1m1), S2 = N (σ20 , . . . , σ2m2), σ10 = σ20 be given. Let us introduce the row
vectors
U = (1, ŝ21,1, . . . , ŝ
2
1,m2), V = (1, ŝ
1
1,1, . . . , ŝ
1
1,m1)
and the (m2 + 1)× (m1 + 1) dimensional matrix
W = UtV,
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where the super-index t means taking transpose. Define the matrix Markov type function
Ŝ(z) =
∫
W(x)dσ20(x)
z − x
understanding that integration is carried out entry by entry on the matrix W.
Fix n1 = (n1,0, n1,1, . . . , n1,m1) ∈ Zm1+1+ and n2 = (n2,0, n2,1, . . . , n2,m2) ∈ Zm2+1+ , |n2| =
|n1| − 1. It is easy to see that there exists a non zero vector polynomial
An = (an,0, . . . , an,m1), deg(an,k) ≤ n1,k − 1, k = 0, . . . ,m1,
such that
(99) Ŝ(z)At
n
(z)− Dt
n
(z) = (O(1/zn2,0+1), . . . ,O(1/zn2,m2+1))t =: O(1/zn2+1), z →∞,
where Dn = (dn,0, . . . , dn,m2) is some vector polynomial. When m2 = 0, this construction is called
type I Hermite-Pade´ approximation. If m1 = 0 it is called of type II. When m1 = m2 = 0 it
reduces to diagonal Pade´ approximation. This definition is of mixed type.
Lemma 12. For j = 0, . . . ,m2, (ŝ
1
1,0 ≡ 1)
(100)
∫
xν
m1∑
k=0
an,k(x)ŝ
1
1,k(x)ds
2
j (x) = 0, ν = 0, . . . , n2,j − 1.
Proof. In fact, notice that according to (99), for each ν, 0 ≤ ν ≤ n2,j − 1, j = 0, . . . ,m2,
zν
(
m1∑
k=0
an,k(z)
∫
ŝ21,j(x)ŝ
1
1,k(x)dσ
2
0(x)
z − x − dn,j(z)
)
= O (1/z2) , z →∞,
(ŝ21,0 ≡ 1) and the function on the left hand side is holomorphic in C\Co(supp(σ20)). Using Lemma
3, we obtain (100). 
Because of this Lemma, we see that An is an n-th mixed type multiple orthogonal polynomial
with respect to the pair (S1, S2) and in the sequel we assume that it is “monic”. If
Bn = (bn,0, . . . , bn,m2), deg(bn,j) ≤ n2,j − 1, j = 0, . . . ,m2,
denotes a generic vector polynomial with the indicated degrees, (100) may be rewritten in matrix
form as
(101)
∫
Bn(x)W(x)A
t
n
(x)dσ20(x) = 0, for all Bn.
Fix j ∈ {0, . . . ,m2}. For each k ∈ {−1, . . . ,−j − 1} define
Ωjk = {z ∈ C \ ∪−j−1i=0 ∆i : Uµk (z) < Uµi (z), i = −1, . . . ,−j − 1, i 6= k}, Ω0−1 = C \ (∆0 ∪∆−1).
Set
χj(z) := min{Uµk (z) : k = −1, . . . ,−j − 1}
and
(Rn,0, . . . ,Rn,m2)t := Ŝ(z)Atn(z)− Dtn(z).
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Theorem 8. Let Λ = Λ(p1,0, . . . , p1,m1 ; p2,0, . . . , p2,m2) ⊂ Zm1+1+ (•) × Zm2+1+ (•), (S1, S2) ∈ Reg,
S1 = N (σ10 , . . . , σ1m1), and S2 = N (σ20 , . . . , σ2m2) be given. Then for each j ∈ {0, . . . ,m2}
(102) lim
n∈Λ
|Rn,j(z)|1/|n1| = exp(−χj(z)), K ⊂ ∪−j−1k=−1Ωjk,
and
(103) lim
n∈Λ
|Rn,j(z)|1/|n1| ≤ exp(−χj(z)), K ⊂ C \ (∪−j−1k=0 ∆k).
In particular, if p2,0 = · · · = p2,m2 = 1/(m2 + 1), then
(104) lim
n∈Λ
|Rn,j(z)|1/|n1| = exp(−Uµ−1(z)), K ⊂ C \ (∪−j−1k=0 ∆k).
µ = µ(C) = (µ−m2 , . . . , µm1) is the equilibrium vector measure and (ωµ−m2 , . . . , ωµm1) is the system
of equilibrium constants for the vector potential problem determined by the interaction matrix C
defined in (4) on the system of compact sets Ek = supp(σ
1
k), k = 0, . . . ,m1, Ek = supp(σ
2
−k), k =
−m2, . . . , 0.
Proof. Notice that (101) implies that
Ŝ(z)At
n
(z)−
∫
W(x)(At
n
(z)− At
n
(x))dσ20(x)
z − x =
∫
W(x)At
n
(x)dσ20(x)
z − x = O(1/z
n2+1), z →∞,
and taking
D
t
n
(z) =
∫
W(x)(At
n
(z)− At
n
(x))dσ20(x)
z − x
we obtain an integral expression for the remainder in (99).
Then
(Rn,0(z), . . . ,Rn,m2(z))t =
∫
W(x)At
n
(x)dσ20(x)
z − x .
In scalar form this says that
Rn,j(z) =
∫ An,0(x)
z − x ds
2
j(x), j = 0, . . . ,m2.
Notice that (see (12))
Rn,0(z) = An,−1(z).
Let us establish a connection between the remainders Rn,j(z) and the forms An,k(z) with negative
indices k ∈ {−1, . . . ,−j − 1}.
Fix j ∈ {1, . . . ,m2}. We have
(−1)jRn,j(z) =
∫
· · ·
∫ An,0(x0) dσ20(x0) · · · dσ2j (xj)
(z − x0)(x1 − x0) · · · (xj − xj−1) ,
and
An,−j−1(z) =
∫
· · ·
∫ An,0(x0) dσ20(x0) · · · dσ2j (xj)
(x1 − x0) · · · (xj − xj−1)(z − xj) .
Consequently,
(−1)jRn,j(z)−An,−j−1(z) =
∫
· · ·
∫ −(xj − x0)An,0(x0) dσ20(x0) · · · dσ2j (xj)
(z − x0)(x1 − x0) · · · (xj − xj−1)(z − xj) .
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Since xj − x0 = xj − xj−1 + xj−1 − · · · − x1 + x1 − x0, substituting this in the previous formula,
we obtain
An,−j−1(z) =
j−1∑
k=0
(−1)k〈σ2j , . . . , σ2k+1〉b(z)Rn,k(z) + (−1)jRn,j(z).
We have a triangular scheme of linear equations whose coefficients do not depend on n. We can
solve for Rn,j in terms of An,−1, . . . ,An,−j−1. Using (49) one obtains that for each j ∈ {0, . . . ,m2}
(when j = 0 the sum below is empty)
Rn,j(z) =
j∑
k=1
(−1)k−1〈σ2k, . . . , σ2j 〉b(z)An,−k(z) + (−1)jAn,−j−1(z).
Taking (39) into consideration, on Ωj−k the term containing An,−k dominates the sum (notice that
〈σ2k, . . . , σ2j 〉b(z) 6= 0, z ∈ C\∆−k) and (102) immediately follows . On the complement of ∪−j−1k=−1Ωjk
there is no dominating term and all we can conclude from the previous equality is (103).
Let p2,0 = · · · = p2,m2 = 1/(m2 + 1). In this case, on C \ ∪−j−1k=0 ∆k we have that Uµ−1(z) <
Uµ−2(z) < · · · < Uµ−j−1(z) (see third sentence before Corollary 1) and (104) follows from (102). 
Remark 2. Fix j ∈ {0, . . . ,m2}. For each k ∈ {−1, . . . ,−j − 1} we could have defined
Ωjk = {z ∈ C \ ∪−j−1i=0 Ei : Uµk (z) < Uµi (z), i = −1, . . . ,−j − 1, i 6= k}, Ω0−1 = C \ (E0 ∪ E−1).
Taking into account that the polynomials Qn,i and the forms An,i may have at most one zero in
each of the connected components of ∆i \Ei, one can prove in place of (102)-(104) convergence in
capacity on each compact subset of the corresponding regions. 
We say that I1 ⊂ Zm1+1+ (•) is a complete, ordered, sequence of multi-indices if:
a) For each n ∈ Z+, there exists a unique n1 ∈ I1 such that |n1| = n.
b) Any two multi-indices in I1 are ordered in the sense that all components of one of them are
less than or equal to the corresponding components of the other one, or they are identical.
Fix I1 ⊂ Zm1+1+ (•), I2 ⊂ Zm2+1+ (•), two complete, ordered sequences of multi-indices. Each
n ∈ Z+ determines a unique n1 ∈ I1 and n2 ∈ I2 such that n = |n1| = |n2|+1. The corresponding
“monic” mixed type multiple orthogonal polynomials we denote by An. We can interchange the
roles of the Nikishin systems S1, S2, and determine a sequence of “monic” mixed type multiple
orthogonal polynomials which we denote Bn. It is easy to verify that the sequences {An}, {Bn}, n ∈
Z+ are bi-orthogonal. That is,
(105)
∫
Bn′(x)W(x)A
t
n(x)dσ
2
0(x)
 = 0, n 6= n′,6= 0, n = n′.
The inequality in (105) is a consequence of Lemma 2. With the same hypothesis, all the results of
this paper hold true for the sequence {Bn}, n ∈ Z+.
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