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NONSTATIONARY FLOW FOR THE NAVIER-STOKES
EQUATIONS IN A CYLINDRICAL PIPE
JOANNA RENC LAWOWICZ & WOJCIECH M. ZAJA¸CZKOWSKI
Abstract. In cylindrical domain, we consider the nonstationary flow with
prescribed inflow and outflow, modelled with Navier-Stokes equations under
the slip boundary conditions. Using smallness of some derivatives of inflow
function, external force and initial velocity of the flow, but with no smallness
restrictions on the inflow, initial velocity neither force, we prove existence of
solutions in W 2,1
2
.
1. Introduction
In the paper we study viscous incompressible fluid motion in a finite cylinder
with large inflow and outflow. The nonstationary flow is described by Navier-
Stokes equations and we impose the boundary slip conditions, with friction between
the flux and the part of the boundary. Namely, we consider the following initial
boundary value problem.
vt + v · ∇v − divT(v, p) = f in Ω
T = Ω× (0, T ),
div v = 0 in ΩT ,
v · n¯ = 0 on ST1 ,
νn¯ · D(v) · τ¯α + γv · τ¯α = 0, α = 1, 2, on S
T
1 ,
v · n¯ = d on ST2 ,
n¯ · D(v) · τ¯α = 0, α = 1, 2, on S
T
2 ,
v
∣∣
t=0
= v(0) in Ω,
(1.1)
where Ω ⊂ R3 is a cylindrical domain, S = ∂Ω, v is the velocity of the fluid
motion with v(x, t) = (v1(x, t), v2(x, t), v3(x, t)) ∈ R
3 , p = p(x, t) ∈ R1 denotes the
pressure, f = f(x, t) = (f1(x, t), f2(x, t), f3(x, t)) ∈ R
3 – the external force field,
x = (x1, x2, x3) are the Cartesian coordinates, n¯ is the unit outward vector normal
to the boundary S and τ¯α, α = 1, 2, are tangent vectors to S and · denotes the
scalar product in R3. T(v, p) is the stress tensor of the form
T(v, p) = νD(v)− pI,
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where ν is the constant viscosity coefficient and I is the unit matrix. Next, γ > 0
is the slip coefficient and D(v) denotes the dilatation tensor of the form
D(v) = {vi,xj + vj,xi}i,j=1,2,3.
We consider Ω ⊂ R3 which is a cylindrical type domain parallel to the axis x3
with arbitrary cross section. We split S into S1 and S2 so that S = S1∪S2 where S1
is the part of the boundary which is parallel to the axis x3 and S2 is perpendicular
to x3. Consequently,
S1 = {x ∈ R
3 : ϕ0(x1, x2) = c0, −a < x3 < a},
S2(−a) = {x ∈ R
3 : ϕ0(x1, x2) < c0, x3 = −a},
S2(a) = {x ∈ R
3 : ϕ0(x1, x2) < c0, x3 = a}
where a, c0 are positive given numbers and ϕ0(x1, x2) = c0 describes a sufficiently
smooth closed curve in the plane x3 = const.
Figure 1. Domain Ω.
To describe inflow and outflow we define
d1 = −v · n¯|S2(−a)
d2 = v · n¯|S2(a)
(1.2)
with di ≥ 0, i = 1, 2.Using (1.1)2,3 and (1.2) we conclude the following compatibility
condition
Φ ≡
∫
S2(−a)
d1dS2 =
∫
S2(a)
d2dS2,(1.3)
where Φ is the flux.
The main goal of the paper is to show the long time existence of regular solutions
to problem (1.1) with arbitrary large external force f , initial velocity v(0) and
inflow-outflow d. We can obtain the existence result by regularizing weak solutions.
In general, we follow the ideas from [RZ1, Z1].
Regularity of solutions for Navier-Stokes equations, even with no flux, requires
some smallness conditions. Many results of this type were proved assuming small-
ness of initial velocity, some restrictions on domain (so called thin domain, Ω =
Ω′× (0, ε),Ω′ ∈ R2 with small ε) or special structure of solutions (so that the solu-
tion is close to 2-dimensional solution). We mention here as well some results in case
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of stationary or nonstationary flux, with the same type of boundary condition that
we assume: slip condition on the part of boundary, involving or neglecting friction
between the boundary and the fluid. In [M1], the existence for large data is ob-
tained under some geometrical constraints for 2d model in steady and evolutionary
case. In [M2], steady Navier Stokes equations in pipe-like domain are investigated
and existence is shown for a class of cylindrical symmetric solutions. In [Z4], the
problem of nonstationary flow in axially symmetric domain is examined and the
result concerns the existence for solutions close to axially symmetric solutions and
the inflow and outflow sufficiently close to homogeneous flux.
We show the existence of regular solutions in a class of flows with arbitrary
large initial velocity v(0), inflow d1 and external force f. Instead, we use smallness
of derivatives of initial velocity and force in the direction along the x3 axis and
smallness of some derivatives of the inflow.
To formulate the main result, we introduce some notation.
We will use Sobolev spaces
W s,s/2p (Q
T ), Q ∈ {Ω, S}, s ∈ Z+ ∪ {0}, p ∈ [1,∞],
with the following norm for even s
W s,s/2p (Q
T ) = {u : ‖u‖
W
s,s/2
p (QT )
=
( ∑
|α|+2a≤s
∫
QT
|Dαx∂
a
t u|
pdxdt
)1/p
≤ ∞},
where Dαx = ∂
α1
x1 ∂
α2
x2 ∂
α3
x3 , α = (α1, α2, α3), |α| = α1 + α2 + α3, αi ∈ Z+ ∪ {0},
i = 1, 2, 3. In particular,
Hs(Q) = W s2 (Q).
We will need also
V 02 (Ω
T ) = {u : ||u||V 0
2
(ΩT ) = ess sup
t∈(0,T )
||u||L2(Ω) +
(∫ T
0
||∇u||2L2(Ω)dt
)1/2
<∞},
V 12 (Ω
T ) = {u : ||u||V 1
2
(ΩT ) = ess sup
t∈(0,T )
||u||H1(Ω) +
(∫ T
0
||∇u||2H1(Ω)dt
)1/2
<∞}.
Let A be a bound for the V 20 norm of v – a weak solution of (1.1), i.e.
‖v‖2V 0
2
(Ωt) + γ
2∑
α=1
∫ t
0
‖v · τ¯α‖
2
L2(S1)
≤ A2
where the existence of such constant can be obtained as it is shown in [RZ1], see
Lemma 2.1 below.
Definition 1.1. We define
D0 = ‖d‖
6
L∞(0,t;L3(S2))
+A2 + 1,(1.4)
Λ2 = ‖(rot f)3‖L2(0,t;H2(Ω)) + ‖(rot v)3(0)‖L2(Ω) + 1
Λ3 = ‖f‖L5/3(ΩT ) + ‖v(0)‖W 4/5
5/3
(Ω)
,
Λ4 = ‖f‖L2(ΩT ) + ‖v(0)‖H1(Ω).
(1.5)
We note h = v,x3 , g = f,x3 , x
′ = (x1, x2). We set
Λ = D1 +D2 + ‖f3‖
2
L2(0,t;L4/3(S2))
+ ‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
,(1.6)
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where
D1 = ‖dt‖
2
L2(0,t;H1(S2))
+ ‖d,x′‖
2
L2(0,t;H1(S2))
,
D2 = ‖d,x′‖
2
L∞(0,t;H1(S2))
.
(1.7)
Condition 1. Let D0,Λ,Λ2,Λ3,Λ4 be finite.
Condition 2. Let Λ be so small and ‖g‖L2(ΩT ), ‖h(0)‖H1(Ω) be such that there
exists constant A satisfying the relation
cD20Λ
2
[
(A+ Λ) + c(A+A2) + cΛ2 + cΛ3
]
exp
[∫ t
0
(‖d‖6L3(S2)dt+ cD0(A+ Λ) + c(A+A
2) + cΛ2 + cΛ3
]
+‖g‖2L2(ΩT ) + ‖h(0)‖
2
H1(Ω) ≤ A
2
Theorem 1. Assume that Conditions 1 and 2 hold. Then there exists a solution
to problem (1.1) such that
v, v,x3 ∈ W
2,1
2 (Ω
T ),∇p,∇p,x3 ∈ L2(Ω
T )
and
‖v,x3‖W 2,1
2
(ΩT ≤ A,
‖v‖W 2,1
2
(ΩT + ‖∇p‖L2(ΩT ) ≤ ϕ(A, D0,Λ,Λ2,Λ3,Λ4),
‖∇p,x3‖L2(ΩT ) ≤ ϕ(A, D0,Λ,Λ2,Λ3,Λ4),
(1.8)
where ϕ is an increasing positive function.
The structure of the paper is the following. First, in Section 2, since the bound-
ary conditions in the problem (1.1) are not homogeneous, we introduce auxiliary
variables and study the corresponding equations. In Section 3.1 and 3.2 we obtain
the energy inequalities for h = v,x3 and next for χ = (rot v)3. Then, through the
elliptic system relating χ and vx1 , vx2 , we can conclude the relation for v in terms
of h norms in Section 3.3. Next, the energy inequality for h is improved by getting
a bound for the energy norm of h, depending on some norm of ∇v. This relation is
used to show the estimate for h and v. In Section 4, we prove the existence using
a priori estimates and the Leray-Schauder theorem.
2. Auxiliary problems
In order to define weak solutions to problem (1.1) and to obtain the energy type
estimate we need to make the boundary condition (1.1)4 homogeneous. Thus, we
have to reformulate the main problem using some auxiliary functions.
First, we extend functions corresponding to inflow and outflow so that
d˜i|S2(ai) = di, i = 1, 2, a1 = −a, a2 = a(2.1)
We introduce the function η, see [L].
η(σ; ε, ρ) =


1 0 ≤ σ ≤ ρe−1/ε ≡ r,
−ε ln
σ
ρ
r < σ ≤ ρ,
0 ρ < σ <∞.
4 November 23, 2018
J. RENC LAWOWICZ & W. M. ZAJA¸CZKOWSKI NONSTATIONARY NSE
We calculate
dη
dσ
= η′(σ; ε, ρ) =


0 0 < σ ≤ r,
−
ε
σ
r < σ ≤ ρ,
0 ρ < σ <∞.
so that |η′(σ; ε, ρ)| ≤
ε
σ
. We define functions ηi on the neighborhood of S2 (inside
Ω):
ηi = η(σi; ε, ρ), i = 1, 2,
where σi denote local coordinates defined on small neighborhood of S2(ai) :
σ1 = a+ x3, σ2 = a− x3
and we set
α =
2∑
i=1
d˜iηi,
b = αe¯3, e¯3 = (0, 0, 1).
(2.2)
We construct function u so that
u = v − b.(2.3)
Therefore,
div u = −div b = −αx3 in Ω,
u · n¯ = 0 on S.
Then, the boundary condition for u is homogeneous. The compatibility condition
takes the form∫
Ω
α,x3 dx = −
∫
S2(−a)
α|x3=−adS2 +
∫
S2(a)
α|x3=adS2 = 0
We define function ϕ as a solution to the Neumann problem
∆ϕ = −div b in Ω,
n¯ · ∇ϕ = 0 on S,∫
Ω
ϕdx = 0.
(2.4)
Next, we set
w = u−∇ϕ = v − (b+∇ϕ) ≡ v − δ.(2.5)
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Then, (w, p) is a solution to the following problem
wt + w · ∇w + w · ∇δ + δ · ∇w − divT(w, p)
= f − δt − δ · ∇δ + νdivD(δ) = F (δ, t) in Ω
T ,
divw = 0 in ΩT ,
w · n¯ = 0 on ST ,
νn¯ · D(w) · τ¯α + γw · τ¯α
= −νn¯ · D(δ) · τ¯α − γδ · τ¯α = B1α(δ), α = 1, 2, on S
T
1 ,
n¯ · D(w) · τ¯α = −n¯ · D(δ) · τ¯α = B2α(δ), α = 1, 2, on S
T
2 ,
w
∣∣
t=0
= v(0)− δ(0) = w(0) in Ω,
(2.6)
where div δ = 0. Moreover, we set
n¯|S1 =
(ϕ0,x1 , ϕ0,x2 , 0)√
ϕ0,2x1 +ϕ0,
2
x2
, τ¯1|S1 =
(−ϕ0,x2 , ϕ0,x1 , 0)√
ϕ0,2x1 +ϕ0,
2
x2
, τ¯2|S1 = (0, 0, 1) = e¯3,
n¯|S2(−a) = −e¯3, n¯|S2(a) = e¯3, τ¯1|S2 = e¯1, τ¯2|S2 = e¯2
where e¯1 = (1, 0, 0), e¯2 = (0, 1, 0). For the system (2.6) we can define weak solutions
and then from [RZ1] we have
Lemma 2.1. Assume the compatibility condition (1.3). Assume that v(0) ∈ L2(Ω),
f ∈ L2(0, T ;L6/5(Ω)), di ∈ L∞(0, T ;W
s−1/p
p (S2))
⋂
L2(0, T ;W
1/2
2 (S2)),
3
p +
1
3 ≤
s, p > 3 or p = 3, s > 43 , di,t ∈ L2(0, T ;W
1/6
6/5 (S2)), i = 1, 2. Then there exists a
weak solution v to problem (1.1) such that v is weakly continuous with respect to t
in L2(Ω) norm and v converges to v0 as t→ 0 strongly in L
2(Ω) norm. Moreover,
v ∈ V 02 (Ω
T ), v · τ¯α ∈ L2(0, T ;L2(S1)), α = 1, 2, and v satisfies
‖v‖2V 0
2
(Ωt) + γ
2∑
α=1
∫ t
0
‖v · τ¯α‖
2
L2(S1)
≤ 2‖f‖2L2(0,t;L6/5(Ω))
+ ϕ
(
sup
τ≤t
‖d‖
W
s−1/p
3
(S2)
)(
‖d‖2
L2(0,t;W
1/2
2
(S2))
+ ‖dt‖
2
L2(0,t;W
1/6
6/5
(S2))
)
+ ‖v(0)‖2L2(Ω) ≡ A
2
(2.7)
where ϕ is a nonlinear positive increasing function of its argument and t ≤ T.
Since we would like to have not restricted magnitudes of v(0), f and d, we would
need some smallness of vx3(0) and fx3 in L2 norms, instead. Therefore, we set
h = v,x3 , q = p,x3 that are solutions to the problem: (see Lemma 3.1, [Z1].)
h,t − divT(h, q) = −v · ∇h− h · ∇v + g in Ω
T ,
div h = 0 in ΩT ,
n¯ · h = 0, n¯ · D(h) · τ¯α + γh · τ¯α = 0, α = 1, 2 on S
T
1 ,
hi = −dxi , i = 1, 2, h3,x3 = ∆
′d on ST2 ,
h
∣∣
t=0
= h(0) in Ω.
(2.8)
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where g = f,x3 ,∆
′ = ∂2x1 + ∂
2
x2 . With χ = (rot v)3, we consider the problem
v1,x2 − v2,x1 = χ in Ω
′,
v1,x1 + v2,x2 = −h3 in Ω
′,
v′ · n¯′ = 0 on S′1,
(2.9)
where Ω′ is a cross-section of Ω by the plane perpendicular to the x3 axis crossing
it within the interval (−a, a) and ∂Ω′ = S1
⋂
P ≡ S′1. Namely,
Ω′ = Ω ∩ {plane : x3 = const ∈ (−a, a)}
S′1 = S1 ∩ {plane : x3 = const ∈ (−a, a)}
and x3, t are treated as parameters. Then, the function χ = (rot v)3 = v2,x1 − v1,x2
satisfies (see Lemma 3.2 in [Z1])
χ,t + v · ∇χ− h3χ+ h2v3,x1 − h1v3,x2 − ν∆χ = F3 in Ω
T ,
χ = vi(ni,xjτ1j + τ1i,xjnj) + v · τ¯1(τ12,x1 − τ11,x2)
+
γ
ν
vjτ1j ≡ χ∗ on S
T
1 ,
χ,x3 = 0 on S
T
2 ,
χ
∣∣
t=0
= χ(0) in Ω,
(2.10)
where F3 = f2,x1 − f1,x2 .
3. Estimates
In order to obtain the energy estimate for h – a solution to problem (2.8) we have
to make the Dirichlet boundary condition on ST2 homogeneous. For this purpose
we are looking for such a function h˜ that
div h˜ = 0 in Ω,
h˜ = 0 on S1,
h˜i = −d,xi, i = 1, 2 on S2,
h˜3 = 0 on S2.
(3.1)
Lemma 3.1. There exists a function h˜ satisfying (3.1) such that
‖h˜‖W 1σ(Ω) ≤ c(ε+ ρ
a)‖d,x′‖W 1σ(S2),
‖h˜,t‖Lσ(Ω) ≤ c(ε+ ρ
a)‖d,x′t‖Lσ(S2),
(3.2)
where σ ∈ (1,∞) and a > 0.
Proof. First, we construct function h˜. Let us define the functions
h¯i = −(η1d˜1,xi + η2d˜2,xi), i = 1, 2,
h¯3 = 0,
where η1, η2 are smooth cut-off functions introduced before and d˜i is an extension
of di on a neighbourhood of S2(ai), i = 1, 2. We have the compatibility condition
2∑
i=1
ni|S1 · dα,xi = 0, α = 1, 2(3.3)
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which follows from the fact that n¯|S1 does not depend on x3, so
v · n¯|S1 = 0⇒ v,x3 · n¯|S1 = 0⇒ h · n¯|S1 = 0⇒ h|S2 · n¯|S1 = 0
and in view of (2.8)4 the relation (3.3) holds.
Hence h¯ is a solution to the problem
div h¯ = −(η1∆
′d˜1 + η2∆
′d˜2) in Ω,
h¯ · τ1 = −(η1d˜1,xi + η2d˜2,xi)τ1i on S1,
h¯ · τ2 = 0 on S1,
h¯ · n¯ = 0 on S1,
h¯i = −dj,xi, i, j = 1, 2 on S2(aj),
h¯3 = 0 on S2.
Next we define a function φ such that
∆φ = −(η1∆
′d˜1 + η2∆
′d˜2),
n¯ · ∇φ|S = 0,
and we are looking for a function λ and σ such that
−∆λ+∇σ = 0,
div λ = 0,
λ · τ¯β = −τ¯β · ∇φ + h¯ · τ¯β , β = 1, 2, on S1
λ · n¯ = 0, on S1
λi = −∇iφ, i = 1, 2, on S2
λ3 = 0 on S2.
(3.4)
Then
h˜ = h¯− (λ+∇φ)
is a solution to problem (3.1). We can get some estimates for h˜. We note that
‖h¯‖Lp(Ω) ≤
2∑
j=1
‖ηj d˜j,x′‖Lp(Ω) ≤ cρ
1/p′0
2∑
j=1
‖ηj d˜j,x′‖Lp0(Ω), where
1
p0
+
1
p′0
=
1
p
.
Let G be the Green function to the Neumann problem for φ. Then we have
φ(x) =
∫
Ω
G(x, y)∂yi(η1d˜1,yi + η2d˜2,yi)dy = −
∫
Ω
∇yiG(x, y)(η1d˜1,yi + η2d˜2,yi)dy,
where we used that h¯ · n¯|S1 = 0. Then we calculate
∇xφ(x) = −
∫
Ω
∇x∇yiG(x, y)(η1d˜1,yi + η2d˜2,yi)dy
and
‖∇xφ‖Lp(Ω) ≤
2∑
j=1
‖ηj d˜j,x′‖Lp(Ω) ≤ cρ
1/p′0
2∑
j=1
‖ηj d˜j,x′‖Lp0(Ω),
where
1
p0
+
1
p′0
=
1
p
.
(3.5)
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Applying now the existence of the Green function to problem (3.4) we have
λi(x) =
∫
S1
∂Giβ
∂nS1
(−τ¯β · ∇φ+ h¯ · τ¯β)dS1 +
∫
S2
∂Gij
∂nS2
(−∇jφ)dS2.
In view of (3.5) we obtain
‖λ‖Lp(Ω) ≤ cρ
1/p′0
2∑
j=1
‖ηj d˜j,x′‖Lp0(Ω).(3.6)
Continuing the considerations and using properties of functions ηi, i = 1, 2, yields
that constructed function h˜ satisfies (3.2). This concludes the proof. 
3.1. A priori inequalities for functions k and h. Let us introduce the new
function
k = h− h˜.
Then k is a solution to the problem
k,t − divT(h, q) = −v · ∇h− h · ∇v − h˜,t+g ≡ g in Ω
T ,
div k = 0 in ΩT ,
n¯ · k = 0, νn¯ · D(h) · τ¯α + γh · τ¯α = 0, α = 1, 2 on S
T
1 ,
ki = 0, i = 1, 2, h3,x3 = ∆
′d on ST2 ,
k
∣∣
t=0
= h(0)− h˜(0) ≡ k(0) in Ω.
(3.7)
where g = f,x3 ,∆
′ = ∂2x1 + ∂
2
x2 .We have the following Korn inequality
Lemma 3.2. [Z1] Assume that Ω is not axially symmetric,
EΩ(k) =
3∑
i,j=1
∫
Ω
(ki,xj + kj,xi)
2dx, EΩ(k) +
2∑
α=1
‖k · τ¯α‖
2
L2(S1)
<∞,
‖∆′d‖L2(S2) + ‖h˜3,x3‖L2(Ω) + ‖h˜3‖L2(Ω) <∞.
Then the following inequality is valid
‖k‖2H1(Ω) ≤ c
(
EΩ(k) +
2∑
α=1
γ‖k · τ¯α‖
2
L2(S1)
)
+c(‖∆′d‖2L2(S2) + ‖h˜3,x3‖
2
L2(S2)
+ ‖h˜3‖L2(Ω)).
(3.8)
Let us consider the problem (3.7) in the form
k,t − divT(h, q) = −v · ∇k − k · ∇v − v · ∇h˜− h˜ · ∇v − h˜,t+g in Ω
T ,
div k = 0 in ΩT ,
n¯ · k = 0, νn¯ · D(h) · τ¯α + γh · τ¯α = 0, α = 1, 2 on S
T
1 ,
ki = 0, i = 1, 2, h3,x3 = ∆
′d on ST2 ,
k
∣∣
t=0
= h(0)− h˜(0) ≡ k(0) in Ω.
(3.9)
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Using function w = u− δ we reformulate the k problem into the following system
k,t − divT(h, q) = −w · ∇k − k · ∇v
− δ · ∇k − v · ∇h˜− h˜ · ∇v − h˜,t+g ≡ G in Ω
T ,
div k = 0 in ΩT ,
n¯ · k = 0, νn¯ · D(h) · τ¯α + γh · τ¯α = 0, α = 1, 2 on S
T
1 ,
ki = 0, i = 1, 2, h3,x3 = ∆
′d on ST2 ,
k
∣∣
t=0
= k(0) in Ω.
(3.10)
Projecting div k on S2 we see that
div k|S2 = k3,x3 |S2 = 0
Then the second condition in (3.10)4 takes the form
h˜3,x3 = ∆
′d on S2
Lemma 3.3. Let
Λ = D1 +D2 + ‖f3‖
2
L2(0,t;L4/3(S2))
+‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
,
D1 = ‖dt‖
2
L2(0,t;H1(S2))
+ ‖d,x′‖
2
L2(0,t;H1(S2))
D2 = ‖d,x′‖
2
L∞(0,t;H1(S2))
,
and
H1 = ‖h‖
2
L2(Ωt)
+ ‖h‖2L∞(0,t;L3(Ω)).(3.11)
Then the solution k to the equivalent problems (3.7, 3.9,3.10) satisfies
‖k‖2V 0
2
(Ωt) +
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c(‖d‖6L∞(0,t;L3(S2)) +A
2 + 1)(Λ2 +H21 )
(3.12)
Proof. We shall obtain the energy type estimate for solutions to problem (3.10).
Multiplying (3.10)1 by k and integrating over Ω yields
1
2
d
dt
∫
Ω
k2dx−
∫
Ω
divT(h, q)kdx = −
∫
Ω
w · ∇kkdx−
∫
Ω
k∇v · kdx
−
∫
Ω
δ · ∇kkdx−
∫
Ω
v · ∇h˜kdx−
∫
Ω
h˜ · ∇vkdx−
∫
Ω
h˜tkdx+
∫
Ω
gkdx.
(3.13)
Now we examine the particular terms in (3.13). Integrating by parts the second
term on the l.h.s takes the form
−
∫
S1
n¯ · T(h, q) · kdS1 −
∫
S2
n¯ · T(h, q) · kdS2 +
γ
2
∫
Ω
D(h)D(k)dx ≡ I1 + I2 + I3,
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where
I1 = −
∫
S1
n¯ · T(h, q) · τ¯αk · τ¯αdS1 = γ
∫
S1
h · τ¯αk · τ¯αdS1
= γ‖k · τ¯α‖
2
L2(S1)
+ γ
∫
S1
h˜ · τ¯αk · τ¯αdS1,
I2 = −
∫
S2
Tnn(h, q)kndS2 = −
∫
S2
(2νh3,x3 − q)kndS2 = −
∫
S2
(2νh˜3,x3 − q)kndS2
= −2ν
∫
S2
h˜3,x3kndS2 −
∫
S2(−a)
qk3dS2 +
∫
S2(a)
qk3dS2
To examine the last integral we use the third component of (1.1)1 projected on S2
dt + v · ∇v3 − ν∆
′d− νh˜3,x3 − f3 = −q(3.14)
Using this relation in the last term of I2 we obtain∫
S2
qk3dS2 =
∫
S2
(−dt + ν∆
′d+ νh˜3,x3 + f3)k3dS2 −
∫
S2
v′∇′dk3dS2
+
∫
S2(−a)
dk23dS2 −
∫
S2(a)
dk23dS2
where
d|S2(−a) = −d1, d1 > 0, d|S2(a) = d2 > 0
and in the first two terms we do not distinguish dependence on S2(−a) and S2(a)
because it does not have any influence on estimations.
The first term in the above expression we estimate by
ε1‖k3‖
2
L4(S2)
+ c(1/ε1)
(
‖dt‖
2
L4/3(S2)
+ ‖∆′d‖2L4/3(S2) + ‖f3‖
2
L4/3(S2)
)
,
the second term by
ε2‖k3‖
2
L4(S2)
+ c(1/ε2)‖v
′‖2L4(S2)‖∇
′d‖2L2(S2)
and the last one as follows∫
S2(−a)
d1k
2
3dS2 ≤ ‖d‖L3(S2)‖k3‖
2
L3(S2)
≤
(
ε1/6‖∇k3‖
2
L2(Ω)
+ cε−5/6‖k3‖
2
L2(Ω)
)
· ‖d‖L3(S2)
≤ ε2‖∇k3‖
2
L2(Ω)
+ cε
−5/6
2 ‖d‖
6
L3(S2)
· (‖h3‖
2
L2(Ω)
+ ‖h˜3‖
2
L2(Ω)
).
Using the above estimates of the second term on the l.h.s. of (3.13) and denoting
the r.h.s. of (3.10) by G we obtain
1
2
d
dt
∫
Ω
k2dx +
ν
2
∫
Ω
|D(k)|2dx+
γ
2
∫
S1
|k · τ¯α|
2dS1 ≤
ν
4
‖k‖2H1(Ω) +
γ
2
∫
S1
|h˜ · τ¯α|
2dS1
+c
∫
Ω
|D(h˜)|2dx+ c(‖dt‖
2
L4/3(S2)
+ ‖∆′d‖2L4/3(S2) + ‖f3‖
2
L4/3(S2)
)
+‖d‖6L3(S2) · (‖h3‖
2
L2(Ω)
+ ‖h˜3‖
2
L2(Ω)
) + |
∫
Ω
Ghdx|
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We apply the Korn inequality (3.8) to conclude
d
dt
∫
Ω
k2dx+ ν‖k‖2H1(Ω) + γ‖k · τ¯α‖
2
L2(S1)
≤ c(‖dt‖
2
L4/3(S2)
+ ‖∆′d‖2L4/3(S2) + ‖f3‖
2
L4/3(S2)
+ ‖h˜‖2H1(Ω))
+‖d‖6L3(S2) · (‖h3‖
2
L2(Ω)
+ ‖h˜3‖
2
L2(Ω)
) + |
∫
Ω
Ghdx|
(3.15)
Now we shall examine the last term on the r.h.s. of the inequality (3.15). To this
end we use the r.h.s. of (3.13). The first term on the r.h.s. of (3.13) vanishes. The
second term can be estimated either by∫
Ω
k2|∇v|dx ≤ ε3‖k‖
2
L6(Ω)
+ c(1/ε3)‖∇v‖
2
L2(Ω)
‖k‖2L3(Ω)
or by ∫
Ω
k2|∇v|dx ≤ ε3‖k‖
2
L6(Ω)
+ c(1/ε3)‖∇v‖
2
L3(Ω)
‖k‖2L2(Ω).
To examine the third term on the r.h.s. of (3.13) we express it in the form∫
Ω
b∇kkdx+
∫
Ω
∇ϕ∇kkdx ≡ I1 + I2
In view of [RZ1] we have
|I1| ≤ cρ
1/6‖d˜‖H1(Ω)‖k‖
2
H1(Ω)
and
|I2| ≤ c(ε4ρ
µ−2/3 sup
x3
‖d˜3‖L3(S2) + ρ
µ+1/3 sup
x3
‖d˜,x3‖L3(S2))‖k‖
2
H1(Ω)
The fourth term we estimate by
ε5‖k‖
2
L6(Ω)
+ c(1/ε5)‖v‖
2
L6(Ω)
‖∇h˜‖2L3/2(Ω)
The fifth term we treat as follows
ε6‖k‖
2
L6(Ω)
+ c(1/ε6)‖h˜‖
2
L3(Ω)
‖∇v‖2L2(Ω),
the sixth by
ε7‖k‖
2
L6(Ω)
+ c(1/ε7)‖h˜t‖
2
L6/5(Ω)
and finally the last one by
ε8‖k‖
2
L6(Ω)
+ c(1/ε8)‖g‖
2
L6/5(Ω)
Using the above considerations in (3.13) and assuming that ε1 − ε8 are sufficiently
small we obtain
d
dt
∫
Ω
k2dx+ ν‖k‖2H1(Ω) + γ
2∑
α=1
‖k · τ¯α‖
2
L2(S1)
≤ c
[
‖∆′d‖2L2(S2) + ‖dt‖
2
L4/3(S2)
+ ‖f3‖
2
L4/3(S2)
+ ‖h˜‖2H1(Ω)
+‖d‖6L3(S2)(‖h3‖
2
L2(Ω)
+ ‖h˜3‖
2
L2(Ω)
) + ‖∇v‖2L2(Ω)(‖h3‖
2
L3(Ω)
+ ‖h˜3‖
2
L3(Ω)
)
+‖v‖2L6(Ω)‖∇h˜‖
2
L3/2(Ω)
+ ‖h˜‖2L3(Ω)‖∇v‖
2
L2(Ω)
+ ‖ht‖
2
L6/5(Ω)
+ ‖g‖2L6/5(Ω)
]
.
(3.16)
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Integrating (3.16) with respect to time and using the energy type bound of the form
‖v‖V 0
2
(Ωt) ≤ A, t ≤ T,
where A is defined in Lemma 2.1 we get
‖k‖2V 0
2
(Ωt) + γ
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c
[
‖∆′d‖2L2(0,t;L2(S2)) + ‖dt‖
2
L2(0,t;L4/3(S2))
+ ‖f3‖
2
L2(0,t;L4/3(S2))
+‖h˜‖2H1(Ωt) + ‖d‖
6
L∞(0,t;L3(S2))
(‖h3‖
2
L2(Ωt)
+ ‖h˜3‖
2
L2(Ωt)
)
]
+sup
τ
A2‖h‖2L3(Ω) + sup
τ
A2‖∇h˜‖2L3/2(Ω) + sup
τ
A2‖h˜‖2L3(Ω) + ‖h˜t‖
2
L2(Ωt)
+‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
+ ‖h˜(0)‖2L2(Ω).
(3.17)
In view of Lemma 3.1 we have
‖k‖2V 0
2
(Ωt) + γ
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c
[
‖d,x′‖
2
L2(0,t;H1(S2))
+ ‖dt‖
2
L2(0,t;L4/3(S2))
+‖f3‖
2
L2(0,t;L4/3(S2))
+ ‖d‖6L∞(0,t;L3(S2))‖h3‖
2
L2(Ωt)
]
+A2(sup
τ
‖h‖2L3(Ω) +A
2‖d,x′‖
2
L∞(0,t;H1(S2))
) +A2 sup
τ
‖d,x′t‖
2
L2(S2)
+‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
.
(3.18)
We set
D1 = ‖dt‖
2
L2(0,t;H1(S2))
+ ‖d,x′‖
2
L2(0,t;H1(S2))
D2 = ‖d,x′‖
2
L∞(0,t;H1(S2))
Then (3.18) takes the form
‖k‖2V 0
2
(Ωt) + γ
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c
[
D21 + ‖f3‖
2
L2(0,t;L4/3(S2))
+(‖d‖6L∞(0,t;L3(S2)) +A
2 + 1)
(
D22 + ‖h‖
2
L2(Ωt)
+ ‖h‖2L∞(0,t;L3(Ω))
)
+‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
]
.
(3.19)
Therefore, defining quantities Λ, D1, D2, H1 as in (1.7) and (3.11) we can formulate
the following compact version of the last inequality.
‖k‖2V 0
2
(Ωt) +
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c(‖d‖6L∞(0,t;L3(S2)) +A
2 + 1)(Λ2 +H21 )
and this concludes the proof. 
Consequently, we can show the following inequality for h
Lemma 3.4. Let D0,Λ are finite. Then a solutions h of (2.8) satisfies
‖h‖2V 0
2
(Ωt) +
2∑
α=1
‖h · τ¯α‖
2
L2(St1)
≤ cD0(Λ
2 +H21 )(3.20)
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where
D0 = ‖d‖
6
L∞(0,t;L3(S2))
+A2 + 1
Proof. Using (3.12), h = k + h˜, and the estimate
‖h˜‖2V 0
2
(Ωt) +
2∑
α=1
‖h˜ · τ¯α‖
2
L2(St1)
≤ c(D21 +D
2
2)
we conclude the result. 
Remark 3.5. Since we want to admit arbitrary large flux, the inequality above does
not involve any small parameter that we could use in the existence proof. Thus, we
will need some more refined relation and this can be achieved by improving the
regularity through the system for vorticity component χ.
3.2. A priori estimates for vorticity component χ. We need to examine so-
lutions of problem (2.9) and consequently, (2.10). We have to deal with possibly
non-zero boundary condition of function χ on ST1 which we set as χ∗. To this end,
let us introduce a function χ˜ as a solution to the following problem
χ˜,t − ν∆χ˜ = 0 in Ω
T ,
χ˜ = χ∗ on S
T
1 ,
χ˜,x3 = 0, on S
T
2 ,
χ˜|t=0 = χ0 in Ω.
(3.21)
To show the existence of such function we need the following compatibility con-
ditions
χ∗,x3 = 0, on S¯1 ∩ S¯2
χ0|S1 = χ∗|t=0,
χ0,x3 = 0 on S2.
(3.22)
where
χ∗,x3 = −
2∑
i,j=1
[
d,xi(ni,xjτ1j + τ1i,xjnj) +
γ
ν
d,xjτ1j + dxiτ1i(τ12,x1 − τ11,x2)
]
We note that χ0 depends of v in a similar way as χ∗.
Then, we consider the new function χ′ = χ−χ˜ which is a solution to the following
problem
χ′,t + v · ∇χ
′ − h3χ
′ + h2v3,x1 − h1v3,x2 − ν∆χ
′
= F3 − v · ∇χ˜+ h3χ˜ in Ω
T ,
χ′ = 0 on ST1 ,
χ′,x3 = 0 on S
T
2 ,
χ′
∣∣
t=0
= χ(0) in Ω.
(3.23)
Lemma 3.6. Assume that h ∈ L∞(0, t;L3(Ω)), v
′ ∈ L∞(0, t;H
1(Ω))∩L2(0, t;H
2(Ω))∩
L2(Ω;H
1/2(0, t)), χ(0) ∈ L2(Ω), F3 ∈ L2(0, t;L6/5(Ω)). Then solutions to problem
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(2.10) satisfy the inequality
‖χ‖V 0
2
(Ωt) ≤ ϕ(c2, A) sup
t
‖h(t)‖L3(Ω) +
1
ε
ϕ(c2, c3, A) sup
t
‖h(t)‖2L3(Ω)
+
1
ε
ϕ(c2, c3, A) +
γc2
ν
‖F3‖L2(0,t;H2(Ω)) + ε(‖v
′‖L∞(0,t;H1(Ω))
+‖v′‖L2(0,t;H2(Ω))) + c3‖v
′‖L2(Ω;H1/2(0,t)) + ‖χ(0)‖L2(Ω)
≡ c(H1 +H
2
1 ) + c‖v
′‖L2(Ω;H1/2(0,t)) + ε(‖v
′‖L∞(0,t;H1(Ω)) + ‖v
′‖L2(0,t;H2(Ω))) + cΛ2,
(3.24)
where ε ∈ (0, 1), a > 0, t ∈ (0, T ), c3 is some constant,
Λ2 = ‖F3‖L2(0,t;H2(Ω)) + ‖χ(0)‖L2(Ω) + 1
and ϕ is a generic function which changes its form from formula to formula.
Proof. We use the first equation of the system (3.23): we multiply it by χ′, integrate
over Ω and use boundary conditions that yields
1
2
d
dt
‖χ′‖2L2(Ω) + ν‖∇χ
′‖2L2(Ω) =
∫
Ω
h3χ
′2dx−
∫
Ω
(h2v3,x1 − h1v3,x2)χ
′dx+
∫
Ω
F3χ
′dx
−
∫
Ω
v · ∇χ˜χ′dx+
∫
Ω
h3χ˜χ
′dx
(3.25)
The first term on the r.h.s. of (3.25) can be bounded by
|
∫
Ω
h3χ
′2dx| = |
∫
Ω
h3χ
′(χ− χ˜)dx| ≤ |
∫
Ω
h3χ
′(χ− χ˜)dx| ≤ |
∫
Ω
h3χ
′χdx|+ |
∫
Ω
h3χ
′χ˜dx|
≤
ε1
4
‖χ′‖2L6(Ω) +
1
ε1
‖h3‖
2
L3(Ω)
‖χ‖2L2(Ω) +
ε1
4
‖χ′‖2L6(Ω) +
1
ε1
‖h3‖
2
L2(Ω)
‖χ˜‖2L3(Ω)
the second as follows
ε2
2
‖χ′‖2L6(Ω) +
1
2ε2
‖h‖2L3(Ω)‖v3,x′‖
2
L2(Ω)
,
and the third one:
ε3
2
‖χ′‖2L6(Ω) +
1
2ε3
‖F3‖
2
L6/5(Ω)
.
The fourth term on the r.h.s. of (3.25) we express in the form∫
Ω
v · ∇χ′χ˜dx
and estimate as follows
ε4
2
‖∇χ′‖2L2(Ω) +
1
2ε4
‖v‖2L6(Ω)‖χ
′‖2L3(Ω).
Finally, the last term on the r.h.s. of (3.25) is bounded by
ε5
2
‖χ′‖2L6(Ω) +
1
2ε5
‖χ′‖2L3(Ω).
Using the above estimates in (3.25), setting ε1 = ε2 = ε3 = ε, ε4 =
ν
2 , ε =
ν
8c2
we
obtain
d
dt
‖χ′‖2L2(Ω) + ν‖∇χ
′‖2L2(Ω) ≤
8c2
ν
(‖χ‖2L2(Ω) + ‖v3,x′‖
2
L2(Ω)
)‖h‖2L3(Ω)
+
(
2
ν
‖v‖2L6(Ω) +
16c2
ν
‖h‖2L2(Ω)
)
‖χ˜‖2L3(Ω) +
8c2
ν
‖F3‖
2
L6/5(Ω)
.
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Integrating the above inequality with respect to time and using estimate for the
weak solutions we can find the following
‖χ′‖2L2(Ω) + ν‖∇χ
′‖2L2(ΩT ) ≤
16c2A
2
ν
sup
t
‖h(t)‖2L3(Ω) +
16c2 + 2
ν
A2 sup
t
‖χ˜‖2L3(Ω)
+
8c2
ν
‖F3‖
2
L2(0,T ;L6/5(Ω))
+ ‖χ(0)‖2L2(Ω).
Since χ = χ′ + χ˜ we obtain
‖χ‖2V 0
2
(ΩT ) ≤
16c2A
2
ν
sup
t
‖h(t)‖2L3(Ω) +
16c2 + 2
ν
A2 sup
t
‖χ˜‖2L3(Ω)
+
8c2
ν
‖F3‖
2
L2(0,T ;L6/5(Ω))
+ ‖χ(0)‖2L2(Ω).
(3.26)
In view of Lemma and some interpolation inequalities we have
‖χ˜‖L2(0,T ;L2(Ω)) ≤ c
′
1‖v
′‖L2(0,T ;L2(S1)) ≤ ε‖v
′‖L2(0,T ;H1(Ω)) + c
′
2ε
−1A,
‖χ˜‖L∞(0,T ;L3(Ω)) ≤ c
′
3‖v
′‖L∞(0,T ;L3(S1)) ≤ ε
1/6‖v′‖L∞(0,T ;H1(Ω)) + c
′
4ε
−5/6A,
‖χ˜‖L∞(0,T ;L2(Ω)) ≤ c
′
5‖v
′‖L∞(0,T ;L2(S1))
≤ ε1/2‖v′‖L∞(0,T ;H1(Ω)) + c
′
6ε
−1/2A,
‖∇χ˜‖L2(0,T ;L2(Ω)) ≤ c
′
7‖v
′‖
W
1/2,1/4
2
(ST
1
)
≤ c′8‖v
′‖
W
1,1/2
2
(ΩT )
= c′8(‖v
′‖L2(0,T ;H1(Ω)) + ‖v
′‖L2(Ω;H1/2(0,T )))
≤ ε1/2‖v′‖L2(0,T ;H2(Ω)) + ε
−1/2c′9A+ c
′
8‖v
′‖L2(Ω;H1/2(0,T ))
(3.27)
where c′1, . . . , c
′
9 are constants from corresponding theorems and of imbedding. Let
c′i ≤ c
′
3, i = 1, . . . , 9. Then we use (3.26) and (3.27) to obtain (3.24). This concludes
the proof. 
3.3. (rot, div) problem and inequalities relating v and h. Let us consider
the elliptic (rot, div) problem (2.9), i.e.
v1,x2 − v2,x1 = χ in Ω
′,
v1,x1 + v2,x2 = −h3 in Ω
′,
v′ · n¯′ = 0 on S′1,
For solutions v′ of this system, in view of inequalities for h and χ, i.e. (3.20) and
(3.24), we derive at
‖v′‖2V 1
2
(ΩT ) ≤ cD0(Λ +H1)
+ c‖v′‖L2(Ω;H1/2(0,t)) + c(H1 +H
2
1 ) + cΛ2
(3.28)
Let us consider problem (1.1) written in the form of Stokes-type system
v,t − divT(v, p) = −v
′ · ∇v − wh+ f, in ΩT
div v = 0, in ΩT
v · n¯ = 0, n¯ · D(v) · τ¯α + γv · τ¯α = 0, α = 1, 2, on S
T
1
v · n¯ = d, n¯ · D(v) · τ¯α = 0, α = 1, 2, on S
T
1
v|t=0 = v(0), in Ω.
(3.29)
This yields the next result
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Lemma 3.7. Let the assumptions of Lemmas 3.1-3.5 be satisfied. Let h ∈ L 10
3
(ΩT ),
f ∈ L2(Ω
T ), v(0) ∈ H1(Ω). Then for solutions of (3.29) we obtain the inequality
‖v‖W 2,1
2
(Ωt) + ‖∇p‖L2(Ωt) ≤ cD
2
0(H
2
1 + Λ
2) + c(H1 +H
2
1 )
+cΛ22 + cΛ
2
3 + cΛ4, t ≤ T,
(3.30)
where Λ3,Λ4 are defined by (1.5).
Proof. In view of [Z2], Lemma 3.7 we have that
‖v′‖L10(ΩT ) ≤ c‖v
′‖V 1
2
(ΩT ).
Hence
‖v′∇v‖L5/3(ΩT ) ≤ cA‖v
′‖V 1
2
(ΩT ),
‖wh‖L5/3(ΩT ) ≤ cA‖h‖L10/3(ΩT ).
In view of the above estimates we have
‖v‖W 2,1
5/3
(ΩT ) ≤ cA(‖v
′‖V 1
2
(ΩT ) + ‖h‖L10/3(ΩT ))
+c(‖f‖L5/3(ΩT ) + ‖v(0)‖W 4/5
5/3
(Ω)
).
(3.31)
We calculate
‖v′∇v‖L2(ΩT ) ≤ ‖v
′‖L10(ΩT )‖∇v‖L5/2(ΩT )
≤ ‖v′‖V 1
2
(ΩT )‖v‖W 2,1
5/3
(ΩT ),
‖wh‖L2(ΩT ) ≤ ‖w‖L5(ΩT )‖h‖L10/3(ΩT )
≤ c‖v‖W 2,1
5/3
(ΩT )‖h‖L10/3(ΩT ).
Applying (3.28) in (3.31) and using the interpolation
‖v′‖L2(0,T ;H1/2(Ω)) ≤ ε‖v
′‖W 2,1
5/3
(ΩT ) + c(1/ε)A,
we obtain
‖v‖W 2,1
5/3
(ΩT ) ≤ cD0(H1 + Λ) + c(H1 +H
2
1 ) + cΛ2 + cΛ3,(3.32)
and
‖v‖W 2,1
2
(ΩT ) ≤ cD
2
0(H
2
1 + Λ
2) + c(H1 +H
2
1 ) + cΛ
2
2 + cΛ
2
3 + cΛ4(3.33)
where
Λ3 = ‖f‖L5/3(ΩT ) + ‖v(0)‖W 4/5
5/3
(Ω)
,
Λ4 = ‖f‖L2(ΩT ) + ‖v(0)‖H1(Ω).
Applying the above estimates we conclude for solutions to problem (3.29) the in-
equality (3.30). This yields the thesis of the lemma. 
Next, we need to find bound for h in terms of v with some small parameter. We
prove
Lemma 3.8. Let the assumptions of Lemmas 3.1-3.5 be satisfied. Let ∇v ∈ L3(Ω)
and D0,Λ are finite. Then a solution h of (2.8) satisfies
‖h‖2V 0
2
(Ωt) ≤ D0 exp
[∫ t
0
(‖d‖6L3(S2) + ‖∇v‖
2
L3(Ω)
)dt
]
Λ2.(3.34)
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Proof. To this end we consider again the inequality
d
dt
∫
Ω
k2dx+ ν‖k‖2H1(Ω) + γ‖k · τ¯α‖
2
L2(S1)
≤ c(‖dt‖
2
L4/3(S2)
+ ‖∆′d‖2L4/3(S2) + ‖f3‖
2
L4/3(S2)
+ ‖h˜‖2H1(Ω))
+‖d‖6L3(S2)‖k‖
2
L2(Ω)
+ |
∫
Ω
Ghdx|
and to examine the last term on the r.h.s. we use the (3.13) and the relation∫
Ω
|∇v|k2dx ≤ ε3‖k‖
2
L6(Ω)
+ c(1/ε3)‖∇v‖
2
L3(Ω)
‖k‖2L2(Ω).
We deal with inequalities above and through such modifications, we have
‖k‖2V 0
2
(Ωt) + γ
2∑
α=1
‖k · τ¯α‖
2
L2(St1)
≤ c
[
‖∇v‖2L2(0,t;L3(Ω)) + ‖d‖
6
L∞(0,t;L3(S2))
]
‖k‖2L2(Ωt)
+‖d,x′‖
2
L2(0,t;H1(S2))
+ ‖dt‖
2
L2(0,t;L4/3(S2))
+ ‖f3‖
2
L2(0,t;L4/3(S2))
+A2‖d,x′‖
2
L∞(0,t;H1(S2))
) +A2 sup
τ
‖d,x′t‖
2
L2(S2)
+ ‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
.
Then, instead of (3.20) we can obtain
‖k‖2V 0
2
(Ωt) ≤ D0 exp
[∫ t
0
(‖d‖6L3(S2) + ‖∇v‖
2
L3(Ω)
)dt
]
Λ2
and using Lemma 3.1 yields (3.34). 
Lemma 3.9. Let the Conditions 1 and 2 hold. Then for a weak solution v to (1.1)
and h = v,x3 - a solution to (3.29) there exists such constant A that
H(T ) ≡ ‖h‖W 2,1
2
(ΩT ) ≤ A
and
‖v‖W 2,1
2
(ΩT ) ≤ cD
2
0(A
2 + Λ2) + c(A+A2) + cΛ22 + cΛ
2
3 + cΛ4
(3.35)
Proof. We note that
‖∇v‖L2(0,T ;L3(Ω)) ≤ c‖v‖W 2,1
5/3
(ΩT ) ≤ cD0(H1 + Λ) + c(H1 +H
2
1 ) + cΛ2 + cΛ3
where we used (3.32). Applying also the inequality (3.34) from Lemma 3.8 we have
‖h‖2L2(ΩT ) ≤ D0 exp
[∫ t
0
(‖d‖6L3(S2)dt+ cD0(H1 + Λ) + c(H1 +H
2
1 ) + cΛ2 + cΛ3
]
Λ2
Since
H1(T ) ≤ cH(T )
we obtain, by formulas above
H2(T ) ≤ cD20Λ
2
[
(H(T ) + Λ) + c(H(T ) +H(T )2) + cΛ2 + cΛ3
]
· exp
[∫ t
0
(‖d‖6L3(S2)dt+ cD0(H(T ) + Λ) + c(H(T ) +H(T )
2) + cΛ2 + cΛ3
]
+‖g‖2L2(ΩT ) + ‖h(0)‖
2
H1(Ω)
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To obtain the result, we need
cD20Λ
2
[
(A+ Λ) + c(A+A2) + cΛ2 + cΛ3
]
exp
[∫ t
0
(‖d‖6L3(S2)dt+ cD0(A+ Λ) + c(A+A
2) + cΛ2 + cΛ3
]
+‖g‖2L2(ΩT ) + ‖h(0)‖
2
H1(Ω) ≤ A
2
(3.36)
which can be satisfied for sufficiently small ‖g‖L2(ΩT ), ‖h(0)‖H1(Ω) and
Λ = D1 +D2 + ‖f3‖
2
L2(0,t;L4/3(S2))
+ ‖g‖2L2(0,t;L6/5(Ω)) + ‖h(0)‖
2
L2(Ω)
,
where
D1 = ‖dt‖
2
L2(0,t;H1(S2))
+ ‖d,x′‖
2
L2(0,t;H1(S2))
,
D2 = ‖d,x′‖
2
L∞(0,t;H1(S2))
.
To obtain the bound for v in terms ofA we use (3.33) and (3.35)1. This concludes
the proof. 
4. Existence
Lemma 4.1. Assume that Conditions 1 and 2 are satisfied. Then the solution
(v, p) to (1.1) satisfying (1.8) exists on (0, T ) for some T > 0.
Proof. To prove the existence of solutions to problem (1.1) we will use the Leray-
Schauder theorem. To this end, we construct the mappings
vt − divT(v, p) = −λv˜ · ∇v˜ + f in Ω
T = Ω× (0, T ),
div v = 0 in ΩT ,
v · n¯ = 0 on ST1 ,
νn¯ · D(v) · τ¯α + γv · τ¯α = 0, α = 1, 2, on S
T
1 ,
v · n¯ = d on ST2 ,
n¯ · D(v) · τ¯α = 0, α = 1, 2, on S
T
2 ,
v
∣∣
t=0
= v(0) in Ω,
(4.1)
and
h,t − divT(h, q) = −λ(v˜ · ∇h˜+ h˜ · ∇v˜) + g in Ω
T ,
div h = 0 in ΩT ,
n · h¯ = 0, n¯ · D(h) · τ¯α + γh · τ¯α = 0, α = 1, 2 on S
T
1 ,
hi = −dxi , i = 1, 2, h3,x3 = ∆
′d on ST2 ,
h
∣∣
t=0
= h(0) in Ω.
(4.2)
where g = f,x3 ,∆
′ = ∂2x1+∂
2
x2, λ ∈ [0, 1] and v˜, h˜ are treated as given functions. We
assume that h˜ = v˜,x3 , thus differentiating (4.1) with respect to x3 and subtracting
from (4.2) we obtain that
h = v,x3 .
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Problems (4.1), (4.2) define the mappings
Φ1 : (v˜, λ)→ (v, p),
Φ2 : (v˜, h˜, λ)→ (h, q).
We set Φ = (Φ1,Φ2). In previous Section we have shown a-priori estimate for
a fixed point of Φ for λ = 1. On the other hand, for λ = 0 we have a unique
existence of solutions to problems (4.1) and (4.2).
Let us introduce the space
M(ΩT ) = L2r(0, (T ;W
2
6η
3+η
(Ω)), η ≥ 2, r ≥ 2.
We shall find restrictions on r, η such that
Φ : M(Ω(T )×M(ΩT )→M(ΩT )×M(ΩT )
is a compact mapping.
Assume that v˜ ∈ L2r(0, T ;W
1
6η
3+η
(Ω)). Then
‖v˜ · ∇v˜‖Lr(0,T ;Lη(Ω)) =
(∫ T
0
dt‖v˜ · ∇v˜‖rLη(Ω)
)1/r
≤
(∫ T
0
dt‖v˜‖rL 6η
3−η
(Ω)‖∇v˜‖
r
L 6η
3+η
(Ω)
)1/r
≤ c
( T∫
0
dt‖v˜‖2rW 1
6η
3+η
(Ω)
)1/r
≤ c‖v˜‖2L2r(0,T ;W 16η
3+η
(Ω))
(4.3)
In the same way we obtain
‖v˜ · ∇h˜‖Lr(0,T ;Lη(Ω)) + ‖h˜ · ∇v˜‖Lr(0,T ;Lη(Ω))
≤ c‖v˜‖L2r(0,T ;W 16η
3+η
(Ω))‖h˜‖L2r(0,T ;W 16η
3+η
(Ω)).
(4.4)
In view of (4.3) and (4.4) can be shown that solutions to problems (4.1) and (4.2)
belong to W 2,1η,r (Ω
T ) (see [S1]).
We are going to use the following imbeddings
W 2,12 (Ω
T ) ⊃W 2,1η,r (Ω
T )(4.5)
and
W 2,12 (Ω
T ) ⊂ L2r(0, T ;W
1
6η
3+η
(Ω)) ≡M(ΩT ),(4.6)
where (4.5) holds for η ≥ 2, r ≥ 2 and (4.6) is compact for r, η satisfying the
inequality
5
2
−
3
6η
3+η
−
2
2r
< 1
which takes the form
1 <
3
2η
+
1
r
.(4.7)
Setting r = η = 2 we obtain that v˜, h˜ ∈ L4(0, T ;W
1
12/5(Ω)) and then condition (4.7)
takes the form
1 <
3
4
+
1
2
so
1
2
<
3
4
.(4.8)
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Hence, we have compactness of mappings Φ1 and Φ2.
To show continuity of mappings Φ1 and Φ2 we consider
vst − divT(vs, ps) = −λv˜s · ∇v˜s + f in Ω
T ,
div vs = 0 in Ω
T ,
n¯ · vs = 0, νn¯ · D(vs) · τ¯α + γvs · τ¯α = 0 on S
T
1 ,
vs · n¯ = d on S
T
2 ,
n¯ · D(vs) · τ¯α = 0, α = 1, 2, on S
T
2 ,
vs|t=0 = v(0) in Ω
and
hst − divT(hs, qs) = −λ(h˜s · ∇v˜s + v˜s · ∇h˜s) + g in Ω
T
div hs = 0 in Ω
T
n¯ · hs = 0, νn¯ · D(hs) · τ¯α + γhs · τ¯α = 0, α = 1, 2 on S
T
1 ,
hsi = −dxi , i = 1, 2, hs3,x3 = ∆
′d on ST2 ,
hs|t=0 = h(0) in Ω,
where s = 1, 2.
Let
V = v1 − v2, H = h1 − h2, P = p1 − p2, Q = q1 − q2
Then V and H are solutions to the problems
Vt − divT(V, P ) = −λ(V˜ · ∇v˜1 + v˜2 · ∇V˜ )
div V = 0
V · n¯|S1 = 0, νn¯ · D(V ) · τ¯α + γV · τ¯α|S1 = 0, α = 1, 2,
V · n¯|S2 = d , n¯ · D(V ) · τ¯α|S2 = 0, α = 1, 2,
V |t=0 = 0,
(4.9)
Ht − divT(H,Q) = −λ(H˜ · ∇v˜1 + h˜2 · ∇V˜ + V˜ · ∇h˜1 + v˜2 · ∇H˜)
divH = 0
H · n¯|S1 = 0, νn¯ · D(H) · τ¯α + γH · τ¯α|S1 = 0, α = 1, 2,
Hi|S2 = −dxi , i = 1, 2, H3,x3 |S2 = ∆
′d,
H |t=0 = 0.
(4.10)
Assume that λ 6= 0. In Lemma 3.9, we proved the existence of such a constant
A that for sufficiently chosen data,
‖h‖W 2,1
2
(ΩT ) ≤ A and ‖v‖W 2,1
2
(ΩT ) ≤ ϕ(A).
Then for solutions of (4.9) we have
‖V ‖M(ΩT ) = ‖V ‖L2r(0,T ;W 16η
3+η
(Ω)) ≤ c‖V ‖W 2,1
2
(ΩT ) ≤ c‖V ‖W 2,1η,r (ΩT )
≤ c
2∑
s=1
‖v˜s‖L2r(0;T ;W 16η
3+η
(Ω)) · ‖V˜ ‖L2r(0;T ;W 16η
3+η
(Ω)) ≤ c(A)‖V˜ ‖M(ΩT ),
(4.11)
where r ≥ 2, η ≥ 2 and satisfy either (4.7) or (4.8).
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Similarly we can prove that
‖H‖M(ΩT ) ≤ c(A)(‖V˜ ‖M(ΩT ) + ‖H˜‖M(ΩT ))(4.12)
Inequalities (4.11) and (4.12) imply continuity of mapping Φ. Continuity with
respect to λ is obvious. Hence by the Leray-Schauder fixed point theorem we have
the existence of solutions to problem (1.1) such that v ∈ W 2,12 (Ω
T ), ∇p ∈ L2(Ω
T )
and estimates (1.8) hold. 
Lemma 4.1 and estimates (3.35) from Lemma 3.9 imply Theorem 1.
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