Abstract. This paper gives, in generic situations, a complete classification of ruled minimal surfaces in pseudo-Euclidean space with arbitrary index. In addition, we discuss the condition for ruled minimal surfaces to exist, and give a counter-example on the problem of Bernstein type.
INTRODUCTION
In surface theory, research of ruled surfaces has a long history. In particular, there are many results on ruled minimal surfaces. For example, E. Catalan proved that the non-planar, ruled minimal surface is a helicoid only in three dimensional Euclidean space ( [3] ). Recently, pseudo-Riemannian manifolds, for instance Lorentzian manifolds, are studied actively. They are focused not only in geometry but also in physics. Pseudo-Euclidean space is one of pseudo-Riemannian manifolds, and includes non-trivial ruled minimal surfaces besides helicoids. O. Kobayashi classified spacelike ruled minimal surfaces in three dimensional Minkowski space ( [9] ), and I. van de Woestijne classified timelike ruled minimal surfaces in three dimensional Minkowski space ( [12] ). Thus the classification for three dimensional Minkowski space was completed. More generally, H. Anciaux studied on ruled minimal surfaces in pseudo-Euclidean space with arbitrary index ( [1] ). He claimed that there is no new ruled minimal surface except for ones stated above. However, his proof is incomplete. We are motivated by his consequence and start to research. We constructed new examples of ruled minimal surfaces in four dimensional Minkowski space (see also [8] ). These examples are not isometric to any ruled minimal surface which has been obtained already. In this papar, we are inspired by Anciaux's proof, and give a complete classification of ruled minimal surfaces in n-dimensional pseudo-Euclidean space with arbitrary index p (Theorem 6). Moreover, we give the condition of ambient spaces for classified ruled minimal surfaces to exist in the space (Remark 10). Summing up these facts, we see that there are very fruitful ruled minimal surfaces in four dimensional Minkowski space or four dimensional pseudo-Euclidean space with neutral metric, i.e. having index 2. In particular, it should be remarkable that some of those ruled minimal surfaces are embedded in three dimensional subspace with degenerate metric of pseudo-Euclidean space (Remark 11) . This is one of the interesting results. We expect and hope that the study of spaces with degenerate metrics becomes important more and more. Moreover, in pseudo-Euclidean space whose dimension is greater than or equal to four, we remark that the problem of Bernstein type does not hold in a sense. At the end of the introduction, we notice the following fact. Even if it seems that the structure of the space is very easy such as pseudo-Euclidean space, we should pay attention to research the classification of submanifolds sufficiently.
In the section two, we give fundamental definitions and notations and state the necessary proposition to classify. In the section three, we classify ruled minimal surfaces in pseudo-Euclidean space. To classify, we consider cases of the cylinder type and non-cylinder type respectively. Here we discuss the existence of these surfaces and the problem of Bernstein type.
PRELIMINARIES
Let I ⊂ R be an open interval including 0 ∈ R. Assume that γ : I → R n \ {0} is a C ∞ -curve and x : I → R n is a C ∞ -regular curve. Then, we define a mapping f by the following
From now on we assume that f is an immersion. The image S := {γ(s)t + x(s) ∈ R n | (s, t) ∈ I × R} of this mapping f is called a ruled surface in R n . Moreover we define the curve γ as a direction curve on S, and the curve x as a base curve on S. In particular, if the direction curve is parallel, i.e. γ(s) = γ 0 : constant, then we say that a given ruled surface is a cylinder. As the ambient space, we consider pseudo-Euclidean space
is called a null curve if for any s ∈ I, it holds the condition |c ′ (s)| 2 p = 0. Finally, a ruled surface S in R n p is minimal if the induced metric g on S is non-degenerate, and the mean curvature vector field H of S is identically vanishing, i.e. det g = g 11 g 22 − g 2 12 = 0, H = 1 2
where g ij are the coefficients of the induced metric g and h ij are the coefficients of the second fundamental form h. A non-degenerate submanifold in R n p is totally geodesic if its second fundamental form vanishes identically. The classification of totally geodesic submanifolds in pseudo-Euclidean space was completed. 
CLASSIFICATION
In this section, we will classify ruled minimal surfaces in R n p . Proof. Let f be an immersion of S given by f (s, t) = γ 0 t + x(s). Then we get f s = x ′ (s), f t = γ 0 , f ss = x ′′ (s), f st = 0, f tt = 0, so h 12 = h 22 = 0. By the mean curvature formula, it follows that H(s, t) = 1 2
Since S is minimal, we need to see the following two cases.
(a) Case of h 11 = 0: Since this involves 2nd fundamental form h = 0, taking into account the fact that the ambient space is R n p , S is an open subset of a plane of R n p by Proposition 1. Conversely, it is obvious that a plane is a ruled minimal surface.
(b) Case of g 22 = 0:
Moreover, g 12 = 0 holds as det g = −g 2 12 , i.e. ∀s ∈ I, γ 0 , x ′ (s) p = 0. Next, we prove that we can replace x(s) with a null curve by this condition. When we setx(s) = x(s) + λ(s)γ 0 , where λ = λ(s) is a real function on I, we havex
thenx is a null curve. A mappingf (s, t) := γ 0 t+x(s), using γ 0 , x ′ (s) p = 0, is an immersion and coincides with f with respect to the image equivalence relation, i.e. the image off coincides with that of f . Conversely, if we assume that γ 0 ∈ R n \ {0} is a null vector and
is an immersion and its image is a minimal surface.
Next, we classify non-cylinder ruled minimal surfaces. Since we consider the local argument, we may assume that the direction curve is not parallel on the interval I, i.e. for any subinterval J ⊂ I, there exist two points s, s ′ ∈ J which are distinct such that γ(s) ∦ γ(s ′ ).
Proposition 3. Suppose that a direction curve γ satisfies that |γ(s)| 2
p ≡ 0 and γ is not parallel. Then, the ruled surface S is not minimal.
Proof. We prove by contradiction. We assume that S is minimal. Since we have g 22 (s, t) = |f t | 2 p = |γ(s)| 2 p = 0 ((s, t) ∈ I × R) and h 22 = 0, using the mean curvature formula, we get
And, since S is non-degenerate and minimal, we note that for any (s, t) ∈ I × R, it follows that g 12 (s, t) = 0, h 12 (s, t) = 0. It is easy to see that
Hence, we express
If we assume that for any (s, t) ∈ I × R, λ(s, t) = 0 holds, since we compute that γ ′ (s) = µ(s, t)γ(s) =μ(s)γ(s), we obtain that there exists γ 0 ∈ R n \{0} such that
This contradicts that γ is not parallel. Thus, we set that there exists (s 0 , t 0 ) ∈ I × R such that λ(s 0 , t 0 ) = 0. And then, it follows that
On the other hand, since the formula
This contradicts that S has non-degeneracy.
Before we classify non-cylinder ruled minimal surfaces, we make some preparation in the next. We can normalize |γ(s)| 2 p (= g 22 ) = ǫ = ±1 by Proposition 3 because of the local argument. When |γ ′ (s)| 2 p = 0 holds, we can take the arc length parameter s = s(u) for the curve γ and consider
without loss of generality since the image of f coincides with that off . In particular, we have three cases of |γ ′ (s)| 2 p = η = ±1, 0 for γ ′ . Analogically, when η = 0 and |x ′ (s)| 2 p = 0 hold, we can take the arc length parameter s = s(v) for the curve x and consider
We have three cases of |x ′ (s)| 2 p = δ = ±1, 0 for η = 0. Moreover, for non-cylinder ruled minimal surfaces, we can assume g 12 = 0. In fact, set x(s) := x(s)+ λ(s)γ(s) (λ(s) : a real function), consider a mapping f (s, t) = γ(s)t +x(s). Then, since we compute
we can take the base curve x of the immersion f which satisfies g 12 = 0. This assumption is compatible with one that the curve γ(s), or x(s) is reparametrized by the arc length parameter. And, since f ss = γ ′′ (s)t + x ′′ (s), f st = γ ′ (s), f tt = 0, by the mean curvature formula,
By the formula (1), S is minimal if and only if h 11 (s, t) = 0 ((s, t) ∈ I × R). In addition, from g 11 (s, t) = ηt 2 + 2 γ ′ , x ′ p t + |x ′ | 2 p , we get the following cases:
Now, h 11 (s, t) = 0 implies f ss (s, t) ∈ span{f s , f t }. Since g 11 = 0, g 12 = 0, g 22 = ǫ = 0, we see that
And, noting facts that
On the other hand,
From now, we define
are linearly independent for any s ∈ I, then C(s, t) does not depend on the variable t, moreover C(s, t) = 0 holds when η = ±1.
Proof. From (3) and (4), it holds
Differentiating on both sides with respect to t,
Again, differentiating on both sides with respect to t, we compute
Since γ ′ (s), x ′ (s) are linearly independent, we have
Therefore, we see ∂C ∂t (s, t) = 0, i.e. C(s, t) does not depend on t. When we compare the constant coefficient and the coefficient of degree one for t on both sides of (5), we get
where we simply express C(s) because C(s, t) does not depend on t. If η = ±1 holds, by the inner product of γ ′ (s) for the formula (6), then it follows that C(s) = 0.
When η = 0, we prove the following proposition. Proof. From (3) and (4) in the case η = 0, it holds that
When we compare the coefficient of degree one on both sides, it holds that
Since g 12 = γ, x ′ p = 0, by the inner product of x ′ for the formula (8) 
It implies that γ ′ , x ′′ p = 0. By using this formula, if we consider the inner product of γ ′ for the formula (8), we obtain a differential equation
Thus, since we see γ ′ , x ′ p = const, the numerator of C(s, t) is 0, i.e. C(s, t) = 0.
Now we go back to the table (2) and we determine ruled minimal surfaces in the cases (i)-(vi).

Cases of (i), (ii).
It is easy to prove that γ ′ , x ′ are linearly independent. Actually, we set
If we consider the inner product of γ ′ in the case (i), then we have α = 0. And, x ′ = 0 leads to β = 0. In the case (ii), we consider the inner product of γ ′ if γ ′ , x ′ p = 0 or the inner product of x ′ if γ ′ , x ′ p = 0. Then, we get α = 0, also we get β = 0 because of regularity of the curve x, i.e. the case (ii) yields the linear independence. So, since we can apply Proposition 4, we get the formulas (6), (7) in these cases. The condition η = ±1 implies that
We can determine the direction curve γ(s) by the formula (9).
• When ǫη = 1 ⇔ ǫ = η Since γ ′′ + γ = 0, this is a circle. As a general solution, we get γ(s) = cos se 1 + sin se 2 (e 1 , e 2 ∈ R n ).
Moreover, we calculate |e
Since γ ′′ − γ = 0, this is a hyperbola. As a general solution, we get γ(s) = cosh se 1 + sinh se 2 (e 1 , e 2 ∈ R n ).
. This is why we can determine γ. Next, we determine the base curve x(s). Since C(s) = 0, we have γ ′ , x ′ p = const. On the other hand, since we compute d ds g 12 = γ, x ′′ p + γ ′ , x ′ p = 0, we have γ, x ′′ p = const. The formula (9) implies ǫγ = −ηγ ′′ . If we substitute this for the right hand of the formula (10), we get
We obtain by quadratures
Since f (s, t) = γ(s)t + x(s), we may put x(s) = vs + x 0 . In addition, since we have 0 = g 12 = γ(s), v p , we can see that v is orthogonal to e 1 , e 2 . It is obvious that v = x ′ (0) in the case (i). So, since v is non-null, we express that
Finally, making a suitable translation and scaling, we may set C 0 = 1, x 0 = 0. Thus, we obtain the following two patterns: 
where ({e 1 , e 2 , e 3 } : O.S., |e 1 |
Case of (iii). First, if we assume that γ ′ , x ′ are linearly independent, since we can apply Proposition 4, we don't obtain new results. In fact, since we get C(s) = 0, |x ′ | = 0, this is reduced to the case of (i). Therefore, we assume that γ ′ , x ′ are linearly dependent on I, i.e. there exists a function p(s) on the interval I such that
Then we obtain
We remark that p(s) + t = 0 for each (s, t) ∈ I × R since the non-degeneracy implies g 11 = |f s | 2 p = (p(s) + t) 2 η = 0. However, the minimality implies that the image of the immersion is a plane. Actually, the formula (1) gives h 11 = 0. And, we can show h 22 = 0 for a general ruled surface f (s, t) = γ(s)t + x(s). Therefore, it suffices to prove h 12 = 0. We again compute that f st (s, t) = γ ′ (s). By using p(s) + t = 0, we see
This leads to h 12 = 0. Thus it holds that 2nd fundamental form h = 0. It is a plane by Proposition 1. In summary, the case of (iii) is reduced to the case of (i), or gives a plane.
Case of (iv). Since we can apply Proposition 5, we have C(s, t) = 0. Again, from (3) and (4), it follows that
When we compare the coefficient on the both sides with respect to t, we get
By the formula (11), we get γ(s) = se 0 + e 1 (e 0 , e 1 ∈ R n ).
Moreover, we compute |e 0
The condition of (iv) and C(s, t) = 0 imply that γ ′ , x ′ p is a non-zero constant. While, since we have g 12 = 0, we see that γ, x ′′ p = − γ ′ , x ′ p . By the formula (12),
. Therefore, we obtain by quadratures
And, let us replace the base curve x. When we setx(s) = x(s) + λγ(s) (λ ∈ R), then we calculate that
If we putṽ := v + λe 0 , then we compute
We see that e 0 ,ṽ p + C 1 ǫ = e 0 , v p + C 1 ǫ = 0, e 1 ,ṽ p = 0. The former formula implies that e 0 ,ṽ are linearly independent. For a suitable choice of λ, we can construct an O.N.B. {e 2 , e 3 } of a plane span{e 0 ,ṽ} in R n . Actually, when we consider
2 , e ′ 3 p = 0 and we see thatṽ is null. Moreover, we compute that
The following vectors give an O.N.B. of the plane span{e 0 ,ṽ}
In addition, since we have e 1 ,ṽ p = 0, we have e 1 , e 2 p = e 1 , e 3 p = 0.
Thus, since we see e 0 = |C 1 | 2 (e 2 + e 3 ),ṽ = |C 1 | 2 (−e 2 + e 3 ), we substitute them for the formula (13), we obtain that
Finally, making a suitable translation and scaling, we may set 
. Case of (v). Since we can apply Proposition 5, we have C(s, t) = 0. C 1 = 0 implies that
These formulas give that γ(s) = se 1 + e 2 , x(s) = se 3 + x 0 (e 1 , e 2 , e 3 , x 0 ∈ R n ).
Thus, we have
In particular, from the condition of (v), we calculate that
The facts that g 12 = 0, e 2 , e 3 p = 0 and d ds g 12 = 0 imply that e 3 , e 1 p = 0. Finally, making a suitable translation, we may set x 0 = 0. Thus, we obtain f (s, t) =ste 1 + te 2 + se 3 , where ({e 1 , e 2 , e 3 } : O.S.,
Case of (vi). We will see C(s, t) directly since we can apply neither Proposition 4 nor Proposition 5.
Therefore, from (3) and (4), it holds
We assume that γ ′ , x ′ p is a non-vanishing function. Comparing the coefficient of degree one on both sides of the formula (14) with respect to the variable t, we get
Hence, putting q(
, we obtain by quadratures
Next, putting r(s) := exp( s 0 q(u)du), it follows by using quadratures again that
We have still held the freedom that we enjoy in reparametrizing γ(s) in the case (vi). The derivative satisfies µ ′ (s) = r(s) > 0 on the interval I, so that there exists an inverse of the function µ. So, we reparametrize as s = s(u) = µ −1 (u). we can replace the immersion f (s, t) = γ(s)t + x(s) to an immersionf (u, t) =γ(u)t +x(u) = γ(s(u))t + x(s(u)) without loss of generality. Additionally, we haveγ(u) := γ(s(u)) = uγ 0 + γ 1 . For this implies C(u, t) = 0, γ ′ , x ′ p is a non-zero constant, i.e. the reduction to the case in which the function γ ′ , x ′ p is a non-zero constant. If γ ′ , x ′ p is a non-zero constant, using formula (14) from
the 2nd kind. Using the transitivity of SO(p, n − p), we can set e 1 = (1, 0, · · · , 0). Since {e 1 , e 2 , e 3 } are orthogonal to each other, we can put e 2 = (0, a 2 , · · · , a n ), e 3 = (0, b 2 , · · · , b n ). Since |e 3 | 2 1 = 0 implies b 2 2 + · · · + b 2 n = 0, we obtain e 3 = 0. But this contradicts that e 3 is a null vector. Regarding the latter, from Remark 7, we can see the existence of hyperbolic helicoid of the 2nd kind. Similarly, we prove the non-existence of the elliptic helicoid of the 2nd kind by contradiction. Let {e 1 , e 2 , e 3 } be an O.S. on R 4 2 , which realizes an elliptic helicoid of the 2nd kind. We may assume that e 1 = (1, 0, 0, 0) . Then we can express e 2 = (0, a, b, c This is a contradiction.
Remark 10. We can summarize the existence by the table indicated below. 1 2 3 4 5 6 7 R n 0 (n ≥ 3)
Here the numbers 1, . . . , 7 of this table correspond to that of Theorem 6, and the symbols and × express the existence and non-existence respectively.
Remark 11. The following surfaces are embedded in three dimensional subspace with degenerate metric of pseudo-Euclidean space:
• an elliptic helicoid of the 2nd kind,
• a hyperbolic helicoid of the 2nd kind, • a minimal hyperbolic paraboloid. We call a manifold M singular semi-Riemannian if M is endowed with a degenerate metric ( [11] ). O. C. Stoica mentions that singular semi-Riemannian manifolds relate with General Relativity remarkably. The research of submanifolds in singular semi-Riemannian manifolds is a few. The motivation to research these objects is the following results.
(A) Minimal entire graphs in R 3 0 are planes only ( [2] ).
(B) Spacelike minimal entire graphs in R 3 1 are also planes only (Corollary of (A)). (C) There exists non-trivial examples of timelike minimal entire graphs in R 3 1 ( [6] ). Classically, these results are also known as problems of Bernstein type. The study of their generalizations still continues. The minimal hyperbolic paraboloid is a spacelike minimal surface when |e 2 | 2 p = |e 3 | 2 p = ±1. This gives a non-trivial example of minimal entire graphs. In case of four dimensional Minkowski space, A. Honda and S. Izumiya proved these results as the general form by another point of view ( [7] ).
