Motivation. Intrinsically Disordered Proteins (IDPs) lack stable tertiary structure and they actively participate in performing various biological functions. These IDPs expose short binding regions called Molecular Recognition Features (MoRFs) that permit interaction with structured protein regions. Upon interaction they undergo a disorder-to-order transition as a result of which their functionality arises. Predicting these MoRFs in disordered protein sequences is a challenging task.
Introduction
In the traditional view of protein structure-function paradigm, the notion is that the function critically depends on the stable three-dimensional structure, however, recent findings revealed that most of the functional regions do not adopt a well-defined tertiary structure ( Dyson and Wright, 2005; Lee et al., 2014; Uversky, 2014; Wright and Dyson, 2015 ) . These protein regions are called Intrinsically disordered proteins (IDPs) or Intrinsically disordered regions (IDRs) ( Dyson and Wright, 2005; Tompa, 2011 ) . The functional importance of these regions is associated with signal transduction and cell-cycle regulation ( Lee et al., 2014; Uversky, 2014 ) . Recently, many different types of functional regions have been investigated and analyzed to understand IDRs ( Lee et al., 2014 ) . Of particular interest, first, are the linear motifs that are enriched in IDRs. Second, are the disordered segments that provide disorderto-order transition upon binding, these segments are called molecular recognition features (MoRFs) ( Disfani et al., 2012; Lee et al., 2014; . Third, are the interaction domains that are identified using crystallography and sequence analysis methods ( Lee et al., 2014 ) . Linear motifs are known as short linear motifs (SLiMs) and are of 3 to 10 amino acids in length ( Edwards et al., 2007; Lee et al., 2014; Wright and Dyson, 2015 ) . On the other hand, MoRFs are peptide segment of length 10 to 70 amino acids. Similar to our previous study , we focus on MoRFs of size 5 to 25 amino acids located within long IDPs ( Disfani et al., 2012 ) . Several computational methods have been recently outlined to predict functional sites in IDPs. Of a particular interest to predict SLiMs and MoRFs, recently predictors MoRFchibi , MoRFpred ( Disfani et al., 2012 ) , ANCHOR Mészáros et al., 2009 ) , MFSPSSMpred ( Fang et al., 2013 ) , γ -MoRF-PredII ( Cheng et al., 2007 ) , SliMpred ( Mooney et al., 2012 ) , SLiMDis ( Davey et al., 2006 ) and SliMFinder ( Edwards et al., 2007 ) have been developed. It is observed that SLiMs and MoRFs overlap each other, but the method of identifying their locations are very different. Due to the short lengths of SLiMs, identifying them is difficult compared to the identification of MoRFs and prediction results in detection of high false positive rate (FPR). Overall, with the overlapping feature of SLiMs and MoRFs, it is a challenging task to computationally identify the location of these functional sites.
Recently developed MoRF predictors have been mostly benchmarked by comparing their performance with that of MoRFpred and ANCHOR. ANCHOR is available as downloadable software whereas MoRFpred ( Disfani et al., 2012 ) is a web based predictor, the prediction approach of both the predictors are very different and are described in detail in our previous study . For prediction of MoRF regions of size 5 to 25 residues, recently MoRFchibi predictor has been introduced. MoRFchibi uses local physicochemical properties of amino acids for prediction of MoRF regions by employing two support vector machine (SVM) models. The first model uses composition contrast information of training with no similarity information and the second model mainly targets similarity information and the final propensity score is processed by using Bayes rule.
Since MoRFchibi does not rely on any component predictors, this feature of MoRFchibi makes it a very good MoRF predictor in term of processing speed and can be utilized as a component predictor for MoRF prediction. However, with the complexity and importance of MoRF regions, the prediction accuracy is limited. Performance evaluation using the benchmark dataset introduced in Disfani et al. (2012) provided area under the receiver operating characteristics (ROC) curve of 74 percent for MoRFchibi, 68 percent for MoRFpred and 61 percent for ANCHOR.
In this study, we present MoRFpred-plus predictor, an improved predictor over our previous published predictor . Here, we utilize hidden Markov model (HMM) profiles with local physicochemical properties of amino acids for identifying MoRFs in IDR sequences, whereas in our previous predictor we only used HMM profiles. Feature vector is extracted to represent query protein sequence and an SVM model is used to generate propensity score for each query residue. Two novel aspects are incorporated in the proposed predictor, first, we use comprehensive set of features encoded in HMM profiles and physicochemical properties. Second, we select and combine suitable SVM models to predict the propensity scores. In terms of performance measure, the proposed predictor is more accurate than ANCHOR, MoRFpred and MoRFchibi. MoRFpred-plus achieved AUC of 75.5 percent, which is 15.5 percent greater than ANCHOR, 8.2 percent greater than MoRFpred and 1.5 percent greater than MoRFchibi. Moreover, the proposed predictor outperforms the best accurate predictor and generates lower false positive rate.
Materials and Methods

Benchmark dataset
In order to benchmark the proposed predictor, we used the training and test sets that were previously used to benchmark MoRFchibi , MoRFpred ( Disfani et al., 2012 ) and ANCHOR predictors. The data set was initially created by Disfani et al. (2012) . They collected structures with protein-peptide interaction from protein data bank (PDB) and identified peptide regions of 5 to 25 residues which were supposed to be MoRF regions. From 840 protein sequences they obtained, further to analyze MoRF predictors they divided these into 421 training sequences and 419 test sequences. The training set contains 245, 984 residues, in which 240, 588 are non-MoRF residues and the test set contains 258, 829 residues, in which 253, 676 are non-MoRF residues. To validate MoRF predictors, filtered and assembled a test set (EXP53). This test set has 53 non-redundant protein sequences which contain MoRF regions that are experimentally verified to be disordered in isolation. Within 53 protein sequences, there are 2,432 MoRF residues and 22,754 non-MoRF residues. From 2,432 MoRF residues, 729 are from sections of short MoRFs (up to 30 residues) and 1,703 are from sections of long MoRFs (longer than 30 residues). The second test set was used to validate and compare MoRFpred-plus. Each of the sequence in training and test set are annotated with single MoRF of length 5 to 25 residues, therefore, bias in the dataset is introduced as there are more non-MoRF residues compared to MoRF residues in the data set, i.e., training set has 5396 MoRF residues compared to 240,588 non-MoRF residues, test set has 5153 MoRF residues compared to 253,676 non-MoRF residues. To reduce the risk of over prediction, Disfani et al. (2012) filtered sequence in the data sets such that no more than 30 percentage sequence similarity exists between any of the sequences.
Feature extraction techniques
Features from protein sequence can be captured from many different sources of information. These could be structural information of protein sequence , syntactical and physicochemical properties of amino acids ( Dubchak et al., 1997; Sharma et al., 2015 ) , gene ontology information ( Wang et al., 2015 ) and evolutionary information Lyons et al., 2016; Sharma et al., 2013 ) . Recent findings focus on the use of evolutionary information for improving prediction accuracies. To use evolutionary information as a source for feature extraction, either position specific scoring matrix can be utilized (generated using PSI-BLAST ( Altschul et al., 1997 ) ) or hidden Markov model (HMM) profiles (generated using HHblits Remmert et al., 2011 ) can be utilized. Both are sequence profiles. For a given query protein sequence, PSI-BLAST or HHblits searches a protein database, performs multiple sequence alignments (MSAs) to find similar protein sequences and extracts a profile that provides a substitution probability of each query residue in the protein sequences. In this study, features are extracted from physicochemical properties encoded in amino acid indexes and from evolutionary profiles of protein sequences. flank method. For rest of the paper, we refer to these two methods as RegionMoRF and ResidueMoRF methods, respectively. Using the first method, feature vectors are extracted to represent composition and sequence similarity information of assumed MoRF and flank regions. A feature vector of size (number of amino acid index + 20) × 2 is fed into a LibSVM classifier ( Chang and Lin, 2011 ) to predict the propensity score of each query residue to form a MoRF region.
Overview of the proposed method
In the second method, sliding window is used to extract feature vector of size w × 20 (where w refers to the sliding window size and number 20 refers to selected columns of HMM profile) from HMM profile of input protein sequence. These features represent the flank properties of MoRF residues and are used to predict propensity score of each query residue to form a MoRF region.
Common averaging is applied to the scores of each method to provide the final MoRF prediction score (the detailed analyses of the two methods are given later).
Amino acid indexes
We used two sets of physicochemical properties which are included in standard 544 amino acid indexes ( Kawashima et al., 2008 ) , these indexes are available at the web-link: ftp:// ftp.genome.jp/pub/db/community/aaindex/ . These two sets have shown significant importance in relation to MoRF prediction in Malhis and Gsponer . The first set contains 14 amino acid indexes and the second set contains 13 amino acid indexes. The details of these indexes are given in supporting information S1 Text .
HMM profiles
To generate HMM profiles, HHblits searches a protein database to find significant similar protein sequence to build multiple sequence alignments (MSAs). Using this MSAs after each iterative search, HHblits computes HMM profiles. For each protein sequence, HMM profile contains substitution probabilities of each common amino acid based on its position within the protein sequence. HMM profiles provide extra information compared to other sequences profiles, it has extra 10 columns to represent information of insertion, match and deletion during MSAs. Using NR20 protein database, we computed the HMM profile of each protein sequence using HHblits with its cut off value (E) set to 0.001 in four iterations. HHblits generates HMM profile of size L × 30 matrix for a given query protein sequence of length L . Using the equation p = 2 (−N/ 10 0 0) , the output values in HMM profiles are converted to linear scores. For this study, we only use the first 20 columns of HMM profile.
Training
We took similar approach as in our previous study and divided the training sequence into two segments. From one of the segment we extract positive samples for training and from the other segment we extract negative samples for training. Feature vectors are generated for the samples and are used for training the model.
For RegionMoRF method, features are generated from indexes and HMM profiles such that each index (or each profile column) generates two features: the first one is computed as the average value of scores over the supposed amino acids of MoRF region and the second one is computed as the average value of scores over up to 24(12 × 2) amino acids of flanks surrounding the MoRF region (each flank of 12 amino acids, unless if MoRF region is present at the start or at the end of the protein sequence). For each sequence, same number of positive samples are selected as the number of MoRF regions per sequence.
For ResidueMoRF method, sliding window technique is used to extract features from HMM profiles. For each MoRF residue present in the segment, its residue information is taken together with the information of left and right neighbor regions (maximum of 12 amino acids). The number of positive sample is equal to the number of MoRF residues present in each training sequences. The details of the above two methods are described in supporting information S1 Text .
The dataset used in this study is unbalanced. There are more non-MoRF residues present in the sequence compared with the number of MoRF residues. Thus, it could lead to unbiased prediction. To address these, first we take non-MoRF residues that are not overlapping the flanks of MoRF region and we randomly select same number of negative samples. Second, we increase the ratio between positive and negative samples to 1:2, i.e. for each MoRF sample we select 2 non-MoRF samples. Further, this ratio is increased to 1:3 and the best performing models are selected. Moreover, to avoid over scoring of the training data, non-MoRF samples for each model are randomly selected.
Testing
To predict scores for a query sequence, features are extracted using a sliding window. It would be easier to select sliding window size, if MoRF sizes are known for the query sequence. However, since MoRF sizes are not known, for RegionMoRF method, 19 different sizes of sliding windows are used to analyze each of the query sequences. These sizes have shown significant enhancement in for MoRF prediction. The sizes are from 6 to 24, since the proposed predictor is limited to predict MoRFs of size 5 to 25 residues. With size ranging from 6 to 24, each residue in the query sequence will receive a total of 285 scores except those at the start or end of the sequence. Each of these scores are processed and propensity score for each residue is evaluated as either maximum or minimum of 285 scores. For ResidueMoRF method, the window is centered on the query residue and the flank size is varied on both sides to extract features. These features are then processed using an SVM classifier.
SVM model and score fusion
SVM classifier with Radial basis function (RBF) and Sigmoid kernels were used to evaluate the features generated using the above two methods.
For RegionMoRF method, using each of the SVM kernels with different C and gamma values, the features generated from amino acid indexes and HMM profiles are evaluated to meet the performance criteria. For ResidueMoRF method, using window size of 7 (w is used as 7 due to the limitation on processing speed), SVM classifier is parameterized to obtain best AUC, success rate and FPR. Furthermore, these parameters are then used to evaluate and rank the features generated by varying the window size. Finally, the proposed method uses common averaging (add all model scores and divide it by the number of models used) at different stages to fuse the propensity scores of multiple best performing model.
Performance measure
We used the evaluation metrics that were previously used to analyze MoRF predictors ( Disfani et al., 2012; . These are AUC, success rate and accuracy. AUC is the area under the receiver operating characteristics curve, success rate compares the average predicted propensity scores between actual MoRF residues and non-MoRF residues. Accuracy shows the total number of residues that are correctly predicted. These metrics are defined in Disfani et al. (2012) .
Results
The performance of the proposed predictor is evaluated using a test set and is compared with other MoRF predictors, AN-CHOR ), MoRFpred ( Disfani et al., 2012 ) and MoRFchibi .
SVM model and feature selection
To achieve high AUC, success rate and FPR for RegionMoRF method, we selected two high noise tolerance kernels with high gamma value of 5 and low gamma value of 0.0038 to evaluate and rank appropriate features generated from amino acid indexes and HMM profiles. Feature vectors generated are individually evaluated first and then are concatenated in order to meet the performance criteria. For ResidueMoRF method, the window size is varied to select features generated from HMM profiles and appropriate SVM models with different kernels and gamma values are selected.
For both methods, the sampling ratio between MoRF and nonMoRF sample is increased and similar evaluation is carried out to select 3 best performing models. Common averaging is applied to the output scores of each model to provide the final MoRF prediction score for each method (for more details on model selection for both methods please see supporting information S1 Text ). Observing performance during model selection, it is noted that the models alone tend to over score MoRFs (they have high FPR, low success rates and AUCs). Thus, this indicates that the models individually are not able to identify MoRFs accurately. Therefore, we apply common averaging at different stages to combine the scores generated by different models.
Comparison with available predictors
The performance metrics of the proposed predictor and the available predictors are compared and are outlined in Table 1 . It is noted that MoRFpred-plus achieves improved performance in terms of AUC, success rate, FPR and accuracy. Compared to 8 component predictors of MoRFpred, MoRFpred-plus only uses one component predictor and achieves 8.2 percent increase in AUC. As shown in Fig 2 , we generate AUC curves for the available predictors and the proposed predictor using test set. It is observed that MoRFpred-plus achieves lower FPR at any given TPR when compared with ANCHOR, MoRFpred and MoRFchibi. This is also demonstrated in Table 2 . The superior performance of MoRFpredplus lies in the combination of HMM profiles with amino acid indexes and ranking of appropriate SVM kernels. Moreover, we validate and compare the proposed predictor with the available MoRF predictors using the second test set (EXP53). Since the proposed and available MoRF predictors are trained to predict MoRFs of sizes up to 30 residues, however, EXP53 set contains MoRFs longer than 30 residues. Therefore, we provide performance metrics for short AUC values of MoRFpred-plus predictor compared to those of MoRFchibi, MoRFpred and ANCHOR using test and EXP53 sets. For EXP53 set, MoRF prediction was evaluated for short MoRFs (up to 30 residues) and long MoRFs (more than 30 residues), AUC values are in the form short, long. Bold numbers indicate the best performance metrics. Underline values are taken from .
and long MoRFs separately. Table 3 shows the achieved AUC values. It is noted that there is consistent improvement in the performance when compared with performance of available predictors. This symbolizes that the performance improvement is not due to over fitting.
Discussion
We presented MoRFpred-plus predictor which utilizes two methods named as RegionMoRF method and ResidueMoRF method to extract important features from amino acid indexes and HMM profiles to predict MoRFs in protein sequences. Compared with available predictors, the proposed predictor clearly demonstrates significant improvement in terms of AUC, success rate, accuracy and FPR. To compare the proposed predictor in terms of its processing speed, we tested MoRFchibi and ANCHOR using the entire test set on i5, 3.5GHz computer, since both do not require multiple sequences alignments. Using a single sequence from test set (Uniprot:Q38087) with 903 residues, we tested MoRFpred-plus using i5, 3.5GHz computer and since MoRFpred is not downloadable, we submitted single sequence (Uniprot:Q38087) to the MoRFpred prediction server.
Prediction time for ANCHOR and MoRFchibi, both do not require generation of evolutionary profiles, therefore were fastest with speed 3.9 × 10 6 residues/minute (r/m) and 10.5 × 10 3 r/m, respectively. The proposed predictor came third with 526 r/m and MoRFpred came slowest at 48r/m. Table 4 shows the overall comparison. The overall comparison may not be entirely fair, since MoRFpred server hardware processor is unknown and hence AN-CHOR and MoRFchibi do not rely on evolutionary information such as PSI-BLAST or HHblits.
To provide analyses on the average length of MoRFs predicted by MoRFpred-plus, we threshold the predicted scores at values of 0.50, 0.55, 0.60 and 0.65, respectively. At these thresholds, we show TPR and FPR by MoRFpred-plus in Table 5 and plot of length of MoRFs versus percentage of correctly predicted residues in Fig 3  and Fig 4 . At a threshold value of 0.50 in Fig 3 , it is observed that MoRF of length 14 is predicted very well from test set followed by a good performance obtained for MoRFs of length 10, 12, 16, 21 and 22. In Fig 4 , it is noticed that MoRFs length up to 30 residues are predicted very well compared to MoRFs length greater than 30 residues, this confirms that MoRFpred-plus is trained to predict short MoRFs and here we are able to evaluate how it reacts to long MoRFs.
For evolutionary profiles, MoRFpred-plus relies on HHblits, which is faster than PSI-BLAST and generates more accurate alignments. Extracting features from HMM profiles and concatenating it with features extracted from amino acid indexes, MoRFpredplus offered higher predicting speed compared with MoRFpred. Though ANCHOR and MoRFchibi are the fastest in terms of predicting speed, the results show that MoRFpred-plus is more accurate. The prediction time for MoRFpred-plus mainly depends on the generation of HMM profiles.
Overall, MoRFpred-plus is a new MoRF predictor and its success relies on the use of HMM profiles computed from MSAs and the use of amino acid properties encoded in 544 common amino acid indexes. The improved performance is firstly, the result of adopting a suitable architecture that combines multiple models score at two different stages and secondly, uses different source of features for each model with different classification parameters. The use of ResidueMoRF method for feature extraction provided a com- Predicting speed: residues/minute (r/m). The server hardware processor for MoRFpred is unknown. Fig. 3 . Length of MoRFs versus percentage of correctly predicted residues using test set, where MoRF length is from 6 to 25 residues. Percentage of correctly predicted residues is shown for threshold values of 0.50, 0.55, 0.60 and 0.65. Fig. 4 . Length of MoRFs versus percentage of correctly predicted residues using EXP53 set. This set contains both short MoRFs (up to 30 residues) and long MoRFs (greater than 30 residues). Percentage of correctly predicted residues is shown for threshold value of 0.50. prehensive set of information to distinguish a MoRF residue along its flank region. Furthermore, using RegionMoRF method and concatenating features generated from HMM profiles and amino acid indexes provided composition and similarity information between MoRF region and its surrounding regions resulting in performance improvement.
To predict MoRF scores in query protein sequence, predictors are supposed to be consistent on the entire sequence length. However, if the regions in the query sequence have similar properties to that of training sequence region, this could result in biased prediction and misclassify MoRF residues. To avoid biased prediction, MoRFpred-plus uses several approaches, these are: two different methods of feature extraction; two sources for feature extraction; SVM models with different parameters; suitable sampling ratios between MoRF and non-MoRF samples; selecting non-MoRF segments that are not flanks of MoRF region and randomly selecting non-MoRF samples for each model. From the result, it is noted that different models may illustrate different biasing with same training data, i.e. SVM model with sigmoid kernel avoids over scoring whereas RBF kernel turns to over score their training data. This is demonstrated in the results of ResidueMoRF method (please refer to supporting information S1 Text ). Moreover, applying common averaging at two stages, MoRFpred-plus avoids producing biased scores.
The proposed predictor only utilizes evolutionary and physicochemical information; therefore, we compare this predictor with predictors of similar approaches. Recently, MoRFchibiweb and MoRFchibi-light ( Malhis et al., 2016 ) predictors has been proposed. It uses previously published predictors MoRFchibi, other disordered predictors and conservation information to combine prediction scores at several stages to predict MoRFs. Nonetheless, incorporating number of predictors and combining their scores will significantly improve the overall performance of predicting MoRFs in protein sequence, i.e. MoRFchibi-web achieved AUC of 0.800, and MoRFchibi-light achieved AUC of 0.777 evaluated on test set. Using single sequence (Uniprot:Q38087), we tested both predictors on i5 3.5GHz computer and MoRFchibi-web was also tested on its prediction server. The predicting speed of MoRFchibi-light remains almost same as the speed of MoRFchibi, however, the speed for MoRFchibi-web is significantly reduced to 80 r/m compared with 526 r/m for the proposed predictor. MoRFchibi-web server predicting speed came to 588 r/m, however, the server hardware processor is unknown. The proposed predictor builds predicting models using primary protein information, therefore, does not rely on any other disordered predictors.
The proposed predictor is downloadable and the output scores provided are numerical, since it is assumed that different protein sequences in different applications might require different levels of threshold values. Overall, MoRFpred-plus is available without any limitation and can be easily integrated as input to other applications.
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