Abstract. We give stable finite order VARMA(p*; q*) representations for M-state Markov switching second-order stationary time series whose autocovariances satisfy a certain matrix relation. The upper bounds for p* and q* are elementary functions of the dimension K of the process, the number M of regimes, the autoregressive and moving average orders of the initial model. If there is no cancellation, the bounds become equalities, and this solves the identification problem. Our class of time series include every M-state Markov switching multivariate moving average models and autoregressive models in which the regime variable is uncorrelated with the observable. Our results include, as particular cases, those obtained by Krolzig (1997) , and improve the bounds given by Zhang and Stine (2001) and Francq and Zakoian (2001) for our classes of dynamic models. Data simulations and an application on foreign exchange rates complete the paper.
Introduction
In this paper we consider dynamic models whose parameters can change as a result of a regime-shift variable, described as the outcome of an unobserved Markov chain. Such models have attracted much interest in the literature for their applications in areas as economics, statistics, and finance. A key problem arising in applications is to determine the number of Markov regimes for which a switching model gives an adequate representation of the observed data. In practice, the state dimension of the Markov chain is sometimes dictated by the actual application or it is determined in an informal manner by visual inspection of plots. However, there exists in the literature likelihood ratio test developed under non-standard conditions which help testing Markov switching models (see Hansen (1992) ). The current methods for determining the state dimension are mainly based either on complexity-penalized likelihood criteria (see, for example, Psaradakis and Spagnolo (2003), Olteanu and Rynkiewicz (2007) , and Ríos and Rodríguez (2008) ) or on finite order VARMA representations of the initial switching models (see, for example, Krolzig (1997) , Zhang and Stine (2001) and Francq and Zakoïan (2001) ). The parameters of the VARMA representations can be determined by evaluating the autocovariance function of the Markov-switching models. It turns out that the above parameters are elementary functions of the dimension of the dynamic process, the number of regimes and the orders of the switching autoregressive moving-average model. As the sample autocovariances are more easily calculated than maximum (penalized) likelihood estimates of the model parameters, the bounds arising from the above-mentioned elementary functions are very useful for selecting the number of regimes and the orders of the switching moving-average autoregression. Some bounds are previously determined by Krolzig (1997) , Zhang and Stine (2001) and Francq and Zakoïan (2001) for some Markov regime switching models of different type. Surprisingly, we show that the bounds given by Krolzig maintain their validity for Markov switching time series whose autocovariances satisfy a matrix relation specified in the statement of Theorem 2.2. This allows us to improve the bounds obtained by Zhang and Stine (2001) in Theorem 4 and Francq and Zakoïan (2001) in Section 4.3 for a large class of dynamic models. This class includes every multivariate regime switching Moving Average (MA) process and multivariate regime switching Autoregressive (AR) processes, in which the regime variable is uncorrelated with the observable. The main results of the paper are Theorems 2.2, 3.5, 4.2 and we are going to illustrate them (the specifics of the models and the regularity assumptions will be given in the next sections). The first result states that a second-order stationary dynamic process, whose autocovariances satisfy a certain matrix relation, has a stable VARMA representation whose AR and MA orders are well-specified elementary functions. The second result relates to M -state switching multivariate Moving Average model MA(q) of the type y t = ν st + Θ st (L)u t .
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applications. In Section 6 we include our results on the exchange rata data from Engle and Hamilton (1990) . Section 7 concludes. The proofs of theorems in Section 3 and 4 are reported in the Appendix which completes the paper.
VARMA Representations
In this section, we introduce the model and the basic notation concerning with it. In particular, we prove new algebraic results (Theorem 2.2 and Corollary 2.3) which will be used in the next Sections 3 and 4 for the determination of the number of regimes in Markovswitching VMA and VAR models. As a consequence, we give different and simple proofs of some results, previously obtained by several authors, for classes of Markov switching time series which are included in our models.
Let y = (y t ) be a second-order stationary K-dimensional process. Then y is said to have a stable and invertible VARMA(p, q) representation if it satisfies a finite difference equation φ(L)y t = Θ(L)u t , where
Here the variables y −1 , . . . , y −p , u −1 , . . . , u −q are assumed to be uncorrelated with u t for every t ≥ 0. The process u = (u t ) is a zero mean white noise, i.e., E(u t u τ ) = δ t τ G with |G| = 0 (through the paper, the symbol |A| denotes the determinant of a square matrix A, and δ t τ denotes the Kronecker symbol, i.e., δ t τ = 1 if t = τ and zero otherwise). To avoid redundancy, φ(L) and Θ(L) are coprime, and to guarantee invertibility, we assume that the polynomials |φ(z)| and |Θ(z)|, z ∈ C, have all their roots strictly outside the unit circle. This definition implies that the orders p and q are minimal in the usual sense. Finally, the process y = (y t ) is second-order stationary if the mean E(y t ) and the autocovariances Γ y (t, h) are independent of t. So we can write µ y = E(y t ) and Γ y (h) = Γ y (t, h). We start with the following well-knowm result which characterizes the minimal VARMA(p, q) model in terms of its autocovariance function (through the paper we always assume that the process is not deterministic). For the proof see Zhang and Stine (2001) , Theorem 1. Let L be the backward shift operator, LΓ y (h) = Γ y (h − 1), where Γ y is the autocovariance function of the observed process y = (y t ).
Theorem 2.1. Suppose that the K-dimensional process y = (y t ) is second-order stationary (or equivalently, weakly stationary) and the covariances Γ y (h), h ∈ Z, satisfy a finite difference equation of order p and rank q + 1, that is, there exist K × K matrices A i , i = 0, . . . , p, with A 0 = I K and A p = 0, such that B(L)Γ y (h) = 0 for h = q and vanishes for every h ≥ q + 1, where 
for every h ≥ q ≥ 0, where all the matrices on the right hand-side are nonzero matrices,
polynomial of degree p ≥ 0, with B 0 = I K and B p = 0. Then y = (y t ) has a stable VARMA(p * , q * ) representation, where p * ≤ M +p and q * ≤ M +q−1. If we require that the autoregressive part of such a representation consists of scalars (not matrices) and assume the usual regularity conditions on the roots of the polynomial |B(z)|, z ∈ C, to guarantee the invertibility of B(L), the bounds become p * ≤ M + Kp and q
Proof. The Cayley-Hamilton theorem implies that there exist real numbers
The hypothesis of the statement implies the following relations
for every h ≥ 0. Multiplying the last M lines with −f 1 , . . . , −f M and adding all equations, we get
for some matrices {C j } and for every h ≥ 0. The right hand-side of (2.2) is zero by (2.1). Formula (2.2) can be written in the equivalent form 
Premultiplying (2.4) by A and postmultiplying (2.4) by B yield
by using the matrix relation of the statement. Premultiplying the last equation by the adjoint
where the polynomial |B(L)| has degree Kp. Doing the matrix products term-by-term, taking in mind the definition of the operator L and collecting similar terms, we get a finite scalar difference equation of the form
where the coefficients {η j } are scalars. Now the last result in the statement follows from (2.5) and Theorem 2.1, that is, we get p * ≤ M + Kp, and q
Corollary 2.3. Under the hypothesis of Theorem 2.2, if the autocovariances of y = (y t ) satisfy
is invertible and we require that the autoregressive part of such a representation consists of scalars (not matrices), the bounds become
The result now follows from Theorem 2.2.
To complete the section we give different proofs of Krolzig's results on VARMA representations of certain MS processes (see Krolzig (1997) 
Then y admits a stable VARMA(p * , q * ) representation with p
Proof. The autocovariances of y satisfy Γ y (h) = A F h B for every h ≥ 1, where A and B are nonzero (M − 1) × K matrices, and F is (M − 1) × (M − 1) (see Krolzig (1997) , Section 3.3.2, Formula (3.21)). Now apply Theorem 2.2 for p = 0, q = 1 and M − 1 instead of M .
where
, is invertible and regime invariant. Then
, and t is a zero mean vector white noise process. If we require that the autoregressive part of such a stable representation is scalar, the bounds become p
as pointed out in Krolzig (1997) , p.58, Formula (3.10).
Proof. The autocovariances of y satisfy 
where A(L) is as above. Then there exists a final equation form VARMA(p
is a scalar lag polyonomial of order
t is a zero mean vector white noise process.
Proof. The autocovariances of y satisfy Krolzig (1997) , Section 3.3.3, Formula (3.24)). Now apply Corollary 2.3 by setting r = 2 and p = q = 0 in the last statement of it.
Note that there is a typographic error in the statement of Proposition 4, Krolzig (1997), p.58, that is, one reads q
However, the first minus sign in this inequality is a typo as remarked at line -4, p.58, in the same reference.
For completeness, we also recall the bounds for the regime number obtained by Francq and Zakoïan (2001) 
where a i (s t ) and b j (s t ) are K × K random matrices, t = σ(s t )η t , where σ(s t ) is a K × K random matrix and η t is a centered white noise with
Proof. It was shown in Francq and Zakoïan, Section 4.3, that the autocovariance of
. Now we apply Theorem 2.2 where on the right side Q = P * is a square matrix of order M K(p + q) and on the left side B(L) = I K , i.e., we must set p = 0 and q = 1 according to the notation in the statement of Theorem 2.2.
Finally, we obtain the main result in Zhang and Stine (2001) by using Theorem 2.2 above. 
(1)
Proof. It was shown in Zhang and Stine (2001), Formula (29), that the autocovariance of y = (y t ) is given by vec Γ y (h) = QF h 1 R, for every h ≥ 0, where Q and R are nontrivial
Now we apply Theorem 2.2 where on the right side Q = F 1 is a square matrix of order M (Kp) 2 and on the left side B(L) = I K , i.e., we must set p = 0 and q = 0 according to the notation in the statement of Theorem 2.2.
In the next sections, we improve the bounds given by the previous authors, and show that the bounds given by Krolzig (1997) maintain their validity in the general case of MS(M )-VMA(q) models and for the class of MS(M )-VAR(p) models in which the regime variable is uncorrelated with the observable.
Markov Switching Moving Average Models
In this section we consider Markov-switching models with the following moving-average form (in short, MS(M )-MA(q)):
Here we allows Markovian shifts in the intercept term; the case with regime changes in the mean can be treated in a similar manner. As usual,
and Θ st,q = 0. The process u = (u t ) is a zero mean white noise with E(u t u τ ) = δ t τ I K . The M -state Markov chain s = (s t ) is irreducible, stationary and ergodic with transition matrix P = (p ij ), where p ij = P (s t+1 = j|s t = i), and stationary distribution π = (π 1 , . . . , π M ) . Irreducibility implies that π m > 0, for m = 1, . . . , M , meaning that all unobservable states are possible. As remarked in Francq and Zakoïan (2001), Example 2, p.351, a Markovswitching moving-average process is always second-order stationary. It is sufficient to observe that the terms ν st and Θ st,j u t−j , j = 0, . . . , q in (3.1) belong to the space of square summable vector function L 2 . The Markov chain follows an AR(1) model
where ξ t is the random M × 1 vector whose mth element is equal to 1 if s t = m and zero otherwise. The innovation v = (v t ) is a zero mean martingale difference sequence with respect to an increasing σ-field (for more details, see Krolzig (1997) , p.34). By direct computations, we have
where D = diag(π 1 , . . . , π M ) and h ≥ 0 (here, and in the sequel, we use the convention that A h = I, identity matrix, if h = 0 for every square matrix A). We also assume that (s t , u t ) is a strictly stationary process defined on some probability space, and that (s t ) is independent of (u t ). Our formulation includes the Hidden Markov chain processes of Krolzig (1997) , Chp.3, and the Markov mean-variance switching models of Zhang and Stine (2001), Section 3.1, which is the case q = 0. Setting
, the process y = (y t ) in (3.1) admits the following state-space representation
Taking expectation gives µ y = E(y t ) = ΛE(ξ t ) = Λπ as E(ξ t ) = π. In the next theorem we compute the autocovariance function of the process y = (y t ). This extends Theorem 3 from Zhang and Stine (2001) proved for the case q = 0.
Theorem 3.1. The autocovariance function of the process y = (y t ) in (3.1) is given by
representation, where p * ≤ M − 1 and q * ≤ M + q − 1.
Note that the remaining case Λ = 0 (and hence Λ = 0) will be included in the next Theorem 3.5. Now we use an argument discussed in Krolzig (1997) , Section 2.3. The transition equation in (3.4) differs from a stable linear AR(1) process by the fact that one eigenvalue of P is equal to one and the covariance matrix of v t is singular, due to the adding-up restriction i M ξ t = 1. For analytical purposes, a slightly different formulation of the transition equation is more useful, where the above restriction is eliminated. This procedure alters representation (3.4), and we consider a new state (M − 1)-dimensional vector defined by δ t = (ξ 1,t − π 1 . . . ξ M −1,t − π M −1 ) . The transition matrix, F say, associated with the state vector δ t is given by
which is an (M − 1) × (M − 1) nonsingular matrix with all eigenvalues inside the unit circle. Then we have
We can see that | D| = |D| = π 1 π 2 · · · π M = 0 as the Markov chain is irreducible. Now the measurement equation in (3.4) can be reformulated as
Then the process y = (y t ) in (3.1) admits a second state-space representation (3.7)
is also called the unrestricted state-space representation of y, where w = (w t ) is a martingale difference sequence with a nonsingular covariance matrix and the innovation sequence in the measurement equation is unaltered. Note that (3.7) can be written in short as
and doing computations similar to those in the proof of Theorem 3.1, we get Theorem 3.3. The autocovariance function of the process y = (y t ) in (3.1) is given by
for h = 0, . . . , q; and 
Now we compute explicitly a VARMA representation for the process y = (y t ) in (3.1). 
and C(L) are coprime, so the identification problem is completely solved, that is, M = p * + 1 and q = q * − p * (hence q * ≥ p * in this case).
To end the section we treat the forecasting for the above Markov switching moving average model. Predictions of Markov switching VARMA models can be based on the state-space representations obtained above. By ignoring the parameter estimation problem, i.e., the fact that the parameters of the multivariate Markov switching process are unknown and must therefore be estimated, the mean squared prediction error optimal forecast can be generated by the conditional expectation y t+h|t = E(y t+h |Y t ), for h ≥ 1, where Y t = (y t , y t−1 , . . . ) . From (3.2) we get the forecast of the hidden Markov chain, that is, ξ t+h|t = (P ) h ξ t|t , for h ≥ 1, where ξ t|t = E(ξ t |Y t ). Equivalently, from (3.5) we obtain δ t+h|t = F h δ t|t , for h ≥ 1, where δ t|t is the (M − 1) vector formed by the columns, but the last one, of ξ t|t − π. Inserting this formula into Equation (3.7) gives the h-step predictor in the case of MS(M) MA(q) models. More precisely, we have
Since the eigenvalues of F are all inside the unit circle, the forecasts of y t+h converge to the unconditional mean of the process as h goes to infinity, that is, we have lim h→∞ y t+h|t = Λπ = µ y .
Our prediction formula y t+h|t is based on the quantity δ t|t , or equivalently, on ξ t|t . It is known that ξ t|t can be computed by iterating on the following pair of recursive formulae
where the symbol denotes the element-by-element multiplication and η t is the (M × 1) vector whose jth component is the conditional density of y t given s t = j and Y t−1 . See, for example, Krolzig (1997) , Chp.5, Formulae (5.4) and (5.5). The iteration is started by assuming that the initial state vector is drawn from the stationary unconditional probability distribution of the Markov chain, that is, ξ 1|0 = π.
Markov Switching Autoregressive Models
Let y = (y t ) be a K-dimensional second-order stationary dynamic process satisfying the following Markov switching autoregressive model (in short, MS(M )-VAR(p)): 
Then the process y = (y t ) in (4.1) admits the following state-space representation
Taking expectation gives φ(1)(π ⊗ I K )µ y = Λπ. Assuming the invertibility of the K × K matrix R = φ(1)(π ⊗ I K ), we can write µ y = R −1 Λπ. Set x t = Λξ t + Σ(ξ t ⊗ I K )u t . For every h ≥ 0 and assuming that the regime variable ξ t+h is uncorrelated with y t , we have
As done in Section 3, we can substitute ξ t with the state (M − 1) × 1 vector δ t in order to obtain the unrestricted state-space representation
we obtain δ t+h = F h δ t + h−1 j=0 F j w t+h−j . Using this relation, x t+h can be expressed as (4.5)
By (4.5), we obtain
for every h > 0. For h = 0, we have
Now we are going to compute E(δ t y t ), E(u t y t ) and E[(δ t ⊗ I K )u t y t ]. Postmultiplying the measurement equation in (4.4) by δ t and taking expectation give
Postmultiplying the measurement equation in (4.2) and (4.4) by u t and equating them, we get
Taking expectation gives
Reasoning as above by using u t (δ t ⊗ I K ) instead of u t , we get
Substituting Formulae (4.8), (4.9) and (4.10) into (4.6) and (4.7), we get
for every h > 0, and
Collecting Formulae (4.3), (4.11) and (4.12) gives the following result:
Theorem 4.1. Under the hypothesis that the regime variable is uncorrelated with the observable, the autocovariance function of the second-order stationary process y = (y t ) in (4.1) is given by
where R = φ(1)(π ⊗ I K ) has been assumed to be nonsingular.
Applying Theorem 2.2 for q = 1 and taking in mind that F is (M − 1) × (M − 1), we get In particular, the last formulae imply M = K(q * + 1) − (K − 1)(p * + 1) and p = p * − q * .
Theorem 4.2 can be reformulated by using the hypothesis Λ = 0 as done in Theorem 3.2. This arises from the autocovariances expressed by using the matrix Q instead of F, similarly as in Theorem 4.1. Moreover, to justify the hypothesis of having Λ = 0 (respectively, Λ = 0), we refer to Krolzig (1997) , p.53, line 15, where it was assumed the identifiability of the regimes, ν i = ν j for i = j, in order to render the results unique. To end the section we compute explicitly a VARMA representation for the process y = (y t ) in (4.1). This gives a new proof of Theorem 4.2 and extends Proposition 3 from Krolzig (1997), Section 3.2.4. We start with the more simple case in which the autoregressive lag polynomial of the initial process is state independent. 
is a matrix lag polynomial of degree M + (K − 1)p − 1, and t = (w t u t (w t ⊗ I K ) u t ) is a zero mean vector white noise process with
In the general case in which the autoregression part of the initial process is state dependent but the regime variable is uncorrelated with the observable, we can proceed as follows. By Theorem 4.1 the autocovariances of the process satisfy a finite difference equation of order p * = M + Kp − 1 and rank q To complete the section we also discuss the forecasting for our Markov switching autoregressive model. So let us consider the MS(M)-VAR(p) model in (4.4). Then we can write
, for every i = 1, . . . , p (see Section 4). The one-step predictor y t+1|t can be calculated as above, so we get
For h-step predictions, h > 1, the task is much more complicated, and the last formula generalizes as follows
which in practice gives a recursive formula. Also in this case, taking the limits for h → ∞ on both sides yields
where R = Φ(1)(π ⊗ I K ). However, in applied work it is customary to follow a suggestion of Doan, Litterman and Sims (1984) for which the sequence of predicted values { y t+1|t , . . . , y t+h|t , . . . } is substituted by the sequence { y t+1|t , . . . , y t+h|t+h−1 , . . . }. See, for example, Krolzig (1997) , Section 4.4, for more details on this construction. Of course, the calculation of the filtered regime probabilities ξ t|t (and hence δ t|t ) can be performed by the recursive formulae listed at the end of Section 3.
Data Simulation
In this section, we perform some MonteCarlo experiment for the estimation of the number of states given by the estimated lower bound obtained in the previous sections and penalized likelihood criteria such as Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC) and Hannan-Quinn Criterion (HQC). For the computation of the orders of the stable VARMA we use the 3-pattern method (TPM) proposed by Choi (1992) . We perform three experiments. The first is taken from Zhang and Stine (2001) in which we generate three different Poisson Markov regime switching models with two states. The second is a Markov switching process with two states and autoregressive dynamic with one lag (in short, MS(2)-AR(1) process) and the third is a two-states Markov switching with two lags in the autoregressive part (in short, MS(2)-AR (2)). The data-generating processes have gaussian i.i.d. errors and the parameters are reported below in Table 1, 2  and 3 .
With regards to the first experiment, we consider three different Markov switching Poisson models (Table 1 ). The first model, denoted as case A, is a one-state model; that is, y t is an i.i.d. sequence of Poisson random variables with λ= 4. Cases B and C are two-state models and share the same transition matrix but different means. With λ 1 = 4 and λ 2 = 12, the two states of case B are more distinct than those of case C with λ 1 = 4 and λ 2 = 6. Concerning with the second experiment, the parameters are set in accordance to Table  2 . It is a Markov switching process with two states and autoregressive dynamic with one lag and it can be written as y t = µ st + φ st y t−1 + σ st u t with s t ∈ {1, 2}. The three models in A, B and C share the same transition probability matrix and the values for the intercept and the variance but there are diffences in the autoregressive parameters (this follow some experiments as in Psaradakis and Spagnolo, 2003) . The last case D, instead, has a different transition matrix which gives a more persistent chain. Table 2 -Second experiment: Markov switching process with two states and autoregressive dynamic with one lag. In table we report the transition matrices P s and the parameters of the process (means µs, standard deviation σs and autoregressive coefficients φs) for cases A-D.
Finally, in the third experiment, we consider a Markov switching process with two states and autoregressive dynamic with two lags, written as y t = µ st +φ 1st y t−1 +φ 2st y t−2 + σ st u t with s t ∈ {1, 2} . Here we want to compare the performance of the bounds proposed in the present paper (we will denote it by CAV) with those proposed by Zhang and Stine (2001) (in short, ZS) and Francq and Zakoïan (2001) (in short, FZ) for those autoregressive markov switching models. Case B considers a more persistent process compared to the baseline case A and case C instead considers same autoregressive coefficients in different states. Table 3 -Third experiment: Markov switching process with two states and autoregressive dynamic with two lags. In table we report the transition matrices P s and the parameters of the process (means µs, standard deviation σs and autoregressive coefficients φ 1 s and φ 2 s) for cases A-C.
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The experiments simulate artificial time series of length T +50 with T ∈ {100, 500, 1000} ; the first 50 initial data points are discarded to minimize the effect of initial conditions. 100 MonteCarlo replications are carried out for each trial. When complexity-penalized likelihood criteria are computed, we use the recursive procedure discussed by Hamilton and the penalization constants are the usual proposed in that literature (1 for AIC, 1 2 lnN for BIC and lnlnN for HQC).
The simulation results from the first experiment are reported in Table 4 . With respect to the one-state case (A) only the TPM applied on our bounds seems to correctly predict the exact number of states most of the times, while the likelihood criteria seem to overestimate that. The same happens for case B and in case C for larger samples. Overall, the TPM does better than any other likelihood methods. HQC  TPM  AIC  BIC  HQC  TPM  AIC  BIC  HQC  TPM  100  1  0  0  0  45  0  0  0  5  0  0  0  39  2  53  74  66  15  22  41  26  64  59  77  67  26  3  47  26  34  40  78  59  74  31  41  23  33  35  500  1  0  0  0  44  0  0  0  0  0  0  0  26  2  28  58  44  25  4  6  5  62  11  51  27  36  3  72  42  56  31  96  94  95  38  89  49  73  38  1000  1  0  0  0  40  0  0  0  0  0  0  0  8  2  19  58  31  23  0  2  2  60  8  27  11  62  3  81  42  69  37  100  98  98  40  92  73  89  28   Table 4 -Simulation results of the first experiment: Poisson Markov regime switching models with two states for cases A-C. We report the number of regimes chosen by the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC) and Hannan-Quinn Criterion (HQC). TPM denotes the number of regimes chosen in accordance to the bounds presented in the present paper.
With regards to the second experiment, the results are shown in Table 5 . Here close conclusions can be drawn. In fact, the likelihood methods overestimate the number of states, with the exception of the Bayesian Criterion (BIC) in small sample, while the TPM detects it most of the times. These conclusions are robust to the change in the transition probability matrix, when choosing a more persistent chain (case D). AIC  BIC  HQC  TPM  AIC  BIC  HQC  TPM  100  1  0  0  0  0  0  0  0  0  2  38  87  65  75  24  63  40  76  3  62  13  35  25  76  37  60  24  500  1  0  0  0  0  0  0  0  0  2  0  21  1  74  1  3  1  70  3  100  79  99  26  99  97  99  30  1000  1  0  0  0  0  0  0  0  0  2  0  0  0  68  0  0  0  72  3  100  100  100  32  100  100  100  28 2.C  2.D  NM  AIC  BIC  HQC  TPM  AIC  BIC  HQC  TPM  100  1  0  0  0  0  0  0  0  0  2  13  48  21  74  10  58  24  75  3  87  52  79  26  90  42  76  25  500  1  0  0  0  0  0  0  0  0  2  9  16  13  75  0  2  1  82  3  91  84  87  25  100  98  99  18  1000  1  0  0  0  0  0  0  0  0  2  10  17  14  76  0  0  0  74  3  90  83  86 24 100 100 100 26 Table 5 -Simulation results of the second experiment: Markov switching process with two states and autoregressive dynamic with one lag (in short, MS(2)-AR(1) process) for cases A-D. We report the number of regimes chosen by the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC) and Hannan-Quinn Criterion (HQC). TPM denotes the number of regimes chosen in accordance to the bounds presented in the present paper.
The results of the third experiment are in Table 6 . As expected from theoretical aspects, using the bounds of Zhang and Stine (2001) (ZS in short) or Francq and Zakoïan (2001) (FZ in short) we tend to underestimate the number of states since these bounds are larger and then less informative. Whereas when using the bounds obtained in this work (denote by CAV), we are able to detect the exact number of regimes most of the time; and this choice is robust to the change of the transition probability matrix (case B) or of the values of the autoregressive coefficients (case C). CAV  ZS  FZ  CAV  ZS  FZ  CAV  ZS  FZ  100  1  0  100  100  0  100  100  1  100  100  2  73  0  0  96  0  0  75  0  0  3  27  0  0  4  0  0  24  0  0  500  1  0  100  100  0  100  100  0  100  100  2  75  0  0  20  0  0  70  0  0  3  25  0  0  80  0  0  30  0  0  1000  1  0  100  100  0  100  100  0  100  100  2  75  0  0  50  0  0  60  0  0  3  25  0  0  50  0  0  40  0  0   Table 6 -Simulation results of the third experiment: Markov switching process with two states and autoregressive dynamic with two lags (in short, MS(2)-AR(2) process) for cases A-C. We report the number of regimes chosen by using the three-pattern method and applying different bounds either those obtained in Zhang and Stine (2001) (ZS), Francq and Zakoïan (2001) (FZ) or in the present paper (CAV).
Application on foreign exchange rates
As an application on real data, we want to consider and complete the example of Zhang and Stine (2001) on foreign exchange rates. The data are the same used in Engle and Hamilton (1990) , who consider quarterly data for French franc, British pound and German mark for the period from 1973:Q3 to 1988:Q4. Engle and Hamilton (1990) proposed to model the logarithm of exchange rates as a two states Markov-switching autoregressive of order one. In line with Zhang and Stine (2001), when we fit Gaussian regime switching models, penalized likelihood criteria as Bayesian Information Criterion (BIC) and HannanQuinn Criterion (HQC) choose M = 1 for all three currencies while Akaike Information Criterion (AIC) chooses 2 regimes for franc and pound and only one regime for the mark. What is interesting is that, when we compute the orders of the stable VARMA and evaluate the lower bounds as proposed in the papers of Zhang and Stine (2001) (ZS), Francq and Zakoïan (2001) (FZ) and in the present one (CAV), we find that our bounds are more precise and then more informative. In particular, our bounds propose the existence of two regimes for franc and mark and one regime for the pound (as reported in Table 7) , while using the bounds of ZS and FZ we are not able to infer any information on regime switching from the data. Finally, note that the last methodology compared to penalized methods is less demanding and computationally faster since it does not request likelihood calculations. 
Conclusion
In this paper, for M -state Markov switching multivariate moving average models and autoregressive models in which the regime variable is uncorrelated with the observable, we give finite order VARMA(p * , q * ) representations. The parameters of the VARMA can be determined by evaluating the autocovariance function of the Markov-switching models. It turns out that upper bounds for p * and q * are elementary functions of the dimension K of the process, the number M of regimes, and the orders p and q. In particular, the order of the stable VARMA admits a simple form: p * ≤ M −1, q * ≤ M +q−1 for M -state switching VMA(q) models and p * ≤ M + Kp − 1, q * ≤ M + p(K − 1) + q − 1 for M -state switching VAR(p) models. This result yields an easily computed method for setting a lower bound on the number of regimes from an estimated autocovariance function. Our results include, as particular cases, those obtained by Krolzig (1997) , and improve the bounds found in the literature in the works of Zhang and Stine (2001) and Francq and Zakoïan (2001) for our classes of dynamic models. Our simulation results indicate the procedure is more precise than penalized likelihood criteria such as AIC, BIC and HQC which require more elaborate procedures and assumption of a specific probability model and the associated likelihood calculations. Moreover, having bounds for the number of states which are small than those of Zhang and Stine (2001) or Francq and Zakoïan (2001) give estimates for the number of states which are more precise and then more informative. This is shown both with simulated experiments and with real data application on exchange rates.
Appendix
In this section, we give proofs of Theorems in Sections 3 and 4.
Proof of Theorem 3.1. The following are well-known facts (see, for example, Zhang and Stine (2001), Section 3.1): DP ∞ = ππ , P n ∞ = P n P ∞ = P ∞ P n = P ∞ and Q n = P n − P ∞ for every n ≥ 1. First we treat the case h = 0. Then we have Γ y (0) = E(y t y t ) − E(y t )E(y t ) = E(y t y t ) − Λππ Λ = E(y t y t ) − ΛDP ∞ Λ and E(y t y t ) = E[(Λξ t + 
