Abstract. In this paper we introduce a dynamical model for wireless sensor networks. We obtain a convergent martingale for the broadcast process in such networks. To our knowledge, such martingales were unknown previously. We look at a formal model using the formalisms of martingales, dynamical systems and Markov chains, each formalism providing complementary and coherent information with each other. The model is validated in its scope of application with numerical simulation of wireless sensor networks, we informally make explicit the situations where the model is realistic. We also provide an alternative dynamical model based on the hypothesis that the distribution of the location of the emitting sensors is uniform. This hypothesis is more fulfilled when the emission radius r becomes larger and emission angle α smaller in order to keep the expected number of connections ENC constant. In the situations where the hypothesis is close to be fulfilled good agreements between numerical epxeriments and results of the model are observed. The alternative approach leads to similar quantitative and qualitative results as the first model.
Introduction
In this paper we propose a model for describing dynamical aspects of broadcast in wireless sensor networks. To our knowledge works on modeling wireless sensor networks focus on static aspects, for instance the topology given by the underlying graph of connections [6] , or focus on specific algorithms such as routing [5, 8] , localization [4] , etc. The network we consider is a set of sensors equipped with directional antenna allowing the transmission of data in a sector of disk described by radius r and emission angle α which are the same for all sensors. The direction of the emission is characterised by angle β which is a random variable uniformly distributed on [0, 2π[ and fixed for all emissions (each sensor possesses its own direction of emission), see Figure 1 . Note that when α = 360 we get a classical sensor network without directional antenna [2] . Thus, our model is general. The transmission of data is through radio waves, the frequency of emission is the same for all sensors and so collisions or interferences have to be taken into ⋆ This work has been partially funded by European project FET CRESCCO. account. Collisions occur when at least two sensors send data to the same third sensor. In this case, the receiving sensor is able to detect that the data is uncoherent. However, emitting sensors are unable to detect that collision occurred. In Figure 2 , x and y are emitting sensors, each sensor located in the hatched region cannot receive the data because of the collisions. We point out that the process of interference of electromagnetic waves is linear, subject to the superposition principle, and so the hatched region is the only one in which collision occurs. The region of space in which is deployed the network is supposed to be a square region of unit surface, sensors are thrown away randomly with a uniform distribution (for a complementary presentation of the network see [1] ). Our first model ignores border effects due to sensors located closely to the border of the region. For this, we consider a square region where we identify opposites boundaries, actually removing the borders. This is equivalent to look at the network deployed on a sphere. The broadcast we consider is the simplest one: A sensor desires to broadcast data through the entire network. At time zero data is emitted. At the next step, all sensors which just received the data send it in turn and so on. Emissions are assumed to occur at discrete time n = 0, 1, 2, . . . and reception occur during a given interval of time say [n, n+1[. We look at our model under different points of view, using martingales, dynamical systems and Markov chain formalism. Each approach shed light on the behaviour of the model consistently with each others. The underlying graph we get through the process of throwing away sensors and connecting sensors which can send/receive data (not necessarily the directed graph) is called random scaled sector graph and leads to important work, cf [6] . Understanding the underlying graph is certainly of prime importance and subsequent models would include such information.
Broadcast and martingales
We consider a network of N sensors, each sensor with emission radius r, emission angle α and direction angle β (β different for each sensor). Let us note by p = 1 2 αr 2 the area covered by an emitting sensor. Due to the uniform distribution of sensors on the whole unit area, the number of sensors in the area is a binomial random variable denoted by B (N, p) . So, the probability for a sensor to belong to the area covered by another sensor is p and the probability that it does not belong q = 1 − p. Therefore, p is the probability that a sensor receives data from an emitting sensor. We now formulate the main hypothesis of our model, namely we assume the probability of the event of belonging to the area covered by a given sensor is independent of the probability to belong to the area covered by another one. This hypothesis leads to our underlying graph to be a classical random graph [3] (probability p of an edge between two sensors). Let us now introduce the random variable Z n counting the number of emitting sensors at time n and X n i , i = 1, . . . , Z n count the number of sensors receiving data from the i-th emitting sensor. Because of possible collisions, receiving data from the i-th sensor means not be covered by another emitting one. Because there are Z n emitting sensors the probability to be covered by one and only one emitting sensor is pq Zn−1 (with our independence hypothesis) and so the X n i 's are distributed following a B(N, pq Zn−1 ). We are now able to make explicit the distribution law of Z n+1 given Z n . Indeed, Z n+1 is given by
and so its distribution is B(N Z n , pq Zn−1 ). Next proposition shows that Z n ≤ N with high probability (w.h.p.) which is a necessary condition for our model to be meaningful. The result depends on the assumption that p < .82 for technical reasons. Intuitively this can be understood considering the expectation of Z n+1 , E(Z n+1 ) = N Z n pq Zn−1 . In order to fulfill Z n+1 < N w.h.p we have certainly to fulfill the condition Z n pq Zn−1 < 1 and this leads to the constraint on p. We point out that this assumption is not stringent as easily satisfied in practice where p is usually less than .1. Indeed, when working with wireless sensor networks we generally assume that p is small with respect to the total unit area [2] . Proposition 1. We consider the stochastic process {Z n } n≥0 where Z n+1 is distributed following a B(N Z n , pq
Zn−1 ) where we assume p < .82, q = 1 − p. Then,
Proof. We know from [7] that
with c > 0. So, using 1 + x ≤ e x we get
with γ = Z n pq Zn−1 which is maximal for Z n = − 1 log(q) = − log q (e) and so γ ≤ − p log(q)qe . Provided p < .82 we have γ < 1. The term c − γ(e c − 1) is maximal for c = − log(γ) > 0, then introducing this particular value for c leads to the result.
To set up a martingale framework, let us introduce the σ-algebra generated by the random variables Z 0 , Z 1 , . . . , Z n denoted by F n = σ(Z 0 , Z 1 , . . . , Z n ). We then get a filtration F 0 ⊂ F 1 ⊂ F 2 ⊂ . . . and computing conditional expectation of Z n+1 with respect to F n , we get
Taking this into account we can prove by direct computation that M n+1 defined as
is a martingale with respect to the defined filtration, i.e.
Moreover, because the martingale is positive then it is convergent [10] . We summarise all these results in the next proposition.
Proposition 2. Consider the stochastic process {Z n } n≥1 with Z 0 = 1 and Z n+1 is distributed following a B(N Z n , pq Zn−1 ). Then,
is a convergent martingale with respect to the filtration generated by
Proof. The fact that M n+1 is a martingale follows by direct computations. The martingale is almost surely convergent because of positivity [10] .
The convergent martingale introduced in the last section gives us some insight into the dynamic of the broadcast process. Because of the almost sure conver-
with n large enough and c a constant. We assume that c = 0 and look at the quotient
Mn+1
Mn . This leads to
Equation (7) suggests that the behaviour of the stochastic process {Z n } is related to the dynamical system Z n = f n (Z 0 ) with f n referring to the n-th composition of f . Note that f (Z n ) = E(Z n+1 | F n ) which is nothing else than the best estimator, with respect to the L 2 measure, of Z n+1 at time n. Actually, our model can be seen as a random perturbation (see [9] ) of the deterministic dynamical system defined by (7) . In the following, we take into account only the deterministic behaviour and we validate with numerical experiments in the next section that the qualitative behaviour seems not to be changed with the random perturbation. Although quite informal this approach gives an important insight into the behaviour of our model. As classical in the literature on discrete dynamical systems, looking at iterations of the function f n (Z 0 ) can be represented graphically with the following procedure. Let us start from the point Z 0 , computing f (Z 0 ) amounts to go vertically from the 'x-axis' at position x = Z 0 to the curve y = f (x). Next, we move horizontally up to crossing the line y = x, this amounts to project the y-axis on the x-axis. Then we continue moving vertically and so on. In Figure 3 , this process is depicted. We observe that the curves f (x) and y = x intersect at x = 0 and x = log q ( q N p ) which are fixed points. To refer to any fixed points we note x 0 . The behaviour close to the fixed points x 0 is determined by f ′ (x 0 ). The graphical process sketched above should be enough to convince the reader that if | f ′ (x 0 ) |< 1 then x 0 is attractive and if f ′ (x 0 ) > 1, x 0 is repulsive. Let us now consider x 0 = 0, direct computation shows that f ′ (0) = N p q . In order to ensure broadcast the fixed point x 0 = 0 must be repulsive and so parameters N and p must satisfy
which is a first constraint on our network. Actually, this condition is quite natural because N p is the expected number of sensors in the area of the first emitting sensor. Let us now look at the second fixed point x 0 = log q ( N +e 2 then x 0 is attractive. In that situation, iterations of f (x) tend to the fixed point. This is illustrated on the right of Figure  3 (p = 0.003). On the left of Figure 3 we have p = 0.004 and then f ′ (x 0 ) < −1 implying that x 0 is repulsive. In this situation we observe that a cycle appears, the behaviour of the dynamical system tends to be periodic with period two (f n+2 (x) ≈ f n (x)). It is important to notice that the appearance of a cycle depends crucially on the graph of f (x) in a non trivial way. We cannot assert many results on the behaviour of the dynamical system provided f ′ (x 0 ) < −1 especially when f ′ (x 0 ) is very far from −1. However, we can assert a necessary condition for broadcast. Function f (x) is maximal for x m = − 1 log(q) = − log q (e) and it is clear that f (x m ) < 1 implies that the broadcast is uncertain to go on because when the iteration of the function come close to x m , the next step the predicted number of emitting sensor will be smaller than one and therefore the broadcast process ends.
Broadcast and Markov Chain
In our previous analysis we looked at deterministic aspects of the dynamic letting aside the question of the qualitative behaviour under stochastic perturbations. In order to investigate how stochastic perturbations act on our model we find useful to reformulate our model as a Markov chain and numerically investigate the invariant measure. We still consider {Z n } n≥0 with Z n+1 distributed as B(N Z n , pq Zn−1 ). Then, the transition matrix P = (p ij ) with
We numerically look for an invariant measure for the Markov chain computing the powers of P with parameters N = 2000, r = 0.1 and α = .8 where N is the total number of sensors, r the radius of the emission and α the angle of the emission. This amounts to choose p = 0.04. From our previous analysis we expect to detect the appearance of a cycle of periodicity two (see Figure 3 , left side). Result is depicted in the left side of Figure 4 and shows a bimodal curve which is in accordance with what is expected from our previous analysis.
In the right side of Figure 4 is depicted the invariant measure with the same parameters as before but with α = 0.6 (p = 0.003). We observe a unimodal curve centered around Z ≈ 596 which is very close to the value of the fixed point (≈ 597) predicted with the dynamical approach of the previous section. This means that the random perturbation does not change the qualitative behaviour of the deterministic model.
Numerical experiments
In this section we report on the numerical experiment we have made concerning the simulation of the broadcast process. The program throw out randomly (uniform distribution on a square on unit surface) N sensors together with the angles of emission (uniform distribution on [0, 2π[). Then, we select randomly one sensor which initiates the broadcast process. At each time we record the number of emitting sensors and the result is displayed as an histogram on Figure 5 . We observe that the simulation for p = 0.003 is very similar to the prediction of the model, see Figure 4 supporting the model for small values of p. However, for the larger value of p = 0.004 where the model predicts oscillation and bimodal invariant curve, see Figure 3 , numerical simulation shows a unimodal curve. The qualitative behaviour observed on numerical experiments does not mimic what is expected from the analysis of the model. Actually, it happens that the behaviour of the broadcast process depends on both parameters r and α and not only on the product p = 1 2 αr 2 . In the next section we provide simulations accurately described by the model and explain in which situations the model is more accurate. The discussion leads to tracks for our further work. Nevertheless, we point out that in any cases the mean value which is predicted with the model (≈ 525, see Figure 4 ) is very close to what is expected from numerical experiments (compare Figure 4 with Figure 5 ).
Alternative approach
In this section we introduce different assumptions to look for a model of the broadcast process as the ones introduced in section 2. The derived model is slightly different than the one described up to now in this paper but qualitatively and quantitatively very similar. Results are in the same spirit as the rest of the paper and details are omitted. This is of great help in order to determine the key factors leading to the behaviour described in the previous sections and enables us to understand conditions on the emitting radius and angle r, α, such that the model is acurate. Let us denote Z n the number of emitting sensors at time n. Our main hypothesis is now that the emitting sensors at time n are uniformly distributed. Intuitively, this assumption is satisfied when r is large with respect to the dimension of the whole area considered and α small. This means that a more realistic model should take into account values of r and α independently and not only of the product 
with p = αr 2 2 , q = 1 − p as usual in this paper, see section 2. The number of emitting sensors at time n + 1 is then a random variable given by (compare with (1))
So the distribution of Z n+1 is a binomial B(N, Z n pq Zn−1 ). We can now apply the same procedure as the one described in section 2 to show that the same martingale M n has to be considered here again. The Markov chain formalism is slightly different than the one introduced in section 4, see formula (9) , in our context we get
However, numerical investigation of the invariant measure in the same conditions (r = 0.1 amd α = 0.6, 0.8) leads to very similar curves than the ones depicted in Figure 4 . Actually, the fact that the martingale is the same for both models implies at once than the behaviour of the fixed points are the same when we consider the deterministic dynamical system. However, it was not evident that the random perturbation (invariant measure) are similar in both cases.
In the the light of this section we consider again numerical simulations of the broadcast process. We still consider p = 0.004 in order to compare with previous numerical experiments but we now choose r = 1 large and α = 0.008 small. In this situation we expect the model to be accurate because we are in the situation where the emitting sensors tend to be uniformly distributed. Numerical experiments are depicted in Figure 6 and shows good agreements between simulations and model (compare with Figure 4 ). These experiments show that a realistic model should depends on the parameters r and α independently and not only on the product 
Conclusion and future work
In this paper we formulate a first dynamical model for broadcast in wireless sensors network. The model is simple enough to be analyzed numerically, and shows interesting qualitative behaviour. For small values of p where the model does not predict oscillations in the number of emitting sensors we observe a good agreement of the model with numerical simulations, compare Figure 4 with Figure 5 left side. In general, as p increases, oscillations predicted with the model are not observed with numerical sumulations. This shows that the broadcast process depends independently on the parameters r and α and not only on the product p = 1 2 αr 2 as the model. However, we show that the model is accurate for r large with respect to the dimension of the considered whole area and α small. More precisely, given a fixed value of p = 1 2 αr 2 the model is more accurate as r gets larger values and α smaller ones in order to keep p constant. This is the result of the alternative approach we formulate in section 6 based on the uniform distribution of the emitting sensors. In this situation, oscillations are numerically observed and both qualitatively and quantitatively well described with our model. Further work will include independent dependencies of the model on the parameters r and α.
