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Non-centrosymmetric superconductors exhibit the magnetoelectric effect which manifests itself in
the appearance of the magnetic spin polarization in response to a dissipationless electric current
(supercurrent). While much attention has been dedicated to the thermodynamic version of this
phenomenon (Edelstein effect), non-equilibrium transport magnetoelectric effects have not been
explored yet. We propose the magnetoelectric Andreev effect (MAE) which consists in the generation
of spin-polarized triplet Andreev conductance by an electric supercurrent. The MAE stems from
the spin polarization of the Cooper-pair condensate due to a supercurrent-induced non-unitary
triplet pairing. We propose the realization of such non-unitary pairing and MAE in superconducting
proximity structures based on two-dimensional helical metals – strongly spin-orbit-coupled electronic
systems with the Dirac spectrum such as the topological surface states. Our results uncover an
unexplored route towards electrically controlled superconducting spintronics and are a smoking gun
for induced unconventional superconductivity in spin-orbit-coupled materials.
PACS numbers:
Introduction. Spin-triplet superconductivity bears rich
many-body physics [1–6], building the basis for the
emerging synergy between superconducting and spin
electronics [7–11]. Unlike its single-particle counterpart
[12], superconducting spintronics relies on the total spin
S = 1 of triplet Cooper pairs to manipulate electric cur-
rents. At present, much effort has been focused on mag-
netic control of triplet currents in superconducting spin
valves (see review in Ref. [9]). On the other hand, for
creating superconducting spintronic circuits it would be
highly desirable to be able to manipulate triplet pairing
by electric fields or currents. While this has been rec-
ognized as an important outstanding problem, the only
mechanism of the electrically tunable Cooper pairing that
has been identified so far is the electric gating mediated
by spin-orbit coupling (SOC) (see, e.g., Refs. [13, 14]).
In this Letter we explore another possibility inspired
by the magnetoelectric (Edelstein) effect in superconduc-
tors with Rashba SOC [15]. This effect consists in the
generation of the thermodynamic spin magnetization by
an electric supercurrent [15–18]. We propose that the
same mechanism can be used to generate spin-polarized
(non-unitary) triplet pairing in two-dimensional helical
metals – SO-coupled electronic systems with the Dirac
spectrum such as the surface states of topological insu-
lators [19–21]. In non-unitary triplet superconductors
[1, 2], Cooper pairs carry an intrinsic spin magnetic mo-
ment associated with the vector product id × d∗, where
the complex vector d represents the triplet gap function.
We show that a similar spin-polarized pairing appears in
a helical metal proximitized by a current-biased conven-
tional superconductor, as illustrated in Fig. 1a. Such
a possibility is rather counter-intuitive since in conven-
tional superconducting hybrids there is no pairing inter-
action in the triplet channel, and so d = 0. The roles
of the d vector and the pair magnetic moment are as-
sumed by the proximity-induced triplet pair amplitude,
f , and the product if × f∗ which describes the Cooper-
pair spin polarization (CSP). We find that the CSP de-
pends on the density, j, of the applied supercurrent:
if(k, j)× f∗(k, j) ∝ j × z, where the bar denotes av-
eraging over the wave-vector (k) directions at the Fermi
level, while z is the surface normal. The generation of the
CSP is a form of the magnetoelectric effect. Unlike the
Edelstein effect, which has a purely thermodynamic na-
ture, the paradigm of the nonunitary pairing offers access
to nonequilibrium magnetoelectric transport, allowing an
electrical measurement of the CSP.
To detect the CSP, we propose to measure the tun-
neling Andreev conductance, G(j), between the helical
metal and a ferromagnet, as illustrated in Figs. 1c and
d. Such a junction acts as a spin valve in which the direc-
tion of j controls the orientation of the CSP with respect
to the ferromagnetic magnetizationm. We show that re-
versing the supercurrent direction (j → −j) is equivalent
to switching the magnetic configuration of the structure,
which produces the change in the Andreev conductance
proportional to the CSP:
G(j)−G(−j) ∝ (if(k, j)× f∗(k, j)) ·m ∝ z · (m× j).
The conductance difference emerges from the triplet An-
dreev reflection generated by the supercurrent, which can
be viewed as the magnetoelectric Andreev effect.
Electrically induced non-unitary triplet pairing. The
generic Hamiltonian of a helical metal (HM) is hˆ
HM
=
ξk + σ ·Ωk. It consists of a spin-independent part ξk =
ǫk − µ and the SOC where σ is the Pauli matrix vector
and Ωk is a band-structure-dependent SO field; µ is the
chemical potential and k = [kx, ky, 0]. We will do the
calculations for arbitraryΩk and ǫk, illustrating the main
2(c) (d)
(a) (b)
v
FIG. 1: (Color online) (a) Schematic of a helical metal (HM)
proximitized by a current-biased superconductor (S); j is the
supercurrent density. The supercurrent generates non-unitary
triplet pairing in the HM described by the complex pair am-
plitude f with orthogonal real and imaginary parts [see also
Eq. (2)]. (b) Vector plot of the Cooper-pair spin polarization
(CSP) if(0,k, q)× f∗(0,k, q) in wave-vector space for Dirac
fermions. The CSP magnitude scales with the size of the
black arrows. if × f∗ shows the average CSP [see also Eq.
(3)]. (c) and (d) Supercurrent-operated S/HM/ferromagnet
(F) structure to realize the magnetoelectric Andreev effect.
points for the Dirac surface state with Ωk = Ak× z and
ǫk = 0, where A/~ is the carrier velocity.
In a contact with a conventional superconductor (see
Fig. 1a), a HM acquires superconducting pair corre-
lations which can be described by the Bogoliubov-de
Gennes Hamiltonian:
Hˆ =
[
ξk+q + σ ·Ωk+q ∆iσy
−∆iσy −(ξ−k+q + σ ·Ω−k+q)∗
]
, (1)
where ∆ is the induced s-wave pair potential and the
wave-vector shift q accounts for a uniform phase gradient
∇ϕ = 2q. We assume that the latter is created by a
homogeneous supercurrent density j = ν
S
∇ϕ in the S,
so that q = j/(2ν
S
), where ν
S
is the condensate stiffness
constant. For the Dirac surface state, Eq. (1) yields the
energy spectrum Ek = An·q±
√
(A|k| − µ)2 + |∆|2 with
n = k/|k|. We are interested in the small-gradient case
A|q| ≪ ∆ when the HM is fully gapped at E = 0.
To classify the induced superconducting correlations
we consider the matrix pair amplitude:〈
a↑k(t)a↑−k(t) a↑k(t)a↓−k(t)
a↓k(t)a↑−k(t) a↓k(t)a↓−k(t)
〉
= [f0(t,k)+σf(t,k)]iσy .
Here, ask(t) is the annihilation operator for an electron
with spin projection s =↑, ↓ and momentum k at time
t; 〈...〉 denotes the ground-state expectation value. We
use the singlet-triplet basis, with the singlet pair am-
plitude f0(t,k) and the triplet vector f(t,k) = [(f↓↓ −
f↑↑)/2,−i(f↑↑+f↓↓)/2, f↑↓+↓↑] combining the amplitudes
f↑↑(t,k), f↓↓(t,k), and f↑↓+↓↑(t,k) of the triplet states
with total spin projections Sz = 1,−1, and 0 [22, 23].
We have calculated all pairing amplitudes from the
condensate Green function for Eq. (1) [24]. The result for
the f vector is f(t,k, q) = (i/2π)
∫
f(E,k, q)dE, where
the integration goes over energy E and involves a com-
plex energy-dependent f vector
f(E,k, q) =
∆
Π(E,k, q)
[E(Ωk+q +Ω−k+q) +
ξ−k+qΩk+q − ξk+qΩ−k+q + iΩk+q ×Ω−k+q], (2)
where Π(E,k, q) is a real function [24]. Noteworthy is
the imaginary term in Eq. (2). It can be interpreted as
the mutual torque of the particle and hole spins due to
the misalignment of the SO fieldsΩk+q andΩ−k+q. This
torque is generated by a supercurrent and is the reason
for the non-unitary pairing in our model. If Ω±k+q lie in
the HM plane, the imaginary part of f points out of the
plane, yielding the amplitude of the Sz = 0 triplet (see
also Fig. 1a). The real part of f lies in the HM plane
and describes the mixture of the equal-spin triplets. For
specific Ωk and ξk Eq.(2) recovers relevant earlier results
on the proximity-induced paring in HMs [25–33].
By analogy with non-unitary triplet superconductors
[1, 2], the vector product if(E,k, q)×f∗(E,k, q) can be
used to measure the CSP. We calculate it in the linear
approximation with respect to q and average over the k
directions at the Fermi level [24]:
if(0,k, q)× f∗(0,k, q)
4|∆|2 ≈
ξkΩk × [Ωk × (q · ∂k)Ωk]
Π(0,k, 0)2
=
A3k2µ
2Π(0,k, 0)2
(q × z). (3)
The emergence of the CSP in response to the supercur-
rent indicates the magnetoelectric effect. For the Dirac
surface state [see Eq. (3)], the CSP direction is perpen-
dicular to the applied supercurrent (see also Fig. 1b).
This resembles the current-induced thermodynamic mag-
netization of a Rashba SO-coupled S [15–18]. We argue
that the CSP in Eq. (3) is a different observable which
is related to the magnetoelectric Andreev transport.
How does CSP manifest itself in Andreev reflection?
To answer this question, we consider a tunnel junction
between a ferromagnet (F) and a superconductor (S)
with a generic condensate Green function Fˆ (E,k) =
[f0(E,k) + σf(E,k)]iσy (see also Fig. 2). The junc-
tion is described by the tunneling Hamiltonian HT =∑
skk′
[
b†sk tk,k′ ask′ + a
†
sk′ t
∗
k,k′ bsk
]
, where a†sk′ and ask′
are the creation and annihilation operators in the S, b†sk
and bsk are the analogous operators in the F, and tk,k′ is
the spin-independent tunneling matrix element obeying
time-reversal symmetry: t∗k,k′ = t−k,−k′ . A finite bias
voltage V at the junction generates the tunneling current
3FIG. 2: (Color online) Schematic of a superconductor
(S)/ferromagnet (F) tunnel junction in our model of Andreev
reflection. We consider non-collinear triplet vector f (in S)
and magnetization vector m (in F).
I = (ie/~)
∑
skk′
[
tk,k′〈b†skask′ 〉 − t∗k,k′ 〈a†sk′bsk〉
]
, where
the brackets 〈...〉 denote the non-equilibrium expecta-
tion values. To calculate I, we use perturbation theory
with respect to HT combined with the non-equilibrium
Green function approach of Ref. [34] and its version
for conventional S/F junctions [35]. This method re-
lates the current to the Green functions of the leads, en-
abling the treatment of the proximity structures such as
the S/HM hybrids, where the triplet Andreev processes
are associated with the proximity-induced pair ampli-
tude f(E,k) rather than the d vector (cf., e.g., Refs.
[5, 36, 37]). Assuming that the single-particle transport
is suppressed by the excitation gap, we focus on the An-
dreev reflection (AR) contribution, I
A
, which appears in
the fourth perturbation order and has the form (cf. [38]):
I
A
= (2e/h)
∫
A(E)[n(E − eV ) − n(E)]dE, where n(E)
is the Fermi distribution function and A(E) is the AR
probability given by
A(E) = π2
∑
k1k2kk′
tk1,kt
∗
k2,k
(
tk1,k′t
∗
k2,k′
)∗
×
Tr
[
ρˆ
F
(E,k1)Fˆ (E,k)ρˆ
∗
F
(−E,−k2)Fˆ †(E,k′)
]
. (4)
This equation illustrates the general AR mechanism,
whereby a particle [represented by the spectral function
ρˆ
F
(E,k)] is converted into a Fermi-sea hole propagating
back in time [hence, the spectral function ρˆ∗
F
(−E,−k)],
while a Cooper pair is created in the S. The latter is de-
scribed by the condensate Green function Fˆ (E,k) and
its hermitian conjugate Fˆ †(E,k) [47]. The hat indicates
2× 2 spin matrices and Tr is the corresponding trace op-
eration. The F is modeled by the Stoner Hamiltonian
hˆ
F
= ηk − Jm · σ, where the bare band dispersion ηk
is split into the majority (ηk − J) and minority (ηk + J)
spin bands by the exchange interaction parametrized by
energy J > 0 and the unit vector m specifying the mag-
netization direction. The F spectral function can be ob-
tained from the retarded Green function as ρˆ
F
(E,k) =∑
α=± ρα(E,k)Pˆα, where α = ± denote the spin projec-
tions of the majority and minority states, respectively,
on the magnetizationm; ρα(E,k) = δ(E− ηk+αJ) and
Pˆα =
1
2 (1+ασ ·m) are the spectral density and the spin
projector for the majority/minority states.
After evaluating A(E) in Eq. (38), we use it to cal-
culate the zero-bias and -temperature AR conductance.
Here we just quote the final result [24]:
G =
2e2
h
A(0) =
2e2π2
h
∑
k1k2α=±
∣∣∣∑
k
tk1,kt
∗
k2,k
[f0(0,k) + αf(0,k) ·m]
∣∣∣2ρα(0,k1)ρ−α(0,−k2)
(5)
+
e2π2
h
∑
k1k2α=±
∥∥∥∑
k
tk1,kt
∗
k2,k
[m× (f(0,k)×m)− iαf(0,k)×m]
∥∥∥2ρα(0,k1)ρα(0,−k2).
The two terms in Eq. (5) correspond to two different
types of AR. One is the opposite-spin AR in which the
hole spin projection −α is antiparallel to that of the par-
ticle, α [see first term in Eq. (5)]. This process creates
the Cooper pair in a mixed singlet-triplet state with the
zero total spin projection on the magnetization direction
m. The other process [see second term in Eq. (5)] in-
volves the particle and the hole with equal spin projec-
tions α. In this case, the Cooper pair is created in a
triplet state with the total spin projection 1 on the mag-
netization direction m. Such equal-spin AR occurs for a
non-collinear orientation of the f and m vectors and is
accompanied by the transfer of the spin angular momen-
tum ~ and torques on the magnetization. The symbol
‖...‖ above means the norm of a complex vector, e.g.,
‖V ‖ =
√
V · V ∗. There is a close mathematical anal-
ogy between the f vector and the spin accumulation in
normal metals, which exerts similar torques on the mag-
netization (see, e.g., review [39] and Refs. [40–44]).
The equal-spin AR in Eq. (5) depends on the CSP.
For concreteness, let us consider the AR process that
results in the injection of an electron pair from the S
into the F. Since the two electrons produce the torques
independently, one of the torques can have the form
m× (f(0,k) ×m), while the other f∗(0,k)×m. Here
the complex conjugation reflects the time-reversal rela-
tion within the pair. The product of these torques is
[m×(f(0,k)×m)]·[f∗(0,k)×m] =m·[f(0,k)×f∗(0,k],
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FIG. 3: (Color online) (a) Magnetoelectric Andreev conduc-
tance ratio ∆G/G(0) = [G(j) − G(−j)]/G(0) versus super-
current density j and spin polarization of the ferromagnet, P
[see also Eq. (8)]. j is measured in units of 2ν
S
µ/A. (b)
Polar plot of the conductance ratio as function of the angle
between the in-plane magnetization m‖ and supercurrent j
for different values of the spin polarization P .
which yields the CSP projected on the magnetization di-
rection. Using the notation Godd, we can write the CSP-
dependent part of Eq. (5) as [24]:
Godd =
2e2
h
m ·
∑
kk′α=±
α
∣∣Γαk,k′ ∣∣2 if(0,k)× f∗(0,k′), (6)
where we introduce the energy scale Γαk,k′ =
π
∑
k1
tk1,kt
∗
k1,k′
ρα(0,k1) characterizing the normal-
state tunneling rates into the majority and minority F
states. The wave-vectors of the tunneling electrons are
generally different, as seen from Eq. (6). This result
takes a simpler form for random tunneling which sup-
presses the incoherent terms with k′ 6= k [24]:
Godd =
2e2
h
(
Γ2+ − Γ2−
)
m ·
∑
k
if(0,k)× f∗(0,k), (7)
where Γ± are the k-independent tunneling rates [24].
The vector if(0,k) × f∗(0,k) couples directly to the
magnetization m and is, therefore, a valid observable
characterizing the CSP (see also Ref. [45]).
Magnetoelectric Andreev effect. Let us apply the above
results to the S/HM/F hybrids shown in Figs. 1c and
d. From Eqs. (3) and (7), it is clear that Godd is
an odd function of the supercurrent j = 2ν
S
q. This
makes the total conductance G(j) asymmetric with re-
spect to the direction of j. The difference between G(j)
and G(−j) is simply twice the odd conductance (7), i.e.
G(j) − G(−j) = 2Godd(j) [24]. This shows that the
spin-polarized AR conductance is generated by an elec-
tric supercurrent in an amount proportional to the CSP,
which we call here the magnetoelectric Andreev effect
(MAE). To estimate the MAE we calculate the ratio of
G(j)−G(−j) to the zero-current conductance G(0) [24]:
G(j) −G(−j)
G(0)
= Az · (m× j)
2ν
S
µ
× 4P
1 + P 2m2⊥ + (1− P 2)Fs
(
∆
µ
)
/Ft
(
∆
µ
) , (8)
where P = ρ+−ρ−
ρ++ρ−
is the F spin polarization given by the
densities of the majority, ρ+, and minority, ρ−, states
at the Fermi level, m⊥ is the out-of-plane unit vector
magnetization component, and the functions Fs,t(x) =
1+ 1±x
2
2x
(
pi
2 + arctan
1−x2
2x
)
come from the k integrals in
the singlet (s) and triplet (t) terms of Eq. (5).
As shown in Fig. 3a, the ratio (8) attains sizable val-
ues with increasing supercurrent j and spin polarization
P . The highest value of 40% is achieved for a fully spin
polarized F (P = 1) at a reasonable current density
corresponding to a small fraction of the Fermi energy:
Aj/(2ν
S
) = 0.1µ. The MAE is anisotropic, depending
on the orientation of the F magnetization with respect
to the supercurrent, and is largest when m is perpen-
dicular to j. We illustrate this in Fig. 3b by plotting
the ratio (8) as function of the angle between the in-
plane magnetization m‖ and j. Another source of the
anisotropy is the dependence on the out-of-plane com-
ponent m⊥ in Eq. (8). This dependence is not related
to the CSP, coming from the zero-current conductance
G(0) [24] in agreement with the results of Ref. [46] for a
Rashba SO-coupled S/F interface.
In conclusion, we have studied the magnetoelectric ef-
fect in Andreev transport in superconducting hybrids
based on two-dimensional helical metals. The effect
stems from the lack of the inversion symmetry and is
expected in a rather wide class of non-centrosymmetric
materials. Due to a strong spin-orbit coupling in topo-
logical insulators, their Dirac-like surface states can be
particularly suitable for an experimental realization of
our proposal. The magnetoelectric Andreev effect is in-
timately related to the non-unitary triplet pairing. The
latter plays an important role in understanding uncon-
ventional pairing mechanisms (see, e.g., Ref. [45]), but
has not been observed in transport yet. Our findings
can lead to significant advances in achieving electrically
controlled superconducting spintronics and diagnostics of
unconventional superconducting states.
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A. INDUCED NON-UNITARY TRIPLET SUPERCONDUCTIVITY.
THEORETICAL FRAMEWORK AND PROPERTIES
In this section, we analyze in detail the specific type of spin-triplet Cooper pairing arising from the Edelstein
effect (EE). Our goal is to point out a surprising connection between this EE-related pairing and the paradigmatic
non-unitary pairing (NUP) in intrinsic triplet superconductors with a complex d vector satisfying id× d∗ 6= 0 [1, 2].
To that end, we generalize the model used in the main text by including a complex d vector into the Bogoliubov-de
Gennes (BdG) Hamiltonian. This allows a unified description of the EE-related pairing and the intrinsic NUP in terms
of the anomalous (Gorkov) Green function Fˆ (E,k) of the BdG equation. The use of Fˆ (E,k) is also motivated by two
other circumstances. First, Fˆ (E,k) is directly related to observable transport properties, and, second, it describes also
the proximity-induced superconductivity in non-interacting systems which do not possess the superconducting gap
function per se as, e.g., in the case considered in the main text. We identify the key common feature of the EE-related
pairing and the intrinsic NUP: they are both characterized by the nonvanishing axial vector if(E,k) × f∗(E,k)
related to the condensate spin polarization [where f(E,k) is the vector triplet pair amplitude]. The use of the f
vector allows one to extend the paradigm of the NUP beyond its original context, viz., to introduce the notion of
the induced NUP. The latter can be defined as the triplet pairing possessing the spin polarization if(E,k)×f∗(E,k)
irrespective of the intrinsic d vector. The EE-related pairing falls precisely into the latter category because it is
induced from the singlet pairing through the combined effect of the spin-orbit coupling (SOC) and supercurrent, i.e.
even for d 6= 0. This analysis substantiates two essential points:
• The NUP can exist as an induced state, and the singlet superconductor (S)/helical metal (HM) hybrids, where
d = 0, provide a minimal model to study this previously unexplored state.
• The induced NUP is also expected in non-centrosymmetric superconductors with a mixed singlet-triplet pair
potential (i.e. for d 6= 0), although there additional effects due to the non-collinearity of the d and SOC vectors
come into play.
A1. Anomalous Green function for generic SOC and d vectors
Compared to the main text, here we adopt a more general BdG Hamiltonian which has a mixed singlet-triplet pair
potential ∆ˆ:
Hˆ =
[
ξk+q + σ ·Ωk+q ∆ˆ
∆ˆ† −(ξ−k+q + σ ·Ω−k+q)∗
]
, ∆ˆ = (∆ + d · σ)iσy . (9)
Here, ∆ˆ includes a (generally complex) d vector which, for intrinsic superconductors, must be determined self-
consistently from the gap equation (see, e.g., Ref. [17]). We leave this issue aside, focusing rather on the generic
structure of the pair correlations described by the Green function, Gˆ(E,k), of the BdG equation:
(E − Hˆ)Gˆ(E,k) = Iˆ , (10)
where Iˆ is the unit matrix in both particle-hole and spin sectors. We adopt the standard notations for the matrix
elements of Gˆ(E,k) in the particle-hole space:
Gˆ(E,k) =
[
Gˆ(E,k) Fˆ (E,k)
Fˆ †(E,k) Gˆ(E,k)
]
, (11)
7where each entry is a 2 × 2 matrix in spin space: Gˆ(E,k) and Gˆ(E,k) are the quasiparticle Green functions in the
particle and hole sectors, respectively, Fˆ (E,k) and its hermitian conjugate Fˆ †(E,k) are the anomalous (Gorkov)
Green functions. In the particle-hole space, Eq. (10) can be written as
[
E+ − σ ·Ω+ −(∆ + d · σ)iσy
iσy(∆
∗ + d∗ · σ) E− + σ∗ ·Ω−
][
Gˆ Fˆ
Fˆ † Gˆ
]
=
[
1ˆ 0
0 1ˆ
]
, (12)
where we introduce the shorthand notations
E+ ≡ E − ξk+q, E− ≡ E + ξ−k+q, Ω± ≡ Ω±k+q, (13)
and 1ˆ for the unit matrix in spin space.
Our goal is to calculate the function Fˆ describing all pairing types arising from the spin, orbital and energy degrees
of freedom. To that end, we consider the pair of equations for Fˆ and Gˆ:
(E+ − σ ·Ω+)Fˆ − (∆ + d · σ)iσyGˆ = 0, (14)
iσy(∆
∗ + d∗ · σ)Fˆ + (E− + σ∗ ·Ω−)Gˆ = 1ˆ. (15)
It is convenient to introduce the function Gˆ′ = iσyGˆ and multiply Eq. (15) by iσy from left:
(E+ − σ ·Ω+)Fˆ − (∆ + d · σ)Gˆ′ = 0, (16)
−(∆∗ + d∗ · σ)Fˆ + (E− − σ ·Ω−)Gˆ′ = iσy. (17)
We can now multiply Eq. (16) by (E− − σ ·Ω−)(∆ − d · σ) from left and exclude Gˆ′ with the help of Eq. (17). In
this way, we obtain a closed-form equation for Fˆ :
[
(E− − σ ·Ω−)(∆ − d · σ)(E+ − σ ·Ω+)− (∆2 − d2)(∆∗ + d∗ · σ)
]
Fˆ = (∆2 − d2)iσy. (18)
After evaluating the products of the spin matrices, we can write Eq. (18) as
[D0 −D · σ] Fˆ = (∆2 − d2)iσy, (19)
where the scalar D0 and vector D are given by
D0 = ∆(E+E− +Ω+ ·Ω− − |∆|2) + E+Ω− · d+ E−Ω+ · d+ i (Ω− × ·Ω+) · d+∆∗d2, (20)
D = (∆E+ +Ω+ · d)Ω− + (∆E− +Ω− · d)Ω+ +∆ iΩ+ ×Ω−
+ ∆2d∗ + iE+d×Ω− − iE−d×Ω+ + (E+E− −Ω+ ·Ω− − d · d∗)d + d× (d× d∗). (21)
Inverting Eq. (19) yields the condensate function Fˆ explicitly:
8Fˆ = (∆2 − d2)D0 +D · σ
D20 −D2
iσy ≡ (f0 + f · σ)iσy, (22)
where the singlet (f0) and triplet (f) amplitudes are related to the scalar D0 and vector D, respectively, by
f0 =
∆2 − d2
D20 −D2
[
∆(E+E− +Ω+ ·Ω− − |∆|2) + E+Ω− · d+ E−Ω+ · d+ i (Ω− ×Ω+) · d+∆∗d2
]
, (23)
f =
∆2 − d2
D20 −D2
[
(∆E+ +Ω+ · d)Ω− + (∆E− +Ω− · d)Ω+ +
due to EE︷ ︸︸ ︷
i∆Ω+ ×Ω−
+ ∆2d∗ + iE+d×Ω− − iE−d×Ω+ + (E+E− −Ω+ ·Ω− − d · d∗)d+ d× (d × d∗)︸ ︷︷ ︸
intrinsic NUP
]
. (24)
The last term in the second line of Eq. (24) is characteristic of the intrinsic NUP. It should be compared with the
imaginary term in the first line of Eq. (24) which comes from the EE. The EE manifests itself as the mutual torque
of the particle and hole spins coupled by the singlet pair potential as also seen from Eq. (18) containing the product
∆(σ ·Ω+)(σ ·Ω−) ≡ ∆(σ ·Ωk+q)(σ ·Ω−k+q) = ∆Ωk+q ·Ω−k+q + i∆σ · (Ωk+q ×Ω−k+q). (25)
The last (torque) term is generated by the supercurrent with q 6= 0, otherwise the SOC vectors are collinear by time-
reversal symmetry, Ω−k = −Ωk. We show next that both the intrinsic NUP and the EE produce the Cooper-pair
spin polarization (CSP) in the form of the axial vector if(E,k) × f∗(E,k), allowing a unified description of these
two effects.
A2. Intrinsic NUP
The intrinsic NUP as defined in Refs. [1, 2] is recovered by setting ∆ = 0, Ω± = 0, and q = 0 in all the equations
above. This yields D0 = 0, D
2 = d2
[
(E+E− − d · d∗)2 − (id× d∗)2
]
, and, hence, the f vector (cf. Ref. [2])
f(E,k) =
(E2 − ξ2k − d · d∗)d + d× (d× d∗)
(E2 − ξ2k −∆2+)(E2 − ξ2k −∆2−)
, ∆2± = d · d∗ ± |id× d∗|. (26)
Here, ∆± are the energy gaps for the pairing with the net spin projection along the vector id× d∗ and opposite to it
(the signs ”+” and ”−”, respectively). The paradigmatic example of the intrinsic NUP is the equal-spin pairing [1]
described by
d = ∆0(k)
x+ iy
2
, id× d∗ = |∆0(k)|
2
2
z, ∆+ = |∆0(k)|, ∆− = 0. (27)
In this example, the pairing occurs only between the spin-↑ electrons, generating an excitation gap |∆0(k)|, while the
spin-↓ electrons remain unpaired and gapless. Above, x, y, and z are the cartesian unit vectors. From Eq. (26) we
can readily obtain the axial vector if(E,k)× f∗(E,k) as
if(E,k)× f∗(E,k) = (E
2 − ξ2k)2 −∆2+∆2−
(E2 − ξ2
k
−∆2+)2(E2 − ξ2k −∆2−)2
id× d∗. (28)
That is, id × d∗ 6= 0 generates the nonvanishing vector if(E,k) × f∗(E,k). The latter can be used on par with
id× d∗ to describe the CSP. While this is not surprising for the intrinsic NUP, the question arises whether the spin
polarization if(E,k) × f∗(E,k) can exist irrespective of the d vector, e.g., in systems for which d = 0. Such a
possibility is rather counter-intuitive and, as discussed next, is associated with a qualitatively different physics.
9A3. Induced NUP. Cooper-pair spin polarization due to Edelstein effect
In the following, we consider the induced superconductivity in a non-interacting HM proximitized by a singlet S.
This is an example of the system with a vanishing d vector, reflecting no intrinsic electron interactions in the triplet
channel. In this case, the triplet correlations are induced from the singlet pairing through the SOC in the HM. Setting
d = 0 in Eqs. (20) – (24), we obtain the pairing amplitudes explicitly as
f0(E,k, q) = ∆
(E − ξk+q)(E + ξ−k+q) +Ωk+q ·Ω−k+q − |∆|2
Π(E,k, q)
, (29)
f(E,k, q) = ∆
E(Ωk+q +Ω−k+q) + ξ−k+qΩk+q − ξk+qΩ−k+q + iΩk+q ×Ω−k+q
Π(E,k, q)
. (30)
The denominator is given by Π(E,k, q) = [D20(E,k, q)−D2(E,k, q)]/∆2, which after some algebra reads
Π(E,k, q) =
[
(E − ξk+q)2 −Ω2k+q − |∆|2
] [
(E + ξ−k+q)
2 −Ω2−k+q − |∆|2
]
+ |∆|2 [(ξk+q + ξ−k+q)2 − (Ωk+q +Ω−k+q)2] . (31)
The zeros of this function yield the spectrum of the single-particle excitations in the HM. In the time-reversal sym-
metric case, where q = 0, Ω−k = −Ωk and ξ−k = ξk, the spectrum has an isotropic singlet gap |∆|. It can be easily
checked by factorizing Π(E,k, 0) as follows
Π(E,k, 0) =
[
(E − ξk)2 −Ω2k − |∆|2
] [
(E + ξk)
2 −Ω2k − |∆|2
]
+ 4|∆|2ξ2k
=
[
E2 − (ξk + |Ωk|)2 − |∆|2
] [
E2 − (ξk − |Ωk|)2 − |∆|2
]
. (32)
The latter equation yields two spin-split BCS-like spectral branches E
(1)
k = ±
√
(ξk + |Ωk|)2 + |∆|2 and E(2)k =
±
√
(ξk − |Ωk|)2 + |∆|2.
The results obtained here [cf. Eq. (2) of the main text] hold for generic spin-splitting field Ωk and spin-independent
dispersion ξk. For specific Ωk and ξk and in the appropriate limits, we recover the results for the Green functions
obtained in Refs. [25–33]. In the following, we focus on the CSP if(E,k, q)× f∗(E,k, q) which has not been studied
before. Microscopically, it results from the particle-hole spin torque associated with the EE, i.e. is an induced effect
as opposed to the intrinsic NUP [cf. Eq. (28)]. From Eq. (30), we find the CSP at the Fermi level (E = 0) as
if(0,k, q)× f∗(0,k, q) = 2|∆|
2
Π(0,k, q)2
(ξ−k+q Ωk+q − ξk+q Ω−k+q)× (Ωk+q ×Ω−k+q). (33)
The CSP can be generated solely by a supercurrent in the absence of any normal-state spin polarization when Ωk is
a pure spin-orbit field restricted by time-reversal symmetry (Ω−k = −Ωk).
The CSP (33) is odd in q. We can therefore linearize it with respect to q. Expanding Ω±k+q ≈ ±Ωk + (q · ∂k)Ωk,
we approximate the particle-hole torque by the lowest order term: Ωk+q ×Ω−k+q ≈ 2Ωk× (q · ∂k)Ωk. In this order,
the other factors in Eq. (33) should be taken at q = 0, which yields
if(0,k, q)× f∗(0,k, q) ≈ 4|∆|
2
Π(0,k, 0)2
ξkΩk × [Ωk × (q · ∂k)Ωk]. (34)
Importantly, the CSP does not vanish upon averaging over the momentum directions. We prove this for the linear
Dirac spectrum with Ωk = Ak × z and ǫk = 0. In this case, (q · ∂k)Ωk = A(q × z), ξk = −µ and, therefore,
if(0,k, q)× f∗(0,k, q) ≈ − 4|∆|
2A3µ
Π(0, k, 0)2
(k × z)× [(k × z)× (q × z)] = − 4|∆|
2A3µ
Π(0, k, 0)2
k [k · (z × q)]. (35)
The denominator depends only on the wave-vector magnitude k = |k| [see Eq. (32)],
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Π(0, k, 0) =
(
µ2 − |∆|2 −A2k2)2 + 4|∆|2µ2, (36)
so the averaging affects only the numerator [cf. Eq. (3) of the main text]:
if(0,k, q)× f∗(0,k, q) = − 4|∆|
2A3µ
Π(0, k, 0)2
k [k · (z × q)] = 2|∆|
2A3µ
Π(0, k, 0)2
k2(q × z). (37)
Here, the bar denotes the angle integral
∫ 2pi
0
dθk
2pi ... over the directions of k, and we used the identity kakb =
k2
2 δa,b for
the averaged product of the projections of k = [kx, ky, 0] (where a, b = x, y).
B. ANDREEV CONDUCTANCE. EVEN AND ODD PARTS
In this section, we calculate and analyze the zero-bias Andreev conductance in Eqs. (5) and (6) of the main text.
We begin by rewriting the AR probability [Eq. (4) of the main text], using the equations
Fˆ
S
(E,k) = [f0(E,k) + σ · f(E,k)] iσy, ρˆF (E,k) =
∑
α=±
ρα(E,k)Pˆα, Pˆα =
1 + ασ ·m
2
,
as follows
A(E) = π2
∑
k1,k2,α,β=±
∑
kk′
tk1,kt
∗
k2,k
(
tk1,k′t
∗
k2,k′
)∗ × (38)
× Tr
[
Pˆα(f0(E,k) + σ · f(E,k))TPˆβT−1(f∗0 (E,k′) + σ · f∗(E,k′))
]
ρα(E,k1)ρβ(−E,−k2).
Here, TPˆβT
−1 = Pˆ−β is the projector of the hole spin on the magnetizationm in the F. The hole spin state is obtained
from the particle one by time-reversal operation T = iσyK, where K denotes complex conjugation. Equation (38)
can be written in the more compact form
A(E) =
∑
k1,k2,α,β=±
Tr
[
rˆα,βk1,k2(E)
[
rˆα,βk1,k2(E)
]†]
ρα(E,k1)ρβ(−E,−k2), (39)
where rˆα,βk1,k2(E) is a matrix in spin space given by
rˆα,βk1,k2(E) = π
∑
k
tk1,kt
∗
k2,k
Pˆα[f0(E,k) + σ · f(E,k)]TPˆβT−1. (40)
This matrix describes the conversion of the particle with spin α into the hole with spin β through the creation of a
Cooper pair in a mixed singlet-triplet state. Using the standard algebra of the Pauli matrices, we calculate the spin
trace in Eq. (39):
Tr
[
rˆα,βk1,k2(E)
[
rˆα,βk1,k2(E)
]†]
= π2
{∣∣∣∑
k
tk1,kt
∗
k2,k
[f0(E,k) + αf(E,k) ·m]
∣∣∣2δβ,−α (41)
+
1
2
∥∥∥∑
k
tk1,kt
∗
k2,k
[
m× (f(E,k)×m)− iαf(E,k)×m]∥∥∥2δβ,α}. (42)
As mentioned in the main text, for non-collinear vectors f and m there are two different types of AR. The term in
Eq. (41) corresponds to the process in which the spin of the reflected hole is opposite to that of the particle, β = −α.
Equation (42), on the contrary, describes the equal-spin AR in which the particle and the hole have parallel spin
projections, β = α. The equal-spin AR channel opens for a non-collinear orientation of the f and m vectors and is
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accompanied by the transfer of the spin angular momentum ~ and torques on the magnetization. As in the main text,
the symbol ‖...‖ above means the norm of a complex vector, e.g., ‖V ‖ =
√
V · V ∗.
We define the zero-bias and -temperature conductance as the derivative of the Andreev current, G = ∂I
A
/∂V |V,T→0.
It is proportional to the AR probability taken at the Fermi level (E = 0): G = 2e
2
h
A(0). Using now Eqs. (39), (41),
and (42) for the AR probability, we obtain the zero-bias Andreev conductance in Eq. (5) of the main text.
Let us now derive the polarization-dependent part of the conductance, Godd, Eq. (6) of the main text. To that
end, we change the order of the k summations in Eq. (5) of the main text, performing first the summations over k1
and k2:
G =
2e2
h
∑
kk′α=±
Γαk,k′
(
Γ−αk,k′
)∗
[f0(0,k) + αf(0,k) ·m] [f∗0 (0,k′) + αf∗(0,k′) ·m] (43)
+
e2
h
∑
kk′α=±
∣∣Γαk,k′ ∣∣2 [m× (f(0,k)×m)− iαf(0,k)×m] · [m× (f∗(0,k′)×m) + iαf∗(0,k′)×m] , (44)
where we introduced the energy scales
Γαk,k′ = π
∑
k1
tk1,kt
∗
k1,k′
ρα(0,k1), (45)
which determine the tunneling rates, Γαk,k′/~, into the majority/minority F states. We also used the symmetry
ρα(0,−k) = ρα(0,k) of the F spectrum. Finally, we employ the algebraic identity
[m× (f(0,k)×m)− iαf(0,k)×m] · [m× (f∗(0,k′)×m) + iαf∗(0,k′)×m] = (46)
2 [(f(0,k)×m) · (f∗(0,k′)×m) + αm · (if(0,k)× f∗(0,k′))] , (47)
to cast the triplet conductance (44) into an alternative form:
G =
2e2
h
∑
kk′α=±
Γαk,k′
(
Γ−αk,k′
)∗
[f0(0,k) + αf(0,k) ·m] [f∗0 (0,k′) + αf∗(0,k′) ·m] (48)
+
2e2
h
∑
kk′α=±
∣∣Γαk,k′ ∣∣2 [(f(0,k)×m) · (f∗(0,k′)×m) + αm · (if(0,k)× f∗(0,k′))] . (49)
The last term in Eq. (49) accounts for the CSP associated with the non-unitary triplet pairing. This terms changes
the sign when either the pair polarization if(0,k) × f∗(0,k′) or the F magnetization m changes its sign. That is
why, in the main text and here, we use the notation Godd for this term. The rest of the conductance does not contain
any terms like if(0,k)× f∗(0,k′) and is even in m (see proof in Sec. C). It is convenient to separate the even and
odd parts of Eqs. (48) and (49) as follows
G = Geven +Godd, (50)
where
Geven =
2e2
h
∑
kk′α=±
Γαk,k′
(
Γ−αk,k′
)∗
[f0(0,k) + αf(0,k) ·m] [f∗0 (0,k′) + αf∗(0,k′) ·m] (51)
+
2e2
h
∑
kk′α=±
∣∣Γαk,k′ ∣∣2 (f(0,k)×m) · (f∗(0,k′)×m). (52)
Godd =
2e2
h
m ·
∑
kk′α=±
α
∣∣Γαk,k′ ∣∣2 if(0,k)× f∗(0,k′). (53)
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C. RANDOM TUNNELING MODEL OF THE MAGNETOELECTRIC
ANDREEV EFFECT
In this section, we introduce the statistical description of Andreev tunneling in which the tunneling conductance is
treated as the average over the ensemble of random realizations of the tunneling matrix tk,k′ . Using this method, we
will calculate the odd part of the conductance Godd [Eq. (7) of the main text] as well as the magnetoelectric Andreev
conductance in Eq. (8) of the main text.
C1. Correlation function of tk,k′ and averaging procedure
We describe the tunneling by the Hamiltonian
HT =
∑
skk′
[
b†sk tk,k′ ask′ + a
†
sk′ t
∗
k,k′ bsk
]
, (54)
which introduces the hybridization of the electronic states of the ”left” and ”right” systems (represented by the
operators ask and bsk, respectively). Since the tunneling Hamiltonian (54) is quadratic, it can always be mapped to
the Hamiltonian of the electron-impurity problem. We can therefore assume that the hybridization occurs at local
impurity sites at the interface between the ”left” and ”right” systems. In this case, tk,k′ can be treated as the Fourier
transform of the real-space potential of the interface impurities. We assume further that the impurity ensemble is
random and, by the central limiting theorem, tk,k′ is a Gaussian-distributed random variable. Its statistical properties
are fully characterized by a two-point correlation function which can be defined by analogy with the random impurity
problem:
〈〈tk1,ktk2,k′〉〉 = ζk1−k2δk1−k,−k2+k′ , (55)
where 〈〈...〉〉 denotes averaging over the random positions of the interface impurities and ζ|k1−k2| is the correlation
function in momentum space. This is a well-defined minimal model for disordered interfaces that occur in a number
of experimental situation, e.g., in contacts created by the sputtering technique.
We identify the observable tunneling conductance with the average over the random positions of the interface
impurities. The averaging of the Andreev conductance in Eqs. (48) and (49) reduces to the calculation of the average
product of the tunneling rates,
〈〈Γαk,k′
(
Γβk,k′
)∗
〉〉 = π2
∑
k1,k2
〈〈tk1,kt∗k1,k′t∗k2,ktk2,k′〉〉ρα(0,k1)ρβ(0,k2). (56)
To proceed further it is necessary to eliminate the complex conjugated matrix elements. This can be done by using
the TRS relations t∗k1,k′ = t−k1,−k′ and t
∗
k2,k
= t−k2,−k. Then, the average of the four Gaussian-distributed matrix
elements falls into products of the correlators (55) through the pair contractions:
〈〈tk1,kt∗k1,k′t∗k2,ktk2,k′〉〉 = 〈〈tk1,kt−k1,−k′t−k2,−ktk2,k′〉〉 = (57)
〈〈tk1,kt−k1,−k′〉〉〈〈t−k2,−ktk2,k′〉〉+ 〈〈tk1,ktk2,k′〉〉〈〈t−k1,−k′t−k2,−k〉〉+ 〈〈tk1,kt−k2,−k〉〉〈〈t−k1,−k′tk2,k′〉〉 = (58)
ζk1−kδk,k′ ζk−k2δk,k′ + ζk1−kδk1+k2,k+k′ ζk′−k1δk1+k2,k+k′ + ζk1−kδk1,k2 ζk′−k1δk1,k2 . (59)
In the following, we restrict ourselves to the short-ranged real-space correlations which in k space have a constant
correlation function ζk ≡ ζ = const. In this case, Eq. (59) is reduced to
〈〈tk1,kt∗k1,k′t∗k2,ktk2,k′〉〉 = ζ2(δk,k′ + δk1+k2,k+k′ + δk1,k2). (60)
Inserting this equation into Eq. (56) yields
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〈〈Γαk,k′
(
Γβk,k′
)∗
〉〉 = π2ζ2δk,k′
(∑
k1
ρα(0,k1)
)(∑
k2
ρβ(0,k2)
)
+ (61)
+ π2ζ2
∑
k1
ρα(0,k1)ρβ(0,k + k
′ − k1) + π2ζ2
∑
k1
ρα(0,k1)ρβ(0,k1). (62)
Here, the first term involves the double sum over k, whereas the rest are single series over k. Due to this fact, the first
term provides the leading contribution to the average conductance. In the following, we will only keep the leading
contribution (61).
C2. Odd, even and relative magnetoelectric Andreev conductances
We start with the calculation of the average odd conductance from Eq. (53). With the help of Eq. (61) the
averaging of Eq. (53) yields
Godd =
2e2
h
m ·
∑
kk′α=±
α〈〈∣∣Γαk,k′ ∣∣2〉〉if(0,k)× f∗(0,k′) = 2e2h (Γ2+ − Γ2−)m ·∑
k
if(0,k)× f∗(0,k), (63)
Γα = πζρα, ρα =
∑
k
ρα(0,k). (64)
Here, Γα are the tunneling rates for a disordered interface. They are proportional to the densities of states at the
Fermi level, ρα, and the correlator of the tunneling matrix, ζ. This result is quoted in Eq. (7) of the main text and
is valid for a generic non-unitary pairing. Let us now consider specifically the linear Dirac surface state with the
supercurrent-induced CSP [see Eqs. (36) and (37)]. In this case, the k integration in Eq. (63) can be done exactly:
Godd(q) =
2e2
h
(Γ2+ − Γ2−) a
∫ ∞
0
kdk
2π
m ·
(
if(0,k, q)× f∗(0,k, q)
)
(65)
= m · (q × z) 2e
2
h
(Γ2+ − Γ2−)
|∆|2A3µa
π
∫ ∞
0
k3dk
Π(0, k, 0)2
(66)
=
e2
h
(Γ2+ − Γ2−)
z · (m× q)a
2πµA Ft
(
∆
µ
)
. (67)
Here, a is the surface area and Ft(x) is the dimensionless function of the ratio x = ∆/µ given by
Ft(x) = 1 + 1− x
2
2x
(
π
2
+ arctan
1− x2
2x
)
. (68)
In Eq. (67), the odd q dependence Godd is explicit. This part of the conductance is also odd in the magnetizationm.
Interestingly, since the phase gradient q is parallel to the surface, Eq. (67) depends only on the in-plane component
m‖ of the total magnetization m. That is, if the F is magnetized perpendicularly to the surface, there is no odd
contribution to the total Andreev conductance for the disordered interface.
In the same manner, we obtain the average even part of the conductance from Eqs. (51) and (52):
Geven =
2e2
h
∑
kα=±
ΓαΓ−α |f0(0,k) + αf(0,k) ·m|2 + 2e
2
h
∑
kα=±
Γ2α ‖f(0,k)×m‖2 (69)
=
4e2
h
Γ+Γ−
∑
k
(
|f0(0,k)|2 + |f(0,k) ·m|2
)
+
2e2
h
(Γ2+ + Γ
2
−)
∑
k
‖f(0,k)×m‖2 . (70)
In Eq. (70), we summed up the spin terms, taking into account the symmetry of ΓαΓ−α in the first (opposite-spin)
term. Not only is Geven symmetric under m→ −m, but it also does not change under any of the transformations
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f0(0,k)→ −f0(0,k), Ref(0,k)→ −Ref(0,k), and Imf(0,k)→ −Imf(0,k). (71)
In particular, for the supercurrent-induced nonunitary state, Geven is a symmetric function of the phase gradient
q independently of the details of f0(0,k, q) and f(0,k, q) in Eqs. (29) and (30). Therefore, the total Andreev
conductance is generically asymmetric under the reversal of the supercurrent flow:
G(q)−G(−q) = 2Godd(q) or G(j)−G(−j) = 2Godd(j) (72)
where phase gradient q is related to the supercurrent density j = ν
S
∇ϕ = 2ν
S
q. Within the linear response in j, the
relative change in the conductance is
G(j) −G(−j)
G(j)
≈ 2Godd(j)
G(0)
=
2Godd(j)
Geven(0)
, (73)
where Godd(j) is given by Eq. (67) and the zero-current conductance Geven(0) acts as the normalization constant.
The latter can be calculated from Eqs. (70), (29) and (30) with Ωk = Ak× z and ǫk = 0, using the same integration
procedure as in Eqs. (65) - (67):
Geven(0) =
e2
h
Γ+Γ−
a
2πA2 Fs
(
∆
µ
)
+
e2
h
[(
Γ+ + Γ−
2
)2
+
(
Γ+ − Γ−
2
)2
m2⊥
]
a
2πA2 Ft
(
∆
µ
)
, (74)
where m⊥ is the out-of-plane magnetization component and Fs(x) is the dimensionless function
Fs(x) = 1 + 1 + x
2
2x
(
π
2
+ arctan
1− x2
2x
)
, (75)
which comes from the k-integration in the singlet term. We note that Geven(0) depends on the orientation of the
magnetization m with respect to the surface. This result agrees with the prediction of Ref. [46] which considered an
S/F junction with a Rashba SO-coupled interface in the absence of the supercurrent.
From Eqs. (67) and (74) we find the magnetoelectric Andreev conductance as
G(j) −G(−j)
G(0)
=
2Godd(j)
Geven(0)
= Az · (m× j)
2ν
S
µ
4(Γ2+ − Γ2−)
(Γ+ + Γ−)
2 + (Γ+ − Γ−)2m2⊥ + 4Γ+Γ−Fs
(
∆
µ
)
/Ft
(
∆
µ
) . (76)
Since Γ± = πζρ± depend on the densities of the majority and minority states at the Fermi level, ρ±, we can write
the switching conductance in terms of the F spin polarization P = ρ+−ρ−
ρ++ρ−
, as we did in Eq. (8) of the main text.
