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単一サーバシステム応答時間評価法
──単一サーバ待ち行列の拡散近似解析──
高　橋　敬　隆
要　　旨
　　次世代ネットワーク（NGN）を始め近年研究実用化されている情報ネットワークにおけるサーバ
システム応答時間評価法の確立はオペレーションズ・リサーチ（OR）で重要な研究課題となってきて
いる。情報ネットワークにアクセスする際の応答時間はネットワーク資源の輻輳状況によって確率的に
変動する。確率変数である応答時間を評価するため本論文では数学的なモデル「再生過程一般時間単一
サーバ待ち行列」化を行ない，待ち行列システムにおける仮待ち時間過程を拡散方程式で記述（拡散近
似）している。境界条件として反射壁・基本復帰を設定し，平均応答時間を含む主な平均システム評価
尺度に対して陽な近似公式を導出している。既存の拡散近似結果を併せて紹介し，従来不明であった近
似特性を明らかにしている。既存理論の誤謬を指摘すると共に OR 研究者が挑戦するべき未解決な研究
課題について言及している。
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Response-Time Evaluation Engine for Single-Server Systems 
in Telecommunication Networks: Diffusion Approximations for Single-Server Queues
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Abstract
　An important Operations Research (OR) issue is the evaluation and/or estimation of server response 
time in recently-developed telecommunication networks like the Next Generation Network (NGN). 
Response time varies according to network resource congestion. This paper considers a renewal-input 
general-service-time single-server queueing system, describing the virtual waiting time process in the sys-
tem by a diffusion equation (diffusion approximation) with reflecting barrier or elementary return 
boundary to obtain explicit formulae for the mean system performance measures including the mean 
response time. The diffusion approximations have been developed in different ways, yielding different 
results. Accuracy comparisons are then presented to ascertain the best diffusion approximation. Errata in 
previous results are identified and corrected. A challenging research issue for OR researchers is presented.
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１．はじめに
　情報ネットワーク（telecommunication network）の基本構成要素は端末（terminal），ノード
（node），回線（channel）からなる。ここで，端末とは通信対象となる情報を発生し情報を受取
る為の機器（コンピュータ）のことである。通信処理の一部も負担しエンドホスト（end host）
とも呼ばれる。ノードとは情報を交換・中継する装置であり，具体的には交換機・ゲートウエイ・
ルータ・ブリッジ・リピータを指す。回線とはノード間あるいは端末・ノード間をつないで情報
伝達を行なうリンク・伝送路のことである。回線容量は bps で測られ，ブロードバンドサービ
スでは帯域とも呼ばれる。
　端末から情報ネットワークにアクセスする際の応答時間はネットワーク資源の輻輳状況により
確率的に変動する。確率変数である応答時間を評価するためにネットワーク資源を数学モデル化
すると待ち行列ネットワーク（queueing network）となる。但し［高橋敬隆（2008）］で示され
ているように，応答時間評価上ボトルネックとなるノードに注目し，注目ノードへ他ノードから
の情報トラフィック（traffic）流を確率統計的に特徴づけることにより待ち行列ネットワーク全
体ではなく単一ノード待ち行列システムに帰着して解析することが多い。すなわち，情報ネット
ワークにおける応答時間評価のためにはまず単一ノード待ち行列システムの解析が基本的で重要
となっている。
　待ち行列システムは，適切に状態空間を取るとマルコフ過程になり所謂，マルコフ解析を用い
てシステム性能評価尺度が得られる。例えば，客の到着過程がポアソン（Poisson），すなわち到
着間隔列が独立で同一の指数分布に従い（到着過程はマルコフ的ゆえ M と表記），サービス時間
列が独立で同一の一般分布に従う単一サーバ M/G/1⑴システムに対しては，系内客数過程 {N(t ): 
t ≧ 0} だけではマルコフ過程にならないため，系内客数の他に残余サービス時間を考え，任意の
非負時刻 t におけるシステム状態として２次元ベクトル (N(t ), Br (t )) を定義する。ここで，離散
型確率変数 N(t ) は系内客数，連続型確率変数 Br (t ) は残余サービス時間である。２次元確率過程
{(N(t ), Br (t )): t ≧ 0 } はマルコフ過程となり，時刻 t と時刻 t + Δt における状態を観察することに
より確率微分方程式が得られ，マルコフ解析が可能となる。この場合，状態を表わすベクトルが
連続型確率変数を１つしか持たないことが，確率微分方程式を解くこと（マルコフ解析）を可能
にしている。
　到着過程もサービス時間も共にマルコフ的でない場合，非マルコフ待ち行列システムと呼ぶ。
上述したように非マルコフシステムも適切に状態空間を取ればマルコフ過程となる。例えば，客
の到着過程が再生的（renewal），すなわち到着間隔列が独立で同一の一般分布に従い（到着過
程を GI と表記），サービス時間列が独立で同一の一般分布に従う単一サーバ GI/G/1 待ち行列は
非マルコフシステムである。系内客数過程 {N(t ): t ≧ 0} だけではマルコフ過程にならないため，
系内客数の他に残余到着時間および残余サービス時間を考える。任意の非負時刻 t におけるシス
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テム状態として３次元ベクトル (N(t ), Ar (t ), Br (t )) を定義する。ここで，離散型確率変数 N(t ) は
系内客数，連続型確率変数 Ar(t ) は残余到着時間，連続型確率変数 Br (t ) は残余サービス時間で
ある。３次元確率過程 {(N(t ), Ar (t ), Br (t )): t ≧ 0 } はマルコフ過程となる。時刻 t と時刻 t + Δt に
おける状態を観察することにより確率微分方程式が得られる。しかし，状態を表わすベクトルが
連続型確率変数を２つ含んでいるため，得られた確率微分方程式を直接的に解くことが出来な
い。その意味でマルコフ解析が不可能なのである。すなわち，オペレーションズ・リサーチ（OR）
や経営科学分野では，非マルコフ待ち行列システムに対しては高度な数値計算法を用いない限り
マルコフ解析が殆んど不可能と思って差し支えない。
　非マルコフ待ち行列システムに対する近似法は複数存在するが残念ながら，これが最良の近似
法というものは現在の所なく，待ち行列システムの特徴に応じて時に発見的に提案され利用され
ている。本論文では，それらの近似法の中でも普遍性を持ち，システム性能尺度が結果的に容易
に得られる拡散近似について展開し，従来あまり論じられていなかった拡散近似のもつ特性を解
明している。
２．先行研究と研究課題
　連続時間・連続状態を持つマルコフ過程 {X(t )} に対して，X(t ) の確率密度関数（probability 
density function, pdf）f (x, t )，すなわち，
f(x, t )dx = P{x ≦ X(t ) < x + dx } (1)
は，ある数学的条件［n 次無限小積率 an (x, t ) の存在や f(x, t )，an (x, t ) の正則（微分可能）性等］
の下に，次の確率偏微分方程式を満たすことが知られている（証明は［Kleinrock（1976）］参照）。
( 1, )/ ( 1) / ! ( / ) [ ( , ) ( , )] (2)
n n n
n nf t n x a x t f x t= ∞∂ ∂ = − ∂ ∂∑
　式 (2) 右辺で，２次以上の無限小積率を無視して an (x, t ) = 0 (n = 2, 3, …) と置いたときの１階偏
微分方程式を流体方程式と呼ぶ。流体方程式による定式化を流体近似（fluid approximation）と
呼ぶ。流体近似はシステム処理能力を超えた場合のいわゆるラッシュアワー問題の過渡解析に威
力を発揮する。しかし乍ら，定常状態における待ち行列システムの流体方程式解（定常解）はい
つもシステムが空となり意味を成さないことが多い。
　そこで２次無限小積率 a2 (x, t ) までを考えよう。すなわち式 (2) 右辺で３次以上の無限小積率を
無視して an (x, t ) = 0 (n = 3, 4, …) と置いたときである。このときのマルコフ過程を拡散過程
（diffusion process）とも呼び，空間変数 x に関して２階，時間変数 t に関して１階の偏微分方程
式を拡散方程式（diffusion equation）と呼ぶ。従って原理的に拡散近似は流体近似を特殊な場合
として含んでいる。拡散方程式は Fokker-Planck 方程式とも呼ばれている。
　非マルコフ待ち行列システムにおけるシステム性能評価尺度を得るために，系内客数過程
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{N(t ): t ≧ 0 } あるいは仮待ち時間⑵過程 {V(t ): t ≧ 0 } を拡散方程式で記述する定式化のことを拡
散近似（diffusion approximation）という。本論文では前者を NDA，後者を VDA と呼ぶことに
する。
　既存文献［Heyman（1975），Kimura（1983, 1987），Kleinrock（1976），Kobayashi（1974），
Newell（1882），Takahashi（2007）］では NDA のみを取上げている。Gelenbe（1979）は，
NDA と VDA とを両方取り扱っているが，VDA の解析部分に誤謬（微分方程式解法の初等的な
誤りと平均仮待ち時間（時間平均）を真の待ち時間の平均（客平均）とを同一視してしまう待ち
行列理論上の誤り）がある。彼が成書［Gelenbe-Mitrani（1980）］を著わすときは VDA の結果
を一切使わず，NDA の結果のみを掲載している。高橋敬隆（1986）は VDA を正確に解析して
いる。しかし「NDA，VDA，どちらの精度が良いか？」従来から明らかにされていない。本論
文ではこのリサーチ・クエッションに対して，一般的な単一サーバ GI/G/1 待ち行列システムを
取上げ，回答を試みるものである。
　第４節で数式を提示して述べるが，拡散近似には空間上の原点 (x = 0) での境界条件が必要であ
る。この境界条件は NDA では系内客数が，VDA では仮待ち時間が負にならないために課すも
のである。従来から２つの境界条件が用いられている。一つは反射壁（Reflecting Barrier, RB）
境界，他方は基本復帰（Elementary Return, ER）境界である。
　Heyman（1975），Kobayashi（1974），Newell（1982）らが反射壁を，Feller（1954），Gelenbe
（1979），Kimura（1983, 1987）らが基本復帰境界を設定している。しかし乍ら，わずかの文献［高
橋敬隆（1986），Takahashi（2007），Whitt（1982）］を除いて，「反射壁境界・基本復帰境界の
どちらが良い精度を齎すか？」については殆んど比較・検討されていない。本論文ではこのリ
サーチ・クエッションに対して，基本的な単一サーバ GI/G/1 待ち行列システムにおける平均シ
ステム性能評価尺度を基に回答することを目的とする。
３．再生過程入力一般サービス時間単一サーバシステム（GI/G/1待ち行列）
　拡散方程式で記述する過程の違いや境界条件の違いが近似精度に齎す影響を調べるため，本論
文では最も基本的な GI/G/1 システムに対象を絞る。客の到着間隔列は互いに独立で同一分布に
従う（independent, and identically distributed, iid）とする。このとき客の到着過程は再生過程
（renewal process）に従うと云う［Ross（1993）］。サービス時間列は互いに独立で同一分布に従
う（iid）とし，更に到着過程とも統計的に独立とする。サーバ数は１で無限容量の待ち室を持ち，
サービス規律を先着順と仮定する。
　再生過程入力一般サービス時間単一サーバシステム（GI/G/1 待ち行列）において，次の記号
を準備する。
 l ： 客の到着率（= 1/E(A)，平均到着間隔の逆数）
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 CA ： 客の到着間隔 A の変動係数（ 2AC : = Var (A)/E[A]2）
 m ： 客のサービス率（= 1/E[B]，平均サービス時間の逆数）
 CB ： 客のサービス時間 B の変動係数（ 2BC : = Var (B)/E[B]2）
　このときのトラフィック密度（traffic intensity，１人の客の平均サービス時間あたりの平均到
着客数）rは，１サーバで無限容量待ち室をもつ［客の溢れ（overflow）がない］ため，サーバ
稼働確率，あるいは利用率（utilization）とも一致し，次式で与えられる：
/ (3)=r l m
　待ち行列理論のリトルの公式［川島幸之助ら（1995），Ross（1993）］により定常状態におけ
る平均サーバ内客数，サーバ稼働確率，利用率は全て rである。
４．仮待ち時間過程に対する拡散近似（VDA）
　本節では［高橋敬隆（1986）］に従い，仮待ち時間過程による拡散近似（VDA）を展開する。
　第２節で触れたように，仮待ち時間過程を拡散近似する着想そのものは［Gelenbe（1979）］
の先駆的な論文に記載されている。しかし定常確率密度関数 f(x) 導出の際の微分方程式解に初等
的な誤り［Gelenbe（1979），p.300，Propositions 3, 4 の f (x) の第１因子は ΛP/b ではなく2ΛP/a
の誤り］がある。その上，（時間平均である）平均仮待ち時間 E(V) を（客平均である）待ち時
間平均 E0(W) と見なしてリトルの公式を適用しているため待ち行列理論的にも不完全なもので
ある（注２参照）。［高橋敬隆（1986）］では E(V) と E0 (W) の厳密な関係式を用いることにより
［Gelenbe（1979）］の着想を完全なものにしている。
　第６節で述べるが，VDA の精度が大変良い事については Gelenbe 自身（上述した誤りと理論
的不完全性ゆえ）気づいていなかった様である。事実，Mitrani と共著で成書［Gelenbe-Mitrani
（1980）］をものする際，VDA ではなく NDA を敢えて採用している。
　仮待ち時間過程 {V(t )} は一般に連続状態を持つマルコフ過程にはならない。しかしマルコフ過
程と見なし拡散方程式で記述する。すなわち，仮待ち時間過程に対する拡散近似（VDA）である。
連続状態を持つマルコフ過程と見なすことの妥当性に関連して，到着過程が正規分布に収束する
様子を例えば［Kleinrock（1976）］では第2. 3節 Diffusion Processes において（統計学における
中心極限定理を用いて）解説している。
　待ち行列システムの拡散近似には，拡散方程式に支配されるという制限の他に，（VDA では
仮待ち時間が負にならないための）境界条件が必要である。
　Heyman（1975），Kobayashi（1974），Newell（1982）らが取扱った反射壁（Reflecting barrier, 
RB）境界では，拡散方程式に支配されるサンプルパスが（拡散粒子がパスを描くと見なすと拡
散粒子自身が）空間原点 (x = 0) から負の領域に行くことを禁じるもので，（GI/G/1 を始め多くの
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システムの）重負荷極限定理（heavy traffic theorem）の数学的証明に使われている。ただ原点
に滞在する確率が存在しないため，軽負荷では近似精度が劣るという欠点を持ちうる。すなわち
反射壁境界と置いたからと言って他のシステム性能評価尺度（例えば平均待ち時間）が負になら
ない保証はない（第6. 1節参照）。
　Feller（1954），Gelenbe（1979），Kimura（1983, 1987）らが取扱った基本復帰境界では，空
間原点 (x = 0) に拡散粒子が達したとき指数分布に従う間，拡散粒子が原点 (x = 0) に滞在し，指数
分布時間が経過した直後，（仮待ち時間過程を考えているから）到着客がシステムに齎（もたら）
すサービス時間分（B の pdf を b(x) とすると），拡散粒子は x へ原点から jump する。その jump
した場所から拡散粒子は拡散方程式に支配される運動を再び始める。
　Gelenbe（1979）は，原点滞在時間を Cox の位相型分布（一般分布）に拡張した場合を考察し，
一般化した境界を瞬間復帰（instantaneous return）境界と呼んでいる。ただ既存待ち行列理論
（G/G/1 では原点滞在確率は 1 − r）との整合性を考えると，原点滞在時間分布は平均値のみに依
存し結果的に指数分布と同じになる。従って，オペレーションズリサーチ（OR）上は基本復帰
境界で十分である⑶。
　まず，反射壁境界のある拡散近似を取扱う。このとき，時刻 t における仮待ち時間 V(t ) の確
率密度関数（probability density function, pdf）f (x, t ) は式 (4a)，(4b)，(4c) を満たす。
（反射壁境界のある VDA）
2 2
1 2
0 1 2
/ / [ ( , ) ( , )] 1/2 / [ ( , ) ( , )] (4a)
0 lim { ( , ) 1/2 / [ ( , ) ( , )]} (4b)
lim ( , ) 0 (4c)
x
x
f t x a x t f x t x a x t f x t
a x t x a x t f x t
f x t
→
→∞
∂ ∂ = −∂ ∂ + ∂ ∂
= + − + ∂ ∂
=
　正規化条件は，全確率が１であるため次式となる。
(0, )
( , ) 1 (5)f x t dx∞ =∫
　（無限小積率）VDA に現われる１次・２次無限小積率は，対象システムの到着間隔やサービ
ス時間が iid なため，以下で表される（時刻 t にも場所 x にも依存しない）。
1
2 2
2
( , ) lim [ ( )] / 1 (6a)
( , ) lim ( ( )) / ( ) / (6b)
t
t A B
a x t EV t t
a x t Var V t t C C
→∞
→∞
= = = −
= = = +
a r
b r m
　式(6a)，(6b)の計算には数理統計学的手法（中心極限定理と特性関数）を用いる。具体的には［高
橋敬隆（1986）第3. 3節］参照。なお，［Kleinrock（1976）］の２次無限小積率の計算では，再生
過程入力に対しても到着過程の無記憶性を暗黙裡に用いているため，ポアソン到着のときしか
［Kleinrock （1976），p.73，Eq. (2.122)］は成立たない。再生過程入力のときには式 (6b) が正しい。
　注意すべき点は微小区間 Δt の確率挙動を Δt で除する無限小積率の定義式（例えば文献
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［Kleinrock（1976）］）を直接計算しているのではなく，長い観測時間 T の確率挙動を T で除し
て極限を取っている所である。定常性によりこの両者は等しい。境界条件を敢えて考慮に入れな
い（ロングランでは拡散粒子が負の領域 x < 0 に入ってしまう）仮待ち時間過程を考え，この無
限小積率を求めている（境界条件を考慮すると逆に長い観測結果を使えない）。従って，式 (6a)，
(6b) は反射壁境界のみならず基本復帰境界のときも成立つことに注意しよう。
　いずれにせよ，GI/G/1 待ち行列システムにおけるVDAでは，無限小積率a1 (x, t ) = a, a2 (x, t ) = b
が定数故，微分作用素の外に出るため解析しやすい。
　反射壁境界のある VDA では，陽な過渡解［Newell（1982）］が知られている。定常解は容易
に得られる。実際，定常状態における f(x, t )，V(t ) を f (x)，V 等と略記すると，
( ) 2 / exp(2 / ) (7)f x x= − a b a b
で与えられる（文献［Heyman（1975），Newell（1982）］参照）。
　平均仮待ち時間 E(V) はその物理的定義と式 (6a)，(6b) より次式となる。
(0, )
2 2
( ) ( )
/(2 )
( ) / [2(1 ) ] ( 1) (8)A B
EV xf x dx
C C
∞=
= −
= + − <
∫
b a
r r m r
　なお，反射壁のある VDA から得られる定常仮待ち時間 V の pdf f (x) が存在するための条件
r < 1 は GI/G/1 待ち行列の解析（リトルの公式［川島幸之助ら（1995），Ross（1993）］による
解析）から得られるシステム定常条件と一致することに注意する。
　平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係式は，サンプルパス解析（Brumelle の公
式），点過程論（Miyazawa の率保存則），あるいは Ross のコスト方程式により求められる（文
献［高橋敬隆（1986），川島幸之助ら（1995），Ross（1993）］参照）。以下の関係式 (9) が GI/G/1
待ち行列システムに対して成り立つ。
（平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係式）
2
0( ) ( ) ( )/2 (9)EV E W E B= +r l
　反射壁境界のあるVDAで得られたE(V)［式 (8)］を「E(V)とE0 (W)の関係式 (9)」に代入して，
E0(W) について解けば，
2 2
0 ( ) [( 1) ( 1)] / [2(1 ) ] ( 1) (10)A BE W C C= − + + − <r r m r
式 (10) が反射壁境界のある VDA による平均待ち時間公式である。
　平均待ち行列長 E(Q) はリトルの公式［川島幸之助ら（1995），Ross（1993）］により
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0( ) ( ) (11)E Q E W= l
到着時点列・サービス間隔列が iid のため E(B) = E0 (B) が示される（文献［川島幸之助ら（1995）］
参照）から，平均応答時間 E0(T) は，
0 0( ) ( ) 1/ (12)E T E W= + m
平均系内客数 E(L) は再びリトルの公式により
0
2 2
( ) ( )
[( 1) ( 1)] / [2(1 )] ( 1) (13)A B
E L E T
C C
=
= − + + − + <
l
r r r r r
で与えられる。
　次に，基本復帰境界のある VDA を取扱う。空間原点 (x = 0) における拡散粒子の滞在時間が指
数分布に従うとすると，時刻tにおける仮待ち時間V(t )の確率密度関数pdf f (x, t )は式(14a)，(14b)，
(14c) を満たす（無限小積率は反射壁境界の解析で求めたものと同一である。それらが定数であ
ることを考慮した形で記述する）：
（基本復帰境界のある VDA）
　ここで，p0 (t ) は拡散粒子の原点 (x = 0) における滞在確率である。（基本復帰境界ではなく）反
射壁のあるVDA式(4a)右辺を空間上(dx)で積分すると，それは出生死滅過程における確率フロー
と同じ物理的意味を持つ。この物理的意味から，出生死滅過程の議論と同様に，基本復帰境界の
ある VDA が自然に解釈される。例えば式 (14b) は時刻 t と t + Δt で状態を高位の無限小 o(Δt ) を
入れて観察・表現し，p0 (t ) を左辺に移行して両辺を Δt で除した後，Δt の極限を取る (Δt→ 0) と
当該微分方程式が得られる。
　正規化条件は次式となる。
0 (0, )
( ) ( , ) 1 (15)t f x t dx∞+ =∫p
　反射壁境界のある VDA では陽な過渡解［Newell（1982）］が知られていたが，基本復帰境界
のある VDA では陽な過渡解がまだ知られていない。オペレーションズリサーチ（OR）分野に
興味のある研究者は是非，挑戦して頂きたい研究課題である。
　しかし，未解決な過渡解導出問題と異なり定常解は容易に得られる。実際，定常状態における
f(x, t )，V(t ) を f (x)，V 等と略記すると，定常仮待ち時間 V の pdf f (x) は
2 2
0
0 0 0
0
/ / ( , ) /2 ( / ) ( , ) ( ) ( ) (14a)
( )/ ( ) lim [ ( , ) /2 ( / ) ( , )] (14b)
lim ( , ) lim ( , ) 0 (14c)
x
x x
f t xf x t x f x t t b x
d t dt t f x t x f x t
f x t f x t
→
→ + →∞
∂ ∂ = − ∂ ∂ + ∂ ∂ +
= − + + − + ∂ ∂
= =
a b lp
p lp a b
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0 (0, )
0
( ) 2 / exp(2 / ) (1 ( )) exp( 2 / ) (16)
1 ( 1) (17)
x
f x x B y y dy= − −
= − <
∫lp b a b a b
p r r
で与えられる。ここで B(x) はサービス時間分布の累積分布関数 CDF（cumulative distribution 
function）である。上式は［高橋敬隆（1986）］式 (20, 22)の特別な場合に相当する。一方，［Gelenbe
（1979）］式 (41) 等には計算ミスが見られ，f(x) の第１因子は LP/b ではなく2ΛP/aと訂正すべ
きである。
　拡散近似から得られる定常条件 r < 1 ならびに式 (17) は厳密な GI/G/1 解析結果と一致してい
ることに注意する（システム空きの確率は反射壁境界の場合は存在しなかったことにも注意す
る）。
　定常状態における平均仮待ち時間 E(V) は，式 (16) を用いて計算すると次式となる（［高橋敬
隆（1986）］式 (27) の特別な場合に相当する）。
(0, )
2
( ) ( )
( )/2 /(2 ) (18)
EV xf x dx
E B
∞=
= −
∫
l rb a
　反射壁境界のときの解析と同様，式 (18) を平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係
式 (9) に代入して，E0(W) について解けば次式を得る。
0
2 2
( ) /(2 )
( ) / [2(1 ) ] ( 1) (19)A B
E W
C C
= −
= + − <
b a
r r m r
　式 (19) が基本復帰境界のある VDA による平均待ち時間公式である。
　平均待ち行列長 E(Q) は，リトルの公式［川島幸之助ら（1995），Ross（1993）］により
0( ) ( ) (20)E Q E W= l
反射壁のときと同様，到着時点列・サービス間隔列が iid のため E(B) = E0 (B) が示される（文献
［川島幸之助ら（1995）］参照）から平均応答時間 E0(T) は
0 0( ) ( ) 1/ (21)E T E W= + m
平均系内客数 E(L) は，再びリトルの公式により
0
2 2 2
( ) ( )
( ) / [2(1 )] ( 1) (22)A B
E L E T
C C
=
= + − + <
l
r r r r
で与えられる。
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５．系内客数過程に対する拡散近似（NDA）
　系内客数過程に対する拡散近似（NDA）については既に成書［Kleinrock（1976），Newell
（1982），Gelenbe-Mitrani（1980）］で紹介・解説されているため，ここでは結果のみ示す。
　Heyman（1975）は反射壁のある NDA を提案し，平均待ち時間 E0(W) を与えた。
2 2
0 ( ) [( / 2(1 )] / [2(1 ) ] (23)A BE W C C= + − − −r r r m
　Kobayashi（1974）は反射壁のある NDA をネットワークの中で展開しているが，［Heyman
（1975）］と異なる点は空間原点 (x = 0) に反射壁を置かず，むしろ x = 1 に置き，原点滞在確率を
リトルの公式から求められる 1 − rで与えている所である。その結果，
Gelenbe（1979）は（結果的には基本復帰境界と同じ結果を与える）瞬間復帰境界のある NDA
を展開し，次式を得た。
2 2
0 ( ) [ ( 1) ( 1)] / [2(1 ) ] (25)A BE W C C= + + − −r r m
　これらの既存平均待ち時間近似公式にリトルの公式を適用して，平均待ち行列長 E(Q) や平均
系内客数 E(L) が得られるのは第４節［式 (20)-(22)］の手順と同様である。
６．精度比較
　本節では，再生入力一般サービス時間単一サーバ待ち行列 GI/G/1 システムにおける平均待ち
時間 E0(W) により，拡散近似の精度を比較してみよう。この作業は［Whitt（1982）］によって
も手掛けられている。
　反射壁のある VDA の近似結果［式 (10)］を VDA（RB），基本復帰境界のある VDA の結果［式
(19)］を VDA（ER）と略記することにする。この記法に拠れば既存文献［Whitt（1982）］には
VDA（ER）が掲載されておらず従って比較されていない。VDA（ER）を入れて比較・議論し
その中で最も優れている拡散近似は何かを明らかにしている所が本論文のささやかながらの
OR・経営科学分野の学術的貢献になっている。NDA の近似結果はそれぞれ提案した人名で表わ
すことにする。例えば，Heyman と言えば，式 (23) により平均待ち時間が与えられる反射壁のあ
る NDA の結果を著わすことにする。
6. 1　非負性
　Whitt（1982）は自明な一致性確認（trivial consistency check）として，非負性を挙げている。
0
2 2
( ) / [(1 ) ] (24a)
exp[ 2(1 ) / ( )] (24b)A B
E W
C C
= −
= − − +
h r m
h r r
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すなわち，平均待ち時間 E0(W) は定義により明らかに非負であるが，拡散近似の結果はどうで
あろうか？　Heyman，VDA（RB），Gelenbe は比較的小さな平方変動係数 2AC ，
2
BC に対して負
になってしまう⑷。一方，VDA（ER），Kabayashi は非負であり，この確認条件を満たす。
　表１に２次アーラン分布入力・単位分布サービス E2/D/1 システムの平均待ち時間を示す。こ
のときの平方変動係数は 2AC = 0.5， 2BC = 0 である。なお本節の数値例における厳密解（Exact）
は［Tijms（1995）］による。表１にみられるように小さな平方変動係数 2AC ，
2
BC を持つ GI/G/1
システムでは，VDA（ER）の精度が Heyman，VDA（RB），Gelenbe，Kobayashi の精度より
良いことが分かる。
6. 2　ポアソン到着待ち行列M/G/1システム
　Whitt（1982）が指摘しているように，Gelenbe，Heyman，Kobayashi では，そのどれもがポ
アソン到着（指数到着間隔分布， 2AC = 1）する M/G/1 待ち行列システムに対する厳密解，所謂，
Pollaczek-Khinchine（P-K）公式［川島幸之助（1995），Kleinrock（1976）］
2
0 ( ) (1 ) / [2(1 ) ] ( 1) (26)BE W C= + − <r r m r
に一致しない。しかるに第４節で展開した VDA（RB），VDA（ER）どちらの場合も，厳密解（式
表１：E2/D/1システムにおける平均待ち時間
Table 1: Mean waiting time in the E2/D/1 system
r = 0.2 r = 0.5 r = 0.8
Exact 0.024 0.177 0.923
VDA（RB） −0.186 0.000 0.750
VDA（ER） 0.0625 0.250 1.000
Gelenbe −0.438 −0.250 0.500
Heyman −0.688 −0.500 0.250
Kobayashi 0.000 0.019 0.582
表２：M/E2/1システムにおける平均待ち時間
Table 2: Mean waiting time in the M/E2/1 system
r = 0.2 r = 0.5 r = 0.8
Exact 0.188 0.750 3.000
VDA（RB） 0.188 0.750 3.000
VDA（ER） 0.188 0.750 3.000
Gelenbe −0.063 0.500 2.750
Heyman 1.188 1.000 3.063
Kobayashi 0.113 0.582 2.779
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(26)）に一致することが分かる。一例として，表２にポアソン到着・２次アーラン分布サービス
M/E2/1 システムの平均待ち時間を示す。このときの平方変動係数は 2AC = 1， 2BC = 0.5 である。
6. 3　一定到着一定サービス時間待ち行列D/D/1システム
　到着間隔・サービス時間が共に単位分布に従うD/D/1 システム(CA = CB = 0)では，VDA（ER），
Kobayashi の平均待ち時間近似式では
E0(W) = 0　　via VDA（ER），Kobayashi（by taking the limit）
となり厳密解に一致する。ただし Kobayashi では直接，CA = CB = 0 を代入出来ず極限操作を必
要とする。一方，他の拡散近似は厳密解に一致せず，次のように負値を取る。
E0(W) = −1/ (2m) < 0 via VDA（RB）
E0 (W) = −1/m < 0 via Heyman
E0 (W) = −1/ (2m) < 0 via Gelenbe
　従って，D/D/1 システムでは，VDA（ER），次に極限の意味でKobayashiの精度が，VDA（RB），
Gelenbe，Heyman の精度より良いことが分かる。
6. 4　その他の待ち行列システム
　表３に２次超指数分布到着・２次アーラン分布サービス H2/E2/1 システムにおける平均待ち
時間を示す。指数分布（M）・２次アーラン分布（E2）・単位分布（D）と異なり２次超指数分布
の変動係数は１以上の任意の実数値を取り得る（自由度がある）が，この例では 2AC = 2とおいて
いる。すなわち，このときの平方変動係数は 2AC = 2， 2BC = 0.5である。
　重負荷では，どの拡散近似も良い精度になって行くが，H2/E2/1 システムで一番安定している
のは VDA（ER）である。従って，迂回呼（溢れパケット）や再呼（再送パケット）が加わる情
報通信ネットワークのように，客の到着間隔の変動係数が１より僅かに大きい）超指数分布（断
表３：H2/E2/1システムにおける平均待ち時間（CA2 = 2）
Table 3: Mean waiting time in the H2/E2/1 system（CA2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.387 1.445 5.281
VDA（RB） 0.813 1.750 5.500
VDA（ER） 0.313 1.250 5.000
Gelenbe 0.063 1.000 4.750
Heyman 1.813 2.000 5.563
Kobayashi 0.203 1.005 4.766
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続ポアソン過程，Interrupted Poisson Process, IPP［川島幸之助ら（1995）］）に対しては，
VDA（ER）が NDA（Gelenbe，Heyman，Kobayashi），VDA（RB）より安心して使えること
が分かる。
　表４に２次アーラン分布到着・２次超指数分布サービス E2/H2/1 システムにおける平均待ち
時間を示す。２次超指数分布の変動係数は１以上の任意の実数値を取り得る（自由度がある）が，
この例では 2BC = 2とおいている。すなわち，このときの平方変動係数は 2AC = 0.5， 2BC = 2 である。
　この例でも重負荷になるに従いどの拡散近似も良い精度になって行くが，E2/H2/1 システムで
一番安定しているのは VDA（ER）であることが分かる。
6. 5　結論
　以上いくつかの特殊な待ち行列システムを考察対象にしたが，これらのシステムを通して一番
安定していて最も精度が良いのは，拡散近似を取扱った成書［Kleinrock（1976），Newell（1982），
Gelenbe-Mitrani（1980）］で紹介されていなかった VDA（ER）であることが分かる。多くの場合，
実際の値（厳密解）はVDA（ER），VDA（RB）の中間にあり，従って，VDA（ER）とVDA（RB）
を内挿する［式 (27)，(28) 参照］ことがより良い精度をもたらすことが分かる。
７．おわりに
　情報ネットワークにおけるアクセス応答時間評価法の確立をモチベーションとして，マルコフ
解析を行なうことが困難な非マルコフ・再生入力一般サービス時間単一サーバ待ち行列 GI/G/1
システムを対象に仮待ち時間過程に対する拡散近似（VDA）を展開した。
　既存文献では系内客数過程に対する拡散近似（NDA）が主流であったが，本論文では基本復
帰境界を持つ仮待ち時間過程拡散近似 VDA（ER）が他の拡散近似［NDA，反射壁境界のある
仮待ち時間過程拡散近似 VDA（RB）］と比べて一番安定して精度の点で凌駕していることを示
した。
　本対象システムは［高橋敬隆（2008）］を特殊な場合として含んでおり，ここで得られた結論は，
　表４：E2/H2/1システムにおける平均待ち時間（CB2 = 2）
Table 4: Mean waiting time in the E2/H2/1 system（CB2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.203 1.095 4.825
VDA（RB） 0.063 1.000 4.750
VDA（ER） 0.313 1.250 5.000
Gelenbe 0.813 1.750 5.500
Heyman 5.563 3.500 6.500
Kobayashi 0.875 1.787 5.514
─　　─16
次世代ネットワーク時代におけるウェブサーバシステム性能評価にも適用されることに注意す
る。
　さて再生入力一般サービス時間単一サーバ待ち行列 GI/G/1 システムだけに対象を限って言え
ば，どの拡散近似も［Kraemer and Langenbach-Beltz（1978）］の発見的近似式（K-LB 近似式）
にその精度において適わないと思われている。しかしながら，本論文で明らかした各拡散近似の
精度特性を用いれば，K-LB 近似式より良い精度を持つ近似式の開発が可能である。例えば，関
数 f (r):
2 2 2( ) 1{ 1} 1{ 1/2} / (27)A B AC C C= > + < +f r r
を用いて［1{S } は条件 S の指標関数（indicator function）；S が成立てば１，S が成立たなけれ
ば０と定義される］，VDA（ER）と VDA（RB）の間に次の内挿：
( ) ( )Proposed: VDA(RB) [1 ] VDA(ER) (28)= + −f r f rr r
を行なうと，少なくとも２次超指数分布到着・２次アーランサービス H2/E2/1 システムでは
K-LB 近似式より良い精度を持つことが分かる（表５参照）。
　このような内挿がどのようなシステムに対してどのような範囲なら K-LB 近似式より精度が良
いのか適用域を明確にすることが今後の研究課題である。若手研究者が様々な待ち行列システム
の数値実験を通じて既存近似公式を凌駕する新たな近似式を積極的に開発することを期待した
い。
　再生入力一般サービス時間単一サーバ GI/G/1 待ち行列を拡張したシステムを取扱った文献を
２つ紹介する。Takahashi-Shikata-Frey（2009）は変形（modified）サービス構造のある GIG/1
待ち行列システムを取扱った。変形サービス構造システムは準備時間（set-up time）を要する
サービスシステムを特殊な場合として含み，サービス時間列は iid とは限らない。本論文で展開
した VDA（ER）だけが変形サービス構造システムを解析出来ることを示した。VDA（RB）や
NDA では変形サービス構造システムは解析出来ないという意味で，変形サービス構造システム
に対する拡散近似として VDA（ER）が他の拡散近似［VDA（RB），NDA］を凌駕していると
言える。Takahashi-Takahashi-Kaneda-Shinagawa（2007）は有限容量複数サーバ GI/G/c/K シ
ステムを考察した。ここでは複数サーバ故に本論文で展開した VDA は直接的に適用されず，や
表５：H2/E2/1システムにおける平均待ち時間（CA2 = 2）
Table 5: Mean waiting time in the H2/E2/1 system（CA2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.387 1.445 5.281
Proposed 0.398 1.464 5.366
K-LB 0.256 1.103 4.756
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むなくNVAを用いている。境界条件・離散化の組合せがNVAの精度に及ぼす影響をシミュレー
ション結果と比較して明らかにしている。
　閑話休題（技術的な詳細はさておき），拡散近似は待ち行列システムの特徴をその無限小平均・
無限小分散と境界条件で表現していて解析力に優れている。従って広範な待ち行列システムに適
用可能である。
　近年では，システム性能評価のため GUI の優れたシミュレーションツールが開発され，誰で
も簡単に実験が出来る環境が整いつつある。シミュレーション実験が簡単に出来ること自体は喜
ばしいことであるが，しかし理論的な検討を冒頭から放棄し安易にシミュレーション実験結果の
みに頼っていては定量的な特性を見出すことは困難である。拡散近似解析しておいてその結果を
適宜実験結果と比較・修正していくハイブリッドなアプローチは将来的にも有用な近似手法にな
り得る。
　情報ネットワークにおける新しい方式・サービスシステムが提案される毎に（文献 Kimura
（2004）参照）それらの方式・システム性能評価のため，新たな数学モデル化がなされ，数学モ
デルに対する拡散近似が積極的に適用されるだろう。トーマス・マンによる長編小説「ヨセフと
その兄弟」冒頭⑸をもじれば次のように云えるだろう：
“Tief ist der Brunnen der Diffusion-Approximation. Sollte man ihn nicht unergruendlich 
nennen?”
「拡散近似という井戸は深い。ひょっとすると底なしと呼ぶべきではないだろうか？」
注
⑴　ケンドール記号。D. G. Kendall は1953年，A/B/c という待ち行列システムの標記法を提案し，現在では世
界的に用いられている。ここで，到着過程が A，サービス時間分布が B，サーバ数が c，無限待ち室容量から
なる待ち行列システムを表わす。特に M/G/1 で，到着過程がマルコフ的（M），サービス時間が一般分布（G）
に従い，単一サーバからなる待ち行列システムを表わす。
⑵　仮待ち時間（virtual waiting time），V(t ) とは時刻 t に仮に客が来たときの待ち時間のことである。真の待
ち時間が客の到着時点列でのみ定義されるのに対して仮待ち時間は任意時点で定義される。平均仮待ち時間
E(V) は時間平均であり，一方，平均待ち時間 E0(W) は客平均である。ここで E0は到着点過程に関するパル
ム測度（Palm measure）による期待値を取る線形作用素である。詳しくは文献［川島幸之助ら（1995）］参照。
ポアソン到着等の特殊な場合を除き一般には E(V) = E0 (W) は成立しない。
⑶　原点における平均滞在時間は Gelenbe（1979）の原点滞在時間が一般分布に従う場合の解析結果により，
　　1/l
　と求められている。Gelenbe（1979）の誤謬について本論文で指摘しているが，ここは正しい。
　　さて，原点滞在時間分布を例えば前方再帰時間分布と見做すと，その平均前方再帰時間は到着間隔 (A) の２
次積率を含んだ表現：
　　E(A2) / [2E(A)] = ( 2AC + 1) / (2l)
　となり Gelenbe（1979）の結果と矛盾する。原点滞在時間が指数分布に従う（ 2AC = 1）ときのみ無矛盾である。
　　一般に，基本復帰境界（elementary return boundary）といえば，マルコフ過程（無記憶性）を原点滞在時
にも要求し「原点滞在分布が指数分布に従う」という仮定を含んでいる。
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⑷　Gelenbe，Heymanは系内客数過程を拡散過程と見做し，それぞれ基本復帰境界，反射壁を原点に置いている。
しかしこのこと（境界条件を置くこと）が，平均待ち時間 E0(W) の非負性を保証するものではない。実際，
リトルの公式から
　　E0(W) = [E (L) − r] / l
　すなわち，平均系内客数 E(L) が非負であってもその近似値がトラフィック密度 rより小さければ平均待ち時
間 E0(W) は負になる。
⑸　„Tief ist der Brunnen der Vergangenheit. Sollte man ihn nicht unergruendlich nennen? …“ [Joseph und 
seine Brueder von Thomas Mann (1875-1955)]
謝辞
　本研究の一部は，早稲田大学産業経営研究所リサーチプロジェクトの助成，並びに早稲田大学特別研究期間適
用を受けて行なわれたものである。関係各位に深謝する。
参考文献
Feller, W. (1954). Diffusion processes in one dimension. Trans. Amer. Math. Soc. Vol.77: 1-31.
Gelenbe, E. (1979). Probabilistic models of computer systems, Part II, Diffusion approximations, waiting times 
and batch arrivals. Acta Informatica. Vol.12: 285-303.
Gelenbe, E. and I. Mitrani (1980). Analysis and Synthesis of Computer Systems. Academic Press, New York. 
ISBN 1-84816-395-9
Heyman, D. P. (1975). A diffusion model approximation for the GI/G/1 queue in heavy traffic. Bell System 
Tech. J, Vol.54: 1637-1646.
川島幸之助，町原文明，高橋敬隆，斎藤洋（1995）．『通信トラヒック理論の基礎とマルチメディア通信網』（電
子情報通信学会編）ISBN 4-88552-134-3
Kimura, T. (1983). Diffusion approximation for an M/G/m queue. Operations Research. Vol.31, No.2: 304-321.
Kimura, T. (1987). A unified diffusion model for the state-dependent queues. Optimization. Vol.18: 265-283.
Kimura, T. (2004). Diffusion models for queues in computer/communication systems. Economic Journal of 
Hokkaido University. Vol.33: 37-52.
Kleinrock, L. (1976). Queueing Systems, Volume II: Computer Applications. John Wiley and Sons, New York. 
ISBN 0-471-49111-X
Kobayashi, H. (1974). Applications of the diffusion approximations to queueing networks, I: equilibrium queue 
distributions. J. ACM. Vol.21: 316-328.
Kraemer W. and M. Langenbach-Beltz (1978). Approximate formulae for general single server systems with 
single and batch arrivals. Angewandte Informatik. Vol.9: 396-402.
Newell G. F. (1982). Applications of Queueing Theory. Second Edition, Chapman & Hall, London. ISBN 
412107708
Ross, S. M. (1993). Introduction to Probability Models. Academic Press, San Diego. ISBN 0-12-598455-3
Takahashi, A., Y. Takahashi, S. Kaneda, and N. Shinagawa (2007). Diffusion approximations for the G/G/c/K 
queue. Proceedings of 16-th IEEE International Conference on Computer Communications and Networks 
(ICCCN 2007): 681-686.
高橋敬隆（1986）．「多呼種集団到着単一サーバモデルの拡散近似解析」『電子通信学会論文誌』Vol.J69-A，No.3: 
317-324．
高橋敬隆（2008）．「次世代ネットワーク（NGN）時代におけるウェブサーバシステム応答遅延評価法（Access-
Delay Evaluation Engine for a Web-Server System with Multiple Proxy Servers）」『産業経営』No.43: 3-13．
Takahashi, Y., Y. Shikata and A. Frey (2009). A single-server queueing system with modified service mecha-
nism: An application of the diffusion process. Proceedings of IEEE International Conference on Ultra Modern 
Telecommunications (ICUMT2009): 1-6. (ISBN: 978-1-4244-3942-3)
Tijms, H. C (1995). Stochastic Models, An Algorithmic Approach. John Wiley & Sons, Chichester ISBN: 
情報ネットワークにおける単一サーバシステム応答時間評価法
─　　─19
0-471-95123-4
Whitt, W. (1982). Refining diffusion approximations for queues. Operations Research Letters. Vol.1, No.5: 165-169.
