Biomerrika (1991 ) A modification of an earlier definition to allow for discrete models is proposed.
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The use of R 2 ,the coefficient of determination, also called the multiple correlation coefficient, is well established in classical regression analysis (Rao, 1973) . Its definition as the proportion of variance 'explained' by the regression model makes it useful as a measure of success of predicting the dependent variable from the independent variables.
It is desirable to generalize the definition of R' to more general models, for which the concept of residual variance cannot be easily defined, and maximum likelihood is the criterion of fit. The following generalization, but with misprint l l n replaced by 2/n here in ( l a ) and ( l b ) , was proposed by Cox & Snell (1989, pp. 208-9) and, apparently independently, by Magee (1990) ; but had been suggested earlier for binary response models by Maddala (1983) , where I ( ; ) and l(0) =log L(0) denote the log likelihoods of the fitted and the 'null' =log ~( 6 ) model respectively.
It is easily found that this definition of R 2 has the following properties.
(i) It is consistent with classical R', that is the general definition applied to e.g. linear regression yields the classical R'.
(ii) It is consistent with maximum likelihood as an estimation method, i.e. the maximum likelihood estimates of the model parameters maximize R'.
(iii) It is asymptotically independent of the sample size n.
(iv) It has an interpretation as the proportion of explained 'variation', or rather, 1 -R': has the interpretation of the proportion of unexplained 'variation'. Variation should be construed very generally as any measure of the extent to which a distribution is not degenerate. To clarify, let MI be a model nested under M2 which is nested under M,, for example model M Icontains only covariable x , ,for example a constant, while M2 contains xz and x, and M, contains x , , x, and x, as covariables. Let R:., denote the R 2 of M 2 relative to M , , etc.; then In other words, the proportion of variation unexplained by model M, relative to model M , is the product of the proportion of variation unexplained by M, relative to M2 and the proportion unexplained by M 2 relative to M I .
(v) It is dimensionless, i.e. it does not depend on the units used (vi) Replacing the factor 2/n in ( l a ) and ( l b ) by k l n yields a generalization of the proportion of the kth central moment explained by the model.
(vii) Let y have a probability density P ( 4 ' I~~+ c u ) , then using Taylor expansion, it can be shown that to a first order approximation, R' is the square of the Pearson correlation between x and the efficient score of the model p( .), that is the derivative with respect to P of log { p ( y I p x +a ) } at P = 0.
However, R' thus defined achieves a maximum of less than 1 for discrete models, i.e. models whose likelihood is a product of probabilities, which have a maximum of 1, instead of densities, which can become infinite. This maximum equals m a s ( R 2 ) = 1 -exp { 2 n 1 1 ( 0 ) } = 1 -~( 0 ) " " For logistic regression, with 5O0/0 y = 1 and 50% y =O observations, this maximum equals 0.75. This maximum occurs when all observations are predicted with maximum probability, that is pr (y = 1) = 1 for the observations with y = 1, and pr (y = 1) = 0 for the y = 0 observations. This is clearly unacceptable for a R 2 coefficient. The same problem, but to a lesser degree, exists for Cox's model (Cox, 1972) with l ( . ) being the logarithm of the partial likelihood (Cox, 1975) .
We therefore propose to redefine R 2 as
Properties (i), (ii), (iii), (v) and (vi) are automatically satisfied. Property (vii) reduces to first order proportionality, instead of equality, of R' and the Pearson correlation coefficient. Property (iv), that is (2), is more difficult to establish. However, from log (1 -m a s (R:.,)} -log {I -m a s (R:,)} = log (1 -R:.,)
criterion (iv) can also be established to hold for R'
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