Computational workflows for mass spectrometry-based shotgun proteomics and untargeted metabolomics share many steps. Despite the similarities, untargeted metabolomics is lagging behind in terms of reliable fully automated quantitative data analysis. We argue that metabolomics will strongly benefit from the adaptation of successful automated proteomics workflows to metabolomics. MaxQuant is a popular platform for proteomics data analysis and is widely considered to be superior in achieving high precursor mass accuracies through advanced nonlinear recalibration, usually leading to five to ten-fold better accuracy in complex LC-MS/MS runs. This translates to a sharp decrease in the number of peptide candidates per measured feature, thereby strongly improving the coverage of identified peptides. We argue that similar strategies can be applied to untargeted metabolomics, leading to equivalent improvements in metabolite identification.
Introduction
Mass spectrometry-based proteomics [1, 2, 3 ] has matured during recent years to a degree that makes it readily usable as a standard research tool in many branches of biological and biomedical research. Most often proteomics is implemented in the form of shotgun proteomics, in which proteins are first digested to peptides, separated by liquid chromatography, and finally studied in the mass spectrometer as intact peptides as well as their fragmentation patterns (LC-MS/MS). Proteomics applications include expression proteomics, analysis of protein-protein interactions [4] , study of post-translational modifications [5] , as well as determination of subcellular localization [6] , which can all be done in a dynamic, time-dependent manner [7] . Most proteomics experiments can be performed without the use of labels, owing to appropriate algorithms for relative label-free quantification [8] . The complete yeast proteome can be quantified nowadays with moderate effort and studied in many different conditions [9] [10] [11] , while in human cellular proteomes a depth of 10,000 proteins can be achieved [12] [13] [14] [15] .
Ten years ago, the situation was very different. Proteomics projects were very time consuming since the data analysis was mostly done in a semi-manual fashion. While peptide database search engines [16] [17] [18] [19] [20] and other software and algorithms for the identification and quantification of peptides already existed in principle, a lot of manual validation was still necessary in order to obtain reliable results that could be used for solid biological interpretation.
Certainly, technological improvements like the introduction of the Orbitrap mass spectrometer [21] [22] [23] and improvements in sample preparation also contributed to today's proteomics workflows to be evermore robust and easy to use. However, a large part of the improved situation is owed to the software platforms and computational workflows that have become mature and reliable. This starts with basic activities such as feature detection, correct label assignment, and processing of MS/MS spectra. Then, the identification process can reliably be controlled by false discovery rates on the peptide-spectrum match (PSM) or protein level. Furthermore, the results of quantification methods became better than what could be achieved with manual analysis. All these improvements together lead to a situation in which shotgun proteomics data analysis is approaching a state of maturity that is comparable to next generation sequencing data analysis. Also, software tools that aid in the biological interpretation of quantitative proteomics results are available and well accepted in the community [24] .
One of these computational workflows is MaxQuant [25, 26 ] , including the Andromeda peptide search engine [27] , which provides a complete solution for most standard quantitative experimental designs in shotgun proteomics. Its development provided seminal contributions to the reliable automation of the data analysis workflow. One aspect in which MaxQuant is unique is how it improves the mass accuracy of peptide features using computational techniques [28, 29] . Nonlinear mass recalibration is applied to the MS1 features in an m/z and retention time dependent way. Multiple mass measurements over elution profiles and isotopic peaks are then integrated, achieving mass accuracies in the ppb range for standard Orbitrap data in a complex proteomics run, which is a 5-10-fold increase over standard techniques.
Untargeted metabolomics [30, 31] is a highly evolved field with many applications already accessible and high promises for the future. A wealth of analytical techniques [32] exist for its study and many computational tools [33, 34] have been developed within the community. However, interpreting mass spectrometry-based untargeted metabolomics data remains a challenge and limits the translation of results into biologically relevant conclusions [35 ] . Although the power of untargeted profiling is undeniable, it is the case that most mechanistic links are still revealed by hypothesis-driven targeted methods [36 ] . This is likely due to untargeted metabolomics typically yielding complex data patterns that are not easily amenable to intuitive interpretation [36 ] . One could make the provocative statement that untargeted metabolomics is several years behind shotgun proteomics in terms of ease of data analysis and interpretation.
Our plan is to create a version of MaxQuant for the analysis of untargeted metabolomics LC-MS data whose workflow follows loosely the shotgun proteomics workflow as sketched in Figure 1 . Several important data processing steps can be transferred to metabolomics with only minor adaptations, as for instance the 3D feature detection, retention time alignment and matching of features between LC-MS runs based on accurate masses and retention times. Other processing steps need more changes in order to become applicable to metabolomics data. For instance, the two-level peptide search strategy, in which the identifications of the first round of searches are used to determine multidimensional nonlinear recalibration curves need to be replaced by another two-level strategy based on mass warping due to the absence of a universal search engine approach in metabolomics. We strongly believe that the application of this sort of nonlinear mass recalibration to metabolomics data is highly beneficial for compound identification by increasing the range of molecules for which an elemental composition can be assigned.
Improvement of mass accuracy in proteomics
Here we describe how high mass accuracy is achieved by mass recalibration algorithms in proteomics. In the next section we sketch our path to implementing similar improvements in untargeted metabolomics. For the determination of the nonlinear mass recalibration curves in proteomics we follow a strategy employing two consecutive peptide database searches (Figure 1 ). After having performed the 3D feature detection, a first round of Andromeda searches is performed. The purpose of this search is to generate a list of features with known masses which can then be used for recalibration. The precursor mass tolerance for the first search is relatively large, for example, 20 ppm, to be able to also correct for larger instrumental drift. Since there are many peptides available in a complex shotgun proteomics run, we can be restrictive at this stage and accept only identifications that are correct with high certainty, for example, by requiring a high Andromeda score threshold, which will typically still result in thousands of peptides per LC-MS run. Alternatively, one can use standards instead of the first search identifications. However, this strategy has the disadvantage that only a few features of known mass are available, which is usually not sufficient to perform the nonlinear recalibration to the accuracy attainable through the approach using many peptides from the sample. Figure 2 Once we have obtained the long list of known masses, we fit a model to the mass deviations describing them by nonlinear dependencies on m/z and retention time. For time-of-flight mass spectrometers, the intensity dependence of the mass error is estimated and corrected (not necessary for Orbitrap data). No particular functional form of these dependencies is assumed. Instead, we use either splines or piecewise linear functions as models for the m/z and retention time dependencies. Overfitting is avoided by keeping the ratio of number of parameters to number of data points to a low percentage number. Figure 2(c-d) shows the residuals after applying the calibration functions to the data which fluctuate independently around zero.
After having obtained the nonlinear recalibration functions, these are applied to all peptide features, also to the ones that were not used in the fit. This includes those MS1 feature that were fragmented, but not included in the Adapted from Ref. [28] .
recalibration fit due to the Andromeda score threshold. It also includes the MS1 features that were not fragmented at all, which is usually a vast majority of the signals [37] . Figure 3 (a) shows a histogram of mass deviations obtained after recalibration in a typical LC-MS run. The average absolute mass deviation (absolute value of the difference between measured and calculated masses) is below 300 ppb. In Figure 3 (b) the same histogram is recorded for masses taken directly from the instrument software without applying MaxQuant recalibration. Since the histogram is centered near zero, a linear shift as recalibration would obviously not improve the mass accuracy much. For comparison purposes, the red histogram was included which is the same as in Figure 3 (a). For this typical LC-MS run the mass accuracy was improved by about 6-fold using MaxQuant recalibration routines.
Such a strong increase in mass accuracy will have implications on the peptide identification process. When searching in the human proteome the corresponding shrinkage of the precursor mass tolerance window -which is individualized for each peptide in MaxQuant -will translate proportionally into a restriction of possible peptide candidates for a given MS1 feature. Therefore, less information needs to come from the MS/MS spectrum to have the same certainty of identification of a peptide. With a fixed false discovery rate of, for example, 1% for PSMs (and 1% for proteins) the coverage of identified proteins will rise [29] . The extent of the improvement depends on many factors, like size of the protein sequence space used for generating the in silico peptide list for the database search, the type of digestion and the number of variable modifications.
Improvement of mass accuracy in metabolomics
Similar concepts as described in the previous section can be applied to non-targeted metabolomics. While our work in proteomics is mostly agnostic of the mass spectrometric instrument, here we focus on the Orbitrap since the scaling of resolution with the mass range is favorable for small masses. A central part of the proteomics workflow is the generation of MS1 features with known masses through the 'first Andromeda search' (Figure 1 ). In principle, one could follow a similar route and replace the peptide database search engine with a spectral library search and accept only indisputable identifications. However, we decided to adapt a different strategy that would also be applicable in the absence of MS/MS data.
We first generate a library of 'plausible m/z values' that one is likely to find in a metabolomics LC-MS run. This is in the first instance filled with all molecules from databases of compounds with biological relevance, such as CheBI [38] . Then we perform the MaxQuant 3D feature extraction on a large amount of untargeted metabolomics LC-MS runs in order to find which of the features can be interpreted as an adduct of a molecule that is already in the library of plausible m/z values, which are then also added to the library of 'plausible m/z values. The library contains all isotopic peaks, not only monoisotopic masses, since the subsequent algorithms will work on the 3D peak features before assembling them to isotope patterns.
Each LC-MS run to be analyzed is then mass aligned to this list of plausible m/z values. For this we use a kind of warping algorithm that finds an optimal nonlinear calibration function under the objectives as bringing as many MS1 features as possible as close as possible to a value in the list of plausible masses. This is done while requiring smoothness of the recalibration function in order to avoid overfitting. In this optimization procedure most of the MS1 features will 'snap' to the correct elemental composition. Some will not, because the correct composition is Mass error distributions before and after nonlinear mass recalibration. The red histogram on the right side is the same as the histogram on the left side and was added for comparison. Adapted from Ref. [25] .
not present yet in the library. The algorithm will still be able to find a good interpolating solution due to the smoothness requirement.
The library is a dynamic entity which will be updated based on the knowledge gain resulting from each alignment with an LC-MS run. If, after a new alignment there are unmatched MS1 features left with good signal-tonoise, and fitting a plausible new elemental composition, it will be added to the library. The alternative to this procedure would be to work in the space of all theoretically possible elemental compositions. However, we think there are big advantages to build up this reference list bottom up from real data and not have it filled up from the beginning with things that will never be seen in actual LC-MS runs.
The degree to which mass accuracy helps in reducing the number of possible molecular formulas depends on many factors, including the molecular mass and assumptions on the space of possible formulas. Under reasonable assumptions the number of candidate formulas shrinks considerably when going from 5 ppm to sub ppm accuracy over a wide range of masses as shown in Table 3 of Ref. [39] . Orthogonal filters like isotopic abundance ratios or ion mobility measurements would certainly diminish the number of candidates as well. Preliminary results show that the increase in mass accuracy obtained by our proposed method is indeed comparable to the gains seen in shotgun proteomics. The resulting reduction in candidates will lead to complete determination of elemental compositions for the majority of MS1 features. This will improve MS1-only workflows that use a lab-specific retention order library for distinguishing isomers. Metabolic flux [40] [41] [42] [43] analysis can be supported as well by including the 13 C-labeling patterns of metabolic intermediates or end products into the list of plausible m/z values.
Conclusions
The adaptation of MaxQuant to untargeted metabolomics will strongly improve the mass accuracy of MS1 features. Similar to proteomics, this increased identification information will strengthen the robustness of the automated data analysis workflow in untargeted metabolomics. Together with other features from the MaxQuant workflow that are readily transferable to metabolomicsretention time alignment and matching between runsMaxQuant should yield a useful addition to the computational metabolomics toolbox.
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