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In physics, partial differential equations (PDEs) are a class of
relations that involve functions of time and space variables and
their partial derivatives with respect to these variables. Usually,
these equations are solved numerically on regular lattices of points
in space. However, there is a class of methods known as
generalized finite difference (GFD) schemes that can solve PDEs
on arbitrary arrangements of points. These general methods are
important because often one wants to solve PDEs on irregular
surfaces, such as cellular membranes, which cannot be partitioned
into regular arrangements of points. However, GFD methods are
plagued with instabilities. Specifically, solutions often become
numerically unstable and yield physically inappropriate results.
Thus, it is very important to analyze and develop more stable GFD
methods [1].
We analyze the stability properties of GFD methods that evolve PDEs
with first-order time derivatives and second-order spatial derivatives
(Laplacians) on two-dimensional, irregular grids. We present a novel
GFD method that deals with instabilities by combining von Neumann
stability analysis with simulated annealing, a function minimization
technique. Specifically, after defining a quantitative measure of
stability at each point on the grid, we find an appropriate finite
difference scheme that approximates the Laplacian and yields a stable
solution at each point. Our method is compared to standard finite
differencing techniques on regular lattices. We find that the proposed
GFD method works well for the diffusion equation using both implicit
and explicit integration schemes. The method also yields accurate
approximations to the Laplacian operator on functions defined on
irregular grids.
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Our random grids were created using a pseudorandom number generator to create
a set of (xi, yi) points bounded by a maximum and minimum value for each
coordinate. In order to solve PDEs such as the heat equation on such grids, it is
necessary to approximate both time and spatial derivatives. The time derivative is
easily approximated by taking the difference between the function at all points on
the grid at one time step (tn+1) and the value of the function at all points at the
previous time step (tn). Dividing this difference by the time-step Δt yields a first-
order approximation to the derivative. The spatial derivatives, however, depend
on the geometry of the points. So, we will approximate the spatial derivative at
each point on the grid by using the value of the function at that point and the
values of the function at a locus of neighboring points. The set including the
point and its associated neighbors is called a computational star. To find these
stars, we used a Delaunay triangulation scheme developed by Steve Fortune that
associates each point with its nearest neighbors [2].
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To approximate the Laplacian at a point (r0), we assume that the approximation is
going to be a linear combination with coefficients ci of the function values at all
points in the computational star (see Fig. 1 for notation explanation). We then
perform a Taylor series expansion of the function around r0 for each point in the
computational star. We keep all of the terms up to second order. In order for our
Laplacian approximation to be valid, the coefficients ci have to satisfy certain
conditions so that the Taylor series only contains the terms relevant to the
Laplacian. The conditions are given in the blue and red boxes above.
A Taylor series expansion around each point:
The six conditions implied by the Taylor series can be written as a matrix multiplication problem as shown above. The
columns of matrix A correspond to points in the computational star. The rows of the matrix correspond to the six conditions.
To solve the problem, we need to find the coefficients ci that will satisfy the matrix equation. Notice that if there are more
than six points in the computational star, then our system is underdetermined and there is an infinite number of solutions for
the vector of coefficients. Singular value decomposition is a method of solving linear algebra problems that allows any
solution vector, , to be written as a sum of a unique solution, , and a linear combination of vectors from the nullspace as
shown above. These nullspace vectors do not affect the solution, so all of the coefficients ai in the expression above are
arbitrary [3]. Notice that there will be N – 5 of these arbitrary coefficients, where N + 1 is the number of points in the
computational star. Thus, we customarily use N + 1 = 9 points so that we can change the values of 3 arbitrary coefficients.
Singular Value Decomposition
ai are arbitrary
coefficients!
Nullspace vectors
do not affect the solution
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Von Neumann stability analysis is a way of analyzing the stability of numerical
solutions to a PDE. It involves choosing an arbitrary Fourier component (or mode) of a
solution and evolving this mode using the finite difference equations. In order for the
solution to remain stable, the magnitude of the amplification factor of the Fourier mode
has to be less than one for each spatial wave vector as shown in the diagram above [3].
This ensures that as the PDE is evolved in time, Fourier modes for particular wave
vectors do not increase exponentially, overwhelming the solution. For example, if one
applies this analysis to the heat equation as shown above, one gets a condition on the
time step Δt and the diffusion coefficient D. Also, this stability criterion depends on the
coefficients ci, which are found using SVD.
Simulated Annealing
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For N + 1 points in a computational star, we can express the set of all possible solutions to the
vector of coefficients ci as a function of N - 5 arbitrary coefficients using SVD. So, for each
star, we can create a “stability” function E as shown above. Notice that if E = 0 for a particular
star, then we simply need to pick a positive value for D Δt and the star will satisfy the stability
criterion for all spatial wave vectors k. Simulated annealing (SA) is a function minimization
technique that finds global minima [4]. Thus, by applying SA to E, it is possible to find the
right combination of coefficients ai such that the solution vector satisfies the stability criterion.
As shown for the sample star above, after SA, the unstable solution vector becomes stable.
Initial Conditions Time: 18 Time: 36 Time: 56
Time: 10
Figure 1.  A random grid and a computational star with its 
local coordinate system
Heat Equation
SVDc

Figure 3.  The diffusion equation evolved on an 
irregular grid for the times specified using two 
different initial conditions.
Discussion
Since von Neumann stability analysis is a general technique, it is
possible to find stability criteria for a variety of different PDEs.
Thus, our method can adapt to many different models. The method
is also independent of the arrangement of points we use.
Specifically, as long as the SA algorithm finds an appropriate
global minimum of the stability function E, the solution should be
stable for any computational star on any grid. Thus, our method
has a variety of interesting applications. It can be applied to highly
irregular geometries or to systems that have multiple levels of
resolution. For instance, in modeling crack propagation, one often
requires that the points on the grid become much denser in the
vicinity of the crack. We have already applied our method to a
PDE which models phase separation in a two-component mixture.
In the future, we hope to use this PDE to model the formation of
lipid rafts on cellular membranes.
Laplacian Precision
Figure 2.  A comparison of the precision of the Laplacian 
approximation for different solution vectors. The theta parameter 
takes into account the periodicity of the function and the density of 
the grid.  The stable parameters represent those found by SA.  The 
other solution vectors were found by adding an arbitrary vector 
from the nullspace, v1, to the SVD solution.
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