Todays' embedded and cyber-physical systems (CPS) rely heavily on complex software functions. While part of this complexity is unavoidable and caused by a growing number of functions (intrinsic complexity), another part is related to inappropriate design and development methods (called avoidable complexity). Indeed the early removal of avoidable complexity is one of the key challenges of software-intensive systems.
INTRODUCTION
The flexibility of software has created an explosion of productivity in terms of the amount of features that is possible to add to a system in an interval of time. This productivity is not only present in pure information systems but is also obtained in embedded and Cyber-Physical Systems (CPS) developed in the automotive, aerospace or avionics industries. For example, Volvo claims that 90% of their innovations happens in software [3] . Unfortunately, this flexibility creates also big opportunities for errors leading to an industry spending between 50% and 75% of the budget of a project in debugging, testing, and verification activities [15] . One of the key factors leading to this situation is the complexity of software. This complexity is separated in two main groups: the intrinsic complexity, related to the growPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ing number of functions and the avoidable complexity that is the result of inadequate design and development methods. While the former is necessary, the latter must be eliminated if we want to keep a sustainable innovation pace in CPS.
Complex software is more difficult to understand, modify, and verify than simpler one. As a result, identifying, measuring, and managing software complexity is one of the great challenges in software engineering.
Unfortunately, current techniques to measure software complexity are mostly informal and requires human judgment. This is the case of complexity metrics based on software structure that capture elements such as coupling and cohesion of modules as well as fan-in and fan-out of the control and data flows. While these techniques are useful to guide design, they fail to capture the behavioral factors required to understand the algorithmic connection between modules and the complexity of module internals. In this paper we present a new approach to calculate software complexity that captures software behavioral characteristics. This approach takes advantage of advances in model checking and its use for model counting and quantitative information flow to quantify both the algorithmic complexity of module implementations and inter-module relationships. This approach not only eliminates human judgment but also can be completely automated providing a faithful quantification of the behavioral characteristic as an expression of all possible executions of the final implementation down to the C code. We call this approach Behavioral Complexity Quantification or Becom-Q for short.
Precise and automatic calculation of software complexity allow us to compare different versions of design artifacts in order to discover complexity that can be prevented that we call avoidable complexity. This complexity is not only present in program implementations but also in other software design artifacts such as state machines and architectural models used in Model-Based Engineering approaches. In this paper we first present the fundamentals of the complexity measuring technique, then we discuss how it is applied to program implementations in C and how to use it in design artifacts of high-level of abstraction.
SHORTCOMINGS OF TRADITIONAL SW COMPLEXITY METRICS
Current measures of software complexity are either based on the structure of the software or its size but neglects its behavior. In particular, Fenton and Neil [5] conducted statistical experiments on software projects that showed that the module size is not a good predictor of failures. Similarly, the authors of this paper showed that structural notions of complexity such as cyclomatic complexity [11] fails to identify failure-prone modules. However, in the same study they discovered some evidence to support that metrics such as SigFF have some correlation with the module failures. SigFF captures the number of new or modified signals (similar to messages or method calls) in a module [13] . Perhaps one of the most intriguing result from Fenton and Neil's work [5] is that the modules with the higher incidence of fault in prerelease testing are not the ones with the higher number of operational faults. Moreover, in their experiments the authors were able to identify a small number of rogue modules that were the most error-prone. These are the modules that seem to have some form of intrinsic complexity that metrics such as the cyclomatic complexity were not able to capture.
An alternative complexity point of view is offered by cognitive complexity [16, 9] that attempts to capture the complexity of the human process involved in the manipulation of software. Unfortunately current approaches in this area, such as assigning cognitive weights [16] to program structures, do not capture all the behavioral aspects of an algorithm. In particular, the complexity of the conditions in the branching structures as well as their relationship with the computation and other conditions is never captured. However, this new direction correctly highlights the character of software as information that needs to be processed. This character has been further explored by researchers that have followed an information-theoretic approach to software complexity [2, 6, 8, 7] . This approach is also capable of assigning different weights to different information elements in the software. The theoretical underpinnings of this approach have a strong relationship with algorithmic complexity. In particular, it has been proven that the minimum expected length of a description of a string as described by ShannonFano encoding is an approximation of the Kolmogorov (more on this in Section 3) complexity of the string.
Unfortunately, the information theoretic techniques for software complexity are currently applied over an abstraction of the software that hides most of the targeted complexity. For instance, Allen et al. [2] apply this over hypergraphs of nodes, where the nodes represent sets of instruction sequences and the edges represent branching or modular communication. This means that the relationship between the computation and the branching conditions is hidden (which in the end captures key aspects of the behavior of software).
Understanding the behavior would provide a better and more accurate estimate of the complexity of a program. In this paper we present a new approach based on the entropybased approximation of the Kolmogorov complexity of the algorithm as implemented in a programming language. With this approximation we are able to measure the complexity of modules and combinations of modules. Our approach is independent on the programming language and can be applied to higher-level design artifacts such as state machines as soon as their operational semantics is completely specified. In particular, the tools we use are based on the C programming language, but we use translators from higher-level abstractions to transform it into C semantics (through code generators) in order to explore its behavior as translated into this language. In this paper we apply such an approach to software models captured using SCADE [1] that are then translated into C code. This allow us to have a precise early metrics to help us predict the quality of the final product down the road.
KOLMOGOROV COMPLEXITY AND IN-FORMATION THEORY
In this section we review the concepts of Kolmogorov complexity and information theory used to quantify program complexity. In particular, we first describe Kolmogorov complexity and then relate it to an information-entropy approximation.
In 1965, Kolmogorov created a definition of the intrinsic descriptive complexity of an object as the length of the shortest computer program that describes the object. This is known as the algorithmic complexity of an object. In practical terms, the object can be seen as a string and the program as some form of a formula or coding that can be used to reproduce the string. For instance, consider the following two sample strings from the book [4]:
1. 0101010101010101010101010101010101010101010101010101010101010101
0110101000001001111001100110011111110011101111001100100100001000
In this case string 1 is only a repetition of the two digits 01 32 times. In contrast, string 2, while seemingly random, is the initial part of the binary encoding of √ 2 − 1 1 . In the extreme, a truly random string would need to be encoded as the string itself without any possibility of compressing its encoding.
Information theory allow us to capture an approximation on the complexity of a string through instantaneous compressing codes. A compressing code is an encoding of the alphabet of a language where the length of the encoding of a letter (or codeword) is inversely proportional to the relative frequency of the letter in messages in this language. For instance, the letters 'E' and 'Z' have a relative frequency of 12.702% and 0.074% respectively in the English language 2 . These encoding has the purpose of reducing the length of the encoding of texts in the language. For instance, for an alphabet of four letters A,B,C, and D, with a frequency of , and 1 8 , a binary compressing encoding could be: A = 0, B = 10, C = 110, D = 111. The average length (a.k.a. expected length) of a letter in a encoded text can be calculated by summing up the encoding length of each letter multiplied by its relative frequency. For this encoding the average size is:
This averaging equation is in fact the information entropy of the alphabet:
. This contrast with an average of 2 if all letters were encoded with a twobit codeword. This code is also an instantaneous code where no codeword is a prefix of any other codeword. This code allow us to compress a string such that the expected length (a.k.a. average length) of the letters of the compressed string is close to the entropy of the letters in the string, i.e.:
where H(x) can be interpreted as the uncertainty of knowing the next letter in a message (as predicted by their frequency in the language or how many bits, on average, I do not know about the next letter). H(x) is in fact the minimum expected length of a codeword in the code. Hence, for a string of size n the minimum expected length of a string encoded in this code is nH(x). This is in fact an approximation of the Kolmogorov complexity (K) of the string.
This allows us to evaluate the complexity of an algorithm based on the string of all possible outputs that it is able to generate. In other words, given the string of all possible outputs that an algorithm can generate, the complexity of this algorithm can be approximated as the expected length of the string encoded in an instantaneous code.
It is worth noting that, in practice, algorithms capture transformations from inputs to outputs. Taking this into account it is clear that the output string point of view must be modified to include the inputs. In the next section we introduce channel capacity as a way to do this.
Channel Capacity
The concept of channel capacity was created in information theory to capture the maximum amount of information that is possible to transmit through a noisy communication channel. A channel can be formalized [12] as a triplet (I, O, CI,O) where I is the set of input values, O is the set of output values, and CI,O is a |I| × |O| matrix known as the channel matrix where CI,O[i, o] = P (o|i) is the conditional probability of obtaining output o given that the input is i 3 . This concept allows us to quantify the information that flows from input to outputs. This concept is also known as Quantitative Information Flow (QIF). QIF has been used to quantify the information leakage, if the input is considered a secret, and to quantify the influence that the input has over the outputs in an algorithm.
It is worth noting that this information flow captures how easy it is to predict the output based on the knowledge of the input. As a result, it also capture the complexity of the transformation of the inputs into outputs. Relating this back to the Kolmogorov complexity and instantaneous code, we can think of the string as a string of transformations (i, o) instead of only a string of outputs. Then, instead of using the frequency of the letters in a instantaneous code we use the probabilities of the transformation p(o|i) in the channel matrix. We will use an indirect technique to automatically calculate this taking advantage of recently developed tools for information leakage. To take advantage of this we first formalize the relationship between channel capacity and information leakage in the next section.
Information Leakage
Information leakage is a concept related to quantitative information flow where the input is considered a secret (we will use s instead of i to convey this) we want to preserve 4 . In this case, we want to investigate how likely it is to guess the secret (e.g. password) given that we are able to know the output of an (encryption) algorithm. In this case, if we obtain the entropy of both the secret (i.e., how difficult it is to guess the secret) H(S) = − s∈S P (s)logP (s) and the conditional uncertainty (entropy) of knowing the secret 3 Each row sums up to one. 4 The input can be divided into one part that is under the control of an attacker and another that is considered the secret.
given the output H(S|O) = o∈O P (o)H(S|o), then it is possible to define leakage as
which captures the concept of leakage = initial uncertaintyremaining uncertainty (after seeing output). This is equal to the mutual information between the secret and the output (I(S; O)) as defined in information theory. The symmetric nature of the mutual information allow us to also express 3 as:
which allows us to return back to the uncertainty of knowing the output given the input from the channel capacity. Note as well that 4 reduces the entropy of the output based on the input. This captures the "compression" notion of the instantaneous codes. Hence, the more mutual information (or leakage) the less compression was possible and the larger the Kolmogorov bound that maps back to the complexity of the algorithm. When the probability distribution for S is unknown we can assume the wost-case distribution which is the uniform distribution.
It is worth noting that for deterministic channels the value of H(S|O) = 0 and hence leakage is reduced to H(S). In reality, a number of algorithms generate different outputs for the same input (appearing non-deterministic) if the state of the system is different. We discuss how this is accounted for in the next section.
Accounting for Program State
In order to take into account the state of a program in its execution, it is necessary to execute the program multiple times with a sequence of inputs. This approach was taken by Marculescu et al. [10] . Specifically, in this paper the authors build a Markov model using the history of inputs as a state from which the next input is taken to model circuits. The authors noticed that different circuits required different lengths of history to be able to model a stable Markov model. The authors measured the entropy of the model and the entropy of adding another step in the history. To take into account the history, the step entropy was modeled as the entropy of a vector (of inputs) and the probability of the vectors was taken into account. The convergence of their step entropy was the indication that the model has converged as well. The length of the history define the order of the Markov model in what is called an lag-k Markov chain.
To incorporate the internal state concept in the instantaneous coding approach to bounding the Kolmogorov complexity we can execute the program multiple times to create the output string. When we run the program numerous times, it would mean as if we are exploring the same behavior of the history in [10] .
AUTOMATING COMPLEXITY MEASURE-MENT
In the previous section we established the relationship between information flow, output coding and Kolmogorov complexity. In this section we present our method to mea-sure an approximation of the Kolmogorov complexity using qifc [14] , a tool used to measure information leakage.
Qifc is a tool developed to measure the quantitative information flow of a C program which in turn captures the information leakage of the program. We extended the method presented in [14] to quantify complexity based on its relationship with information leakage and channel capacity. In [14] , the authors used a symbolic approach based on the Satisfiability Modulo Theories (SMT) to check the satisfiability of a logical formula that represents a C program. This approach is then extended into an #SMT (or model counting based on SMT) by exploring assignment of values to the output on a bit-by-bit basis creating a tree of values that can be quickly explored. The implementation for C programs uses CBMC in order to unroll the loops in a bounded fashion.
We use qifc [14] to explore and obtain the QIF of C functions that are called multiple times to evaluate their internal states (stored in global or static variables).
Number of Executions and Output Scope
Determining the number of executions necessary to discover all output variations given the internal state of a program is a non-trivial issue. On the one hand, if we know that for each different internal state we could ensure that we will see different outputs, it would be possible to keep executing until we cannot observe new values. However, on the other hand, it is possible for a program to implement thresholds on states, say a counter reaching a threshold, where the program issues the same output for different counter values until it reaches the threshold. Then at this point it could generate a different output.
We identified three strategies to determine the number of executions needed to explore all behaviors and outputs of a program: output convergence, state exposure, and explicit state depth determination.
Output Convergence
Output convergence is the simplest of the strategies. This strategy simply keeps increasing the number of executions of a function until the number of output values converges. As discussed before, this strategy is blind to state thresholds.
State Exposure
This strategy involves modifying the program slightly to include the state variables (which values are preserved across executions) as explicit outputs. This has the advantage of a completely observable state for which we can detect all possible variations. This strategy has the disadvantage of being intrusive in the sense that it is necessary to modify the program to expose the output. In some development environment, such as code generated automatically from a model (as is the case of SCADE used in our experiments) state variables are accessible from the output sometimes in the form of an output pointer. This simplifies the task of taking them into account as regular output.
State Depth Determination
The state depth determination is a variation of the state exposure strategy but eliminating the modifications of the program. Specifically, in this case, a human interpretation of the program is required to determine how many repetitive executions is necessary to be able to explore all possible states. This determination is easier to perform when the code is the product of a higher-level model such as a state machine.
Complexity of Higher-Level Models
We also used our complexity measuring method on highlevel models designed with SCADE [1] . In order to do this we used the code generation capabilities of the tool to translate the high-level model into C code and apply the complexity tools on the generated C code.
ILLUSTRATIVE EXAMPLES
In this section we present a number of higher-level model examples to which we apply our complexity measuring method. These examples are used to illustrate the issues of different complexity measurements of state encoding and repeated execution to explore all the states.
Electronic Stability Control

Description
The Electronic Stability Control (ESC) is a software component that computes the brake output value based on the yaw input from a sensor that represents dangerous driving dynamics such as under and over steering. Depending on the current choice of driving mode for a vehicle (sport, eco, offroad) the ESC module can behave differently. In particular, a sport car offers a driving mode where the oversteering is not corrected. This gives the driver the possibility of drifting the car and executing his own oversteering corrections. In addition, some vehicle may not have all the possible driving modes: a truck could have only a single OFFROAD driving mode. Figure 1 shows the top level model of the ESC. It is composed of three inputs, 1. manualYawInput: the input from the yaw sensor 2. switchButtonPressed: switch driving mode (offroad, comfort, eco, sport) 3. vehicalTypeVar: type of the vehicle executing the system (sedan, luxury, sport, truck) It has one output value (brakeOutput) which represents the braking value. There are two subsystems: 1. DrivingModeSystem, shown in Figure 2 , gives the current driving mode value to the MainSystem. Figure 2 shows how the mode can be switched for each vehicle type within the set of driving modes that are available to each vehicle type. Such a software is a generic software that can be used across multiple types of vehicles. 2. MainSystem (Figure 3 ) uses the yaw input and the driving mode to decide on the current brake output. Whenever, the brake output changes, it also needs to be released before it can be ready to give a different type of brake output. The MainSystem is also a generic software and needs to handle all possible inputs into consideration. Table 1 shows all the values that are used in the ESC system.
Architecture
Train Door Example
Description
The train door example is a door control system to safely open or close a door: the door cannot close if somebody is standing or stuck in front of the door and the system has safety features to avoid the user from being physically harmed.
The overall architecture is divided into two main components (controller and door) and a button that lets the user open or close the door. There is also a sensor that detects if somebody is standing in front of the door. It sends a signal to the controller to notify if somebody is present. If the door is closing when someone is detected, the door will change to opening.
Architecture
The controller sends commands to control the door (output named ctrl in Figure 5 ). The door has a motor that receives the commands from the controller. It also informs its current door state back to the controller through the output named doorstate in Figure 6 .
The SCADE top level system model is shown in Figure  4 while the subsystems are shown in Figure 5 (controller) and Figure 6 (door) subsystems. The door model has a timer in the opening and closing state to simulate the time it takes to operate. When the timer reaches the door timeout value, which we configured as 5 steps, it is assumed that the door has finished opening or closing.
On Figure 
Complexity Measurement Demonstrations
Execution Repetitions
In this demonstration we show the effect of the number of execution on the QIF of our models: the train door (section 5.2) and the Electronic Stability Control (section 5.1). Table 2 shows the effect of multiple executions in the door model. In particular it shows that it is necessary to execute the model multiple times to make sure that we get the maximum QIF. In this case we applied the state exposure strategy including state variables as part of the observable output. In particular, the observable output includes two output variables and two (exposed) state variables. Once the internal state is exposed we apply the convergence strategy to find the maximum number of execution necessary to reach the maximum QIF. The convergence strategy can also be combined with the state depth determination strategy by checking the number of possible values for each variable and making sure that each value is reachable. Once we discover the number of iterations that is required for a complete analysis, that in this case is 10, we then use this iteration number for other cases where we may get less QIF values.
For the ESC, we only needed to execute twice to get the maximum QIF value for the significant variables shown in Table 3 . In this case, it was enough to use the state depth determination strategy to reason about the number of execution necessary to obtain the maximum QIF. The determination was verified in the experiment.
Measuring Complexity of Module Dependencies
In this experiment we measure the complexity effect of using modules connected together. This helps us understand the effect of module relationships and structural complexity that includes the algorithmic complexity as well. In particular, we use the ESC example to explore the complexity of using a generic model for cases that use only part of its functionality. Table 4 shows the complexity of the generic software by checking the QIF values for the same generic software but with different input constraints that represent the driving modes for the different vehicles in the ESC model . The vehicalTypeVar input (Figure 1) Table 6 : Door QIF (bits) -Booleans not all states were reachable in the generic software. The QIF difference represents the unnecessary software complexity cost that is paid for using a generic software instead of developing a specialized module for each vehicle model.
Structural Correctness Complexity Quantification
Measuring the Complexity of State Representations
In this experiment we measure the complexity of different state representations in the same model. The objective of this experiment is to capture common design alternative and the complexity of these alternatives. Table 5 and Table 6 shows a comparison of how complexity increases when comparing the original train door model with an alternative implementation that uses booleans instead of enumerations to represent the state and commands of the door. This can be measured by the increase in the total QIF of significant variables.
As a first step, we are considering two implementations for each language: 1. One with commands specified using well-defined data types. For example, each communication will be defined using an enumeration type. 2. One with commands specified using boolean variables. In that case, each potential value for the command will require at least two boolean values.
To illustrate the variation, let us consider the door cmd communication. When implementing using a well-defined data type, the data type will be an enumeration where the value can be open or close. The communication will then transport one value of this type. On the other hand, when implementing with boolean variables, we do not define any data type but communicate with (at least) two boolean variables (open, close) which will be set to true or false.
Then, the goal of this exercise will be to see the support of enumeration for each tool, evaluate the underlying validation or verification support and also investigate the potential support for generating tests.
As the second variation (using boolean variables) should be more complex, toolsuites could provide appropriate features to generate tests. Such an example would then show that the test vector for the boolean-values only is bigger than when using well-defined data types.
Complexity Tradeoffs
In this last experiment we evaluate the difference of using a generic model for the ESC versus using specialized models for each vehicle type. In the generic model, the code for all cars is included while in a specialized model, only the code specific to a type of car is included. The objective is to show the cost of complexity for managing generic models: while it can be easier to manage (one single model to manage for a complete line of several products), it can be more complex to We compare the QIF results of the generic model and two specialized ESC models: one for the truck car type, another for the SUV car type. Figure 8 show the case for trucks. Since truck only allows for OFFROAD driving mode, it does not need a subsystem for selecting the driving mode. The top system is simplified accordingly and the MainSystem is also simplified to include only the possible brake output states for trucks.
The specialized model for SUV is shown in Figure 9 and Figure 10 . In the DrivingModeSystem, only the state machine for the SUV remains. The MainSystem is the same as Figure 3 because every state is reachable for SUVs.
Although each of the customized models for truck and SUV is different from the generic model, the total QIF of significant variables remains the same when compared with the results shown in Table 4 . In other words, the total QIF of the customized software is the same as when the generic software is used with matching constraints. This is because the significant variables that gave 0 QIF for the generic software are now removed in the customized software to reduce complexity. Still, the customized software is easier to understand due to fact that there are less significant variables. This is in fact, one aspect that our quantification method is currently not able to capture.
CONCLUSION
In this paper we presented a new method to quantify software complexity using advances in model-checking and model counting to take into account behavioral aspects of software. This method is designed to overcome the shortcomings of traditional complexity metrics that focus exclusively on software structures. In the paper we described the relationship of model counting and quantitative information flow techniques to information theory and the Kolmogorov complexity of algorithms and how this is used to quantify complexity. We then show how we use tools based on this techniques to quantify the complexity of software models developed at a higher level of abstraction with SCADE. This new method allows us to show how different design decisions such as choices to encode state in the system can lead to different levels of complexity and how our method is able to quantify the difference. DM-0003378
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