There is a tendency for students to lose focus in tertiary institutions because of change in environment and peer pressure (among several others); hence, a need to monitor and study the trend of students' performance in the tertiary institution. This article, therefore, seeks to know the correlation between the first year results and in particular, the final graduating grade of students in a leading Nigerian University. Test of normality was performed for the final graduating results and multiple linear regression models were fitted to the data; this enables us to predict what a student can graduate with having known a previous result (or first year result). All the analyses were performed using Minitab software. The result established that there are strong linear relationships between the GPAs as a student progresses in his/her academic journey.
Introduction
*Many variables are often considered as key in the choice of university education. Some of the factors are conducive environment for effective learning, high graduation rates, low attrition rates for tutors, course accreditation by regulatory bodies, feedback from industry, academic ranking, affordable fees for low income families and so on (Odukoya et al., 2018a; 2018b; 2018c; Popoola et al., 2018) . This paper however describes in details, the perceived relationship between the final graduating grade of students and their previous results in the university.
In Nigeria, most of the studies in this area have been limited to the use of WASSCE, NECO, UTME/JAMB or post UTME in predicting the final CGPA of students of University students. This can be viewed as the use of cognitive entry characteristics to predict academic performance of students. We refer readers to Obemeata (1974) , Ohuche (1974) , and Gbore (2013) amongst many authors. Furthermore, Kolawole and Ilugbusi (2007) showed that there was a linear and significant positive relationship between cognitive entry characteristics and CGPA of mathematics students.
The link between first year and final year CGPA has rarely been reported in literature in the Nigerian context. The two related works are Bamgboye et al. (2001) but they limited their scope to relationship between entry requirements and pre MBBS clinical examinations while Salahdeen and Murtala (2005) and Afolabi et al., (2007) considered first professional medical examinations.
The same results have also been echoed elsewhere as seen in the works of Jaafar et al. (2016) and Eng et al. (2017) . However, a combination of cognitive abilities, demographic factors and entry requirements has been used to predict the final CGPA of students (Alfan and Othman, 2005) .
Generally, cognitive abilities such as study skills and learning skills can predict their CGPA without the use of pre-entry characteristics (Halde et al., 2016) as psychological state of the students greatly affect their academic performance irrespective of other studied variables.
Several statistical tools have been applied in this aspect such as regression analysis and artificial neural network (Arsad and Buniyamin, 2014) . This present research makes use of the normality tests, correlation analysis and multiple linear regression analysis.
Materials and methods
The various methods and data sets used in this research are discussed in the section.
Test of normality
To know if the dataset come from a normal distribution or not, we performed the test for normality using the Kolmogorov-Smirnov (KS) test. The KS normality test only applies to continuous distributions. Other normality tests that can be used include Anderson Darling (AD) test and Saphiro Wilks test. The hypothesis for such test is: H0: The data come from a normal population; Vs; H1: The data does not come from a normal population.
Our judgment on whether to accept or reject the null hypothesis is based on the p-value and we make use of 0.05 as the level of significance. H0 is rejected if the p-value is less than the level of significance.
Correlation analysis
Correlation coefficient measures the degree of linear relationship between two variables. Its value ranges from -1 to +1. It is denoted by 'r' and particularly, the formula for the product moment correlation coefficient is:
To test for the significance of the correlation coefficient, we use the statistic:
The corresponding hypothesis is: H0: The correlation coefficient is not significantly different from zero; Vs; H1: The correlation coefficient is significantly different from zero.
The H0 is rejected if the p-value is less than or equal to the level of significance.
Multiple linear regression analysis
Multiple linear regression analysis is used to show the linear relationship between a dependent (or response) variable and two or more independent (or predictor) variables. The multiple linear regression models are of the form:
where Y is the dependent variable; Xi are the independent variables; are the regression coefficients; ei is the random error.
To test if the regression model significantly fits the data, we consider the hypothesis: H0: The regression model does not significantly fit the data; Vs; H1: The regression model significantly fits the data.
Also, H0 is rejected if the p-value is less than or equal to the level of significance.
The data
The dataset used in this research represents the GPA of engineering students for a period of 5 years and their graduating CGPA. The departments considered are Information Communication Engineering department, Mechanical Engineering department and Petroleum Engineering department. The dataset itself and descriptive analysis of the data were provided by Popoola et al. (2018) .
Results

Graphical overview of the students' first GPA and their final CGPA
The plots in Figs. 1 to 3 show the joint plot of the first GPA of the students and their graduating CGPA for the three engineering departments.
The Kolmogorov Smirnov (KS) test for the students' final CGPA
The values for the KS test for the final CGPA of students from the three departments are indicated in Figs. 4 to 6. The p-values indicated in Figs. 4 to 6 are all greater than the level of significance (0.05). Therefore, we accept the null hypotheses and conclude that the final CGPA of students in all the three departments come from a normal population. 
Correlation analysis
The correlation coefficients between the GPAs of the students from the first year till the point of graduation for all the three departments are presented in Tables 1 to 3. The results in Tables 1 to 3 show that there are positive linear relationships among the GPAs across all levels. The linear relationships are also strong except for few occasions where there exist fair relationships.
Regression analysis
The final CGPA is made to be the dependent variable while the other 5 GPAs are made to be independent variables. The regression line for ICE scores is: Interpretation: For every unit increment in First year GPA of ICE students, there will be an increase of 0.19470 in the Final CGPA provided that all the other variables are held constant. Also, for every unit increment in Second year GPA, there will be an increase of 0.20954 in the Final CGPA provided that all the other variables are held constant and so on. The summary of the model is presented in Table 4 .
This implies that about 99.62% of the variability in the final CGPA is being explained by the other GPAs for ICE students.
The Analysis of variance (ANOVA) table testing for the significance of the model is presented in Table 5 . The p-value of 0.000 means that the null hypothesis should be rejected. In other words, we conclude that the regression model significantly fits the data. The test for the individual regression parameters is presented in Table 6 . Interpretation: For every unit increment in First year GPA of mechanical engineering students, there will be an increase of 0.20877 in the Final CGPA provided that all the other variables are held constant. Also, for every unit increment in Second year GPA, there will be an increase of 0.20803 in the Final CGPA provided that all the other variables are held constant and so on. The summary of the model is presented in Table 7 . This implies that about 99.62% of the variability in the final CGPA is being explained by the other GPAs for mechanical engineering students.
The ANOVA table and the F-value for the regression model are presented in Table 8 . The regression model significantly fits the data. The test for the individual regression parameters is presented in Table 9 . Interpretation: For every unit increment in First year GPA of petroleum engineering students, there will be an increase of 0.17435 in the Final CGPA provided that all the other variables are held constant. Also, for every unit increment in Second year GPA, there will be an increase of 0.25764 in the Final CGPA provided that all the other variables are held constant and so on.
The summary of the model is presented in Table  10 . This implies that about 99.67% of the variability in the final CGPA is being explained by the other GPAs for petroleum engineering students. The ANOVA table and the F-value for the regression model are presented in Table 11 . The regression model significantly fits the data. The test for the individual regression parameters is presented in Table 12 . 
Conclusion
Inferential statistics has been performed on the academic performance of engineering students in a leading Nigerian university. There are strong linear relationships between the GPAs as a student progresses in his/her academic journey. All the regression models significantly fit the dataset used and each of the regression parameters contributes to the significance of the model. We therefore advise that since the first GPA and early GPAs of a student determines their final CGPA, students should take their first year (or early years) very serious, otherwise, they may not be able to significantly amend their errors and negligence in the final year. 
