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UNIQUENESS OF TANGENT CONES TO BOUNDARY POINTS
OF TWO-DIMENSIONAL ALMOST-MINIMIZING CURRENTS
JONAS HIRSCH AND MICHELE MARINI
Abstract. We prove that tangent cones at singular boundary points of a
two-dimensional current almost area minimizing are unique. Following the
ideas exposed by White in [8], the result is achieved by combining a suitable
epiperimetric inequality and an almost-monotonicity formula for the mass at
boundary points.
1. Introduction
Let T be an m-dimensional area minimizing integer rectifiable current in Rm+n
and let (ιx,r)♯T denote the push-forward of T via the map ιx,r : R
m+n → Rm+n
given by z 7→ z−x
r
. By using monotonicity formula one can show that the blow-ups
(ιx,r)♯T converge, up to subsequences, as r → 0 to some cone Tx, i.e. an integral
area-minimizing current such that (ι0,r)♯Tx = Tx, for every r > 0 (see, for instance,
[7]).
It is natural to wonder whether the tangent cone Tx is uniquely determined, or it
depends on the choice of the subsequence rk → 0. This question about the structure
of the singularities of minimal surfaces has turned out to be particularly challenging
and an answer has been given only in some particular situations. When m = 1,
uniqueness of tangent cones has been established in [1]. For higher dimensions a
possible approach is to use an epiperimetric inequality, see for instance [8, 3, 4, 6]
The case when m = 2 has been covered by B. White in the seminal paper [8].
The author provides a proof of the uniqueness of tangent cones for two-dimensional
area-minimizing currents. In particular it is shown that every tangent cone satisfies
an epiperimetric inequality (see [8, Definition 2] and compare it with our Lemma
3.2 in Section 3). A tangent cone Tx satisfies an epiperimetric inequality provided
the difference of the mass in a ball B between Tx and that of a minimal surface
H is bounded by the difference of the masses of T and the cone generated by the
boundary of H , namely
‖H‖ (B)− ‖Tx‖ (B) ≤ (1 − ε) (‖0× ∂H‖ (B) − ‖Tx‖ (B)) ,
whenever ∂H ∈ I1(∂B) is sufficiently close to ∂(T B).
A crucial step for the proof of uniqueness is to show a decay of the flat distance
between T and an area minimizing cone, by combining the epiperimetric inequality
and the monotonicity formula.
In [3], White’s technique has been suitably adapted for the case almost (area)
minimizing two dimensional currents, and the same result of uniqueness of tangent
cones at singular point has been established in this more general setting.
In this paper we consider boundary points of two-dimensional almost-minimizing
currents and, by relying on the ideas and computations exposed in [8] and [3], we
prove that, again, tangent cones are uniques.
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Before stating our main theorem let us give the exact definition of almost-
minimizers we will make use of.
Definition 1.1. An m-dimensional integer rectifiable current T in Rm+n with
boundary Γ will be called almost (area) minimizing at x ∈ spt(T ) if there are
constants C0, r0, α0 > 0 such that
(1.1) ‖T ‖ (Br(x)) ≤ (1 + C0rα0) ‖T + ∂Q‖ (Br(x))
for all 0 < r < r0 and all integral (m + 1)-dimensional currents Q supported in
Br(x).
The current is called almost (area) minimizing in a open set U if the current T is
almost (area) minimizing at each x ∈ spt(T ) ∩ U .
For such currents, in Section 4, we will show the following
Theorem 1.1. Assume that T is a two-dimensional integer rectifiable current in
R
2+n with C1,α-boundary Γ. If T is almost (area) minimizing in some open set U ,
then, for every x ∈ U ∩ Γ, there exists a unique area minimizing cone S such that
0 ∈ ∂S and
(ιx,r)♯T → S,
in the sense of currents.
To prove Theorem 1.1 we closely follow the strategy explained in [8] and [3]. In
particular, in Section 2, we derive an almost monotonicity formula (see Proposition
2.3) for boundary points which will allow us to deal with blow-ups and to prove the
decay of some flat norm along the blow up sequence.
In Section 3, we establish an epiperimetric inequality for almost minimizing
currents by adapting White’s construction of a comparison surface.
In Section 4, we finally show how to combine the results obtained in the first
part of the paper in order to prove a refined version of Theorem 1.1.
In Section 5, (see Lemma 5.2) we explain how to slightly modify a rectifiable
curve to obtain new ones with bounded Lipschitz constants, taking the same bound-
ary values, and preserving symmetries.
We conclude the paper by showing three instances of currents satisfying the as-
sumptions of Definition 1.1, compare also with the examples provided in [3].
We refer to the booktexts [5] and [7] for the notations and the basic definitions. In
particular, we will use the short hand notation Tx,r for (ιx,r)♯T and only Tr if x = 0.
The euclidean distance from a point y will be denoted by dy i.e. dy(x) := |x − y|.
In case of y = 0 we will only write d i.e. d(x) = d0(x). We will use a couple of times
the projection i onto the sphere i.e. i(x) = x|x| . Finally, we recall the definition of
the flat distance between T, S ∈ Im(BR+1), compare [7, Section 6.7],
(1.2) dBR(T, S) = inf{‖R‖ (BR) + ‖Q‖ (BR) : T − S = R+ ∂Q in BR+1},
with R ∈ Im(BR+1) and Q ∈ Im+1(BR+1).
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2. Almost Monotonicity at boundary points
Since the results presented in this section are not affected by the dimension of
the current, we will present them in full generality. Throughout this section, then,
T will be an m-dimensional almost-minimizing current in Rm+n.
The following observation concerning the existence of a diffeomorphism that
straightens the boundary will be a helpful tool throughout all the arguments.
Lemma 2.1. Let Γ be a C1,α1 submanifold of dimension m− 1. We assume that
Γ Br1 is the graph of an entire function γ ∈ C1,α1(Rm−1,Rn+1) with γ(0) =
0, Dγ(0) = 0 i.e. Γ Br1 = Gγ Br1 . If ‖γ‖C1,α1 < ǫ1. Then there exists a
function φ : Br1(x) → Br1(x) and constants C1, α1 depending on n,m,Γ with the
properties that
(i) φ(x) = x and φ(∂Br) = ∂Br for all 0 < r < r1;
(ii) φ(Γ ∩Br1) = Γ0 ∩Br1 where Γ0 = {xl = 0: l ≥ m};
(iii) |φ(x)||x| + ‖Dφ(x) − 1‖ ≤ C1|x|α1 for all |x| < r1.
Proof. We will use the notation x = (y, z) ∈ Rm−1 × Rn+1, furthermore we fix a
small angle 0 < θ < π8 . Let Φ1 be smooth approximation of
Φ˜1(x) :=
{
x if |z| ≥ sin(2θ)|x|
(cos(2θ) y|y| , z) if |z| ≤ sin(2θ)|x|
such that Φ1(x) = Φ˜1(x) if |x| > 110 and |z| ≤ sin(θ)|x| or |z| ≥ sin(3θ)|x|. Now let
Φ(x) := |x|Φ1( x|x|) its one-homogenous extension. Note that Φ is smooth outside
of 0 and Lipschitz continuous on Rn+m and
Φ : ∂Br ∩ {|z| ≤ sin(θ)r} → ∂Csin(θ)r ∩ {|z| ≤ sin(θ)r}
is a smooth diffeomorphism. Here Csin(θ)r denotes the cylinder {|y| = sin(θ)r}. If
ǫ1 > 0 is sufficient small, we ensure that spt(Gγ) ⊂ {|z| ≤ sin( θ4 )|x|}. Furthermore
Φ maps Γ0 into Γ0. Fix a non-negative smooth function η with η = 1 for t ≤ sin( θ4 )
and η = 0 for t ≥ sin( θ2 ). Now we define the smooth diffeomorphism F (x) :=(
y, z + η
(
|z|
|x|
)
γ(y)
)
. Since y 7→ F (y, 0) is a parametrization of Gγ we have that
ψ(x) := Φ−1 ◦ F ◦ Φ
maps Γ0 onto Gγ . Since F satisfies the bounds (iii) we conclude that ψ satisfies
similar bounds. Its inverse φ = ψ−1 has the desired properties. 
In the proof of the almost monotonicity formula the following small observation
on measures is helpful.
Lemma 2.2. Let µ be a (non-negative) Radon measure on Rn and f be a C1
function on the interval [a, b]; then the following identity holds true
(2.1)
ˆ b
a
f(t)
d
dt
µ(Bt) dt =
ˆ
Bb\Ba
f(|x|) dµ.
Proof. Note that since the function t 7→ µ(Bt) is monotone increasing, it is a
BV function and its derivate d
dt
µ(Bt) is a non-negative measure for which the
fundamental theorem of calculus holds. Furthermore since the chain rule holds for
BV functions, we have that ddt (f(t)µ(Bt)) = f
′(t)µ(Bt)+f(t) ddtµ(Bt). Rearranging
and integrating between a and b gives
(2.2)
ˆ b
a
f(t)
d
dt
µ(Bt) dt = f(b)µ(Bb)− f(a)µ(Ba) +
ˆ b
a
f ′(t)µ(Bt) dt.
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Let us consider the last integral. Since f ′ is continuous we can apply Fubini’s
theorem and obtainˆ b
a
f ′(t)µ(Bt) dt =
ˆ
Rn
ˆ b
a
f ′(t)1Bt(x) dtdµ =
ˆ
Bb
ˆ b
max(|x|,a)
f ′(t) dtdµ
=
ˆ
Bb\Ba
ˆ b
|x|
f ′(t) dtdµ +
ˆ
Ba
ˆ b
a
f ′(t) dtdµ
= f(b)µ(Bb \Ba)−
ˆ
Bb\Ba
f(|x|) dµ+ (f(b)− f(a))µ(Ba)
= f(b)µ(Bb)− f(a)µ(Ba)−
ˆ
Bb\Ba
f(|x|) dµ.
By combining the above identity with (2.2), it then follows the validity of (2.1). 
We are now in position to state and prove the boundary version of the almost
monotonicity formula.
Proposition 2.3. Let T be almost minimizing at x ∈ spt(T ) ∩ Γ with C1,α1-
boundary Γ. Then there are constants C3, r3, α3 depending on C0, r0, α0,Γ such
that
(2.3)
eC3r
α3 ‖T ‖ (Br(x))
rm
−eC3sα3 ‖T ‖ (Bs(x))
sm
≥
ˆ
Br(x)\Bs(x)
eC3|z−x|
α3 |(z − x)⊥|2
2|z − x|m+2 d ‖T ‖ (z) .
Proof. After translation we can assume that x = 0. Let φ denote the map con-
structed in Lemma 2.1. In particular, by the construction of φ we have
d ◦ φ(x) = d(x) for all |x| < r1,
where d(x) = |x|, as explained. By classical slicing theory we have that, for almost
every t, the slice 〈T, d, t〉 is integral, [7, sec. 28] and satisfies
〈φ♯T, d, t〉 = φ♯〈T, d ◦ φ, t〉 = φ♯〈T, d, t〉 .
Hence we deduce that for a.e. t < r1
∂(0×φ♯〈T, d, t〉) = φ♯〈T, d, t〉+ 0×〈φ♯∂T, d, t〉 = φ♯〈T, d, t〉+ 0×〈Γ0, d, t〉
= φ♯〈T, d, t〉+ Γ0 Bt.
This implies that H := φ−1♯ (0×φ♯〈T, d, t〉) is an admissible competitor for T in Bt
since
∂φ−1♯ (0×φ♯〈T, d, t〉) = 〈T, d, t〉+ Γ Bt = ∂(T Bt).
By the almost minimizing property of T we deduce that for a.e. t < min{r0, r1}
that
‖T ‖ (Bt(x)) ≤ (1 + C0tα0)(1 + C1tα1)m ‖0×φ♯〈T, d, t〉‖ (Bt)
= (1 + C0t
α0)(1 + C1t
α1)m
t
m
M(φ♯〈T, d, t〉)
≤ (1 + C0tα0)(1 + C1tα1)2m−1 t
m
M(〈T, d, t〉)
≤ (1 + α3C3
2m
tα3)
t
m
M(〈T, d, t〉) .(2.4)
We have |∇~Td|(x) = |x
T |
|x| , where ∇~T d denotes the gradient of d along the approxi-
mate tangent plane ~T and T denotes the projection onto the approximate tangent
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plane. Thus by slicing theory we have for a.e. 0 ≤ a < b thatˆ b
a
M(〈T, d, t〉) dt =
ˆ
Bb\Ba
|xT |
|x| d ‖T ‖ .
We will denote the non-negative Radon measure on RHS by µ i.e.
´
ϕdµ =
ϕ |x
T |
|x| d ‖T ‖. In particular by the above identity we have for a.e. t that
µ′(Bt) =M(〈T, d, t〉),
where µ′(Bt) denotes the distributional derivative of t 7→ µ(Bt). Hence we conclude
that for a.e. t ≤ r3 < min{r0, r1}
d
dt
(
t−m ‖T ‖ (Bt)
)
= t−m
(−m ‖T ‖ (Bt) + ‖T ‖′ (Bt))
≥ −α3C3tα3−1 ‖T ‖ (Bt)
tm
+ tm
(
− m
(1 + α3C32m t
α3)
‖T ‖ (Bt) + ‖T ‖′ (Bt)
)
≥ −α3C3tα3−1 ‖T ‖ (Bt)
tm
+ t−m
(‖T ‖′ (Bt)− µ′(Bt)) .
Since |x
T |
|x| ≤ 1 we have ‖T ‖′ (Bt) ≥ µ′(Bt) for a.e. t. So we conclude that
d
dt
eC3t
α3
(
t−m ‖T ‖ (Bt)
) ≥ eC3tα3 t−m (‖T ‖′ (Bt)− µ′(Bt)) .
Integrating the above inequality from 0 < s < r < r3 and applying Lemma 2.2 we
conclude
eC3r
α3 ‖T ‖ (Br(x))
rm
− eC3sα3 ‖T ‖ (Bs(x))
sm
≥
ˆ
Br\Bs
eC3|x|
α3
|x|m
(
1− |x
T |
|x|
)
d ‖T ‖ (z)
≥
ˆ
Br\Bs
eC3|x|
α3 |x⊥|2
2|x|m+2 d ‖T ‖ (z) .

Remark 2.1. A classical consequence of the almost monotonicity formula is that
the density of the current T exists in x
(2.5) Θ(T, x) = lim
r→0
‖T ‖ (Br(x))
ωmrm
.
Corollary 2.4. Under the same conditions as in Proposition 2.3 the map
r 7→ 〈T, dx, r〉
rm−1
is continuous in the flat norm on 0 < r < r3. More precisely, for any r < s < r3,
one has
F
( 〈T, dx, s〉
sm−1
− 〈T, dx, r〉
rm−1
)2
≤ 2M((ix)♯T Bs \Br)2 + Cs2α1
(2.6)
≤ C
(
ln(
s
r
)eC3s
α3 ‖T ‖ (Bs(x))
sm
)(
eC3s
α3 ‖T ‖ (Bs(x))
sm
− eC3rα3 ‖T ‖ (Br(x))
rm
)
+ Cs2α1 ,
where ix(y) :=
y−x
|y−x| .
Proof. As before we may assume without loss of generality that x = 0. Since
spt(〈T, d, r〉) ⊂ ∂Br, we have
i♯〈T, d, r〉 = 〈T, d, r〉
rm−1
.
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We note that, for r < s < r3,
〈T, d, s〉 − 〈T, d, r〉 = ∂(T (Bs \Br))− Γ (Bs \Br) .
So we can estimate
(2.7) F (i♯〈T, d, s〉 − i♯〈T, d, r〉) ≤M(i♯T (Bs \Br)) +M(i♯Γ (Bs \Br)).
and
M(i♯T (Bs \Br)) =
ˆ
Bs\Br
|x⊥|
|x|m+1 d ‖T ‖
≤
(ˆ
Bs\Br
1
|x|m d ‖T ‖
) 1
2
(ˆ
Bs\Br
|x⊥|2
|x|m+2 d ‖T ‖
) 1
2
.
The second term is directly bounded by (2.3). The first part can be bounded by
splitting Bs \Br ⊂
⋃k
l=1 B2−ls \B2−ls for l ≤ C ln( sr ) and using the (2.3) byˆ
Bs\Br
1
|x|m d ‖T ‖ ≤ C ln(
s
r
)
‖T ‖ (Bs)
sm
.
The second term in (2.7) can be bounded using the regularity of Γ. By direct
computations one obtains that |x⊥| ≤ C|x|1+α1 hence
M(i♯Γ (Bs \Br)) =
ˆ
Γ∩(Bs\Br)
|x⊥|
|x|m+1 ≤ C
ˆ
Γ∩(Bs\Br)
|x|α1−m
≤ Csα1 .

3. White’s Epiperimetric inequality and its generalizations for
boundary points
In this section we prove a generalization of White’s epiperimetric inequality at
boundary points. The argument is very close to White’s original one [8] and the
argument presented in [3, Lemma 3.3]. Let us denote by Γ0 the line R × {0} ∈
R
n+2. We recall the characterization of 2-dimensional area minimizing cones with
boundary [2, Lemma 3.18]
Lemma 3.1 (Characterization of 2 dimensional area minimizing cones with bound-
ary). Let T0 be an integral 2-dimensional locally area-minimizing current in R
2+k
with (ι0,r)♯T0 = T0 for every r > 0 and ∂T0 = JΓ0K, where Γ0 = {(x, y) ∈ R2×Rk :
x1 = |y| = 0}, Then
T0 =
q
π+
y
+
N∑
i=1
θi JπiK
where
(a) π+ is a closed oriented half-plane;
(b) the πi’s are all oriented 2-dimensional planes which can only meet at the
origin;
(c) the coefficients θi’s are all natural numbers;
(d) if π+ ∩ πi 6= {0}, then π+ ⊂ πi and they have the same orientation.
Lemma 3.2. Let S ∈ I2(Rn+2) be an area-minimizing cone with ∂S = Γ0. There
exists a constant ǫ1 = ǫ1(S) > 0 with the property: if R := 〈S, d, 1〉, where d(x) = |x|
and Z ∈ I2(∂B1) with ∂Z = ∂R = Je1K− J−e1K and
(a1) F(Z −R) ≤ ǫ1;
(a2) M(Z)−M(R) ≤ ǫ1;
(a3) dist(spt(Z), spt(R)) ≤ ǫ1
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then there exists H ∈ I2(B1) sucht that ∂H = ∂(S B1) and
(3.1) ‖H‖ (B1)− ‖S‖ (B1) ≤ (1− ǫ1) (‖0×Z‖ (B1)− ‖S‖ (B1)) .
Before we will prove this ”new” boundary adaption of the ”classical” version,
we want to indicate how to use it to close the argument. We can almost verbatim
follow [3]. We use a compactness argument to generalize the above lemma to:
Proposition 3.3. Let S ∈ I2(Rn+2) be an area-minimizing cone with ∂S = Γ0.
There is a constant ǫ4 > 0 with the property: T is an almost minimizing cone in
a neighbourhood U of 0 as in definition 1.1. There are positive constants C4, r4, α4
such that if
(a1) dB2(Tr, S) < ǫ4;
(a2) r < ǫ4;
(a3) 〈Tr, d, 1〉 ∈ I1(Rn+2)
then
(3.2)
‖Tr‖ (B1)−‖S‖ (B1) ≤ (1−ǫ4) (‖0×〈Tr, d, 1〉‖ (B1)− ‖0×〈S, d, 1〉‖ (B1))+C4rα4 .
Proof. We argue by contradiction. So we find a sequence T k being almost mini-
mizing in U with constants C0, r0, α0 > 0, rk ↓ 0 ( i.e. 3rk < r0 ) such that
dB2(Tk, S) < 2
−k, 〈Tk, d, 1〉 ∈ I1(Rn+2),
where Tk := T
k
rk
, but failing to satisfy (3.2). Note that Tk is now almost minimizing
in B4, for each k sufficiently large.
By assumption we have Tk → S in the flat metric topology on B2 which is
equivalent to Tk ⇀ S in B2, [7, Theorem 6.7.1] . Hence by the lower semicontinuity
of mass
‖S‖ (Br) ≤ lim inf
k→∞
‖Tk‖ (Br).
To each k we may fix Rk, Qk with Tk − S = Rk + ∂Qk in B3 and ‖Rk‖ (B2) +
‖Qk‖ (B2) < 21−k. Since
∑
k ‖Rk‖ (B2) + ‖Qk‖ (B2) <∞, given r < 2 we can find
r < s < 2 such that lim supkM(Rk Bs) +M(〈Qk, d, s〉) = 0. Hence we have
Tk Bs = S Bs +Rk Bs − 〈Qk, d, s〉+ ∂(Qk Bs) .
Thus by the almost minimality of Tk in 0 we deduce that
‖Tk‖ (Bs) ≤ (1 + C0rα0k ) (‖S‖ (Bs) + ‖Rk‖ (Bs) +M(〈Qk, d, s〉)) .
So lim supk→∞ ‖Tk‖ (Bs) ≤ ‖S‖ (Bs) and in combination with the above that
‖Tk‖ → ‖S‖ on B2 in the sense of measures. Since S is a cone, we have ‖S‖ (∂Br) =
0, for all r, and therefore limk→∞ ‖Tk‖ (Br) = ‖S‖ (Br) for all r < 2. Now the fail-
ure of (3.2) implies that
lim
k→∞
M(〈Tk, d, 1〉)−M(〈S, d, 1〉) ≤ 0 .
The almost monotonicity formula in the interior, [3, Proposition 2.1], combined with
(2.3) implies that ‖Tk‖ (Br(x)) ≥ cr2 for all x ∈ B2 and 0 < r < 1. This density
lower bound entails, by standard arguments, that spt(Tk) converges to spt(S) in
the Hausdorff sense on B2. Let φ be the map described in Lemma 2.1, and set
Zk := (φk)♯〈Tk, d, 1〉 ∈ I1(∂B1) ,
where φk(x) =
1
rk
φ(rkx). Recall that, thanks to the properties of φ, we have
lk := ‖φk(x) − x‖C1(B2) ≤ C1rα1k → 0 .
In particular this implies that spt(Zk)→ spt(S) in the Hausdorff sense on B2 and
(1 − lk)2M(〈Tk, d, 1〉) ≤M(〈Zk, d, 1〉) ≤ (1 + lk)2M(〈Tk, d, 1〉) .
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So (a2) and (a3) in Lemma 3.2 hold, for sufficiently large k. It remains to show
(a1). As noticed before, we have lim supkM(〈Rk, d, s〉) +M(〈Qk, d, s〉) = 0 for
almost every s < 2. Since
〈Tk, d, s〉 − 〈S, d, s〉 = 〈Rk, d, s, 〉 − ∂〈Qk, d, s〉
we deduce that F(〈Tk, d, s〉 − 〈S, d, s〉) = 0 for a.e. s < 2. Furthermore we have for
any r < s
〈Tk, d, s〉 − 〈Tk, d, r〉 = ∂Tk Br \Bs − Γrk Br \Bs
and therefore F(〈Tk, d, s〉 − 〈Tk, d, r〉) ≤ ‖Tk‖ (Bs \ Br) + ‖Γrk‖ (Bs \ Br). Since
‖Tk‖ → ‖S‖, Γrk → Γ0 and ‖S‖ (∂Br) + ‖Γ0‖ (∂Br) = 0 for all r we conclude that
(3.3) lim
k→∞
F(〈Tk, d, 1〉 − 〈S, d, 1〉) = 0 .
We may use the homotopy formula to estimate the flat distance between Zk and
〈Tk, d, 1〉: set hk(t, x) := (1 − t)x+ tφk(x), so ‖hk(t, x)− x‖C1 → 0 and
Zk − 〈Tk, d, 1〉 = ∂(hk)♯ ([0, 1]× 〈Tk, d, 1〉)− (hk)♯ ([0, 1]× 〈Γrk , d, 1〉)
= ∂Q˜k − R˜k.
Since in particular ‖∂thk(t, x)‖C0(B2) = ‖φk(x)− x‖C0(B2) → 0, we have
M(Q˜k) ≤
ˆ 1
0
ˆ
|∂thk| d ‖〈Tk, d, 1〉‖ dt→ 0 ,
M(R˜k) ≤
ˆ 1
0
ˆ
|∂thk| d ‖〈Γrk , d, 1〉‖ dt→ 0 .
We combine it now with (3.3) that (a1) holds for large k since F(Zk − S)→ 0.
For each k large enough, we may then apply Lemma 3.2 and obtain Hk ∈ I2(B1)
satisfying (3.1). By construction of φk we deduce that (φ
−1
k )♯Hk is an admissible
competitor for Tk in B1 since ∂(Tk− (φ−1k )♯Hk) = 0. Using
(1+C0r
α0
k
)(1+C1r
α1
k
)−1
(1+C0r
α0
k
)(1+C1r
α1
k
)
≤
C4
4‖S‖(B1)r
α4
k and again limk→∞ ‖Tk‖ (B1)→ ‖S‖ (B1) we conclude
‖Tk‖ (B1)− ‖S‖ (B1) ≤ ‖Tk‖ (B1)
(1 + C0r
α0
k )(1 + C1r
α1
k )
− ‖S‖ (B1) + C4rα4k
‖Tk‖ (B1)
4 ‖S‖ (B1)
≤
∥∥(φ−1k )♯Hk∥∥ (B1)
1 + C1r
α1
k
− ‖S‖ (B1) + C4r
α4
k
2
≤ ‖Hk‖ (B1)− ‖S‖ (B1) + C4r
α4
k
2
≤ (1− ǫ1) (‖0×Zk‖ (B1)− ‖0×〈S, d, 1〉‖ (B1)) + C4r
α4
k
2
≤ (1− ǫ1) (‖0×〈Tk, d, 1〉‖ (B1)− ‖0×〈S, d, 1〉‖ (B1)) + C4rα4k .
This is a contradiction if ǫ4 < ǫ1 for sufficiently large k. 
Proof of Lemma 3.2. By the previous classification lemma, 3.1, we have that the
support of R is either the disjoint union of N equatorial circles of ∂B1 and one
half circle, or the disjoint union of N +1 equatorial circles of ∂B1 depending which
option in (d) applies: R = R0 +
∑N
i=1Ri, where spt(Ri) ⊂ πi ∩ ∂B1 for pairwise
disjoint 2-dimensional planes {πi}Ni=0. If ǫ1 > 0 in (a3) is sufficient small with
respect to the distance of the equatorial circles/ half-circle Z splits as well: in both
cases we get Z = Z0 +
∑N
i=1 Zi with ∂Zi = 0 for i ≥ 1 and ∂Z0 = ∂R = ∂R0.
Hence we can consider each pair Zi, Ri separately. The cases i ≥ 1 correspond to
the interior situation, i.e. [3, proof of Lemma 3.3]. Thus, without loss of generality,
from now on we assume that
S = Q JπK + qπ+y and R = Q JΓ0K+
q
Γ+0
y
,
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where Γ0 is the oriented equatorial circle π ∩ ∂B1 and Γ+0 the oriented half circle
Γ0 ∩ π+.
Step 1: Reduction to Lipschitz winding curves : Let us introduce some notation.
Given a two dimensional subspace τ we will denote with pτ the orthogonal projec-
tion of Rn+2 onto τ . We will denote Cr(τ) the cylinder p
−1
τ (Br ∩ τ).
Let P(x) := x|x| be the projection onto ∂B1. If we restrict P to ∂C1(τ), it becomes
an invertible diffeomorphism from ∂C1(τ) onto ∂B1 \ τ⊥. We will denote its in-
verse by P−1τ . A direct computation gives that for x ∈ ∂B1 and dist(x, τ) < ǫ1 that
Lip(P(x)−1τ ) ≤ (1 +C dist(x, τ)). Furthermore in the proof we will use the general
notion of excess. Recall that the cylindrical excess of any current T with respect
to the plane τ with orientation ~τ is given by
E(T, τ) :=
1
2
ˆ
C1(τ)
|~T (x) − ~τ |2 d ‖T ‖ (x) =M(T C1)−M(pτ ♯T C1(τ)).
Given any curve Z ∈ ∂B1 we define its excess to be
E(Z, τ) := E((0×Z)∞, τ).
Generally the cylindrical excess of T is then given by E(T ) := minτ E(T, τ) and
equivalent for curves Z by E(Z) := minτ E(Z, τ). Fur currents T with ∂T = Γ0 or
curves with ∂Z = ∂R we let
(3.4) E♭(T ) = min
τ
Γ0⊂τ
E(T, τ) and E♭(Z) = min
τ
Γ0⊂τ
E(Z, τ).
Note that this is well defined since if ∂Z = ∂R we have ∂(0×Z)∞ = Γ0. It is simple
to see that under the assumptions (a1) - (a3) any minimum point τ for (0 ×Z)∞
in E♭ must be close to π.
We may decompose Z into its indecomposable components, see [5, 4.2.25] i.e.
Z = Z0 +
N∑
i=1
Zi,
where each Zi is a closed Lipschitz curve for i ≥ 1 and ∂Z0 = ∂R and
∑N
i=0M(Zi) =
M(Z). If P (x) := pπ(x)|pπ(x)| then we have by the constancy theorem
P♯Z = P♯Z0 +
N∑
i=1
P♯Zi = θ0 JΓ0K + qΓ+0
y
+
N∑
i=1
θi JΓ0K
where θi ∈ Z for all i. But due to (a1) and (a2) we have θi ≥ 0 for all i and∑N
i=0 θi = Q. In particular this implies that each component Zi satisfies (a2) and
(a3). It is sufficient to prove (3.1) for each Zi separately and sum it over i.
As already noted in [3], if θi = 0 for some i ≥ 1, we can use the isoperimetric
inequality to prove (3.1) i.e. let H such that ∂H = Zi and
‖H‖ (B1) ≤ C(M(Zi))2 ≤ Cǫ1M(Zi) ≤ Cǫ1 1
2
‖0×Zi‖ (B1).
It follows by a standard argument 1 that each Zi satisfies as well (a1) with R
replaced by θi JΓ0K for i ≥ 0 and R = θ0 JΓ0K +
q
Γ+0
y
for i = 0 and ǫ′1 > 0 in place
of ǫ1, where ǫ
′
1 ↓ 0 as ǫ1 ↓ 0. In summary we can assume without loss of generality
that in addition to (a1) - (a3) we have either
(a4) R = θ JΓ0K for some integer θ > 0.
1 If ǫ1 ↓ 0 in (a1) we must have Zi ⇀ θi JΓK0 for i ≥ 1 and Z0 ⇀ θ0 JΓ0K +
r
Γ+
0
z
in the sense
of currents. But since weak convergence implies flat norm convergence we may assume choosing
ǫ1 > 0 sufficient small that each component itself satisfies (a1).
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(a5) Z = X♯ J[0,M(Z)]K, where X : [0,M(Z)] → ∂B1 Lipschtiz and X(0) =
X(M(Z)).
(a6) if E(Z, τ) = E(Z) then E(Z, τ) ≤ ǫ, pτ ♯P−1τ ♯Z = R.
or we have
(a7) R = θ0 JΓ0K + qΓ+0
y
for some integer θ0 ≥ 0.
(a8) Z = X♯ J[0,M(Z)]K, where X : [0,M(Z)] → ∂B1 Lipschtiz and X(0) =
−e1, X(M(Z)) = e1.
(a9) if E♭(Z, τ) = E♭(Z) then E♭(Z, τ) ≤ ǫ, pτ ♯P−1τ ♯Z = R.
The first case, (a4) - (a6), corresponds to the interior situation and had been proven
in [3, Lemma 3.3]. It remains to consider the second case, (a7) - (a9)2.
We set X1 := P
−1
τ ◦X : [0,M(Z)]→ ∂C1(τ). Note that if Z1 = X1♯ J[0,M(Z)]K
then (0×Z)∞ = (0×Z1)∞. Hence we have E♭(Z) = E♭(Zˆ) and a straight forward
calculation reveals if X1(t) = (e
iθ1(t), y1(t)) ∈ τ × τ⊥;x1(t) = (θ1(t), y1(t)) then
E := E(Z1, τ) =
ˆ M(Z)
0
|x˙1|h − θ˙1.
Wemay extendX1 to [−M(Z), 0] by reflecting it along Γ0 i.e. X1(−t) = (e−iθ1(−t),−y1(−t)).
As a consequence we may apply Lemma 5.2 and obtain for any δ > 0 a function
y2 : [−(2θ0 + 1)π, (2θ0 + 1)π]→ τ⊥ such that
(b1) Z2 = X2♯ J[0, (2θ0 + 1)π]K whereX2(t) = (eit, y2(t)), y2 : [−(2θ0+1)π, (2θ0+
1)π]→ τ⊥, ‖y2‖∞ ≤ ǫ, Lip(y2) ≤ C(δ +
√
Eǫ
δ
) and
X2(0) = −e1, X2((2θ + 1)π) = −e1.
(b2) M(Z1 − Z2) ≤ C Eδ2 ;
(b3) E♭(Z2, τ) ≤ E♭(Z1, τ);
Next observe that if τ2 minimizes E
♭((0 × Z2)∞, τ2) then we have using that by
(b1) we have ‖(0×Z2)∞‖ (B1) ≥ π4 and so
|τ − τ2|2 ≤ CE♭((0×Z2)∞, τ) < Cǫ
for some geometric constant C. In particular if we combine it with (b1), we conclude
that the Lipschitz constant of P−1τ2 ◦P : ∂C1(τ)→ ∂C1(τ2) is bounded by (1+Cǫ)
hence X3 := P
−1
τ2 ◦ P ◦ X2 is a Lipschitz curve in ∂C1(τ2) which still can be
parametrised over ∂B1 ∩ τ2. After a rotation we may assume that τ2 = R2 ×
{0}. In particular we have X3(t) = (eit, y3(t)), t ∈ [0, (2θ0 + 1)π] with ‖y3‖∞ ≤
Cǫ,Lip(y3) ≤ Cǫ. Furthermore if Z3 = X3♯ J[0, (2θ0 + 1)πK we have
(c1) (P−1τ2 ◦P)♯Z2 = Z3 and (0×Z2)∞ = (0×Z3)∞,
(c2) M((P−1τ2 ◦P)♯Z1 − Z3) ≤ CM(Z1 − Z2) ≤ CE.
Expanding y3 in Fourier series, we have y3(t) =
∑∞
k=1 ak sin(
k
2θ0+1
t). Let us define
f(r, t) :=
∞∑
k=1
rak sin(
k
2θ0 + 1
t),
h(r, t) :=
∞∑
k=1
r
k
2θ0+1 ak sin(
k
2θ0 + 1
t),
for (r, t) ∈ Ω :=]0, 1[×]0, (2θ0 + 1)π[. In particular the graph of f corresponds to
(0 × Z3). We define the linear map l0(x, y) = a2θ0+1y from τ2 → τ⊥2 and denote
by τl the associated plane. Note that Γ0 ⊂ τ2 and since |a2θ0+1| ≤ ǫ we have
2The interior situation is proven in a similar manner and the reader may do the obvious
modifications from the boundary to the interior case.
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|τ2 − τl| ≤ Cǫ. By elementary consideration3 there is a constant 0 < c < 1 such
that
(3.5) |Df(r, t)−Dl0|2 ≥ c |~T (x) − τl|2,
where T (x) denotes the oriented tangent plane of the graph of f at the point
(reit, f(r, t)). A direct computation using the Fourier expansion of f and h shows
that there is a constant c0 = c0(θ0), compare with [8, Proposition 2.4], that´
Ω|Df |2 −
´
Ω|Dh|2 ≥ c0
´
Ω|Df − Dl0|2. Combining it with (3.5) and (b3) we
conclude that
(3.6)
ˆ
Ω
|Df |2 −
ˆ
Ω
|Dh|2 ≥ c0E♭(Z2, τl) ≥ c0E♭(Z2, τ2).
Hence, if S1 is the graph of h i.e. S1 = Gh♯ JΩK, we conclude by using the expansion
for the area that
E(S1,C1(τ2)) ≤ (1 + ǫ)1
2
ˆ
Ω
|Dg|2 ≤ (1 + ǫ)1
2
ˆ
Ω
|Df |2 − c0E♭(Z2, τ2)
≤ ((1 + ǫ)2 − c0)E♭(Z2, τ2) ≤ ((1 + ǫ)2 − c0)E♭(Z1, τ2).(3.7)
We can use the isoperimetric inequality to find a current S2 ⊂ C1(τ2) such that
∂S2 = (P
−1
τ2 ◦P)♯(Z1 − Z3) and
M(S2) ≤ CM((P−1τ2 ◦P)♯(Z1 − Z3))2
(c2)
≤ CE2 ≤ CEE(Z1, τ2).
Now we define the competitor current for ρ = 1− Cǫ fixed as
H := ρ(S1 + S2) + (0×Z1)∞ B1 \Cρ(τ2)
Hence we have
M(H)−M((0×Z1)∞ B1 \Cρ(τ2)) =M(H Cρ(τ2))
≤ ρ2(2θ0 + 1)π + ρ2E(S1,C1(τ2)) + ρ2M(S2)
≤ ρ2(2θ0 + 1)π + ρ2((1 + ǫ)2 + CE − c0)E(Z1, τ2).
We may choose ǫ > 0 small enough such that ((1+ ǫ)2+CE− c0) ≤ (1− c02 ). Then
we may conclude by appealing to the following computation
M(H)−M((0×Z1)∞ B1)
≤ ρ2(1− c0
2
)E(Z1, τ2)−
(
M((0×Z1)∞ Cρ(τ2))− (2θ0 + 1)πρ2
)
= ρ2(1− c0
2
)E(Z1, τ2)− ρ2E(Z1, τ2) = ρ2 c0
2
E(Z1, τ2).
This proofs (3.1) because
ρ2E(Z1, τ2) =
ˆ
Cρ(τ2)
|~T (x)− τ2|2d ‖(0×Z1)‖
≤
ˆ
B1
|~T (x) − τ2|2d ‖(0×Z1)‖
≤ ‖(0×Z1)∞‖ (B1)− ‖(0×R)∞‖ (B1).

3 if A,B : R2 → R2 ⊥ linear maps given, and τA, τB denote the associated planes i.e. τA =
e1+Ae1∧e2+Ae2
|e1+Ae1∧e2+Ae2|
then one has
1
2
|τA − τB |
2 =
1
2
‖A− B‖2 +O(‖A‖2 ‖A− B‖2).
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4. Boundary tangent cones and proof of Theorem 1.1
In fact, in this section, we will prove the following more accurate version of
Theorem 1.1:
Theorem 4.1. Let T ∈ I2(R2+n) almost minimizing in a neighbourhood U of x.
Assume further that ∂T U = Γ U for a C1,α1-boundary Γ and x ∈ Γ. Then there
are 2-dimensional planes {πi}Ni , π intersecting only in 0, natural numbers {θi}Ni=1,
Q ∈ N ∪ {0} such that if we set
S := (Q JπK + qπ+y) +
N∑
i=1
θi JπiK
, we have, for r < ǫ4,
dB1(Tx,r, S) ≤ C5 rα5 ,(4.1)
dist(spt(Tx,r), spt(S)) =
1
r
dist(spt(T )− x, spt(S)) ≤ C5 r
α5
3 .(4.2)
Moreover, there are currents T i ∈ I2(Bǫ4(x)), i = 0, . . . , N such that
(i) ∂T 0 Bǫ4(x) = ∂Γ Bǫ4(x), ∂T
i Bǫ4(x) = 0 for i ≥ 1
and each T j is almost minimizing in Bǫ4(x);
(ii) T Bǫ4(x) =
∑N
i=0 T
i Bǫ4(x) and ‖T ‖ (Bǫ4(x)) =
∑N
i=0
∥∥T i∥∥ (Bǫ4(x));
(iii) (Q JπK + Jπ+K) is the unique tangent cone of T 0 and θi JπiK is the unique
tangent cone of T i at x.
Proof of Theorem 4.1. After translation we may assume without loss of generality
that x = 0.
Step 1: Blowup and compactness of the set of tangent cones. Due to the almost
monotonicity, (2.3), the family {Tr}r>0 is uniformly bounded in mass on every
compact subset K ⊂ R2+n i.e. lim supr→0 ‖Tr‖ (K) < ∞. In particular for any
sequence rk → 0 we apply the compactness theorem of integral currents,[7, Theorem
6.3.3 & 6.8.2] , to extract a subsequence (not relabelled) rk such that Trk converges
in flat norm to an integral current S i.e.
(4.3) dBR(Trk , S)→ 0 for all R > 0.
We will show now that
(i) S is 2-dimensional area minimizing cone with ∂S = Γ0;
(ii) ‖Trk‖ (BR)→ ‖S‖ (BR).
We will call S a tangent of T in 0.
Since ∂Trk = Γrk and after a possible rotation Γrk → Γ0 in C1,β for all β < α1,
we deduce that ∂S = Γ0. The fact that S is locally area minimizing follows by the
lower semicontinuity of the mass and the almost minimality in BR of the currents
Trk . To show (ii), we follow the arguments of Proposition 3.3. Fix R > 0 and note
that due to (4.3), passing to a further subsequence if necessary, we may assume that
Trk − S = Rk + ∂Qk in BR+2 and
∑
k ‖Rk‖ (BR+1) + ‖Qk‖ (BR+1) < ∞. Hence
there is R < s < R+ 1 such that lim supkM(Rk Bs) +M(〈Qk, d, s〉) = 0. Since
Trk Bs = S Bs +Rk Bs − 〈Qk, d, s〉+ ∂(Qk Bs)
we deduce as before by the almost minimality of T in 0 that
‖Trk‖ (Bs) ≤ (1 + C0(srk)α0) (‖S‖ (Bs) + ‖Rk‖ (Bs) +M(〈Qk, d, s〉)) .
Together with the lower semi- continuity we have shown (ii). In particular from (ii)
and remark 2.1 we deduce for all s > 0 that
(4.4)
‖S‖ (Bs)
ω2s2
= lim
k→∞
‖T ‖ (Bsrk)
ω2(srk)2
= Θ(T, 0) =: Θ0
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As a classical consequence of the RHS of (2.3) applied to S we conclude that S
is a cone, compare [7, Theorem 4.5.3].
Let C be the set of all possible tangent cones of T in 0. Note that by (4.4) we
have ‖S‖ (Br) = Θ0ω2r2 for all S ∈ C and r > 0. For S ∈ C let B ǫS
2
(S) = {Z ∈
I2(B3) : dB2(Z, S) <
ǫS
2 } with ǫS > 0 given by Proposition 3.3. The compactness
theorem for integral currents implies that the open cover {B ǫS
2
(S) : S ∈ C} admits a
finite sub-cover {B ǫi
2
(Si) : i = 1, . . . , L}. Let ǫ := mini ǫi2 . By the arguments above
there exists a radius 0 < r∗ ≤ ǫ such that for every r < r∗ we have Tr ∈ B ǫi
2
(Si)
for some i. Furthermore for a.e. 0 < s < r∗ we have 〈Ts, d, 1〉 ∈ I1(∂B1). But
since due to corollary 2.4 the map s 7→ 〈Ts, d, 1〉 is continuous we deduce that
〈Ts, d, 1〉 ∈ I1(∂B1) for every 0 < s < r∗. In conclusion Tr satisfies the assumptions
of Proposition 3.3 and we deduce the existence of an Hr ∈ I2(∂B1) satisfying (3.2).
Scaling back and multiplying by r2 we obtain
(4.5) ‖T ‖ (Br)−Θ0ω2r2 ≤ (1− ǫ4)
(‖0×〈T, d, r〉‖ (Br)−Θ0ω2r2)+ C4r2+α4 .
Step 2: decay of the spherical excess: Now we follow [8, Theorem 3]: Set
f(r) := ‖T ‖ (Br) − Θ0r2. The function r 7→ ‖T ‖ (Br) is monoton and therefore
it has non-negative distributional derivative. Hence f(r) is as well differentiable
a.e. with a non-negative singular part of its distributional derivative. Choose
α5 > 0 such that 3α5 ≤ α4 and (1 + α5) ≤ 11−ǫ4 . Since ‖0×〈T, d, r〉‖ (Br) =
r2
2 M(〈T, d, r〉) ≤ ddr ‖T ‖ (Br) we deduce from (4.5) that
d
dr
(
f(r)
r2(1+α5)
)
≥ −C5ω2
α5
rα5−1 .
Integrating in r and using the short hand notation e(r) := f(r)ω2r2 we get
(4.6) e(r) ≤
(r
s
)2α5
e(s) + C5s
3α5 for all 0 < r < s < r∗ .
Step 3: decay of the flat norm: We simply combine (4.6) with (2.6) to deduce
that for s2 ≤ r ≤ s < r∗ we have (choosing α5 if necessary smaller)
F(〈Tr, d, 1〉 − 〈Ts, d, 1〉)2 ≤ 2M(i♯T Bs \Br)2 + Cs2α1 ≤ Cs2α5 .
By iteration on dyadic scales we conclude for all 0 < r < s < r∗
(4.7) F(〈Tr, d, 1〉 − 〈Ts, d, 1〉) ≤ 2M(i♯T Bs \Br) + Csα1 ≤ Csα5 .
Step 4: Proof of (4.1) and (4.2): This step is almost identical with [3, Theorem
3.1, Step 3]. But since we need to take care of the boundary part we present the
whole argument for the convenience of the reader.
Let us fix 0 < r < s < r∗ and ǫ > 0. Furthermore we define the function
f(t, x) := |x|
t
. Note that f is smooth on the set t ≥ ǫ. Consider the current
Qǫ := ([ǫ, 1]× T ) {r ≤ f < s}. By the slicing formula we deduce that
〈Qǫ, f, s〉 − 〈Qǫ, f, r〉 = ∂Qǫ − ((δ1 − δǫ)× T ) {r ≤ f < s}+ ([ǫ, 1]× Γ) {r ≤ f < s}
= ∂Qǫ −R1 +Rǫ +RΓ ,
where Ra = δa×T Bsa \Bra for a > 0. We claim that for any 0 < ρ < r∗ we have
(4.8) 〈Qǫ, f, ρ〉 = −
( |x|
ρ
, x
)
♯
(T Bρ \Bǫρ).
14 J. HIRSCH AND M. MARINI
Assuming the claim holds true we can argue as follows: Since for H(t, x) := t x|x| =
t i(x) one has H( |x|
ρ
, x) = 1
ρ
x, one concludes that
−Tr B1 \Bǫ + Ts B1 \Bǫ = H♯〈Qǫ, f, s〉 −H♯〈Qǫ, f, r〉(4.9)
= ∂H♯Qǫ −H♯R1 +H♯Rǫ +H♯RΓ.
Let us estimate the mass of the single pieces:
M(H♯Qǫ) =
ˆ 1
ǫ
ˆ
|∂tH ∧H♯ ~T |1{tr≤|x|<ts} d ‖T ‖ dt
=
ˆ 1
ǫ
ˆ
Bts\Btr
t2|i(x) ∧ i♯ ~T | d ‖T ‖ dt ≤
ˆ 1
ǫ
t2M(i♯T Bts \Btr) dt
≤ Csα5 ,
where we used (4.7) in the last step. For every 0 < a ≤ 1 we have again by (4.7)
M(H♯Ra) =M(a i♯T Bsa \Bra) ≤ a2C(as)α5 .
Finally we estimate RΓ as H♯Qǫ using
M(H♯RΓ) ≤
ˆ 1
ǫ
tM(i♯Γ Bts Btr) dt ≤ Csα1 .
By combing all the estimates and taking the limit ǫ → 0, we can conclude that
(4.1) holds true. It remains to prove (4.8). It is sufficient to check the identity on
differential forms of type ω1 = α(t)dt ∧w1 and ω2 = α(t)w2 with α ∈ C∞c (R), wi ∈
Di(Rn+2), i = 1, 2. We will present the idea for ω1 the calculation for ω2 is analo-
gous. For a smooth approximation of the identity ηδ we have
〈Qǫ, f, ρ〉(ω1) = lim
δ→0
ˆ
〈Qǫ, f, s〉(ω1)ηδ(s− ρ) ds = lim
δ→0
Qǫ(ηδ(f − ρ)f ♯ds ∧ ω1)
= lim
δ→0
−T
(ˆ 1
ǫ
ηδ
( |x|
t
− ρ
)
α(t)
t
dt d|x| ∧ w1
)
= −T
(
α
( |x|
ρ
)
1Bρ\Bǫρ
ρ
d|x| ∧ w1
)
= −−
( |x|
ρ
, x
)
♯
(T Bρ \Bǫρ)(ω1) ,
where we used that
lim
δ→0
ˆ 1
ǫ
ηδ
( |x|
t
− ρ
)
α(t)
t
= α
( |x|
ρ
)
1Bρ\Bǫρ
ρ
.
Finally (4.2) follows from (4.1) by the lower density bound, which is for instance
a consequence of the inner monotonicity formula, see [3, Proposition 2.1]. Since
Γr → Γ0 uniformly in C1,α1 we have only to consider points in spt(Tr) \ spt(Γr).
Let y ∈ spt(Tr)\spt(Γr)∩B 1
2
and let ρ := dist(y, spt(S)). Note that ρ < 12 . Choose
Q,R such that Tr −S = R+ ∂Q and ‖R‖ (B1)+ ‖Q‖ ≤ 2dB1(Tr, S) ≤ 2C5rα5 . By
the slicing theory we may fix ρ2 < σ ≤ ρ such that M(〈Q, dy, σ〉) ≤ 2ρ ‖Q‖ (Bρ(y))
where dy(x) := |x− y|. Hence by our choice of ρ we have
Tr Bσ(y) = R Bσ(y)− 〈Q, dy, σ〉+ ∂(Q Bσ(y)) .
Now (4.2) follows from the almost minimality of T and the lower density bound,
since
cσ2 ≤ ‖Tr‖ (Bσ(y)) ≤M(R Bσ(y)− 〈Q, dy, σ〉) ≤ 2
σ
dB1(Tr, S) .
Step 5: Decomposition and proof of (i) - (iii): This step follows by the very same
argument as in [3, Theorem 3.1, Step 4].

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5. Lipzschitz approximation
In this section we prove a small modification of White’s Lipschitz approximation
in [8]. We need to ensure that our Lipschitz approximation preserves the boundary
data. We will obtain it as corollary from the fact that we are able to produce
Lipschitz approximations that preserve symmetries.
Although our treatment is very close to White’s original approach we give a
complete account to it.
Suppose Z is a rectifiable curve in ∂C1, i.e. Z = X♯ J[0, L]K. Since p ◦ X :
[0, L] → S1 is continuous there is a lift θ : [0, L] → R, unique if we assume that
θ(0) ∈ [0, 2π[, such that p◦X(t) = eiθ(t) for all t. As a consequence we may consider
instead of X the curve x(t) = (θ(t), y(t)) ∈ R×Rn−2. From now on we will denote
with small letters, like x(t) = (θ(t), y(t)) the lifted curves and with capital letters
like X(t) the curve in ∂C1.
We equip R× Rn−2 with the euclidean metric ds2e = dθ2 + dy2 and the metric
(5.1) ds2h = (1 + |y|2)dθ2 + dy2 + |y ∧ dy|2 = ds2e + ds2h˜.
where ds2
h˜
= |y|2dθ2 + |y ∧ dy|2. Hence we have for any v ∈ T(θ,y)R× Rn−1
|v|2e ≤ |v|2h ≤ (1 + |y|2)|v|2e.
The following lemma lists some estimates on geodesics in R×Rn−2 with respect to
the metric h.
Lemma 5.1. Given two points x(ti) = (θ(ti), y(ti)), i = 1, 2 then there is a constant
speed geodesic t ∈ [t1, t2] 7→ x(t) = (θ(t), y(t)) between them with
(i) maxt∈[t1,t2]|y(t)| = maxi=1,2|y(ti)|;
(ii)
θ˙(t)− θ(t2)− θ(t1)
t2 − t1 ≥ −
1
2
H(x) max
i=1,2
|y(ti)| .
Proof. The geodesic is the unique minimizer of the the energy
H(z) =
ˆ t2
t1
|z˙|2h
where the infimum is taken over all curves t 7→ z(t) with z(ti) = x(ti). The Euler
Lagrange equation is the classical equation for geodesics i.e.
(5.2) x¨i(t) + Γi(x(t))jk x˙
j x˙k = 0.
The weak formulation is given by
0 =
ˆ t2
t1
hij x˙
iv˙j + ∂lhij x˙
iz˙jv ∀v ∈ C1c ([t1, t2],R× Rn).
We claim that ¨|y|2 ≥ 0. This can be seen using v = ϕy for a nonnegative ϕ ∈
C1c ([t1, t2]) in the weak formulation: note that since y∧y = 0 we have h˜(θ, y)(x˙, y) =
0 and since y 7→ h˜ is two homogeneous we have
∂lhijy
l = ∂lh˜ijy
l = 2h˜ij.
Combining these we have
0 =
ˆ t2
t1
y˙ · y ϕ˙+ |y˙|2hϕ+ 2h˜ijx˙ix˙jϕ
≥
ˆ t2
t1
y˙ · y ϕ˙.
16 J. HIRSCH AND M. MARINI
In conclusion, we have shown that t 7→ |y|2 is subharmonic hence (i) follows. By
direct computations one has Γθθθ = 0 and Γ
θ
θi =
yi
1+|y|2 . Hence by (5.2), Young’s
inequality and (i) we may estimate
θ¨ = − y
iy˙iθ˙
1 + |y|2 ≥ −
1
2
max
i=1,2
|y(ti)||x˙|2h
Recall that t 7→ |x˙|2h is constant and hence H(x) = (t2 − t1)|x˙|2h. Thus we conclude
(ii) from the mean value theorem that
θ˙(t)− θ(t2)− θ(t1)
t2 − t1 =
˙θ(t)− θ˙(s) =
ˆ t
s
θ¨ ≥ −1
2
H(x) max
i=1,2
|y(ti)|

From now on we will consider closed curves i.e. let X be a closed Lipschitz
curve in ∂C1 of length L. After a re-parametrisation, we may assume that X
is parametrised by arc-length with respect to the metric |·|h i.e. if x(t) is the
corresponding lift to R× Rn−2 we have
|x˙(t)|h = 1 ∀t.
Recall that by the constancy lemma and the fact that X is closed we have that
p ◦X♯ J[0, L]K = Q qS1y, for some Q ∈ N. In particular this implies for the lift x(t)
that
Q = θ(L)− θ(0) =
ˆ L
0
θ˙
and x(t) extends to a L-periodic function in the sense that
x(t+ L) = (θ(t+ L), y(t+ L)) = (θ(t) + 2πQ, y(t)) = x(t) + 2πQeθ.
For such a curve we have the following Lipschitz approximation, compare [8, Propo-
sition 2.7].
Lemma 5.2. There exist ǫ0 > 0 such that if
(1) E :=
´ L
0 |x˙|h − θ˙ ≤ ǫ0;
(2) m := supt|y(t)| ≤ ǫ0.
then for each C EL < δ
2 ≤ 1− ǫ0 there exists y˜ : R → Rn−2, Q-periodic such that if
x˜(t) := (t, y˜(t)), X˜(t) := (eit, y˜(t)) one has
(i) E˜ :=
´ Q
0 | ˙˜x|h − 1 ≤ E;
(ii) supt|y˜(t)| ≤ supt|y(t)| = m;
(iii) Lip(y˜) ≤ C
(
δ +
√
Em
δ
)
;
(iv) M(X♯ J[a, b]K− X˜♯ J[θ(a), θ(b)]K) ≤ C Eδ2 for all 0 ≤ a < b ≤ L.
If in addition X satisfies an axial symmetry along the e1-axes so does X˜ i.e. if
(5.3) x(−t) = −x(t) ∀t then x˜(−t) = −x˜(t) ∀t.
Proof. Consider the non negative L-periodic function
f(t) := |x˙(t)|h − θ˙(t) = 1− θ˙(t)
and the related maximal function
mf(t) := sup
t∈I
 
I
f.
For any 0 < δ < 1 by the classical weak L1-estimate we have for the open set
O := {t : mf(t) > δ2} the estimate
|O ∩ [0, L]| ≤ C
δ2
ˆ 2L
−L
f ≤ 3C
δ2
ˆ L
0
f = C
E
δ2
.
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Note that by our choice of δ we have |O ∩ [0, L]| < 1 if a, b /∈ O we have
(5.4)
 b
a
f ≤ δ2 ⇔ θ(b)− θ(a)
b− a ≥ 1− δ
2.
Hence we conclude that |X(b) − X(a)| ≤ ´ b
a
|x˙|e ≤
´ b
a
|x˙|h ≤ (b − a) and therefore
combined with (5.4)
(5.5)
|y(b)− y(a)|
|θ(b)− θ(a)| ≤
δ√
1− δ2 .
Now let x˜ be the unique minimizer of
inf{
ˆ L
0
|z˙|2h : z(t) = x(t)∀t /∈ O}.
As an open set O is the disjoint union of open intervals i.e. O =
⋃
i]ai, bi[. Since
f is L-periodic so is O and since bi − ai < L for each i we have that x˜ is as well
L-periodic. Furthermore if x satisfies the axial symmetry we have f(t) = f(−t)
and so O = −O. But this implies now that the minimizer x˜ will satisfies as well
x˜(−t) = −x˜(t).
Note that we have x˜(t) = x(t) if t /∈ O and on a interval ]ai, bi[, x˜ is a constant
speed geodesic between the points x(ai), x(bi). As a consequence of Lemma 5.1, (i),
we conclude that supt|y˜| ≤ supt|y| = m. Using the minimality of x˜ its consequential
constant speed property on intervals ]ai, bi[ we have
| ˙˜x(t)|2e ≤ | ˙˜x(t)|2h =
 bi
ai
| ˙˜x(t)|2h ≤
 bi
ai
|x˙(t)|2h = 1 for t ∈]ai, bi[.
Furthermore from Lemma 5.1, (ii), we conclude that for each t ∈]ai, bi[ and (5.4)
we have
˙˜
θ(t) ≥ 1− δ2 − 1
2
sup
t
|y(t)|
ˆ bi
ai
| ˙˜x(t)|h
≥ 1− δ2 − 1
2
m (bi − ai)
≥ 1− δ2 − CmE
δ2
.
We conclude that (
1− δ2 − CmE
δ2
)
| ˙˜x(t)|e ≤ ˙˜θ(t) for t ∈]ai, bi[.
This is equivalent to
(5.6)
| ˙˜y(t)|2
| ˙˜θ(t)|2
≤ δ
2 + CmEδ2
1− δ2 − CmE
δ2
.
Together with (5.5) and ǫ0 sufficient small, we conclude that x˜(t) is a Lipschitz
graph over R satisfying (iii) and hence we may find the claimed re-parametrisation
xˆ(t) = (t, yˆ(t)).
Finally (iv) follows simply by the estimate on |O ∩ [0, L]| since
M(X♯ J[0, L]K− X˜♯ J[0, Q]K) ≤
ˆ
O∩[0,L]
|x˙|e + | ˙˜x|e ≤
ˆ
O∩[0,L]
|x˙|h + | ˙˜x|h
≤ 2
ˆ
O∩[0,L]
|x˙|h ≤ 2|O ∩ [0, L]| ≤ C E
δ2
.

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6. Remarks on semi-calibrated and spherical cross section of an
area-minimizing cones
In [3] authors showed that, in particular, the following three interesting instances
imply the almost (area) minimality of the current: area minimizing inside a Rie-
mannian manifold, semicalibrated currents and spherical cross-sections of minimiz-
ing currents. For the convenience of the reader let us recall their definition:
Definition 6.1. Let Σ ⊂ Rm+n be a C2 submanifold and U ⊂ Rm+n an open set.
An m-dimensional integral current T with finite mass and spt(T ) ⊂ Σ∩U is called
(a) area minimizing in Σ∩U ifM(T ) ≤M(T+∂Q) for any (m+1)-dimensional
current with spt(Q) ⋐ Σ ∩ U .
(b) semicalibrated in Σ ∩ U if ωx(~T ) = 1 for ‖T ‖-a.e. x where ω is a C1 m-
dimensional semicalibration (in Σ) i.e. ‖ωx‖c ≤ 1 at every x ∈ Σ, where
‖·‖c denotes the comass norm on ΛmTxΣ.
(c) a spherical cross section of an area-minimizing cone if Σ = ∂BR, U =
R
m+n, and 0×T is area minimizing.
The almost minimality in the sense of Definition 1.1 now follows from the following
proposition. The reader should compare with the interior situation covered in [3]
and note that only minor modifications are needed.
Proposition 6.1. Under the assumptions of Definition 6.1 and ∂T U = Γ U ,
with Γ ⊂ Σ a m− 1-dimensional C1,α-submanifold, we have that T is almost min-
imimzing in the sense of Definition 1.1. Additionally when cases (b) or (c) apply,
then, for any Q supported in Br(x)
(6.1) ‖T ‖ (Br(x)) ≤ ‖T + ∂Q‖ (Br(x)) + C ‖Q‖ (Br(x)).
Furthermore the first variation formulas for any vector field X ∈ C1c (U,Rm+n tan-
gent to Γ has the following expressions, respectively,
(a) δT (X) = − ´ X · ~HT (x) d ‖T ‖, where ~HT can be calculated using the second
fundamental form AΣ of Σ by ~HT (x) =
∑m
i=1 AΣ(vi, vi), with vi orthonor-
mal basis of ~T (x);
(b) δT (X) = T ((dω) X);
(c) δT (X) =
´
X ·m x
R2
d ‖T ‖.
Proof. Let us start with the almost minimality:
in case (a): it is the calculation presented in [3, Proof of Proposition 0.4, case (a)]
and just using Lip(p) ≤ 1 + C ‖AΣ‖∞ r
in case (b) + (c): In [3, Proposition 1.2] it had been shown that (6.1) holds. In
its proof it was not used that ∂T U = 0. Now it remains to show that it implies
almost minimality. We may assume that M(∂Q) < 2 ‖T ‖ (Br(x)) otherwise (1.1)
holds trivially. Furthermore replacing Q by x × ∂Q we may assume that M(Q) ≤
r
m+1M(∂Q). Hence we conclude M(Q) ≤ rm+1M(∂Q) ≤ 2m+1r ‖T ‖ (Br(x)). So we
can reabsorb it on the left hand side in (6.1) to deduce that
(1− Cr) ‖T ‖ (Br(x)) ≤ ‖T + ∂Q‖ (Br(x)) .
It remains to conclude the first variation formulas: case (a) is classical, see for
instance [7]. case (c) is a special case of (a) since A∂BR(v, w) = − xR2 v · w. Finally
we give a short proof for the case (b). Let ϕt be the flow generated by X hence we
conclude using the fact that T is semicalibrated by ω that for all t
‖(ϕt)♯T ‖ (Br(x)) − ‖T ‖ (Br(x)) ≥ T Br(x)(ϕ♯tω − ω) .
The left hand side is t δT (X) + o(t). By the definition of the Lie-derivative, have
ϕ♯tω−ω = tLXω+o(t). Hence we conclude that t δT (X) ≥ t T Br(x)(LXω)−o(t).
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This holds for all small t so δT (X) = T Br(x)(LXω). Since LXω = (dω) X −
d(ω X) we have
T Br(x)(LXω) = T ((dω) X)− Γ(ω X) .
Note that since X is tangent to Γ we have that Γ(ω X) = 0. This concludes the
proof. 
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