Abstract. This paper investages certain complex oscillation problems of higher order ordinary differential equations. Our main consideration here are those equations whose coefficients have zero deficiencies in the sense of Nevanlinna. We shall give generalization of results previously obtained in [3] and [8] for second order differential equations. This extends one of the original ideas first appeared in [1] for second order equations. We shall also give examples to show that our results are sharp in a certain sense.
where A(z) is a transcendental entire function, see [1] for the starting point of these investigations. The exponent of convergence λ(f ) of the zero-sequence of f is the standard device to measure the frequency of the zeros. Now, let f 1 , f 2 be two linearly independent solutions of (1.1). The major conjecture, still remaining open, is that whenever the order σ(A) of A is finite and not an integer, then max λ(f 1 ), λ(f 2 ) = +∞. Most of the research work dealing with (1.1) during the last decade has been directed towards proving this conjecture, at least partially. This explains why several papers have been written to describe equations of type (1.1) such that all solutions admit plenty of zeros, say in the sense that λ(f ) = ∞. A typical such result is the following theorem (see [14] , Theorem 5.7).
Theorem A. All non-trivial solutions f to f + e P (z) f = 0 (1.2)
where P (z) is a non-constant polynomial, satisfy λ(f ) = +∞.
A related result, see [14] , Theorem 5.17, which may be understood as a kind of perturbation theorem, is Theorem B. Let P be a polynomial of degree deg P = λ > 0, and Q be an entire function of order σ(Q) < λ. Suppose that f + (e P + Q)f = 0 (1.3)
admits a non-trivial solution f such that λ(f ) < λ. Then f has no zeros, Q is a polynomial and Q = − Moreover, (1.3) admits in this special case two linearly independent zero-free solutions.
These results, as well as a number of related theorems, raise the natural possibility that the zero deficiency of A(z), or perhaps more generally its defect sum, may have some consequences for the zero frequency of f . The first results of this type were obtained by Y. Chiang in his London thesis [7] , partially improved by Y. Chiang [8] .
The aim of this article is twofold. We first give, in Section 2, one more deficiency type result in the basic second order case (1.1). In fact, this result may be understood as an improvement of Theorem B. Secondly, we give, in Section 4, two deficiency type results for the higher order case
This will be accomplished by proving, in Section 6, a modification of the following theorem due to S. Bank and J. Langley (see [6] , Theorem 4).
Theorem C. Suppose that k ≥ 2, and that A(z) is a transcendental entire function of finite order σ with the following property: there exists a set H ⊂ R of measure zero such that for each real θ / ∈ H either Then the equation
cannot have a fundamental set of k linearly independent solutions f 1 , . . . , f k each with finite exponent of convergence of zeros.
For an application of this theorem, see [2] , Corollary 1:
Corollary D. Let n ≥ 1, and let P 1 , . . . , P n be non-constant polynomials whose degrees are d 1 , . . . , d n respectively, and suppose that for i = j,
B j (z)e P j (z) (1.6) where, for each j, B j (z) is an entire function, not identically zero, of order strictly less than d j . Then if f 1 and f 2 are linearly independent solutions of y + Ay = 0,
we have max{λ(f 1 ), λ(f 2 )} = +∞.
The same conclusion holds for the equation y + (A + P )y = 0, where P (z) is a polynomial whose degree m satisfies (m + 2)/2 < σ(A) = max{d j }.
In what follows, we assume that the reader is familiar with the standard notations and results of the Nevanlinna theory (see e.g. [12] and [14] ).
2. The second order case. The following theorem will be proved similarly as to Theorem B, see e.g. [3] , Theorem 3.3.
3 Theorem 1. Let A be an entire function of finite order λ such that N (r,
A ) = S(r, A), and let Q be an entire function such that T (r, Q) = S(r, A). Suppose that f + A(z) + Q(z) f = 0 (2.1) admits a non-trivial solution f such that N (r, 1 f ) = S(r, A). Then A(z) has no zeros, and so there is a polynomial P (z) of degree λ such that A(z) = exp P (z). Moreover, f has no zeros, Q is a polynomial,
and (2.1) admits two linearly independent zero-free solutions.
Proof. We write f in the form f = He g , where g is transcendental entire and H is the canonical product formed with the zeros of f . By our assumptions, N r, 
Now, we easily see that the canonical product H is of finite order ≤ λ, hence m(r, H H ) = O(log r). By the standard Clunie argument (see [14] , Lemma 2.4.2), (2.2) results in σ(g ) ≤ λ. The reversed inequality follows from (2.2) by elementary arguments, hence σ(g) = σ(g ) = λ. Similarly as in [3] , we now obtain
By the Clunie argument once more, we see that
Now, a zero z 0 of H has to be a zero of A, say of order β > 0, while the zero of H at z 0 is simple. An elementary Laurent expansion consideration at z 0 , applied to (2.3) yields β 2 + 6β + 8 = 0, a contradiction for β > 0. Hence H has no zeros and we may assume H = 1. Therefore (2.2) and (2.3) reduce into
Since all poles of B must be simple, (2.5) reveals at once that A cannot have zeros. Writing A(z) = e P (z) where P is a polynomial we obtain
2 P B = 0 from (2.5) and (2.6). The assertion now follows exactly as in the proof of [3] , Theorem 3.3.
3. Discussion on previous results. The main application of Theorem C is Corollary D where the coefficient A(z) in (1.7) has the form (1.6) whose behaviour in C and especially its radial growth properties satisfies (i), (ii) and (iii) of Theorem C except perhaps for a subset of [0, 2π) of measure zero.
The above results lead one to consider, quite naturally, other classes of functions A(z) as coefficients which have similar growth regularities as those of (1.6). One such class of functions was considered in [8] (see also [7] ), where the functions have maximal sum of deficiencies, i.e., a∈C δ(a, A) = 1 where δ(a, A) or simply δ(a) denotes the Nevanlinna deficiency of A at a; we refer to [12] for details. Two results were proved in [8] :
5 Theorem E. Let A(z) be a transcendental entire function of finite order σ(A), satisfying δ(0, A) = 1.
(a) Suppose f 1 and f 2 are linearly independent solutions of f + A(z)f = 0.
(b) Suppose further that P (z) is a non-constant polynomial of degree n and
Then the same conclusion as that of (a) holds for any two linearly independent solutions of
Theorem F. Let A(z) be a transcendental entire function of finite order σ(A) and δ(a, A) = 1 and P (z) be a polynomial with degree n ≥ 0 and n + 2 < 2σ(A). Then the equation
cannot have a fundamental set of solutions each with finite exponent of convergence of zeros.
We note that the function e P , where P is a polynomial, satisfies a∈C δ(a) = δ(0) = 1 trivally, and the example
as discussed in [1] and [2; p. 20], admits two linearly independent solutions which are both zero free.
The inequality (3.1) and the same one in Theorem F exclude the possibility that P (z) is identically a constant and the order of A(z) equals to one. For suppose P ≡ 0 and thus deg P = 0. Hence (3.1) implies σ(A) > 1 excluding the range σ(A) ≤ 1. Hence part (a) of Theorem E is not included in (b). We note that Theorem F also does not include the case (a) of Theorem E by the same reason. However, Theorem F does include Theorem E (b) but their proofs are different. The example f + (e z − K)f = 0 considered in [2, Theorem 2] which corresponds to (3.2) when n = 1 shows that it can possess two linearly independent solutions each has a finite exponent of convergence of zeros as soon as K = n 2 /16, where n is a positive odd integer. 6
The above examples show that both (4.1) and (4.2) of Theorems E and F respectively are sharp in these two aspects.
In fact, the growth properties of functions with δ(0, A) = 1 or a δ(a, A) = 1 differ, generally, from the function A(z) in Theorem C. Instead of the radial growth estimates (i), (ii) and (iii) of Theorem C, we now have functions which have growth estimates in different chains of connected regions. In fact, there exists a sequence of annuli with both of its radii tend to infinity and the intersection of any two consecutive annuli is non-empty (in fact the intersection has an area tending to infinity [10] ). Each of the annulus is divided into a same number of equal sectorial regions (the number depends on the order of the function), and each chain is the union of these sectorial regions, one from each annulus, and the union is connected in a certain way so that each chain stretches to infinity. An estimate of A(z) on different chains can be extracted from [10] . An account of the estimate mentioned will be given below, as far as their application required (see Lemmas 10, 11 and 12 in §9).
The main purpose in the next section is to generalize the above Theorems to higher order equations.
Notations and higher order results.
We obtain higher order analogues of Theorems E and F. Theorem 2. Let k be a positive integer ≥ 2 and A(z) be a transcendental entire function of order σ(A) < ∞, satisfying δ(0, A) = 1, and P (z) be a polynomial of degree n. Suppose that f (z) is a non-trivial solution of either
provided n ≥ 0 and n + k < kσ(A).
Then, in both cases, the corresponding equation cannot have a fundamental set of solutions each with finite exponent of convergence of zeros.
Theorem 3. Let k ≥ 2 be a positive integer and let A(z) be a transcendental entire function of finite order σ(A) and δ(a, A) = 1 and P (z) be a polynomial with degree n ≥ 0 and n + k < kσ(A). Then the equation
Remark. Observe that k + n < kσ(A) implies σ(A) > 1 when n = 0, and hence the case for (4.1) is not included in that of (4.2) when σ(A) = 1. The same reason applies to (4.3) . See the paragraph after Theorem F.
We shall give examples to the theorems to indicate their sharpness in §10.
Theorems 2 and 3 follow from a more general result to be stated below. We mention that Theorems 2 and 3 already encompass Theorems E and F. However, the method of proofs are different. But before we can state our result, we need some notations and definitions.
are the linear and logarithmic measures of
We also define log dens(F ) = lim sup r→∞ lm (F (r)) log r and log dens(F ) = lim inf r→∞ lm (F (r)) log r to be the upper and lower logarithmic densities of F . Note that log dens(I) = 1 = log dens(I) and log dens(F ) = 1 − log dens(I \ F ).
Let c and d be positive numbers, and p be a fixed positive integer. We define a sequence of annuli Γ j = {z : r 1,j ≤ |z| ≤ r 2,j } where log r 1,j = cj, log r 2,j = cj + d so that r 2,j − r 1,j → +∞ as j → +∞, and r 2,j − r 1,j > A where A is a constant depending only on p.
Let p ≥ 2 be a fixed integer. For each ε > 0 and j, we define p angles so that θ 1,j < θ 2,j < · · · < θ p,j < θ 1,j + 2π and for each l in {1, . . . , p}, we have
and
for all j sufficiently large, where we set θ p+1 = θ 1 . We shall write θ l , l = 1, . . . , p instead of the θ l,j when it is understood the dependence of j from the text, and we shall adopt this principle to suppress the subscripts j in the following definitions. The union of the sets
We also define for a fixed ε > 0 the following sets:
such that j Q l,ε (r 1,j , r 2,j ) is a connected set for each l = 1, . . . , p. Similarly, we define
Let H ⊂ C be a disjoint, locally finite union of discs of different sizes and H P the projection of H onto the positive real axis by clockwise rotation with respect to the origin.
We define in addition
We are ready to state our result.
Theorem 4. Let p ≥ 2 be a positive integer. Suppose that for any ε, ∆ such that 0 < ∆ < ε < 1/3, there exist sequences of sectorial domains Q l,ε,H (r 1,j , r 2,j ) for l = 1, . . . , p, as defined in Section 4, such that log dens(H P ) = 0 and for all j sufficiently large we have the angular measure of the exceptional set in Γ j = {z = re iθ : r 1,j ≤ r ≤ r 2,j } to be less then ∆. Let A(z) be a transcendental entire function of finite order σ(A) satisfying, for each l ∈ {1, . . . , p}, either
or (iii) there exist K, n > 0 such that n + k < kσ(A) and that
Then the equation
cannot have a fundamental set of solutions {f 1 , . . . , f k } such that each f i has a finite exponent of convergence of zeros.
We now discuss whether Theorem 4 still hold if we allow (4.12) to have some intermediate terms. Let A(z) = e z , then the sectorial regions ∞ Q l,ε r 1,j , r 2,j , l = 1, 2 become infinite sectors, and the coefficient satisfies the growth conditions of (i) and (ii) of Theorem 4. However it follows from Theorem 1 in [9] (see §10) that equation (4.12) (k = 3) with an intermediate term involves f admits a fundamental set of solutions f each with λ(f ) < +∞. Hence we generally cannot allow any intermediate coefficients in (4.1) without imposing further assumptions. Hence Theorem 4 is sharp in this sense.
Although we shall base part of our argument on that of [6] , the remaining part does not seem to carry over from [6] to our problem. This is because the method in [6] are mostly based on radial growth estimates. Hence new techniques (estimates in annuli) are required and this will be established from Lemmas 3 to 9 in §5. In particular Lemmas 8 and 9 are of independent interest.
Lemmas required to prove Theorem 4.
Although our proof of Theorem 4 goes in the same spirit as those of Theorems E and F, several parts of it differ substantially from those of the corresponding Theorems E and F. In the second order case, we can make use of a special non-linear differential equation 4AE 2 = (E ) 2 − c 2 − 2EE and the third-order linear differential equation E +4AE +2A E = 0 where E is the product of any two linearly independent solutions to (1.1) and the constant c is their Wronskian. Corresponding equations for higher order cases k ≥ 3, is not known to exist. However, useful techniques were developed in [6; Theorem 4] upon which part of our argument is based.
Next, we note that any non-trivial solution of the equation (1.5) can be written in the following integrated form:
We shall also make use of the important fact that for any non-trivial solution f = πe h of (1.5), h(z) is of finite order, provided π(z) is of finite order. This follows by a standard Clunie type argument (see e.g. [3] , p. 11).
In addition, we require the following lemmas.
) be a real number, and g(r) and h(r) are both monotone increasing functions defined on (0, +∞). Suppose that g(r) ≤ h(r) for all r ∈ (0, +∞) except perhaps on an exceptional set E of log dens(E) ≤ ξ. Then for every 0 < ε < ξ < 1/6 sufficiently small, there exists a r 1 = r 1 (ε) > 0 such that g(r) ≤ h(r 1+2ξ+ε ) for all r > r 1 .
Proof. Suppose log dens(E) ≤ ξ. Let E(r) = E ∩ [1, r). For every ε > 0, there exists a r 1 = r 1 (ε) such that
for all r > r 1 .
We claim that for each r > 0 not in E, there exists a t ∈ (r, r ) but t ∈ E, where r = r 1+2ξ+ε . For suppose this is not the case, then (r, r ) is a proper subset of E. But
It follows from the above inequality and the choice of r that
. By choosing ε > 0 sufficiently small while taking r 1 sufficiently large, we have (1 − 3 2 ξ)(1 + 2ξ + ε) > 1 when ξ < 1/6. This is a contradiction to the hypothesis on ξ. Thus for every r > r 1 there must exist a t ∈ (r, r 1+2ξ+ε ) and t ∈ E. Hence, for all r > r 1 , we have
Lemma 2 ([11], Lemma 1).
Let h(z) be meromorphic in C and of finite order σ. Then given ξ > 0 and 0 < δ < 1/2, there exist a constant K(σ, ξ) and a set of positive real numbers G of lower logarithmic density at least
and V (x) satisfy the differential equation
Moreover, we assume that
Remark. We note that Herold's original result is more general. However, the present version is sufficient for our applications.
By examining the proof of [3, Lemma 3] we see that the following lemma is valid. Only the conclusion when m = 0 was shown in [4] . Lemma 4. Suppose that A(z) is analytic in a sector S containing the ray z = re iθ and that, for some non-negative K and some r 0 > 0, we have
is a non-trivial solution of (1.5), then there exist positive constants M and N such that
holds for all r ≥ r 0 , where η(r) := N r (n+k)/k .
Lemma 5. Let f (z) be an entire function, and
Let k be any positive integer then there exist positive constants D, D and r 1 (depending only on k and not on f ) such that for m = 1, . . . , k − 1, 0 ≤ t ≤ 1 and for r ≥ r 1 > r 0 where r 0 is defined in Lemma 4, the following estimates hold:
Proof. (a) It is easily established, by induction, on differentiating F repeatedly m times with respect to t, that
where ν = a − b, and a i , i = 1, . . . , m are constants and
3) follows by induction.
(b) Similarly, by making use of the identity above repeatedly, we have is as defined in Lemma 4, and β ≥ 1 is a constant. Let k be a positive integer, then there exist a positive number A 1 (depending only on k) and r 2 > 0 such that r 2 > r 1 > r 0 and for all r > r 2 ,
where the subscript r in (5.6) indicates the partial differentiation is taken with respect to r, while t is being kept fixed. Here r 1 is the same in Lemma 5.
Proof. Differentiating g with respect to r once gives
t).
A simple induction then implies (see also [12] , Lemma 3.5)
for m = 1, . . . , k − 1.
We deduce, when r ≥ r 2 for some suitably chosen r 2 ,
and this gives the required estimates.
Lemma 7. Let F (t) be a solution of the differential equation
where t ∈ [0, 1], a i , i = 1, . . . , k − 1, are constants independent of t, and for some K > 0, B(r) ≤ Kr n+k , uniformly in t, for r ≥ r 2 where r 2 was defined in Lemma 6. Let g(r, t) be as defined in Lemma 6 , and that there exists a constant c > 1 such that, for m = 0, 1, . . . , k − 1,
then there exists an r 3 , where r 3 > r 2 such that for all r > r 3
The subscript t of g indicates that the differentiations are taken with respect to t while r is being kept fixed.
Proof. Let c > 1 be a fixed constant such that (5.9) is satisfied, it is easy to check that h(t) := cg(r, t) satisfies, as a function of t with r being kept fixed, the inequality
where
for j = 1, . . . , k − 1; and
for all r ≥ r 3 > r 2 provided N > 0 is chosen large enough. Now the conclusion follows at once from applying Lemma 3 to (5.8) and (5.11), plus the conditions (5.12) and (5.13).
Lemma 8. Let p, ε > 0 and ∆ > 0 be as defined in Theorem 4, then there exist a constant L = L(ε, ∆) > 1 and a continuous path Λ extending to infinity, consisting of radial intervals (Λ j ) and circular arcs (Ω j ), which are contained in the set j Q l,ε,H (r 1,j , r 2,j ) for certain l, as described in Theorem 4 and §4. Moreover, Λ can be chosen so that it always keep a distance at least 1/L > 0 from the boundary of j Q l,ε,H (r 1,j , r 2,j ).
Suppose that there exist constants K > 0, n > 0 such that
14)
holds uniformly as j ≥ j 0 (ε).
Then for any non-trivial solution f (z) of (1.5) there exists a constant A 2 (depending only on f and ∆) such that
for re iθ ∈ Q l,ε,H (r 1,j , r 2,j ) and for all j ≥ j 0 (ε) sufficiently large.
Recalling the definition of the sectorial sets j Q l,ε,H (r 1,j , r 2,j ) defined in §4, we next proveLemma 9. Let p, ε > 0 and ∆ > 0 be as defined in Theorem 4, and suppose that for some l ∈ {1, . . . , p}, |z m A(re iθ )| → 0 uniformly in j Q l,ε,H (r 1,j , r 2,j ), for each m, as r → ∞. Then there exist a constant L = L(ε, ∆) > 1, and a fixed path
on Ω j 1 +s .
Proof of Lemma 8.
The idea of the proof is to construct a suitable path Λ consisting of Λ j and Ω j as in the statement of Lemma 8 and to apply Lemma 3 on Λ j , Ω j repeatedly for j sufficiently large, in comparison of the growth of f on Λ j and Ω j . The "comparison function" g(r, t) defined in Lemma 6, and we work with it on approximating f with respect to the independent variables r and t on Λ j and Ω j respectively. In fact, as we enter from Q l,ε,H (r 1,j , r 2,j ) to Q l,ε,H (r 1,j+1 , r 2,j+1 ), we need to define, for each j, two functions F and g (the functions depend on some parameters which in turn depend on j) in order to make the argument works. Bearing in mind with this convention, we shall simply write, with the same notations, F and g for each j when it is clear from the context of the meaning of the comparison functions. Since ∆ is arbitrary, and so the angular measure of the exceptional set can be made arbitrary small, it is evident that we may construct the path Λ to avoid H and it be chosen to have at most one turn in Q l,ε,H (r 1,j , r 2,j ) on each Ω j as stated in the Lemma. It is clear that there exists a positive constant L = L(ε, ∆) > 0 that the Λ can be chosen so that it keeps away from the boundary of j Q l,ε,H (r 1,j , r 2,j ) by a fixed positive constant 1/L, where L > 1, for all j ≥ j 0 (ε).
We proceed to the proof. Let re iα j stand for a generic point on Λ j and we choose j > j 0 (ε) so large so that r j 0 > r 3 (recall that r 3 > r 2 > r 1 > r 0 where r 0 , r 1 , r 2 , and r 3 are defined in Lemmas 4, 5, 6, 7 respectively). Let α j , α j+1 , . . . be the subsequent angles at which the path Λ "turns". Assuming that there is a change of angles from α j to α j+1 for each j as we are entering from Q l,ε,H (r 1,j , r 2,j ) to Q l,ε,H (r 1,j+1 , r 2,j+1 ), it is clear from the hypotheses that we may assume, from (4.5), that 0 < ∆ < |α j+1 − α j | < ε for 15 each j so that Λ can always avoid the exceptional set H. In order to show our estimation remains valid for any configuration of Λ, we shall assume α j+1 < α j and α j+2 > α j+1 as the initial values in the sequence of {α s }. We also write |z| = r j 1q whenever z ∈ Ω j .
(a) Estimate on Ω j .
We assume j ≥ j 0 is chosen sufficiently large so that the estimate in Lemma 4
holds for m = 1, . . . , k − 1, where η(r) is defined in Lemma 4. We now define β s+1 := β s + 1 for s ≥ j where β j = j. Set
We deduce from (5.3) of Lemma 5 and (6.1) that, for 0 ≤ t ≤ 1,
for m = 1, . . . , k − 1 and where we have set
in (6.5). We now rewrite the equation f (k) + Af = 0 into a differential equation in t of the form (5.8) with the aid of (5.5) where its coefficients a i , i = 1, . . . , k − 1, depend on α j+1 − α j , but are otherwise fixed. The coefficient B(r) in (5.8) becomes (ivre iΘ ) k A(re iΘ ). Clearly c j > 1 is the desired constant for c in Lemma 7, and from (6.5) we deduce that (5.9) is satisfied. We obtain from (5.10)
where t ∈ [0, 1] and m = 0, 1, . . . , k − 1.
(b) Estimate on Λ j+1 .
It follows from (a) above with t = 1 and (5.4) that
and redefining g(r, t) by g(r, t) := exp η(r)(t + β j+1 ) (6.10)
we have from (6.8)
with the new parameter β j+1 = β j + 1. We prefer to use the same notation g for this new function as it is clear from the context with which definition we are working with. Thus (5.6) of Lemma 6 and (6.9) and (6.11) imply that, with this new g,
r (r j , 0) (6.12)
It is clear that f (re iα j+1 ) solves the equation
where A 0 (r) := −e ikα j+1 A(re iα j+1 ) and the subscript r indicates the k−th partial derivative is taken with respect to r. It follows from the proof of Lemma 6 that
on Λ j+1 by the choice of N . Finally (6.12), (6.13), (6.14) and Lemma 3 give
r (r, 0) (6.15) 17 for m = 0, 1, . . . , k − 1 and re iα j+1 ∈ Λ j+1 .
(c) Estimate on Ω j+1 .
We define F (t) = f (re iΘ ) as in (6.3), but with Θ(t) := α j+1 − t(α j+1 − α j+2 ), (6.16) where |α j+2 − α j+1 | ≥ ∆ > 0.
We deduce from (5.3) with t = 0, (5.6) and (6.15) that
r (r j+1 , 0)
for m = 0, 1, . . . , k − 1, and where we have set
in (6.16). As in (a), we rewrite f (k) + Af = 0 into an equation of the form (5.8) where its coefficients a i , i = 1, . . . , k − 1 depend on |α j+2 − α j+1 |, but are otherwise fixed. We now argue as in (a) verbatim using Lemma 7 and with the new g in (6.10) except to replace α j , α j+1 by α j+1 and α j+2 , and c j by c j+1 in (a). It follows from (6.6), (6.18) that c j+1 > c j and this together with (6.16), (5.9) and (5.10) of Lemma 7 give
for m = 0, 1, . . . , k − 1 and t ∈ [0, 1].
It follows from (6.19) we have (with the F (t) associated with (6.16))
for m = 0, 1, . . . , k − 1. We deduce from (6.19), (5.4) at t = 1, and (6.10) that
t (r j+1 , 1)
for m = 0, 1, . . . , k − 1, where
in (6.20) and the new function g in the last equality of (6.20) is now defined by g(r, t) := exp η(r)(t + β j+2 ) (6.22) where β j+2 := 1 + β j+1 . We deduce as in part (b) with (5.6) and (6.20) that
r (r j+1 , 0) (6.23) for m = 0, 1, . . . , k − 1.
As in (b), f (re iα j+2 ) solves the equation
where A 0 (r) := −e −ikα j+2 A(re iα j+2 ) where we have used the same notation A 0 (r) as in case (b) while the meaning of it is clear from the context. We apply the same argument as in (b) with β j+1 replaced by β j+2 and for z ∈ Λ j+2 , j ≥ j 0 (ε), We have
It follows from (6.23), (6.24), (6.25) and Lemma 3 that
r (r, 0) (6.26) 19 for m = 0, 1, . . . , k − 1 and re iα j+2 ∈ Λ j+2 .
As the argument above does not depend on the particular sequence {α j }, we may continue the process (a-d) above repeatedly, and by induction the estimate remains valid for the most general Λ as described in the Lemma.
(e) Computation of constants.
From (6.6) of (a) above, we have
and from (6.9) we write
We set κ := kDA 1 (2π) k 2 k and this with the above notations and (6.18) give
We have defined in (6.21)
= τ c j+1 and this yields, as in the pervious part,
It follows from induction and the definition of β j = j c j+s := (κτ )
for all s ≥ 1, since β j+s := s + β j = j + s.
Similarly, we have d j = τ c j and
We work out one more term:
By induction, we easily obtain from (6.27-9)
30) 20
for all s ≥ 1 and j ≥ j 0 (ε).
Combining and renumbering j+s in (6.29) and (6.30) we obtain the required estimate, i.e., there exists a constant A 2 such that
for z ∈ Λ and all j sufficiently large.
Remark. Since the estimate of f (r j e iα j ) at r j e iα j on Ω j for any j can proceed to clockwise or anti-clockwise direction, so that the estimates in the Lemma can be extended on the whole arc containing Ω j , which is contained in Q l,ε,H (r 1,j , r 2,j ). We shall use this fact in the proof of Theorem 4 later in §8.
Proof of Lemma 9.
By the same notation as in Lemma 8, we may reason as in the beginning of Section 6 the existence of Λ in j Q l,ε,H (r 1,j , r 2,j ) such that Λ keeps away from the boundary of j Q l,ε,H (r 1,j , r 2,j ) by a fixed constant 1/L where L = L(ε, ∆) > 1 and for j ≥ j 1 := j 1 (ε) for a suitably chosen j 1 , and Λ involves at most one turn in each Q l,ε,H (r 1,j , r 2,j ). As our argument below does not depend on the particular sequence of {α s }, we may assume without loss of generality that the sequence is monotone; we write |z| = r j for z ∈ Ω j for all j. We shall use induction to prove this lemma.
Let z * j = r j e iα j be the upper end point of Λ j , z s+1 = r s e iα s+1 and z * s+1 = r s+1 e iα s+1
be the lower and upper end points of Λ s+1 respectively, for s ≥ j ≥ j 1 .
According to the hypotheses we may assume that j ≥ j 1 ≥ j 0 (where j 0 is as in Lemma 8) is chosen so large such that
for all z ∈ Λ. Then we may fix a constant B > 1 such that
holds for z on Λ j 1 .
(a) Estimate on Λ j 1 .
Let z j 1 = r j 1 e iα j 1 be the lower end point of Λ j 1 . Write (5.1) as
and the integration is taken on Λ j 1 from z j 1 to z = re iα j 1 ∈ Λ j 1 and denote
it follows from (7.3) that
It follows from (7.7) and Cauchy's estimate, for z on Λ j 1 that
In particular, when z = z * j 1
, we have
Write now (5.1) as 11) and the integration is taken on Ω j 1 (with respect to t; see below). Notice that one obtains an estimate on |c q,j 1 | from (7.11).
Writing Θ(t) := α j 1 − t(α j 1 − α j 1 +1 ), 0 ≤ t ≤ 1 and applying the Gronwall lemma [14, p. 86] to (7.10) with respect to t, (7.6), (7.1), (7.9) and (7.11) give
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In particular, for t = 1 we get
By Cauchy's estimate and (7.12) we see on Ω j 1 that
for z ∈ Ω j 1 and m = 1, . . . , k − 1. In particular
(c) Inductive hypotheses on Ω j+s−1 and Λ j+s .
We denote z j+s = r j 1 +s−1 e iα j 1 +s and z * j+s = r j 1 +s e iα j 1 +s be the lower and upper end points of Λ j+s . Similarly we set z * j 1 +s = r j 1 +s e iα j 1 +s and z j 1 +s+1 = r j 1 +s e iα j 1 +s+1
be the end points of Ω j 1 +s .
Assume now that the following estimates hold on z ∈ Ω j 1 +s−1 :
for m = 1, . . . , k − 1; while for z = re iα j 1 +s ∈ Λ j 1 +s we have We have, by (5.1)
) and the integration is taken along Ω j 1 +s . Writing Θ(t) := α j 1 +s − t(α j 1 +s − α j 1 +s+1 ) and applying the Gronwall lemma to (7.21) with respect to t, it follows from (7.22), (7.20), (7.19), (7.6) and (7.1), for z = r j 1 +s e iΘ ∈ Ω j 1 +s , that
In particular, we have |f (r
It follows from (7.23) and (7.6) and Cauchy's estimate that
(e) Estimate on Λ j 1 +s+1 . As in (d), we have
and the integration is along Λ j 1 +s+1 . It follows from (7.27), (7.28), (7.26), (7.1) and (7.6) and the Gronwall lemma that
In particular, we get
By the Cauchy's estimate and (7.29) we obtain 
Hence (7.17-7.20 ) hold for all s ≥ 1 and j ≥ j 1 (ε), and we have the lemma.
Remark. Although the estimate was only proved to be valid on Λ, and in particular on Ω j , the estimate on Ω j is such that it is independent of the orientation, and so it is clear that the estimate there can be extended to the whole arc in Q l,ε,H (r 1,j , r 2,j ) containing Ω j .
Proof of Theorem 4.
We still require a few more facts. All of them can be found in [6] . Firstly, if f = πe h is a non-trivial solution of (1.5) with λ(f ) < ∞, then h(z) must be an entire function of finite order (see also [3] , p. 11). Secondly, if f 1 , . . . , f k is a fundamental set of (1.5) each with λ(f i ) < ∞, then the product E = f 1 · · · f k is of finite order ([6] Theorem 1). If in addition that λ(f i ) < σ(A), i = 1, . . . , k, then 25
. Therefore, we must have σ(E) ≥ σ(A) as soon as each λ(f i ) < ∞. See also the remark after Theorem 3.
Finally, we note that Bank and Langley proved (see [6] , Theorem 2) that if ρ(A) < 1/2, then the equation (1.5) cannot have two linearly independent solutions f 1 , f 2 each with finite exponent of convergence. Hence we may assume that σ(A) ≥ 1/2.
For easy understanding, we outline the main idea of our proof. Assuming the contrary, we suppose each λ(f i ) is finite and thus E := f 1 f 2 · · · f k has finite exponent of convergence (and hence E must be of finite order no less than σ(A) mentioned in the first paragraph above). Hence it suffices to show σ(E) < σ(A), and this will give a contradiction. We shall incooperate the ideas used in [6] and [8] in our proof. However, our argument is more complicated. In order to obtain the estimate on T (r, E), we first estimate the growth of E along certain paths Λ (instead of rays in [6] ) within each of the connected region j Q l,ε,H (r 1,j , r 2,j ) for different l = 1, . . . , p (depending on whether A(z) satisfies (i), (ii) or (iii) of the hypotheses) and then obtain estimates on circles passing through these connected regions (Lemmas 8 and 9).
We now proceed to the proof. Given ε > 0, there exists j 2 = j 2 (ε) such that j 2 ≥ max(j 0 , j 1 ), where j 0 , j 1 are defined in Lemmas 8 and 9 respectively, and there exist, for each j ≥ j 2 , θ 1 < θ 2 < · · · < θ p (we remind the reader that we have dropped the dependence of θ i on j for the sake of brevity) and two sequences {r 1,j }, {r 2,j } so that A(z) satisfies either (i), (ii) or (iii) of the hypotheses. It follows from Lemmas 8 and 9 that, for each l ∈ {1, . . . , p}, there exists a path Λ passing through j Q l,ε,H (r 1,j , r 2,j ) which is defined in §4. Any such Λ can be chosen so that it keeps a distance 1/L > 0 away from the boundary of j Q l,ε,H (r 1,j , r 2,j ).
We proceed to estimate T (r, E) outside a set H of log dens H P = 0. Note that it may be necessary at some later stages to apply Lemma 1 outside of an exceptional set of finite linear measure (or indeed an R−set). Since such an exceptional set is of upper logarithmic density zero, we may therefore incooperate these exceptional set into H, and assume without loss of generality that any chosen r below lies outside these exceptional sets which we shall assume throughout.
Since j ≥ j 2 (ε) and the size of the exceptional set can be arbitrary small (since ∆ > 0 can be chosen to be arbitrarily small), we may select the radius of Ω j for each l ∈ {1, . . . , p} to be the same. Hence we choose a circle of integration for T (r, E) such that its radius is common to those of the circular arcs Ω j on which both Lemmas 8 and 9 hold simultaneously. Now consider T (r, E) so that r is as described above, and we may write it as
for a fixed r ∈ (r 1,j , r 2,j ) \ H P and j ≥ j 2 (ε), say.
Since the growth of A(z) which is given by (i), (ii) and (iii) across the Q l,ε,H (r 1,j , r 2,j ) (l = 1, . . . , p) is uniform, it is therefore sufficient in the estimation of (8.1) to consider the following terms
where re iθ ∈ Q l,ε,H (r 1,j , r 2,j ), P l+1,ε (r 1,j , r 2,j ), l = 1, . . . , p, respectively, and where j ≥ j 2 (ε) is sufficiently large. The remaining terms for Q l,ε , P l,ε are similar.
We split the proof into two parts, estimating first I 1 in Part A, and then I 2 in Part B. Here we work on the smaller regions Q l,2ε instead of Q l,ε .
Part A. Subcase I: A(z) satisfies (i) of Theorem 4. Suppose f i = π i e h i , i = 1, . . . k, is a fundamental set of (4.12). Substituting f i = π i e h i into equation (4.12) yields
where B µ (z) is a polynomial in π i /π i , h i /h i and their derivatives with constant coefficients. But π(z) and h(z) are both of finite order (see the paragraph before Lemma 1), and so 
According to the hypothesis about H P , it is possible to choose r 1,j , R 2,j , such that r 1,j < R 1,j < R 2,j < r 2,j and R 2,j − R 1,j → 0. Hence the set defined by Q l,2ε,H (R 1,j , R 2,j ) is a subset of Q l,ε,H (r 1,j , r 2,j ), where r 1,j < R 1,j < R 2,j < r 2,j , such that there are no exceptional sets in
h i must be a polynomial since E has finite order. This implies
We may choose any convenient ζ j ∈ Q l,2ε,H (R 1,j , R 2,j ) and this defines, with a suitable branch of A 1/k ,
Cauchy's estimate of (8.6) yields
for m = 1, . . . , k in Q l,2ε,H (R 1,j , R 2,j ), provided R 2,j − R 1,j is suitably chosen and j ≥ j 3 (ε) say (this is possible because H is a locally finite family of discs and there are no member of H in Q l,2ε,H (R 1,j , R 2,j ) and the path of integration is chosen to be at least a distance 1/L from any exceptional set and the boundary of Q l,2ε,H (R 1,j , R 2,j )). As in [6] , we define new representations by
From (8.4) and the representation f i = π i e h i we deduce, for some
We now substitute this new representation in (4.12) to obtain
where D µ is a polynomial in W i,j /W i,j , G i,j /G i,j and their derivatives with constant coefficients. But A(z) is large, so we deduce from (8.8) that
Differentiating log E, and making use of (8.9) yields
We deduce log EA
and this implies
Thus we deduce I 1 = 0 for r ∈ Q l,2ε,H (R 1,j , R 2,j ) as j ≥ j 5 (ε).
Subcase II: A(z) satisfies (ii) of Theorem 4 in Q l,2ε,H (r 1,j , r 2,j ). By Lemma 9, there exists a path Λ such that the circular arcs (Ω j ) have the same radii as those chosen in Subcase I. By the remark in §7 at the end of the proof of Lemma 9 we deduce
and so by the hypothesis of j in §4 (which states that log r ∼ c j ),
Subcase III: A(z) satisfies (iii) of Theorem 4. As in Subcase II, we have a common r ∈ Q l,2ε,H (R 1,j , R 2,j ) so that |z| = r and z ∈ Ω j . Lemma 8 yields an estimate of f on Ω j |f (re
for j ≥ j 6 (ε). Hence Lemma 8 and the remark in §6 together imply log |E| = O j + kj log r + η(r)(1 + j) ; thus I 1 = O η(r) log r + k log r 2 log log r , re iθ ∈ Q l,2ε,H (R 1,j , R 2,j ) for j ≥ j 7 (ε).
(8.12)
Part B. In order to apply Lemma 2, we note that log dens(H P ) = 0. We may therefore choose an (exceptional) set of r with upper logarithmic density ξ < 1/6 such that ξ + 0 = ξ < 1. We now take the complement of the union of the above two sets; this union has a lower logarithmic density 1 − ξ ≥ 5/6. Without loss of generality, we may 29 assume that the choice of R 1,j and R 2,j is in the complement of this set. Hence (see also [8] log |E(re i(θ l+1 −2ε) )| + K σ(E), ξ 2ε log 1 2ε T (r, E), (8.13) where K σ(E), ξ is a constant depending only on σ(E) and ξ. Note that the estimate for + log |E(re i(θ l+1 −2ε) )| is either given by (8.11) or (8.12) depending on whether A(z) satisfies either (i) or (ii) or (iii) of the hypotheses. Hence I 2 = O η(r) log r + 2ε log 1 2ε T (r, E) + (log r) 2 , r ∈ (R 1,j , R 2,j ) for j ≥ j 7 (ε).
(8.14) so that (8.13) holds. We take a common r ∈ (R 1,j , R 2,j ) so that (8.13) holds, and combine the estimates (8.10-8.12), if any, of Part A and (8.14) of Part B. Then we obtain for all j ≥ j 8 (ε), T (r, E) = O η(r) log r + 2ε log 1 2ε T (r, E) + (log r) 2 , re iθ ∈ Q l,2ε,H (R 1,j , R 2,j ), (8.13) holds for j ≥ j 8 (ε). Since ε > 0 is arbitrary and the above argument always applies, we obtain T (r, E) = O η(r) log r + (log r) on an increasing sequence of r in (R 1,j , R 2,j ), j ≥ j 8 (ε). Since the choice of R 1,j and R 2,j are such that r 1,j < R 1,j < R 2,j < r 2,j is arbitrary, we conclude that (8.14) remains true for all r except on a set of lower logarithmic density 1 − ξ ≥ 5/6. Lemma 1 now implies that T (r, E) = O r n+k k (1+2ξ+ε 1 ) log r + (log r) 2 , for all r > r 1 = r 1 (ε 1 ).
It follows that lim sup r→∞ log T (r, E) log r ≤ n + k k (2ξ + ε 1 ).
Let first ε 1 → 0, and since ξ > 0 is arbitrary, we may therefore let ξ → 0. Hence σ(E) ≤ n+k k < σ(A), a contradiction as observed in the beginning of this proof.
9. Proof of Theorems 2 and 3. In order to prove Theorems 2 and 3, we require some knowledge about the growth properties of entire functions satisfying δ(0, A) = 1. Although these properties were already contained in [8, Lemma 1] and [10] , we state them below for completness.
In what follows we shall always assume that A(z) is a transcendental entire function of finite order satisfying δ(0, A) = 1. Let us denote {b n } the sequence of zeros of A(z) with the usual convention that they are ordered with increasing moduli (to infinity). We define c(r) =: α 0 + 1 p where α 0 depends only on A(z).
Lemma 10 [10] . Let c(r) be defined as in (9.1). Then the order A is an integer p, say. Let 0 < ε < 1, 0 < δ < 1/e and 1 < σ ≤ 36 be any given numbers, then the followings hold.
(i) Let α = e 1/(1+p) and c j = c(r j ) where j is an integer. Then there exists a j a (ε) such that for all j ≥ j a (ε),
2) where Γ j := {z = re iθ : α j ≤ r ≤ α j+3/2 } (9.3)
where E j is a collection of a finite number of discs whose sum of radii is 4eδα j+3/2 .
(ii) There exists an r 0 such that for all r ≥ r 0 , |c(σr) − c(r)| < ε|c(r)|. Let r 1,j := α j and r 2,j := α j+3/2 and H := j E j . Suppose further that z = re iθ , and c j = |c j |e iω j and θ 1,j , . . . , θ 2p,j are the 2p zeros of Re(c j z p ) = |c j |r p cos(pθ + ω j ). Then the sets (4.6), (4.7) and (4.8) with p replaced by 2p as defined in §4 and with H := j E j are such that
Q l,ε (r 1,j , r 2,j ) ∪ P l,ε (r 1,j , r 2,j ) (9.5) and Γ j − E j = 2p l=1 Q l,ε,E j (r 1,j , r 2,j ) ∪ P l,ε (r 1,j , r 2,j ) .
Here we note that the angular measure of each Q l,ε are the same.
Since α = e 1 1+p , where p ≥ 1 is an integer, it certainly satisfies 0 < α ≤ 36, so it follows from (9.4) that |c(r j+1 ) − c(r j )| < εc(r j ) and hence |ω j+1 − ω j | ≤ arcsin ε|c j | |c j | = arcsin(ε) ≤ ε and so (4.5) is satisfied. It follows that j Q l,ε,H (r 1,j , r 2,j ) and j P l,ε (r 1,j , r 2,j ) are connected sets. 
