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Abstract
Causal inference from observational data is an ambitious but highly relevant task, with
diverse applications ranging from natural to social sciences. Within the scope of nonpara-
metric time series, causal inference defined through interventions (cf. Pearl [19]) is largely
unexplored, although time order simplifies the problem substantially. We consider a marginal
integration scheme for inferring causal effects from observational time series data, MINT-T
(marginal integration in time series), which is an adaptation for time series of a method pro-
posed by Ernest and Bu¨hlmann (Electron. J. Statist, pp. 3155-3194, vol. 9, 2015) for the case
of independent data. Our approach for stationary stochastic processes is fully nonparametric
and, assuming no instantaneous effects consistently recovers the total causal effect of a sin-
gle intervention with optimal one-dimensional nonparametric convergence rate n−2/5 assuming
regularity conditions and twice differentiability of a certain corresponding regression function.
Therefore, MINT-T remains largely unaffected by the curse of dimensionality as long as smooth-
ness conditions hold in higher dimensions and it is feasible for a large class of stationary time
series, including nonlinear and multivariate processes. For the case with instantaneous effects,
we provide a procedure which guards against false positive causal statements.
1 Introduction
In a time series setting, causal reasoning revolves predominantly around Granger causality [9].
Roughly speaking, a time series is Granger causal to another one if knowing the past of the former
helps predict the future of the latter, given all other available information of the past (e.g., from
the second or other time series). This is a concept of ”predictive causality”. Furthermore, Granger
causality is measuring a direct effect, e.g., its targets are the entries of the coefficient matrix in a
vector autoregressive model. Here, we are considering total causal effects describing the total effect
of an intervention at a (single) variable: although less ambitious than direct effects, we will argue
here that total effects are much more feasible to infer in a model-free, nonparametric way. For this
task, we use the framework of causal reasoning through interventions as described by Pearl [19] or
Spirtes et al. [21]. It is largely unexplored for the case of time series, although time dependence has
plenty to offer in this particular setting. From our perception of time, the present is affected by the
past but not vice versa. We also commonly note that causes precede their effects. Both relations are
inherently asymmetric. In the simplest setting of two correlated random variables without hidden
confounders, we are not able to tell apart the cause from its effect without making any additional
assumptions in the i.i.d. setting. This is in contrast to time series where in general we can distinguish
cause from effect by looking at the order in time thereby assuming that the time resolution of the
measurements is higher than the timescale of causal influences, that is, there are no instantaneous
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effects [12]. In case of instantaneous effects, one can still derive some interesting statements as we
discuss in Section 2.3. Time ordering is a simplification of a more general phenomenon, though. In
general, the estimation of causal models in the i.i.d. case involves finding a causal ordering of random
variables, and this often involves unverifiable assumptions such as faithfulness and sophisticated
structure search algorithms such as GES [4], PC [21] or CAM [3]. Moreover, without making further
assumptions on the data-generating process, the causal model is typically only identifiable up to an
equivalence class of valid causal orderings. Within time series, we can often ignore the identifiability
aspects and skip the complicated part of structure learning by simply propagating time as the causal
order.
We consider the average total causal effect which is defined through Pearl’s do-operator [19]:
E[Xt |do(Xt−s = x)], (1)
where the do-operator encodes an external intervention by setting the random variable Xt−s to the
fixed deterministic value x; here Xt and Xt−s are real-valued. We often refer to this quantity as the
causal effect of Xt−s on Xt (and suppress the words ”average total”). For a stationary time series
(Xt)t∈Z, the causal effect is invariant under time shifts in t. In case of a multivariate time series, we
would consider components Xc1,t and Xc2,t−s in (1). The quantity in (1) is a general function of x,
for each value of s (and in the multivariate case it also depends on c1 and c2). Our goal is to estimate
this function of x in a fully nonparametric way without relying on a specific model specification for
the underlying time series.
A simple example should help to illustrate our goal. Consider a stationary AR(p)-model: Xt =∑p
j=1 φjXt−j + t, where p is the order of the Markovian process, and we assume the t’s to be i.i.d.
with mean zero and t to be independent of {Xs; s < t}. Then,
E[Xt |do(Xt−s = x)] =
p∑
j=1
φjE[Xt−j |do(Xt−s = x)].
For a fixed intervention value x, the causal effect can be calculated recursively via gx(s) :=
E[Xt |do(Xt−s = x)] =
∑p
j=1 φjgx(s − j) with initial values gx(0) = E[Xt |do(Xt = x)] = x and
gx(−s) = E[Xt |do(Xt+s = x)] = E[Xt] = 0 for s > 0. Since gx(s) is a linear combination of previous
{gx(s − i) | i > 0}, we thus see that the causal effect E[Xt |do(Xt−s = x)] is a linear function of
the intervention value x. Furthermore, E[Xt |do(Xt−s = x)] is geometrically decaying because gx(s)
satisfies the skeleton equation of the stationary AR(p)-model. However, if the true underlying data
generating stationary process is nonlinear, perhaps with non-additive innovation terms, the causal
effect is typically a nonlinear function of x and such a recursive formulation is difficult and not useful
for the task of estimating the causal effect.
Instead, we will use an approach based on Pearl’s backdoor adjustment formula [19]. The inter-
ventional density can be calculated from the observational density
p(xt |do(Xt−s = x)) =
∫
p(xt |Xt−s = x,XSt−s)dP (XSt−s), (2)
where XSt−s denotes a so-called adjustment set of Xt−s, and the expression in (2) is invariant under
shifts in t due to the stationarity assumption. In a time series setting with a data-generating
univariate Markovian process, the adjustment set can be chosen as XSt−s = {Xt−s−1, . . . , Xt−s−p},
the previous instances in time up to a time lag p ∈ N0 where the value p has to be at least as large
as the order of the Markovian process. Thus, for stationary Markovian processes we obtain:
E[Xt |do(Xt−s = x)] =
∫
E[Xt |Xt−s = x,XSt−s]dP (XSt−s). (3)
In particular, (3) illustrates that we can relate the causal effect to integrating the regression function
m(x,XSt−s) = E[Xt |Xt−s = x,XSt−s] over the adjustment variablesXSt−s, and this is the key property
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to construct an estimator in a model free way. This line of reasoning can be extended to multivariate
l-dimensional time series where causal statements are often more interesting: we aim to estimate
E[Xt |do(Xc,t−s = x)],
where c ∈ {1, . . . , l} denotes a single component. The same formula (3) applies when using an
appropriate adjustment set XSt−s. The latter will depend whether there are time-instantaneous
effects across the different components or not. We show that when having no instantaneous effects,
assuming regularity conditions and twice differentiability of E[Xt |Xc,t−s = x,XSt−s] with respect to
x, our proposed marginal integration estimator achieves the n−2/5 convergence rate for estimating
the true causal effect E[Xt |do(Xc,t−s = x)]. In case of instantaneous effects, we will derive a
conservative procedure which does not require any knowledge about the true underlying structure
of the Markovian process.
1.1 Related work and our contribution
Nonparametric estimation of causal effects of continuous (intervention/treatment) random variables
with marginal integration of the regression function has been proposed by Ernest and Bu¨hlmann
[6] in the i.i.d. setting. The difficulty there is that the adjustment in (2) has to be estimated from
data, unless it is known. This task is rather delicate, as it amounts to determining a superset of
the parents of the intervention variable in a structural equation model; and it is difficult to imagine
that this could be accurately done in a nonparametric way.
Here, with Markovian time series and without instantaneous effects in multivariate settings,
a valid adjustment set only needs the knowledge or a good estimate of an upper bound of the
Markovian order. This makes our procedure much more reliable, and in fact, our implementation
of marginal integration is somewhat different and more direct than the proposal in Ernest and
Bu¨hlmann [6]. Our investigation for the case with instantaneous effects in multivariate scenarios
is novel and specific to time series problems. Regarding the mathematical analysis, the technical
derivation of the convergence rate for estimating causal effects is substantially more demanding and
we extend the existing theory to strongly mixing stationary multivariate processes. Thereby, a fully
nonparametric Markovian process setting with smoothness and additional regularity conditions is
assumed. Earlier work on the asymptotic theory of marginal integration in a time series setting
has been considered in Tjøstheim and Auestad [22], Masry and Tjøstheim [16] and Masry and
Tjøstheim [17]. These contributions consider special forms of a nonparametric time series model,
i.e., univariate, ARCH- and ARX-models, whereas our focus is on a more model free approach. It
is fair to say though that our theoretical analysis shares some similarities with the previous works
mentioned above.
There is a substantial literature on nonparametric estimation of causal effects of binary treatment
or intervention variables [20, 14]. For continuous treatments or intervention variables, recent work
also includes Kennedy et al. [13], besides the marginal integration approach [6]. Marginal integration
itself has been proposed by Linton and Nielsen [15] for smooth function estimation in structured
nonparametric regression, mainly for additive models. The theoretical analysis in Fan, Ha¨rdle, and
Mammen [8] is the basis for inferring causal effects in the setting of independent data [6]. We are
not aware of any other work which considers estimation of causal effects, as defined in (1), for the
setting of stationary time series.
2 Marginal integration for time series
The marginal integration regression method was first proposed by Linton and Nielsen [15] in the
context of additive regression modelling. It is based on the idea that each component of an additive
model can be obtained by weighted marginal integration of the regression function. Adopting the no-
tation from regression, let Y be a real-valued response variable, X1 ∈ R and X2 ∈ Rq a set of random
(co-)variables. We denote the regression function E[Y |X1 = x1, X2 = x2] bym(x1, x2). Fan et al. [8]
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show that the one-dimensional function of x1 when marginalised over X2 , i.e., E[W (X2)m(x1, X2)],
can be consistently estimated by weighted marginal empirical integration of the estimated regres-
sion function with the one-dimensional nonparametric convergence rate under certain smoothness
conditions. Here, W (·) is a real-valued weight function satisfying E[W (X2)] = 1. The presence
of the additional variables X2 does not add complexity to the estimation of E[W (X2)m(x1, X2)]
asymptotically as they are averaged out by integration. The one-dimensional marginalised function
in x1 has a striking resemblance with the causal effect of an intervention do(X1 = x1) on Y . In fact,
as in the derivation of (3),
E[Y |do(X1 = x1)] =
∫
yp(y |do(X1 = x1))dy
=
∫ ∫
yp(y |X1 = x1, XS1 )dP (XS1 )dy (4)
=
∫
E[Y |X1 = x1, XS1 ]dP (XS1 ) = E[m(x1, X2)], (5)
by inserting Pearl’s backdoor adjustment formula (2) in equation (4), assuming that we can inter-
change the order of integration, and choosing X2 = X
S
1 in equation (5). Hence, the causal effect
E[Y |do(X1 = x1)] can be estimated by marginal integration of m(x,XS1 ).
2.1 The setting without instantaneous effects and the estimator
In a time series context, the theory of marginal integration needs to be extended in order for the
same asymptotic results to hold. We consider the following set-up. The data is a finite realiza-
tion of a strictly stationary and strongly mixing [7] multivariate Markovian process (Xt)t∈Z of
order p0 and with l components, that is, Xt = (X1,t, . . . , Xl,t) for every t ∈ Z. The number of
components l is arbitrary (but fixed) and includes the univariate case. The sequence can display
serial dependence between variables within the same and also between different components. We
also assume that the stochastic process can be represented in the form of a structural equation
model (SEM) which remains invariant across time t. The SEM consists of a system of equations
{Xc,t = fc(Xpa(c,t), c,t); c = 1, . . . , l; t ∈ Z} in which pa(c, t) denotes the parental set or the set of
direct causes of (c, t) and c,t denotes the noise term. We then require that the Markovian process
has the following property:
L(Xc,t | Xt−1,Xt−2, . . . ,Xt−p0) = L(Xc,t | Xpa(c,t)),
{Xc,t | Xpa(c,t); c = 1, . . . , l; t ∈ Z} are conditionally jointly independent. (6)
We assume here that there are no instantaneous effects, that is pa(c, t) ⊆ {(d, s); d = 1, . . . , l; s =
t−1, . . . , t−p0}. According to the SEM, one can construct an infinite directed acyclic graph (DAG).
The random variables {Xc,t; c = 1, . . . , l; t ∈ Z} correspond to nodes in the DAG and the edges
are drawn from each variable in a parental set to its effects. Due to stationarity, the DAG does not
change over time t and due to the Markovian structure, it is sufficient to represent it by a DAG D for
the time points t, t− 1, . . . , t− p0. In terms of the graph D, no instantaneous effects means that the
edges are directed forward in time, and there are no directed edges across the different components
at the same time point. An example is given in Figure 1. We will relax the assumption of having
no instantaneous effects in Section 2.3.
We denote the causal effect at Xc1,t after an intervention at Xc2,t−s, s ∈ N by E[Xc1,t |do(Xc2,t−s
= x)], where c1, c2 are components of the multivariate time series. Also, t is the time index of
the response variable and s the time difference between intervention and response variable. Let
X1, . . . ,Xn be a sample of the sequence. We estimate the causal effect as
Eˆ[Xc1,t |do(Xc2,t−s = x)] = (n− s− p)−1
n∑
k=s+p+1
mˆ(x,XSk−s), (7)
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Figure 1: A time-invariant DAG without instantaneous effects which corresponds to the SEM:
X1,t = 0.8X1,t−2 − 0.3X1,t−4 + 0.5X3,t−5 + 1,t, X2,t = −0.7X1,t−1 +
√|X2,t−1 +X3,t−3|+ 2,t and
X3,t = sin(X1,t−3X3,t−3) + 3,t. The nodes correspond to variables {Xc,t; c = 1, . . . , l; t ∈ Z}. Due
to stationarity and the Markovian structure, it is sufficient to represent the DAG for time points
t, . . . , t− p0.
where XSt denotes the set {Xt−1, . . . ,Xt−p} with p ≥ p0 chosen reasonably large such that it is
larger than the Markovian order p0. The partially locally linear estimator mˆ(x,x
S) is obtained by
minimising
n∑
k=s+p+1
(Xc1,k − α− β(Xc2,k−s − x))2Kh1(Xc2,k−s − x)Lh2(XSk−s − xS) (8)
with respect to α and β. We then use mˆ(x,xS) = αˆ. K, L are two kernel functions and h1, h2
are their corresponding bandwidths. When the bandwidths are chosen appropriately, we are able
to show that our estimator recovers the true causal effect consistently and with convergence rate
n−2/5. For this purpose, we require some assumptions outlined next.
2.2 Asymptotic result
We assume the following conditions.
Assumption 1.
1. The mixing coefficients of the underlying strongly mixing stationary l-dimensional Markovian
process of order p0 satisfy αk ≤ Ak−β and β > 2 + pl+1γ + pl for some constants A > 0, γ > 0
and p ≥ p0.
2. The variables Xc,t have bounded support for every t ∈ Z and c ∈ {1, . . . , l}.
3. The variables Xc2,t,X
S
t have a joint density with respect to Lebesgue measure and p(u,u
S) has
continuous, bounded partial derivatives up to order 2 with respect to u and up to order d with
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respect to uS . In addition, for a δ > 0 the joint distribution is bounded away from zero in a
neighbourhood of x
inf
u∈x±δ
uS∈supp(XSt )
p(u,uS) > 0.
4. The conditional density p(XSi |Xj ,XSj ,Xk,XSk ,Xl,XSl ) is bounded a.s. for every i, j, k, l ∈ Z.
5. For every j ∈ Z the joint density p(Xt,XSt ,Xt+j ,XSt+j) is bounded.
6. The regression function m(u,uS) = E[Xc1,t |Xc2,t−s = u,XSt−s = uS ] exists and has bounded
partial derivatives up to order 2 with respect to u and up to order d with respect to uS . Fur-
thermore, E[|Xc1,t| |Xc2,t−s = u,XSt−s = uS ] is bounded.
7. The kernel functions K,L are symmetric, bounded on a bounded support and L is an order
d-kernel.
8. The product kernel K ·L is Lipschitz, i.e., there exists a constant Λ ≥ 0 such that for all (u, v)
and (u′, v′)
|K(u)L(v)−K(u′)L(v′)| ≤ Λ‖(u, v)− (u′, v′)‖ .
9. The bandwidths are chosen such that nh1h
2pl
2 /log
2(n)→∞ and h41log(n)/hpl2 → 0, hd2/h21 → 0,
nθh1h
pl
2 /log(n)→∞ with θ = β−2−pl−(pl+1)/γβ+2−pl .
Assumptions 1.2 - 1.3, 1.6 and the bandwidth conditions in 1.9 are adapted from Assumption 1 in
[6]. Assumptions 1.1, 1.5, 1.7 - 1.9 ensure the uniform convergence of the kernel density estimator
for dependent variables. In particular, a mixing rate is defined in Assumption 1.1 which yields the
desired rate of convergence of the kernel density estimator.
Theorem 1. Let (Xt)t∈Z be a strictly stationary, strongly mixing Markovian process of order p0,
and assume that it can be uniquely represented in the form of a structural equation model with time
invariant DAG as in (6) which exhibits no instantaneous effects. Under Assumption 1, it holds that
Eˆ[Xc1,t |do(Xc2,t−s = x)]− E[Xc1,t |do(Xc2,t−s = x)] = O(h21) +Op(1/
√
nh1).
Remark 1. The rate O(n−2/5) can be obtained by choosing h1  n−1/5 if pl < d. This corresponds to
the optimal rate of convergence for the estimation of one-dimensional twice differentiable functions.
Remark 2. Theorem 1 extends to the estimation of E[g(Xc1,t) |do(Xc2,t−s = x)] for arbitrary
real-valued transformations g(·) (see Remark 1 [6]). For example, this enables the estimation of
E[X2c1,t |do(Xc2,t−s = x)], E[|Xc1,t| |do(Xc2,t−s = x)] or P (Xc1,t ≤ b |do(Xc2,t−s = x)). This is
especially useful in the analysis of financial time series. Financial returns often show no evidence
of serial correlation, whereas the absolute returns or the squared returns do.
We defer the proof of Theorem 1 to A. The proof is a non-trivial extension of the techniques in Fan
et al. [8] to the case of stationary Markovian processes. Alternatively, Theorem 1 might be derived
by generalizing the theory of projections in Masry and Tjøstheim [17] to a fully nonparametric model
with more than two projection components.
Furthermore, Hengartner and Sperlich [11] propose an interesting modification to the marginal
integration estimator presented here. They suggest an internally normalised pilot estimator for
the conditional mean which leads to nicer asymptotic results. Related to their motivation, we will
discuss ways to ease the bandwidth choice and to bypass the use of higher order kernels for MINT-T
in practice in the upcoming Sections 3 and 4.2.1.
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2.3 Instantaneous effects
Up till now, we assumed that there are no instantaneous effects between the different components of
the time series. Here, we will argue that some statements are still possible in presence of instanta-
neous effects while requiring no knowledge of the underlying DAG in the structural equation model
(SEM). Instead of (6) we consider a SEM with DAG D
Xc,t = fc(Xpa(c,t), c,t), c = 1, . . . , l, t ∈ Z,
1,t, . . . , l,t jointly independent for all t ∈ Z, (9)
where pa(c, t) is also allowed to include indices (d, t) for some d 6= c, i.e., so-called instantaneous
effects (in Figure 1, there would be some directed edges among the variables X1,t, . . . , Xl,t); and
pa(c, t) is defined with respect to the DAG D.
To deal with instantaneous effects, we have to choose another adjustment set. Ideally, when
doing an intervention do(Xc2,t−s = x) we would choose an adjustment set like pa(c2, t − s) or a
slightly larger set containing only ancestors of (c2, t− s). In absence of knowing the true underlying
DAG, we cannot do this. We propose the following adjustment set
X S˜c2,t−s := ∪c6=c2{Xc,t−s} ∪ {Xt−s−1, . . . ,Xt−s−p} (10)
where p ≥ p0. That is, we also include all instantaneous variables Xc,t−s (c 6= c2). The estimator is
the same as in (7) but now using the larger adjustment set in (10). Using the theory as presented
in Section 2.2, the estimator will converge, with rate n−2/5, to
E˜[Xc1,t |do(Xc2,t−s = x)] :=
∫
E[Xc1,t |Xc2,t−s = x,X S˜c2,t−s]dP (X S˜c2,t−s).
In general, it will happen that
E˜[Xc1,t |do(Xc2,t−s = x)] 6= E[Xc1,t |do(Xc2,t−s = x)].
What we will argue though is that when E˜[Xc1,t |do(Xc2,t−s = x)] 6= E[Xc1,t] (and its estimate being
sufficiently far away from the mean), one can claim a total causal effect of Xc2,t−s on Xc1,t. For a
rigorous statement, we need the following definition.
Definition 1. Xc2,t−s is not total causal for Xc1,t if and only if Xc2,t−s ⊥ Xc1,t under the inter-
ventional distribution PXt|do(Xc2,t−s=x) for all x ∈ supp(Xc2,t−s). Here, ”⊥” denotes independence.
Apparently, ifXc2,t−s is not total causal forXc1,t, then the average causal effect E[Xc1,t |do(Xc2,t−s
= x)] ≡ E[Xc1,t]. We will show next that the same holds true for E˜[Xc1,t |do(Xc2,t−s = x)].
Theorem 2. Let (Xt)t∈Z be a strictly stationary Markovian process of order p0, and assume that it is
represented in the form of a structural equation model with time invariant DAG D as in (9) allowing
also for instantaneous effects. Assume that, for all x ∈ supp(Xc2,t−s), the interventional distribution
PXt|do(Xc2,t−s=x) after the intervention do(Xc2,t−s = x) is faithful with respect to the interventional
DAG Dinterv where all directed arrows into (c2, t− s) are deleted. Then from E˜[Xc1,t |do(Xc2,t−s =
x)] 6= E[Xc1,t] for some x ∈ supp(Xc2,t), it follows that Xc2,t−s is total causal for Xc1,t for s > 0.
Remark 3. The distribution of the stochastic process does not necessarily define a unique DAG. We
note that the statement is true for any DAG D such that the faithfulness and the Markov property
hold.
Remark 4. If we know beforehand that we are only interested in a set of prespecified intervention
values I ⊂ supp(Xc2,t−s), then the above assumption ”PXt|do(Xc2,t−s=x) is faithful with respect to
Dinterv for all x ∈ supp(Xc2,t−s)” can be weakened to require only ”for all x ∈ I”. The statement
of the theorem then reads: from E˜[Xc1,t |do(Xc2,t−s = x)] 6= E[Xc1,t] for some x ∈ I, it follows that
Xc2,t−s is total causal for Xc1,t for s > 0.
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Just as in Theorem 1, we are able to estimate E˜[Xc1,t |do(Xc2,t−s = x)] with the optimal rate by
adjusting onX S˜c2,t−s from (10) in the presence of instantaneous effects. Thus, if
̂˜E[Xc1,t |do(Xc2,t−s =
x)] 6= Xc1,., we would claim a total causal effect and hence avoid false positive statements about
causal effects. A word of caution should be added, however: we would typically rank different causal
effects by a quantity like
eff (Xc2,t−s → Xc1,t) =
∫
‖E[Xc1,t |do(Xc2,t−s = x)]− E[Xc1,t]‖dw(x)
for some weight function w(·). This causal effect quantity can be rather different from
e˜ff (Xc2,t−s → Xc1,t) =
∫
‖E˜[Xc1,t |do(Xc2,t−s = x)]− E[Xc1,t]‖dw(x).
Thus, a ranking of total causal effects by estimates of e˜ff(·) can be rather different than by estimates
of the true causal effects eff(·).
Proof of Theorem 2. To simplify notation and without loss of generality assume that E[Xc,t] = 0 for
all c. We will show the reverse implication: Xc2,t−s is not total causal for Xc1,t ⇒ E˜[Xc1,t |do(Xc2,t−s
= x)] ≡ 0. If Xc2,t−s is not total causal for Xc1,t, Xc1,t and Xc2,t−s are independent under the
interventional distribution PXt|do(Xc2,t−s=x) for all x ∈ supp(Xc2,t−s). On a graphical level, the
intervention do(Xc2,t−s = x) corresponds to deleting all incoming edges into (c2, t − s) from the
observational DAG D and substituting Xc2,t−s by x in the resulting interventional DAG Dinterv.
The independence between Xc1,t and Xc2,t−s can be translated into a graphical criterion, namely
that Xc1,t and Xc2,t−s are d-seperated by the empty set in Dinterv to which P
Xt|do(Xc2,t−s=x) is
faithful for all x. Then, there can only be paths between Xc2,t−s and Xc1,t that contain at least one
v-structure. We denote such a v-structure by Xcsource1 ,t−j1 → Xccollider,t−j2 ← Xcsource2 ,t−j3 . Here,
csource1 or csource2 could be equal to ccollider but not both.
If the collider Xccollider,t−j2 lies between j2 = 0, .., s− 1, nothing changes by adjusting on X S˜c2,t−s.
The path still remains blocked by Xccollider,t−j2 . On the other hand, if j2 = s, then j1, j3 ≥ s and the
path is blocked by either Xcsource1 ,t−j1 or Xcsource2 ,t−j3 after adjusting on X
S˜
c2,t−s. Therefore, every
path between Xc1,t and Xc2,t−s is blocked by X
S˜
c2,t−s in Dinterv.
Since P is Markov w.r.t. D, we have conditional independence of Xc1,t and Xc2,t−s given X
S˜
c2,t−s
and therefore,
E˜[Xc1,t |do(Xc2,t−s = x)] =
∫
E[Xc1,t |Xc2,t−s = x,X S˜c2,t−s]dP (X S˜c2,t−s)
=
∫
E[Xc1,t |X S˜c2,t−s]dP (X S˜c2,t−s) = E[Xc1,t] = 0.
3 Implementation
The estimator in (7) is constructed using the partially locally linear estimator in (8). This requires
choosing two bandwidths h1 and h2, and such a choice is not easy in view of the fact that we cannot
rely on cross-validation for the quantity E[Xc1,t |do(Xc2,t−s = x)] (since there is no corresponding
loss to an observable quantity). The related estimator suggested by [6], based on a boosting idea,
seems substantially easier for practical purposes.
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3.1 MINT-T: an implementation for marginal integration
We describe here our estimation scheme based on the boosting idea in [6]: we call it ”MINT-T”,
standing for marginal integration in time series. MINT-T differs from the estimation scheme in [6]
in that no additive approximation is used in the first step. The more regular structure of our setting
(e.g., stationarity assumption, same size of adjustment set for all interventions) allows us to directly
apply the marginal integration estimator from the first step.
Exploiting the strict stationarity of the time series, we obtain n − s − p dependent samples
(i.e., samples of ”regressors”). For Xc1,t and Xc2,t−s, we have the ”response” vector Xc1 :=
{Xc1,n, Xc1,n−1, . . . , Xc1,s+p+1} and the ”regressor” Xc2 := {Xc2,n−s, Xc2,n−s−1, . . . , Xc2,p+1}, re-
spectively. For the adjustment set XSt−s, we have the lagged values of the ”regressors” which can be
represented by the matrix (Xn−s−1(p), . . . ,Xp(p)), where Xt(p) = (Xt, . . . ,Xt−p+1). This matrix
involves the samples XS := {Xn−s−1, . . . ,X1}.
The initial step of MINT-T consists of approximating the regression function m(x,xS) = E[Xc1,t |
Xc2,t−s = x,X
S
t−s = x
S ] by a locally constant estimator of the form
mˆinit(x,x
S) := argmin
α
n∑
k=s+p+1
(Xc1,k − α)2Kh1(Xc2,k−s − x)Lh2(XSk−s − xS). (11)
Marginally integrating the estimator (11) over the samples XS with the empirical mean as in
equation (8) yields an estimate for the true causal effect E[Xc1,t |do(Xc2,t−s = x)]. The problem is
that the marginally integrated estimator (8) is very sensitive to the choice of the bandwidths h1 and
h2. Moreover, we cannot use cross-validation or penalised likelihood techniques to determine the
optimal bandwidths as E[Xc1,t |do(Xc2,t−s = x)] is neither a regression function nor does it appear
in the likelihood. To make our estimator more robust with respect to the choice of the bandwidths,
we therefore apply B steps of L2-boosting with the locally constant estimator (11), which, in every
iteration, is applied to the residuals of the previous fit. The key idea of the boosting procedure is that
the bandwidths h1 and h2 in (11) can be set to large values in order to obtain an estimator with high
bias and low variance. The boosting iterations then reduce the bias. As such, the boosted estimator
is less sensitive to the specific choice of the bandwidths as long as they are sufficiently large. This
will be shown experimentally in Section 4.2.1. The effect of the boosting can be compared to the
one of the use of a higher-order kernel [5].
We now describe the boosting procedure in detail. Let mˆ1 := mˆinit defined in (11). Then, the
n− s− p residuals R1,s+p+1, . . . , R1,n of the initial model fit are given as
R1,k = Xc1,k − mˆ1(Xc2,k−s,XSk−s), k = s+ p+ 1, . . . , n.
The locally constant fit of the residuals is then obtained as in (11) by minimising
n∑
k=s+p+1
(R1,k − α)2Kh1(Xc2,k−s − x)Lh2(XSk−s − xS) (12)
with respect to α, and is denoted by gˆR1(x,x
S) := αˆ. Let mˆ be the (n− s− p)-dimensional vector
of mˆ evaluated at the samples of the time series and Xc1 be the (n − s − p)-dimensional vector of
the samples in Xc1 . We can then summarise the L2-boosting step as follows: for b = 1, . . . , B − 1,
mˆb+1 = mˆb + gˆRb ,
Rb+1 = Xc1 − mˆb+1,
where B (the number of boosting iterations) is a regularisation parameter.
Finally, we marginally integrate over the samples XS with the empirical mean. This last step of
MINT-T yields the final estimate
Eˆ[Xc1,t | do(Xc2,t−s = x)] = (n− s− p)−1
n∑
k=s+p+1
mˆB(x,X
S
k−s).
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The pseudo-code summarising our method is provided in Algorithm 1.
Algorithm 1 MINT-T
1: Construct n − s − p samples of the adjustment set, the intervention variable and the target
variable exploiting the strict stationarity of the time series.
2: Fit an initial locally constant estimator of Xc1,t versus Xc2,t and X
S
t−s with large bandwidths
to obtain mˆ1 := mˆinit in (11).
3: for b = 1, . . . , B − 1 do
4: Apply one step of L2-boosting as follows:
5: (i) Compute residuals Rb = Xc1 − mˆb
6: (ii) Fit the residuals with the kernel estimator (12) to obtain gˆRb
7: (iii) Set mˆb+1 = mˆb + gˆRb
8: end for
9: return Do marginal integration: output (n− s− p)−1
n∑
k=s+p+1
mˆB(x,X
S
k−s)
4 Empirical results
We provide here empirical results of the marginal integration method MINT-T for the estimation
of causal effects. We also compare it to a reference method, explained below, which relies on
approximating the data-generating stochastic process. This is of course a very ambitious task and,
in its full generality, exposed to the curse of dimensionality.
4.1 A reference method
For comparison, we consider a reference method where we assume that the time series has an additive
functional form with an additive Gaussian error term. This assumption may easily fail though and
thus, the method is exposed to model misspecification. We then estimate the value of each of the l
components of Xt by an additive function of the p previous values of all components, that is,
X1,t = µˆ
(1) +
l∑
c=1
p∑
j=1
mˆ
(1)
c,t−j(Xc,t−j) + ˆ1,t
... (13)
Xl,t = µˆ
(l) +
l∑
c=1
p∑
j=1
mˆ
(l)
c,t−j(Xc,t−j) + ˆl,t.
We now set X1,j = X2,j =, . . . ,= Xl,j = 0 for j = 1, . . . , p and then iteratively simulate the
subsequent values at time points p+ 1, p+ 2, . . . , n of the time series using the estimated functions
and estimated error terms from the additive model (13) with one exception: when reaching time
point n−s, we intervene on component c2 by setting Xc2,n−s to the value x. In the end, we record the
simulated value Xˆc1,n. We repeat the whole procedure N times to obtain N simulated realizations
{Xˆ(1)c1,n, . . . , Xˆ(N)c1,n}. For sufficiently large N , the total causal effect at Xc1,t after an intervention at
Xc2,t−s can be estimated as
Eˆ[Xc1,t | do(Xc2,t−s = x)] = N−1
N∑
i=1
Xˆ(i)c1,n.
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4.1.1 Approximating the true causal effect
If the functional form of the true underlying time series and the distributions of the error terms
are known, we can use the reference method for computing the true causal effect. We then simply
replace the estimated functions and noise variables in the additive model (13) by the (not necessarily
additive) true ones, but apart from that stick to the simulation procedure described above.
4.2 Simulations
We examine here MINT-T on simulated time series from a variety of models covering linear to
nonlinear, additive to non-additive, and univariate to multivariate models:
• Model 1: Xt = 0.4Xt−2 − 0.6Xt−6 + 0.3Xt−10 + t
• Model 2: Xt = cos(Xt−1 +Xt−4) + log(|Xt−6 −Xt−10|+ 1) + t
• Model 3: Xt = σtt with σ2t = 0.1 + 0.4X2t−1 + 0.2X2t−4
• Model 4: Xt = σtt with σ2t = 0.2 + 0.6X2t−1 + 0.3σ2t−1
• Model 5: Xt = 0.4Xt−1 − 0.2Xt−2 + 0.3Xt−3 + 0.8t−1 + t
• Model 6:

X1,t
X2,t
X3,t
X4,t
 =

0.4X1,t−1 − 0.2X1,t−2 + 0.3X2,t−3 + 1,t
cos(X1,t−1) + log(|X2,t−2|+ 1) + 2,t
sin(X3,t−1 −X2,t−1) +
√|X2,t−3 +X4,t−1|+ 3,t
cos(X2,t−1 −X3,t−4) + log(|X1,t−6 +X2,t−10|+ 1) + 4,t

The first model is a linear AR(10) and model 2 a nonlinear, non-additive AR(10)-model. The third
model corresponds to an ARCH(4)-model and the fourth model to a GARCH(1, 1)-model. The fifth
is an ARMA(3, 2)-model and the last a multivariate time series model with four (additive and non-
additive) components. In our simulation study we choose i.i.d. Gaussian noise with mean zero and
variance 1 for models 1-3, 6 and variance 0.5 for models 4 and 5. In all our numerical experiments,
we choose sample size n = 1000.
For each model, we inspect the mean squared error (MSE) between the true and the estimated
causal effect. More precisely, the MSE consists of the true effect subtracted from the estimated
causal effect averaged over 20 cause and effect pairs:
1
20
20∑
j=1
9∑
i=1
(Eˆ[Xt|do(Xt−j = di)]− E[Xt|do(Xt−j = di)])2.
We employ the nine deciles d1, . . . , d9 of the simulated time series (quantiles corresponding to the
probabilities 0.1, 0.2, . . . , 0.9) as the intervention values. For the multivariate model 6, we sample
the components of the intervention and response variable uniformly, repeat the calculation over 5
repetitions and average over the resulting MSE values. Our method MINT-T requires the following
tuning parameters: the bandwidths h1 and h2, the time lag p and the number of boosting iterations
B. We use the true time lag p whenever it is known. This is mainly for comparison reason so
that the reference method is not disadvantaged. For the non-Markovian models 4 and 5, we set p
to 10. The bandwidth h1 is set to 2σˆ for univariate and 3σˆc2 for multivariate time series, where
σˆ denotes the empirical standard deviation of the time series. We used a product Gaussian kernel
for L in equation (11). The bandwidth h2 is a p-dimensional vector for univariate time series and
chosen as (2σˆ, . . . , 2σˆ) due to stationarity, while for multivariate time series, h2 is a pl-dimensional
vector and each entry is scaled by the standard deviation of the corresponding component, i.e.,
(3σˆ1, . . . , 3σˆl, . . . , 3σˆ1, . . . , 3σˆl). In the univariate case, h1 and each element from h2 are equal. For
simplicity and with slight abuse of notation, we refer to both h1 and each entry of h2 as h, where for
the multivariate case we actually mean that the bandwidth is scaled by the corresponding standard
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deviation of the component. The number of boosting iterations B is set to 10. The exact choices of
h, B are not crucial as long as both parameters are chosen reasonably large. Moreover, our estimator
is rather insensitive to the choice of p. This will be explained in more detail in Sections 4.2.1 and
4.2.2. For the reference method we simulated 1000 and for the true causal effect we simulated 10000
time series for every intervention variable and intervention value.
The experimental findings are summarised in Table 1. The relative gain is calculated
from the formula (MSEreference − MSEMINT−T)/MSEreference and the acceleration factor from
timereference/timeMINT−T. Our empirical results show that MINT-T outperforms the reference pro-
cedure on all models except for the univariate AR-models (model 1 and 2). In theory, we expect the
reference to have an advantage when the underlying model is additive, as it is the case with model
1. Even though model 2 is a nonlinear AR-model, our results show that it can be well approximated
through additive modelling. MINT-T is able to provide a relative gain of 17%-53% over the reference
on the ARCH-, GARCH-, ARMA- and the multivariate model.
In some situations, it is of interest to choose intervention values that lie outside of the range of
the time series. In Table 2, we set the intervention value di to 3 times the i
th decile of the simulated
time series. As a result, the range of the simulated true causal effects becomes larger, and the MSE
of both methods increases. In comparison, MINT-T remains more robust for intervention values
that lie outside of the range of the data points and achieves a relative gain of at least 45% on all
models.
MSE Time[s] True effect
MINT-T Reference Gain/loss MINT-T Reference Accel. between
Model 1 0.0804 0.0682 -17.89% 16.17 880.15 54 [-0.6355,0.5645]
Model 2 0.0459 0.0291 -57.73 % 16.26 922.38 57 [0.4408,1.2937]
Model 3 0.0026 0.0046 +43.48% 8.48 419.74 49 0
Model 4 0.0014 0.0027 +48.15% 17.14 938.65 55 0
Model 5 0.0333 0.0711 +53.16% 17.17 946.76 55 [-0.381, 0.3267]
Model 6 0.1430 0.1724 +17.05% 58.18 14788.29 254 [0.3114, 1.9647]
Table 1: Comparison of MINT-T against the reference in terms of MSE and CPU time consumption
per index pair. Relative gain (indicated by +) and loss (indicated by -), and acceleration factor for
the CPU time.
MSE Time[s] True effect
MINT-T Reference Gain/loss MINT-T Reference Accel. between
Model 1 0.1791 0.5176 +65.40% 21.26 1036.13 49 [-1.9433,1.6647]
Model 2 0.4688 1.2139 +61.38 % 33.85 2086.42 62 [ 0.4538,1.9718]
Model 3 0.0261 0.0475 +45.05% 11.76 523.72 45 0
Model 4 0.0079 0.0213 +62.91% 19.87 1064.73 54 0
Model 5 0.1081 0.4310 +74.92% 21.76 1021.42 47 [-1.1320, 0.9798]
Model 6 0.5919 2.6364 +77.55% 64.53 14506.34 225 [ 0.3090, 3.1312 ]
Table 2: Comparison of MINT-T against the reference in terms of MSE and CPU time consumption
per index pair. Relative gain (indicated by +) and loss (indicated by -), and acceleration factor for
the CPU time. Unlike Table 1 and 3, the intervention value di here is equal to 3 times the i
th decile
of each time series.
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In many applications, we are interested in the effect of an intervention on a transformed response
variable. For example, any causal effect is identical to zero in ARCH-models since
E[Xt |do(Xt−s = x)] =
∫
E[Xt |Xt−s = x,XSt−s]dP (XSt−s)
=
∫
E[σtt |Xt−s = x,XSt−s]dP (XSt−s)
=
∫
E[σt |Xt−s = x,XSt−s]E[t]dP (XSt−s) = 0.
An intervention on a squared response variable is usually nonzero in ARCH-models and corresponds
to an intervention on the volatility function up to a constant:
E[X2t |do(Xt−s = x)] =
∫
E[X2t |Xt−s = x,XSt−s]dP (XSt−s)
=
∫
E[σ2t 2t |Xt−s = x,XSt−s]dP (XSt−s)
=
∫
E[σ2t |Xt−s = x,XSt−s]E[2t ]dP (XSt−s)
= Var(t)E[σ2t |do(Xt−s = x)].
MSE Time[s] True effect
MINT-T Reference Gain/loss MINT-T Reference Accel. between
Model 1 0.0297 0.0482 +38.38% 17.00 967.50 57 [1.1372,1.5856]
Model 2 0.1647 0.1746 +5.67% 17.49 957.27 55 [1.7211,3.2016]
Model 3 0.0026 0.0045 +42.22% 8.76 401.30 46 [0.1523,0.2924]
Model 4 0.0008 0.0009 +11.11% 17.12 930.56 54 [0.0502,0.0940]
Model 5 0.0125 0.0407 +69.29% 17.52 929.60 53 [0.3184,0.4700]
Model 6 1.1216 1.2232 +8.31 % 60.51 16051.16 265 [1.5119,5.4317]
Table 3: Comparison of MINT-T against the reference in terms of MSE and CPU time consumption
per index pair for the squared response variable. Relative gain (indicated by +) and loss (indicated
by -), and acceleration factor for the CPU time.
Similarly, stationary GARCH-processes can be rewritten as ARCH(∞) processes, and the causal
effect is identical to 0, while a squared GARCH-process can be rewritten as a causal and invertible
ARMA-process under certain conditions [7, Proposition 4.2]. Our approach allows for the estimation
of causal effects on transformed response variables with arbitrary real-valued transformations (see
Remark 2). We repeat the analysis for a squared response variable, and the experimental results are
listed in Table 3. MINT-T outperforms the reference on all models. The relative gain lies between
6% on the nonlinear AR-model to 69% on the ARMA-model.
Another advantage of MINT-T is the computation time. The computation time of MINT-T
depends mainly on the size of the adjustment set and the number of boosting iterations. On the
other hand, prediction and fitting of the generalised additive models require most of the computation
time for the reference method. The reference method fits once and predicts once for every component
at every time point. MINT-T provides an acceleration by a factor of 53, on average, for univariate
and an acceleration by a factor of 248, on average, for multivariate time series. Therefore, MINT-T
remains feasible for multivariate time series in potentially large-dimensional problems.
4.2.1 The choice of the bandwidth h
We tested different bandwidths h in the range of 0.1σˆ − 10σˆ for the simulated time series from
Section 4. In Figures 2 and 3, the MSE values are plotted against h. We observe that with no
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(a) Model 1
(b) Model 2
Figure 2: Dependence on bandwidth h. MSE values, for models 1 and 2, for h between 0.1σˆ and 10σˆ
(x-axis with scaled h/σˆ) for MINT-T, without boosting, with fixed number of boosting iterations,
and with stopping rules. The time lag p is set to 10.
boosting, the performance is sensitive to the choice of the bandwidth. There is typically an optimal
bandwidth if no boosting iterations are performed. For example, the optimal bandwidth is h ≈ 0.6σˆ
for model 1 and h ≈ 0.8σˆ for model 5. The sensitivity largely disappears with increasing number
of boosting iterations. Moreover, boosting is able to decrease the MSE. Therefore, we can simply
take a larger bandwidth in connection with subsequent boosting. We suggest the following rule-of-
thumb: h = 2σˆ for univariate and h = cl · 2σˆ for multivariate time series along with 10 boosting
iterations. The factor cl is approximately equal to n
1
4+p− 14+pl and corrects for the dimensionality of
the adjustment sets, i.e., p for univariate and pl for multivariate time series. For n = 1000, l = 4 and
p = 10, we used cl = 1.5. The observed results are consistent with what we outlined in Section 3:
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(a) Model 5
(b) Model 6. The MSE of the estimate with stopping rules and the esti-
mate without boosting coincide. In addition to σˆ, the bandwidth of the
multivariate model is scaled by a factor of 1.5.
Figure 3: Dependence on bandwidth h. MSE values, for models 5 and 6, for h between 0.1σˆ and 10σˆ
(x-axis with scaled h/σˆ) for MINT-T, without boosting, with fixed number of boosting iterations,
and with stopping rules. The time lag p is set to 10.
it is favourable to choose large bandwidths, which results in an initial estimate with large bias and
small variance, and the bias is subsequently reduced by the boosting iterations.
In order to avoid unnecessary boosting iterations or ”overboosting”, we implemented the following
stopping rules, which are also shown in Figures 2 and 3. First, we sum the absolute differences
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between two consecutive approximations:
C(b) :=
9∑
i=1
|(n− s− p)−1
n∑
k=s+p+1
gˆRb(di,X
S
k−s)|. (14)
Then we terminate the boosting iterations if either the absolute difference C(b) is smaller than
0.5% of the previous estimate
9∑
i=1
|(n − s − p)−1
n∑
k=s+p+1
mˆb(di,X
S
k−s)| or if the proportion of two
subsequent differences C(b)/C(b− 1) is less than 75% (see Section 3). This way, we achieve little to
no boosting for small bandwidths (small bias, high variance estimate) and more boosting iterations
for larger bandwidths (high bias, small variance estimate). Apparently, our proposed stopping rule
performs reasonably well in the univariate examples we considered. For multivariate time series,
the percentages used for the stopping rule should be adapted to the dimension of the time series.
Additional simulations for the remaining models are presented in Section B.1.
4.2.2 The choice of the time lag p for adjustment
MINT-T requires an estimated time lag p for the adjustment set indicated with S. We ran MINT-T
on the simulated time series from Section 4 for different values of p between 1 and 20. The corre-
sponding MSE values for h = 0.6σˆ, h = 2σˆ and h = 4σˆ are shown in Figure 4.
We observe in Figure 4 that for small bandwidths, e.g., h = 0.6σˆ, the performance is sensitive to
the choice of p, while with larger bandwidths, e.g., h = 2σˆ, the sensitivity mostly disappears. The
reference method deteriorates for misspecified p, though. Therefore, particularly when choosing a
large bandwidth h, MINT-T is much more robust against model misspecification and rather insen-
sitive to the choice of p.
Our empirical results suggest that MINT-T is overall surprisingly insensitive to the choice of
the three tuning parameters, and this constitutes a substantial practical advantage: we should
take a large bandwidth with sufficient amount of boosting iterations (we used 2σˆ for univariate
time series or cl · 2σˆ for multivariate time series and 10 boosting iterations), and then the choice
of the lag p for adjustment does not matter much anymore (we suggest to inspect the partial
autocorrelation function of the time series or its transformed value when considering the causal
effect for a transformed response).
4.3 Real data
In this section we analyse financial data with MINT-T. Financial returns often show no evidence
of serial correlation, however, when transformed, they often do. Therefore, it is more interesting
to study the effects on a transformed response variable, e.g., E[X2c1,t |do(Xc2,t−s = di)]. For each
data set, monetary policy and currency data, we provide an estimated graph of the causal effects
E[X2c1,t |do(Xc2,t−s = di)]. These differ from the Markov graphs prevalent in the causal inference
literature as the edges in the graphs represent substantial total causal effects instead of direct effects.
4.3.1 Currency data
We consider currency data containing the daily exchange rates of five currencies versus US dollar
from January 4 1999 to October 15 2010. The time series components are AUD/USD, GBP/USD,
CAD/USD, EUR/USD and JPY/USD. We preprocessed the data by taking the log transform and
first order differencing. The resulting time series exhibits heteroscedasticity and thus, it is worthwhile
to study the effect of interventions on the volatility function E[X2c1,t |do(Xc2,t−s = di)]. We note that
there is a correspondence with an intervention on the original currency value Pc2,t−s. Since Xc2,t−s =
log(Pc2,t−s)−log(Pc2,t−s−1), we have that E[X2c1,t |do(Pc2,t−s = v)] = E[X2c1,t |do(Xc2,t−s = log(v)−
log(Pc2,t−s−1))] with v being the intervention value and log(Pc2,t−s−1) the observational log-price
from one time-lag before the intervention takes place.
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(a) Model 1 (b) Model 2
(c) Model 3 (d) Model 4
(e) Model 5 (f) Model 6
Figure 4: Dependence on lag p. MSE values for p between 1 and 20 for MINT-T with 10 boosting
iterations. In addition to σˆ, the bandwidth of the multivariate model is scaled by a factor of 1.5.
We estimate the causal effects E[X2c1,t |do(Xc2,t−s = di)] for every s = 1, . . . , 9, c1, c2 = 1, . . . , l
and the nine deciles of the time series d1, . . . , d9. The tuning parameters are chosen as p = 10,
B = 10 and h = 3σˆ.
We represent these causal effects in a graph with nodes corresponding to the random vari-
ables from the l components and the time indices t, t − 1, . . . , t − 9. We draw an edge
from the node corresponding to Xc2,t−s to Xc1,t if the relative strength of the causal effects
CSc1,c2(s) := (
∑9
i=1 |Eˆ[X2c1,t |do(Xc2,t−s = di)] − E[X2c1,t]| − 19
∑9
s=1
∑9
i=1 |Eˆ[X2c1,t |do(Xc2,t−s =
di)] − E[X2c1,t]|)/E[X2c1,t] exceeds a threshold. We subtracted 19
∑9
s=1
∑9
i=1 |Eˆ[X2c1,t |do(Xc2,t−s =
di)] − E[X2c1,t]| from the causal strength to balance the values across the different time
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Figure 5: Currency data: log-returns of daily exchange rates of AUD, GBP, CAD, EUR and JPY
vs. USD between January 4 1999 and October 15 2010. An edge encodes a substantial estimated
causal effect for the squared response E[X2c1,t | do(Xc2,t−s = x)], and its intensity is proportional to
the strength of the estimated total causal effect.
series components. We set the threshold to the ninth decile of the values in the set
{CSc1,c2(s) | c1, c2 = 1, . . . , 5, s = 1, . . . , 9}. The resulting graph is shown in Figure 5. The intensity
of an edge is proportional to the magnitude of the values in CSc1,c2(s).
In Figure 5, the exchange rates of AUD, GBP, CAD and EUR are each affected by their previous
values. If we intervene on a currency exchange rate, we expect a change in the demand for the
currency, which affects the exchange rate at the following time points. Furthermore, we observe
edges linking different components in Figure 5. This implies that an intervention at one currency
not only alters its own future value, but the future values of other currencies as well. For example,
the exchange rates between AUD, GBP and CAD are closely connected, which can be explained by
economical bonds and political links between the commonwealth countries.
We described in Section 2.3 that MINT-T is able to retrieve total causal links between lagged
variables in the presence of instantaneous effects as long as the time lag from the intervention to
the target is at least one. The time resolution is one day in the currency data set. Therefore,
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instantaneous effects cannot be ruled out completely. We reestimated the causal graph, this time
taking instantaneous effects into account. The graph in Figure 6 was drawn in the same way
described before with exactly the same choice of tuning parameters but estimating the quantity
E˜[X2c1,t |do(Xc2,t−s = di)] instead of E[X2c1,t |do(Xc2,t−s = di)]. The differences between Figure 5
and Figure 6 are subtle. In Figure 6 the edges within the same currency are more pronounced and
JPY is more susceptible to interventions to GBP and EUR than in Figure 5.
Figure 6: Currency data: log-returns of daily exchange rates of AUD, GBP, CAD, EUR and JPY
vs. USD between January 4 1999 and October 15 2010. An edge encodes a substantial estimated
effect for the squared response E˜[X2c1,t | do(Xc2,t−s = x)] with instantaneous effects.
4.3.2 Macroeconomic data
Next, we look at macroeconomic data provided by Bernanke and Mihov [1]. The data set contains
six monthly US time series from January 1965 to December 1996. The components are non-borrowed
reserves and extended credit NBRt, borrowed reserves BRt, the federal funds rate FFRt, the Dow-
Jones index of spot commodity prices PSCCOMt, real gross domestic product GDPt and the gross
domestic product deflator PGDPt. The variables can be grouped into policy (BRt, NBRt, FFRt)
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Figure 7: Macroeconomic data [1], consisting of monthly observations of NBRt, BRt, FFRt,
PSCCOMt, GDPt, PGDPt between January 1965 and December 1996 (first differences of log-
transformed values, see text). An edge encodes a substantial estimated causal effect for the squared
response E[X2c1,t | do(Xc2,t−s = x)], and its intensity is proportional to the strength of the estimated
total causal effect.
and macroeconomic variables (GDPt, PGDPt, PSCCOMt). The data was preprocessed by taking
the log transform and differencing. Due to heteroscedasticity, we focus on the effect of interventions
on the volatility function.
We estimate the graph as described in Section 4.3.1 with the same choice of tuning parameters,
and the result is shown in Figure 7. The variable that is influenced most by interventions is FFRt.
FFRt is often described as a key indicator of monetary policy shocks [18]. In the latter reference a
parametric model is considered allowing also for instantaneous effects. We will permit instantaneous
effects in a nonparametric setting when using the procedure from Section 2.3, and the results are
given in Figure 8. By law, banks are required to hold a minimum fraction of customer deposits as
reserves at the federal reserve. If banks own less than the minimum fraction, they may choose to
borrow the required amount from another bank or the federal reserve. Otherwise, they may lend
excessive reserves to other banks. The federal funds rate is the interest rate at which banks trade
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balances held at the federal reserve. The causal links between NBRt, BRt and FFRt reflect this
relationship. For example, FFRt responds to the changes in demand for borrowed and non-borrowed
reserves. Furthermore, the federal reserve observes macroeconomic variables in order to regulate the
federal funds rate through open market operations. Hence, FFRt is also targeted by interventions
on non-policy variables such as income (GDPt) and price level (PGDPt).
Since the time resolution of the macroeconomic data set is one month, we reestimated the graph
for the macroeconomic data taking potential instantaneous effects into account. The graph in
Figure 8 is based on estimates of E˜[X2c1,t |do(Xc2,t−s = di)] instead of E[X2c1,t |do(Xc2,t−s = di)]
while the tuning parameters are unchanged. Similar to the currency data, the differences between
Figure 7 and Figure 8 are subtle. For example, the strongest causal links from Figure 7, i.e.,
NBRt−5 → FFRt, FFRt−7 → FFRt, PGDPt−8 → FFRt and PGDPt−9 → BRt remain the
strongest links in Figure 8.
Figure 8: Macroeconomic data [1], consisting of monthly observations of NBRt, BRt, FFRt,
PSCCOMt, GDPt, PGDPt between January 1965 and December 1996 (first differences of log-
transformed values, see text). An edge encodes a substantial estimated effect for the squared re-
sponse E˜[X2c1,t | do(Xc2,t−s = x)] with instantaneous effects.
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5 Conclusions
Within the framework of stationary Markovian processes, we considered a simple method based on
observational time series data to infer the effect of interventions. We showed that a marginal inte-
gration estimator, called MINT-T, recovers the true intervention effect with optimal nonparametric
rate n−2/5 under some regularity conditions and assuming no instantaneous effects in multivari-
ate settings. This is the optimal convergence rate for the estimation of a one-dimensional twice-
differentiable function. Even though it is infeasible to estimate the data generating stochastic process
in a nonparametric way, MINT-T is fully nonparametric and remains largely unaffected by the curse
of dimensionality assuming smoothness and additional regularity conditions. The advantage of our
method is that we do not require knowledge of an adjustment set for causal effects: instead, we only
need to specify an upper bound for the order of the underlying Markovian process. Even in presence
of time-instantaneous effects, the methodology is shown to provide interesting results, avoiding false
positive statements.
Double robust methods require the correct specification of either the regression model or the
propensity score model for consistent estimation of E[Y |do(X = x)] (cf. Van der Laan and Robins
[23]). Typically, X is a binary treatment variable. MINT-T, on the other hand, considers continuous
intervention variables and is fully nonparametric as it does not require the specification of any model
but assumes a sufficient amount of smoothness. We refer to Ernest and Bu¨hlmann [6] for a more
in-depth comparison of marginal integration and doubly robust methods.
Our theoretical assumptions include smoothness and the use of higher order kernel: we found
that MINT-T, with an implementation based on boosting instead of using an explicit higher-order
kernel, performed well in simulations with smooth underlying conditional mean functions. We
compared MINT-T to a reference method: it fits a generalised additive model and infers the causal
effect via simulation, as if the data were generated from such an additive model. If the model is
misspecified, the reference method is inconsistent: this is in contrast to MINT-T which does not
depend on the specification of a time series model. In our empirical studies, MINT-T outperformed
the reference on all tested models except for some univariate AR-models. In addition, MINT-T
provided an acceleration of the computational time by a factor of 85 on average and in fact, MINT-T
is computationally efficient and feasible for multivariate time series in potentially large-dimensional
problems.
Inferring the causal effect from readily available observational time series data can offer helpful
guidelines for researchers who wish to design experiments before committing to irreversible and
comprehensive interventions. MINT-T provides a feasible, fully nonparametric tool for this task.
A Proof of Theorem 1
Sketch of the proof. The proof follows immediately from Theorem 1 and Remark 3 [8] by including
some modifications for dependent variables and choosing the weight function W (·) to be identical
to one. In Equation (6.1) in [8], we apply Theorem 2.21 in [7]. In Equation (6.4) and on p. 962
in [8], we replace the uniform convergence of kernel density estimators for the i.i.d. case by a similar
result for dependent variables in [10]. In order to obtain the final result Eˆ(Xc1,t |do(Xc2,t−s =
x))−E(Xc1,t |do(Xc2,t−s = x)) = O(h21)+Op(1/
√
nh1), it remains to show that each of the following
terms
n−1
n∑
j=1
∗jKh1(Xc2,j−s − x),
Tn,1 = n
−2∑
i 6=j
Γ(XSi−s)r˜ij ,
Tn,2 = n
−2∑
i6=j
W (XSi−s)r˜ijp
−1(xi−s)p(1,0)(xi−s)Tµ2(K)(Xc2,j−s − x),
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Tn,3 = n
−2∑
i6=j
jKh1(Xc2,j−s − x)Vij and
Tn,4 = n
−2∑
i 6=j
W (XSi−s)Aj(x
i−s)jp−1(xi−s)p(1,0)(xi−s)Tµ2(K)(Xc2,j−s − x)
is of order O(h21) + Op(1/
√
nh1). Here, x
i−s = (x,XSi−s), 
∗
j = Γ(X
S
j−s)p(X
S
j−s)(Xc1,j −
m(Xc2,j−s,X
S
j−s)), where m(·) denotes the regression function and Γ(XSj−s) = W (XSj−s)/p(xi−s).
Furthermore, rˆij = m(Xc2,j−s,X
S
j−s) − m(x,XSi−s) − f ′1(x)T (Xc2,j−s − x), r˜ij = Aj(xi−s)rˆij −
EAj(xi−s)rˆij and Aj(xi−s) = Kh1(Xc2,j−s − x)Lh2(XSj−s −XSi−s). This can be achieved by calcu-
lating the first and second moments and invoking the covariance bound in Proposition 2.5(ii) in Fan
and Yao [7]. A detailed proof is given next.
Proof of Theorem 1. The proof follows along the lines of the proof of Theorem 1 in Fan et al. [8] by
replacing Y with Xc1,t, X1 with Xc2,t−s, X2 by X
S
t−s and x1 with x. For simplicity of notation, we
shall neglect the discrete variable X3. To avoid confusion, we will keep the notation from Fan et al.
[8]. For example, p will refer to the dimension of the variable X1 instead of the time lag within this
proof. Also, Ej(·) will denote the expectation with respect to all variables except for Xj . In our
case, the weight function W (·) [8] is identical to 1. Assumption A.1 [8] is thereby satisfied. In order
to adapt Theorem 1 [8] for dependent variables, we require the following modifications.
In Equation (6.1), we apply Theorem 2.21 from Fan and Yao [7]. The variables m(xi)W (X2i) are
bounded due to Assumption 1.6 and Assumption A.1 [8]. Also,
∑
k≥1 αk <∞ due to Assumption 1.1.
Hence, condition (ii) of Theorem 2.21 [7] is satisfied.
In Equation (6.4) and on p. 962 of Fan et al. [8], we replace the uniform convergence of kernel
density estimators for the i.i.d. case by Theorem 2 in Hansen [10] for dependent variables.
Thus, we can rewrite Equation (6.5) [8, p.963] as
fˆ∗1 (x1)− f∗1 (x1) = O(h21) + op(1/
√
nhp1) + Tn,1 + Tn,2 + Tn,3 + Tn,4 + n
−1
n∑
j=1
∗jKh1(X1j − x1),
where ∗j = Γ(X2j)p(X2j)j , Γ(X2j) = W (X2j)/p(x
j) and j = Y −m(Xj), where m(·) denotes the
regression function. ∗j , Γ(·) are bounded due to Assumptions 1.2-1.3, 1.6 and Assumption A.1 [8].
We will show that each of the remaining terms
n−1
n∑
j=1
∗jKh1(X1j − x1),
Tn,1 = n
−2∑
i 6=j
Γ(X2i)r˜ij ,
Tn,2 = n
−2∑
i 6=j
W (X2i)r˜ijp
−1(xi)p(1,0)(xi)Tµ2(K)(X1j − x1),
Tn,3 = n
−2∑
i 6=j
jKh1(X1j − x1)Vij and
Tn,4 = n
−2∑
i6=j
W (X2i)Aj(x
i)jp
−1(xi)p(1,0)(xi)Tµ2(K)(X1j − x1)
is of order Op(1/
√
nhp1). Here, Vij = Γ(X2i)Lh2(X2j −X2i)− p(X2j)Γ(X2j), µ2(K) =
∫
u2K(u)du,
r˜ij = Aj(x
i)rˆij −EAj(xi)rˆij and rˆij = m(Xj)−m(xi)− f ′1(x1)T (X1j −x1). With this goal in mind,
we calculate the first and second moments of the sums. The first moments E∗jKh1(X1j − x1) = 0,
ETn,3 = 0 and ETn,4 = 0 as E(j |Xj) = 0, Ej(Vij |Xj) = O(1) and Ej(Lh2(X2j −X2i) |Xj) = O(1)
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almost surely (see Lemma 1) and W (X2i), p
−1(xi), p(1,0)(xi), X1j are bounded functions due to
Assumptions 1.2-1.3 and Assumption A.1 [8]. Also, ETn,1 = 0 and ETn,2 = 0 because Er˜ij = 0 and
W (X2i), p
−1(xi), p(1,0)(xi), X1j are bounded functions. By Theorem 14.4-1 [2], it is now sufficient
to show that the second moments are of order O(n−1h−p1 ). The calculation of the second moment is
slightly more involved, and throughout our derivations C will refer to a positive but not necessarily
the same constant.
E
n−1 n∑
j=1
∗jKh1(X1j − x1)
2
≤ Cn−2
∑
i,j
E (jKh1(X1j − x1)iKh1(X1i − x1))
≤ Cn−1
n−1∑
k=1
(
1− k
n
)
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1)) + Cn−1Var(1Kh1(X11 − x1))
≤ Cn−1
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1)) +O(n−1h−p1 )
In the last line, we used
Var(1Kh1(X11 − x1)) = E(21K2h1(X11 − x1))
≤ CE(K2h1(X11 − x1))
= C
∫
K2h1(X11 − x1)p(X11)dX11
= Ch−p1
∫
K2(u)p(x1 + h1u)du
= Ch−p1 p(x1)
∫
K2(u)du+ o(h−p1 )
= O(h−p1 ). (15)
The covariance term can be bounded by a constant.
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
≤ CE (Kh1(X11 − x1)Kh1(X1k+1 − x1))
≤ C sup p(X11, X1k+1) ≤ C1
In the last step, we used Assumption 1.5. On the other hand, the covariance between two bounded,
random variables X1j and X1l is bounded by a constant times the mixing coefficient α|j−l| according
to Proposition 2.5(ii) in Fan and Yao [7]. The covariance bound together with Assumption 1.7 yields
Cov (1Kh1(X11 − x1), kKh1(X1k+1 − x1)) ≤ C2h−2p1 αk.
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Let bn →∞ be a sequence of integers. Then,
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1)) (16)
=
bn−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
+
n−1∑
k=bn
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
≤
bn−1∑
k=1
C1 +
n−1∑
k=bn
C2h
−2p
1 αk
≤ O(bn) +
n−1∑
k=bn
C2h
−2p
1 k
−β
= O(bn) +O(b
−β+1
n h
−2p
1 ) (17)
Choosing bn = h
−2p/β
1 gives us the desired rate O(h
−2p/β
1 ) = o(h
−p
1 ) for β > 2.
We now turn to Tn,1 and Tn,2. Both Tn,1 and Tn,2 are smaller than a constant times n
−2∑
i6=j r˜ij .
Therefore,
ET 2n,1 and ET 2n,2 ≤ Cn−4
∑
i 6=j
∑
k 6=l
E (r˜ij r˜kl) .
For four different indices, i.e., k, l 6∈ {i, j}, the summand is zero because Er˜ij = 0 and r˜ij = O(h21+h2)
(see [8, p.965] and Lemma 2). For three different indices, the sum is at most of order O(n−1(h41+h
2
2))
and for two different indices of order O(n−2(h41 + h
2
2)). Hence, we obtain the desired rate o(n
−1).
It remains to show that ET 2n,3 and ET 2n,4 are O(n−1h
−p
1 ). By performing a variable transformation
and a Taylor expansion one can see that Ej(Vij |Xj , Xk, Xl) = O(1), Ej(V 2ij |Xj) = O(h−q2 ) almost
surely (see Lemma 1). In addition, Vij = O(h
−q
2 ) due to Assumption 1.2-1.3, 1.7 and Assumption A.1
[8]. We will treat the cases of two, three and four different indices separately. First for four different
indices k, l 6∈ {i, j}
ET 2n,3 = n−4
∑
i6=j
∑
k 6=l
E (jKh1(X1j − x1)VijlKh1(X1l − x1)Vkl)
= n−4
∑
i6=j
∑
k 6=l
E (jKh1(X1j − x1)Ej(Vij |Xj , Xk, Xl)lKh1(X1l − x1)Vkl)
≤ Cn−3
∑
j 6={k,l}
∑
k 6=l
E (jKh1(X1j − x1)lKh1(X1l − x1)El(Vkl |Xj , Xl))
≤ Cn−2
∑
j 6=l
E (jKh1(X1j − x1)lKh1(X1l − x1))
≤ Cn−1
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
= o(n−1h−p1 )
In the last Equation, we used Equations (16) - (17). Next, for three different indices k ∈ {i, j},
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l 6∈ {i, j}
n−4
∑
i 6=j
∑
l 6={i,j}
E (jKh1(X1j − x1)VijlKh1(X1l − x1)Vkl)
≤ Cn−4h−q2
∑
i6=j
∑
l 6={i,j}
E (jKh1(X1j − x1)Ej(Vij |Xj , Xl)lKh1(X1l − x1))
≤ Cn−3h−q2
∑
j 6=l
Cov (jKh1(X1j − x1), lKh1(X1l − x1))
≤ Cn−2h−q2
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
= o(n−2h−p1 h
−q
2 ) = o(n
−1)
Also, for k 6∈ {i, j}, l = i
n−4
∑
i 6=j
∑
k 6={i,j}
E (jKh1(X1j − x1)VijiKh1(X1i − x1)Vki)
≤ Cn−4h−q2
∑
i 6=j
∑
k 6={i,j}
E (jKh1(X1j − x1)iKh1(X1i − x1)Ei(Vki |Xi, Xj))
≤ Cn−3h−q2
∑
i 6=j
Cov (jKh1(X1j − x1), iKh1(X1i − x1))
≤ Cn−2h−q2
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
= o(n−2h−p1 h
−q
2 ) = o(n
−1)
And for k 6∈ {i, j}, l = j
n−4
∑
i6=j
∑
k 6={i,j}
E
(
2jK
2
h1(X1j − x1)VijVkj
)
= n−4
∑
i6=j
∑
k 6={i,j}
E
(
2jK
2
h1(X1j − x1)Ej(Vij |Xk, Xj)Vkj
)
≤ Cn−3
∑
j 6=k
E
(
2jK
2
h1(X1j − x1)Ej(Vkj |Xj)
)
≤ Cn−2
∑
j
E
(
2jK
2
h1(X1j − x1)
)
= Cn−1E
(
21K
2
h1(X11 − x1)
)
= O(n−1h−p1 )
Here, we used Equation (15). Furthermore, for two different indices k = i, l = j
n−4
∑
i 6=j
E
(
2jK
2
h1(X1j − x1)V 2ij
)
= n−4
∑
i 6=j
E
(
2jK
2
h1(X1j − x1)Ej(V 2ij |Xj)
)
≤ Cn−3h−q2
∑
j
E
(
2jK
2
h1(X1j − x1)
)
= Cn−2h−q2 E
(
21K
2
h1(X11 − x1)
)
= O(n−2h−p1 h
−q
2 ) = o(n
−1)
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Again using Equation (15). Lastly, k = j, l = i
n−4
∑
i6=j
E (jKh1(X1j − x1)VijiKh1(X1i − x1)Vji)
≤ Cn−4h−2q2
∑
i6=j
E (jKh1(X1j − x1)iKh1(X1i − x1))
= Cn−4h−2q2
∑
i6=j
Cov (jKh1(X1j − x1), iKh1(X1i − x1))
≤ Cn−3h−2q2
n−1∑
k=1
Cov (1Kh1(X11 − x1), k+1Kh1(X1k+1 − x1))
= o(n−3h−p1 h
−2q
2 ) = o(n
−1)
Combining above rates yields ET 2n,3 = O(n−1h
−p
1 ). Even though the previous calculations were
limited to Tn,3, ET 2n,4 = O(n−1h
−p
1 ) follows in exactly the same manner by replacing Vij with
Lh2(X2j−X2i) and using Ej(Lh2(X2j−X2i) |Xj , Xk, Xl) = O(1), Ej(L2h2(X2j−X2i) |Xj) = O(h−q2 )
almost surely (see Lemma 1). Together with Remark 3 [8], this concludes the proof of Theorem 1.
A.1 Lemmata
Lemma 1. Ej(Vij |Xj , Xk, Xl) = O(1), Ej(V 2ij |Xj) = O(h−q2 ), Ej (Lh2(X2j −X2i) |Xj , Xk, Xl) =
O(1) and Ej
(
L2h2(X2j −X2i) |Xj
)
= O(h−q2 ) almost surely.
Proof.
Ej(Vij |Xj , Xk, Xl) =
∫
Γ(X2i)Lh2(X2j −X2i)p(X2i |Xj , Xk, Xl)dX2i − p(X2j)Γ(X2j)
≤ C
∫
Γ(X2j + h2u)L(u)du− p(X2j)Γ(X2j)
= CΓ(X2j)− p(X2j)Γ(X2j) + o(1) = O(1).
Ej(V 2ij |Xj) = Ej
(
Γ2(X2i)L
2
h2(X2j −X2i)− 2p(X2j)Γ(X2j)Γ(X2i)Lh2(X2j −X2i)
+ p2(X2j)Γ
2(X2j) |Xj
)
= Ej
(
Γ2(X2i)L
2
h2(X2j −X2i) |Xj
)− 2p(X2j)Γ(X2j)∫ Γ(X2i)Lh2(X2j −X2i)
p(X2i |Xj)dX2i + p2(X2j)Γ2(X2j)
≤ Ej
(
Γ2(X2i)L
2
h2(X2j −X2i) |Xj
)
+ C|p(X2j)Γ(X2j)
∫
Γ(X2j + h2u)L(u)du|
+ p2(X2j)Γ
2(X2j)
= Ej
(
Γ2(X2i)L
2
h2(X2j −X2i) |Xj
)
+ Cp(X2j)Γ
2(X2j) + p
2(X2j)Γ
2(X2j) + o(1)
= Ej
(
Γ2(X2i)L
2
h2(X2j −X2i) |Xj
)
+O(1)
= O(h−q2 ),
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where we used
Ej
(
Γ2(X2i)L
2
h2(X2j −X2i) |Xj
)
=
∫
Γ2(X2i)L
2
h2(X2j −X2i)p(X2i |Xj)dX2i
≤ Ch−q2
∫
Γ2(X2j + h2u)L
2(u)du
= Ch−q2 Γ
2(X2j)
∫
L2(u)du+ o(h−q2 ) = O(h
−q
2 ).
Above calculations imply Ej (Lh2(X2j −X2i) |Xj , Xk, Xl) = O(1) and Ej
(
L2h2(X2j −X2i) |Xj
)
=
O(h−q2 ) almost surely.
Lemma 2. EAj(xi)rˆij = O(h21).
Proof.
EAj(xi)rˆij = EKh1(X1j − x1)Lh2(X2j −X2i)[m(Xj)−m(xi)− f ′1(x1)T (X1j − x1)]
Note, that
Ej(Lh2(X2j −X2i)m(xi) |Xj)
=
∫
Lh2(X2j −X2i)m(x1, X2i)p(X2i |Xj)dX2i
=
∫
L(u)m(x1, X2j + h2u)p(X2j + h2u |Xj)du
= m(x1, X2j)p(X2j |Xj) +O(hd2)
almost surely. Here, we used that L(·) is a order d-kernel by Assumption 1.7. Similarly,
Ej(Lh2(X2j −X2i) |Xj) = p(X2j |Xj) +O(hd2)
almost surely. By Assumption 1.7, K(·) is a symmetric kernel. Hence,
E(Kh1(X1j − x1)) = p(x1) +O(h21).
Then,
EKh1(X1j − x1)Lh2(X2j −X2i)[m(Xj)−m(xi)]
= EKh1(X1j − x1)p(X2j |X1j , X2j)[m(Xj)−m(xj)] +O(hd2)
=
∫ ∫
Kh1(X1j − x1)[m(Xj)−m(xj)]p(X2j |X1j , X2j)p(X1j , X2j)dX1jdX2j +O(hd2)
=
∫ ∫
K(u)[m(x1 + h1u,X2j)−m(x1, X2j)]du p(X2j)dX2j +O(hd2)
=
∫
[m(x1, X2j)−m(x1, X2j)]p(X2j)dX2j +O(h21) +O(hd2)
= O(h21).
In the last line, we used the bandwidth condition hd2 = o(h
2
1). We strengthen Assumption A.4 [8]
such that f1(·) has bounded first and second derivative. Hence,
EKh1(X1j − x1)Lh2(X2j −X2i)f ′1(x1)T (X1j − x1)
≤ CEKh1(X1j − x1)(X1j − x1)
= C
∫
h1uK(u)p(x1 + h1u)du
= Ch1p(x1)
∫
uK(u)du+O(h21) = O(h
2
1).
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B Additional simulations
B.1 The choice of the bandwidth h
For ARCH- and GARCH-models, the MSE behaves in a different manner than for the models in
Section 4.2.1. As explained in Section 4.2.1, the causal effect is identical to zero in ARCH-models.
GARCH-models can be rewritten as ARCH(∞). Therefore, the true Markovian order p0 is infinity
and the causal effect equals zero as well. In both cases, it is beneficial to choose a large bandwidth
even if no boosting iterations are performed. The reason seems to be that estimating the zero causal
effect function can be well done when choosing a large bandwidth: the estimator then approximates
the mean of the underlying time series which is equal to zero as well. Boosting does not improve
the initial kernel estimate. For large bandwidths, however, the difference between the estimate with
and without boosting is negligible as shown in Figure 9.
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(a) Model 3
(b) Model 4
Figure 9: Dependence on bandwidth h. MSE values, for models 3 and 4, for h between 0.1σˆ and 10σˆ
(x-axis with scaled h/σˆ) for MINT-T, without boosting, with fixed number of boosting iterations,
and with stopping rules. The time lag p is set to 4 on model 3 and 10 on model 4.
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