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Introduction
Frequency dependent selection arises under a wide variety of ecological situations such as multiple-niche environments, resource competition, predation, etc. There are two approaches frequently used in theoretical analyses of frequency dependent evolution of continuous traits. The first searches for evolutionarily stable strategies (Maynard Smith, 1982) , or evolutionarily stable coalitions of coexisting strategies Vincent, 1987a,b, 1992; Brown and Pavlovic, 1992) as the possible final states of evolution. The second models the dynamics of how traits change in time, most often by difference equations describing directional evolution (e.g., Hofbauer and Sigmund, 1990; Marrow et al., 1992 Marrow et al., , 1996 Abrams et al., 1993a; Vincent et al., 1993; Matsuda and Abrams, 1994a,b; Dieckmann et al., 1995; Dieckmann and Law, 1996; Abrams et Matsuda, 1997; Law et al., 1997) ; these models are largely compatible with quantitative genetic models (Charlesworth, 1990; Iwasa et al., 1991; Taper and Case, 1992; Abrams et al., 1993a,b; Taylor, 1996) .
The attractors of directional evolution need not be evolutionarily stable strategies (Eshel, 1983; Taylor, 1989; Nowak, 1990; Christiansen, 1991; Abrams et al., 1993a; Vincent et al., 1993; Eshel et al., 1997) . Metz et al. (1996) and Geritz et al. (1997 Geritz et al. ( , 1998 show that the attractors which lack local evolutionary stability are evolutionary branching points, at which two coexisting strategies evolve from a single ancestral strategy by small mutational steps (similar results were obtained independently by Eshel et al., 1997) .
The evolution of polymorphism at a branching point proceeds as follows. As long as the monomorphic population is away from the branching point, a mutant somewhat nearer the branching point can invade and replace the resident. When directional evolution has arrived at the neighbourhood of a branching point, the invading mutant does not replace the former resident anymore, but the two phenotypically similar strategies form a protected dimorphism. Once dimorphic, the population undergoes disruptive evolution during which the two strategies grow further and further apart. The emergence of two widely distinct strategies by small evolutionary steps in an initially monomorphic population can be envisaged as branching on the evolutionary tree.
Protected polymorphism and disruptive selection near a branching point have been indicated in a number of specific models (Christiansen and Loeschcke, 1980; Van Tienderen and De Jong, 1986; Christiansen, 1991; Brown and Pavlovic, 1992; Abrams et al. 1993a) . Specific examples of evolutionary branching have been investigated by Metz et al. (1992 Metz et al. ( , 1996 , Doebeli (1996a) , Doebeli and Ruxton (1997) , Meszéna et al. (1997) , Geritz et al. (1998) , Doebeli and Dieckmann (in press ), Geritz and Kisdi (in press ), Mathias and Kisdi (in press ), Meszéna and Metz (in press ), Geritz et al. (in prep.) . The evolutionary attractors corresponding to fitness minima found, for example, by Cohen and Levin (1991) , Ludwig and Levin (1991) , Vincent et al. (1993) , Doebeli (1996b), and Law et al. (1997) are evolutionary branching points.
An important limitation of the adaptive dynamics framework used for modelling evolutionary branching (Metz et al., 1996; Geritz et al., 1997 Geritz et al., , 1998 ) is the assumption of haploid or clonal inheritance. In this paper we investigate how this framework can be applied to diploid sexually reproducing organisms. Since in diploid populations alleles (rather than phenotypes) undergo mutation and are passed from one generation to the next, we model evolution in allele space by keeping track of the full allelic composition of the population. Evolutionary branching in allele space produces genetic polymorphism of alleles with distinctly different phenotypic effects via a series of small mutations. Specifically, we address the following questions:
(1) Does genetic polymorphism evolve by evolutionary branching under similar ecological conditions where phenotypic adaptive dynamics leads to branching?
(2) What are the qualitative differences between evolution in haploid and diploid populations?
In order to tackle these questions, we use a continuous version of Levene's soft selection model (Levene, 1953) as an example, because of its relative simplicity and because of its well-known population genetics (see, for example, Roughgarden, 1979; Maynard Smith, 1989) . In the original model of Levene (1953) , there is one locus with a fixed number of pre-defined alleles all of which are already present in the population. Here we assume an initially monomorphic population, and a continuum of potential allele types that could arise by mutation. Mutations are assumed to have small but finite (i.e., not infinitesimally small) phenotypic effect. We investigate (1) under which conditions polymorphism evolves via evolutionary branching, (2) the existence of evolutionarily stable polymorphisms, and (3) how the number and properties of evolutionary attractors change under different patterns of environmental heterogeneity. Finally we show that if there are multiple polymorphic evolutionary attractors, any of them may be reached by the population, but the probability of evolving to one or another may be markedly different.
The Model
Consider a population of an annual organism in an environment consisting of two habitats or patches. Within each patch, there is first a period of selection, followed by nonselective competition. During selection, the probability of During the competition phase, a fixed number of adults survive within each patch, such that a fraction c 1 of the adult population is recruited from the first patch, and the remaining fraction c 2 =1-c 1 from the second patch ("soft selection"; Levene, 1953) . Offspring are produced by random mating in the entire population, and are distributed over the patches randomly.
The trait under selection, x, is determined by a single locus with a continuum of possible alleles. Each allele is represented by the phenotype of the corresponding homozygote. In order to avoid excessive notation, we shall use the same symbol, e.g. x, to denote an allele and to denote the phenotype of an individual homozygous for this allele. The alleles act additively on the phenotype, the phenotype of a heterozygote being exactly half-way between the homozygotes.
Notice that this does not imply additive fitnesses, since the fitness functions (Eqs.
1) are nonlinear.
The alleles may undergo mutation. In the analysis of the model, we assume that mutations are of small (but not infinitesimally small) phenotypic effect. Evolution is mutation-limited, i.e., mutations occur infrequently such that a mutant allele either has been excluded or has spread, and the population has reached its equilibrium, by the time the next mutant comes along. To test the robustness of the model predictions, we performed direct simulations of the evolutionary process, in which we relaxed the assumption of strict mutation limitation (see Appendix A for the simulation methods).
Adaptive Dynamics
Pairwise Invasibility Plots 
(cf. Roughgarden, 1979, p. 232) . If W x (y) is greater than one, the mutant allele can spread, otherwise it is excluded from the population.
A convenient way to summarize which mutant allele can invade a monomorphic resident population is to construct a so-called pairwise invasibility plot, which indicates for each pair of resident and mutant alleles whether W x (y) is greater or smaller than 1 (Van Tienderen and De Jong, 1986; Metz et al., 1992 Metz et al., , 1996 Meszéna, 1993, 1995; Geritz et al., 1997 Geritz et al., , 1998 ). In Fig For the present purposes we shall consider only two properties of the singularities: (i) convergence stability, i.e., whether the singularity is an attractor of evolution proceeding by a series of allele replacements (Eshel, 1983; Taylor, 1989; Christiansen, 1991) , and (ii) local evolutionary stability, i.e., whether a population monomorphic for the singular allele is resistant to invasions by nearby mutants.
The top panel of Fig. 1a shows a pairwise invasibility plot when the two patches are similar in their respective optimal phenotypes (d/σ=1, c 1 =0.5). x*=0 is an evolutionarily stable allele, since there is no mutant which could invade a population that is monomorphic for x*. Notice that in the neighbourhood of x* there are pairs of alleles which can form protected polymorphisms (Fig. 1a , bottom panel), so that a population evolving towards x* may become polymorphic before it reaches the singularity. This polymorphism, however, can be invaded by alleles still nearer to x*, and therefore will eventually be resolved at the evolutionarily stable allele (Eshel et al., 1997; Geritz et al., 1998) .
If the optimal phenotypes within the two patches are more different, the convergence stable singularity lacks evolutionary stability, i.e., it is a branching point. In Fig. 1b (d/σ=3, c 1 =0.5), a population that is monomorphic for x*=0 can be invaded by both smaller and larger mutants, and the mutant allele forms a protected polymorphism with the original resident. The population therefore necessarily becomes polymorphic in the neighbourhood of x*. In this polymorphic population only mutants outside the two resident alleles can invade, and invasion is followed by the elimination of the allele in the middle. Repeated invasions of mutants thus give rise to a series of polymorphisms of two increasingly distinct alleles (Eshel et al., 1997; Geritz et al., 1998) . Simulated evolutionary trees with branching are shown in Fig. 2 . 
Polymorphic Singularities
In order to model evolution after an evolutionary branching has taken place, we need to generalize the analysis for polymorphic populations. 
where p and q=1-p are the equilibrium allele frequencies of x 1 and x 2 , respectively, and
is the average survival probability during trait-dependent selection in patch i.
Evolution can be described solely in terms of alleles present only if the marginal fitness of a mutant allele is unequivocally determined by the types of the resident alleles, x 1 and x 2 . In polymorphic populations this requires that there is a unique stable equilibrium of allele frequencies, p and q, for each possible pair of resident alleles. The diploid two-allele, two-patch Levene model with arbitrary genotypic fitnesses may have up to three polymorphic population genetical equilibria, two of which can be stable. In Appendix B we derive sufficient conditions under which there is at most one polymorphic equilibrium, and show that this condition is always fulfilled if the within-patch fitness is a Gaussian function of an additively determined phenotypic trait. In the present version of the Levene model, therefore, any complication arising from multiple population genetical equilibria need not be considered. Models of adaptive dynamics with several attractors of the resident population were considered by Rand et al. (1994) , Doebeli and Ruxton (1997) , and Geritz et al. (in prep.) .
For each pair of resident alleles (x 1 , x 2 ) inside the area of protected Matessi and Di Pascuale (1996) .
The evolution of a polymorphic population can be envisaged as a stochastic broken-line trajectory in the area of protected polymorphisms. When a larger (smaller) mutant of x 1 substitutes the original resident allele, the population moves horizontally to the right (left); substitution of x 2 by a larger (smaller) mutant corresponds to a vertical step upwards (downwards). The length of each step is random within some small mutation radius. Since only a finite number of substitutional steps is needed to reach the close neighbourhood of a convergence stable singularity, the evolutionary trajectory is subject to sampling stochasticity.
The left panels of Fig. 2 show the isoclines derived from Eq. 3 for three values of d/σ, assuming equal patch sizes (c 1 =c 2 =0.5). The symmetry of the isocline plots in the main diagonal (y=x) is due to the arbitrary order of labeling the resident alleles. Symmetry in the second diagonal (y=-x) is a consequence of the patches being of equal size.
If the difference between the optimal phenotypes in the first and in the second patch is moderate ( Fig. 2a; d/ .5) and (-7.5,2.5)).
The right panels of Fig. 2 show the corresponding simulated evolutionary trees (see Appendix A for the details of the simulations). The evolutionary trees confirm the predictions of evolutionary branching at x*=0 and of reaching a final stop at one of the convergence stable and evolutionarily stable polymorphisms. In contrast to the assumptions used for the analysis of the model, in the simulations mutations occur rather frequently, and the population does not reach its population genetical equilibrium before a new mutant comes along. Due to recurrent mutations and incomplete allele substitution, there is always some polymorphism within the branches of the evolutionary tree. However, this apparently does not confound the predicted course of evolution. The predictions turn out to be fairly robust with respect to the size of mutations as well.
Bifurcation Analysis
In the next part of the paper we perform a bifurcation analysis of monomorphic and polymorphic evolutionary singularities, in order to investigate the conditions under which evolutionary branching occurs, and the characteristics of the resulting evolutionarily stable polymorphisms.
Monomorphic singularities
The position of the monomorphic evolutionary singularity and its stability properties can be determined analytically (see Appendix C). There is always a single monomorphic singularity,
The singularity corresponds to a generalist phenotype, i.e., a type that is intermediate between the optimal phenotypes in the two patches. If the relative sizes of the patches are unequal, the singularity is nearer to the optimum of the larger patch.
The monomorphic singularity is always convergence stable, i.e., a monomorphic population first evolves to the generalist phenotype. However, the singularity is evolutionarily stable only if
If this condition is not satisfied, then the singularity is a branching point, giving rise to the evolution of a polymorphism. The difference between the two optimal phenotypes required for evolutionary branching is smallest if the patches are of equal size; the more asymmetric the relative size of the patches is, the greater difference between the optimal phenotypes is necessary in order to get evolutionary branching (Fig. 3) . 
Polymorphic singularities
The number, position, and stability properties of polymorphic singularities were determined numerically. Fig. 3 shows the parameter regions with respectively no, one, two, or three convergence stable singularities; the position of the polymorphic evolutionary singularities as a function of relative patch size are shown in Fig. 4 For moderate values of the difference between the optimal phenotypes (2<d/σ<2.41), there is a single convergence stable polymorphism for all values of c 1 (Fig. 4a) . This is so because a slight difference from the optimum does not decrease the within-patch fitness noticeably (the fitness function is flat at its top), but it increases fitness in the other patch.
If the difference between the optimal phenotypes is greater (2.41<d/σ<4.03), there are two convergence stable polymorphic singularities, the position of which remains approximately constant over a wide range of relative patch size (Fig. 4b) .
At the first convergence stable singularity, one homozygote is almost optimal in the first patch, and the heterozygote is almost optimal in the second patch; the roles are reversed at the second convergence stable singularity. These arrangements appear in the asymmetric evolutionary trees of the symmetric model in Fig. 2b . At sufficiently unequal patch sizes, however, only one polymorphic singularity exists, where a homozygote is almost optimal in the large patch and the heterozygote is almost optimal in the small patch.
For very large values of the difference between the optimal phenotypes (d/σ>4.03) there are three convergence stable singularities (Fg. 4c). Two of them (the first and the third ones in Fig. 4c ) are similar to those which appear in Fig. 4b, except that they exist for virtually the whole range of relative patch size. At the remaining convergence stable singularity in the middle (the second one in Fig.   4c ), the two homozygotes are almost optimal in the two patches, and the heterozygote has low fitness in both patches. This convergence stable singularity lacks evolutionary stability for two very narrow ranges of relative patch size (0.348<c 1 <0.352 and 0.648<c 1 <0.652 for d/σ=5, too narrow to be shown in Fig.   4c ), just before it disappears through a fold bifurcation; all other convergence stable polymorphic singularities are evolutionarily stable. Simulations of the evolutionary tree show that in these narrow parameter ranges, the population undergoes secondary branching at the polymorphic singularity resulting in three alleles. Soon after secondary branching, however, one allele goes extinct, and the population evolves to the first (0.648<c 1 <0.652) or to the third convergence stable singularity (0.348<c 1 <0.352).
Evolution with multiple attractors
If there exist several convergence stable polymorphic singularities, the probability of evolving to one or another can be markedly different. Recall that evolution in our model proceeds by finite steps along broken-line trajectories subject to sampling stochasticity, thus the course of evolution is not determined unequivocally. Consider first the case of two convergence stable singularities. If the patches have exactly the same size (c 1 =c 2 =0.5), and the population enters the area of protected polymorphisms exactly at the branching point, then due to symmetry, the population evolves with equal probabilities to the first or to the second convergence stable singularity. However, if the population evolves to the branching point from a distance, then it becomes polymorphic slightly before reaching the branching point, i.e., as soon as a mutant is inside the area of protected polymorphisms. The convergence stable singularity that is nearer to the initial polymorphic population is reached with higher probability. Unequal patch size also changes the probability of reaching one or the other convergence stable singularity. Moderate asymmetry in the relative patch size (0.34<c 1 <0.66 for d/σ=3) moves the saddle point into an asymmetric position relative to the branching point (compare Fig. 5a with the symmetric case shown in Fig. 2b ). The population is more likely to evolve to the convergence stable singularity that is on the same side of the saddle where the branching point is. For example, the second convergence stable singularity can be reached from the branching point in Fig. 5a (c 1 =0.63) only if, by chance, more (or larger) mutations occur in x 1 than in x 2 . However, if mutations are small and many mutations are necessary to reach a singularity, such a sampling error has only low probability.
If the asymmetry of patch sizes is more pronounced (0.22<c 1 <0.34 or 0.66<c 1 <0.79 for d/σ=3), then there are still two singularities which are locally convergence stable, but one of them cannot be reached by a population that enters the area of protected polymorphism near the branching point. In Fig. 5b (c 1 =0.7), the evolutionary trajectory necessarily hits the x 1 -isocline, and thereafter proceeds along this isocline upwards to the first convergence stable singularity. In In order to assess the actual probabilities of arriving at the first versus at the second convergence stable singularity, we run a series of simulations starting with a monomorphic population either above or below the branching point for a range of relative patch sizes and d/σ=3 (Fig. 6) . If the relative patch sizes are equal (c 1 =0.5), then simulations starting above the branching point reach the first singularity significantly more often than simulations starting below the branching point (χ 2 =6.52, d.f.=1, P<0.02), because a population approaching the branching point from above (below) enters the area of protected polymorphisms slightly nearer to the first (second) singularity. If the first patch is larger than the second patch by just a few percent, the probability of evolving to the first convergence stable singularity markedly increases, till the second singularity becomes unreachable from the branching point (at c 1 =0.66 in Fig. 6 ). The difference between simulations starting below and above the branching point quickly disappears as the size of the patches becomes unequal, such that the direction of evolution is governed by the asymmetry of the isocline plot. Three convergence stable singularities occur only for very large differences between the optimal phenotypes in the first and in the second patch.
Unfortunately, in this case the simulations require much larger computational capacity (see Appendix A), such that a statistical survey similar to the one shown in Fig. 6 was not feasible. If the patches are of equal size (Fig. 2c) , the population entering the area of protected polymorphism at the branching point (x*=0) proceeds by small evolutionary steps most probably in the vicinity of the second diagonal (x 2 =-x 1 ), and therefore arrives at the middle convergence stable singularity (the second one in Fig. 2c ). Since the two saddles direct the trajectories from the branching point towards the middle convergence stable singularity, the population will reach this singularity with highest probability even if the patch sizes are not equal (Fig. 7a) . If the patch sizes are so different that the second singularity does not exist (Fig. 7b) , then the population is more likely to stay on the side of the remaining saddle where the branching point is. Compared to Fig.   7a , the probability of arriving at the first singularity thus markedly increases in Fig. 7b . In case of strongly different patch sizes one convergence stable singularity becomes isolated from the branching point (shaded parts in Fig. 4c ).
Discussion Evolution of genetic polymorphism in heterogeneous environments
The maintenance of genetic polymorphism in heterogeneous environments under soft selection is a classical result of population genetics (Levene, 1953) . In this paper, we investigated how such a polymorphism may arise in the first place, and how it will evolve, when mutations of only small phenotypic effect occur. To this end, we studied the adaptive dynamics of a diploid panmictic population in a two-patch environment with soft selection under the assumption of mutationlimited evolution.
We found that a monomorphic population first always evolves to a generalist phenotype. The generalist utilizes both patches, although in case of unequal patch sizes its phenotype is nearer to the optimal phenotype in the larger patch. If the difference between the optimal phenotypes in the two patches is small, then the generalist is evolutionarily stable. However, if the difference is large enough, then the population undergoes evolutionary branching, and gradually evolves to an evolutionarily stable genetic polymorphism with two distinct alleles. For a wide range of parameter values, one of the homozygotes and the heterozygote become specialists for the two patches, while the other homozygote has low fitness in both patches. Many models of multiple niche polymorphism assume that the two homozygotes have the highest fitness in the first and in the second patch, respectively. In the present model, however, such a polymorphism is reached by gradual evolution only in two separate parameter ranges, i.e., if the difference between the optimal phenotypes is moderate and the patches are not too different in size, or if the difference between the optimal phenotypes is very large.
Several authors have pointed out that the maintenance of genetic polymorphism in heterogeneous environments is not robust when selection is weak: In order to maintain two alleles, the ratio of patch sizes must lie within a narrow range (Maynard Smith and Hoekstra, 1980; Hoekstra et al., 1985) . Obviously, selection is weak if different alleles determine similar phenotypes. In our model, two similar alleles form a polymorphism at the beginning of evolutionary branching, nevertheless no fine-tuning of the relative patch size is necessary.
These seemingly conflicting results can be reconciled, however. For any given ratio of patch sizes, a polymorphism of similar alleles is possible only for some particular alleles within the continuous set of potential alleles. These particular alleles are in the neighbourhood of evolutionary singularities (Fig. 1) . Since directional evolution leads towards a singularity, i.e., to those particular alleles which can be maintained by weak selection, protected polymorphism of similar alleles will develop. On an evolutionary timescale, polymorphism near an ESS is only temporary, and eventually the population will be monomorphic for the evolutionarily stable allele. Near a branching point, however, the polymorphism is preserved. As alleles diverge during evolutionary branching, the intensity of selection increases.
Strong selection is involved in the evolution of genetic polymorphism by evolutionary branching in two ways. First, within a patch, the ratio of the fitness of the optimal phenotype and the fitness of a far from optimal phenotype has to be sufficiently large in order to get branching (in case of Gaussian fitness functions, this condition is satisfied since phenotypes far from the optimum have vanishingly small fitness). Second, the difference between the optimal phenotypes in the two patches has to exceed a threshold. The minimal difference that is necessary for evolutionary branching depends on the shape of the fitness functions (Eqs. 1). Assuming that the within-patch fitness functions are symmetric and have identical shape, evolutionary branching is possible if the fitness functions are convex at their intersection (Appendix C). For Gaussian fitness functions, the minimal difference thus is d/σ=2 (cf . Fig. 3) ; the minimal difference would be smaller if the fitness functions were more peaked. Notice also that in Fig. 3 , the range of the relative patch size that permits evolutionary branching expands fast with increasing the difference between the optimal phenotypes: Once d/σ exceeds the threshold, the relative patch size is not very restrictive for evolutionary branching (compare with the wedge-shaped bifurcation diagrams of protected polymorphisms in Hoekstra et al., 1985) .
Similarly to Levene (1953) , we assumed that the number of adults recruited from each patch is constant ("soft selection"). Constant recruitment from each patch requires high fecundity, otherwise there may be not enough individuals left after selection to fill the patch. If the number of recruited adults is not constant, then a single specialist may be evolutionarily stable even if the unexploited patch is large . The reason for this is that if the population is specialized for one patch, then only a few individuals survive in the other patch. An allele slightly better adapted to the second patch and less to the first patch does not spread, because only a small fraction of adults is recruited from the patch where it is favoured. However, if the number of recruited adults is independent of the phenotype as in case of soft selection, then two specialists evolve via evolutionary branching. Soft selection thus facilitates the exploitation of different environments.
Evolutionarily stable genetic polymorphism can exist even if there is a monomorphic ESS for the same parameter values (Fig. 3) . Although an initially monomorphic population cannot reach this polymorphism by small mutations, it may evolve if the initial population is polymorphic, or if a sufficiently different allele is introduced e.g. by occasional interspecific hybridization. The simultaneous existence of an ESS and an evolutionarily stable polymorphism produces an evolutionary hysteresis effect. Assume that the initial population is polymorphic (point 1 in Fig. 3) , and that the relative patch size changes due to some change in the environment such that the polymorphism is lost (point 2 in Fig. 3 ). The population then evolves to the monomorphic ESS. Once the population is monomorphic, the polymorphism cannot be regained by simply restoring the original relative patch size, because the monomorphic population is still at an ESS. A substantially greater change in the environment is needed in order to make the evolution of polymorphism possible by small mutations (point 3 in Fig. 3 ). This phenomenon is not restricted to the present model, but appears to be a generic feature (Geritz et al., in prep.) .
Adaptive dynamics in diploid populations
Comparison between the present model and its haploid counterpart (Geritz and Kisdi, in press) shows that the adaptive dynamics of a diploid population is much richer. In case of monomorphic populations the haploid and diploid models are similar; in particular, the conditions for evolutionary branching are identical.
However, there are qualitative differences between haploid and diploid adaptive dynamics in polymorphic populations. After branching, the haploid population always evolves to a single evolutionarily stable coalition made up by two specialist phenotypes. In diploid populations, there can be up to three convergence stable polymorphisms, often with markedly different probabilities of reaching them.
A modelling approach related to ours was used by Christiansen and Loeschcke (1980) to study the evolution of resource exploitation. They assumed only a limited set of alleles covering a small range of phenotypes, and concluded that only the outermost alleles remain when the population is near a phenotype which we call branching point. However, they did not follow further the evolution of polymorphic populations.
In the model analysis we assumed that mutations are small and occur infrequently; as shown by our simulations, however, the model is fairly robust with respect to both the size and rate of mutations. A crucial assumption in our approach is that of the finite mutational steps. If mutations were infinitesimally small, we would recover the differential equation-based adaptive dynamics models. The latter models, however, are unable to capture evolutionary branching (Geritz et al., 1998) . The probabilistic nature of arriving at one or the other convergence stable polymorphism is also a consequence of finite mutations.
Another essential assumption is that the phenotype of the heterozygote is intermediate between the two homozygotes. If the heterozygote exceeds both homozygotes, then the marginal fitness W x (y) is a non-differentiable function of x and y, and the evolutionary singularities cannot be determined in the way done in Appendix C (Andrea Pugliese, pers. comm.). In case of complete dominance (e.g., an allele for larger phenotype is always dominant over an allele for smaller phenotype), the evolutionary singularities are identical to those of a haploid population.
The assumption of a single locus controlling a quantitative trait is but a first step in modelling adaptive dynamics in diploid populations. Although by no means common, a single locus may have major effect on a continuous trait. In the African finch Pyrenestes o. ostrinus, Smith (1993) found that the width of the lower mandible was effectively determined by a single locus with two alleles. The two alleles correspond to two peaks of the estimated fitness function, i.e., they appear to form an evolutionarily stable polymorphism.
Preliminary simulations of the present model with two unlinked loci resulted in evolutionary branching in both loci, producing four gamete types. After evolutionary branching, however, one allele went extinct and this locus remained monomorphic, unless the difference between the optimal phenotypes was very large. At the evolutionarily attractor there were two gamete types phenotypically equivalent to the two alleles of the convergence stable singularity in the one-locus model. If the difference between the optimal phenotypes was very large, then both loci remained polymorphic. But with an extremely large difference between the optimal phenotypes, such a strong linkage disequilibrium developed between the loci, that the population virtually contained only two gamete types, which again were phenotypically equivalent to the convergence stable singularity of the one-locus model. The final outcome of the two-locus simulations thus resembled the one-locus model in a wide range of parameters. It is not yet known to what extent the results of the two-locus simulations generalize to multilocus traits.
Notice that we assumed a more flexible type of genetic variation than the one used in most multilocus population genetical models. The latter models usually consider a given number of alleles (e.g., two) per locus, each allele with small phenotypic effect only. In our model, however, a continuum of potential alleles was assumed for each locus. Though the immediately available mutations were near the current resident alleles at any time, there was no limit on how far a locus may evolve by repeated allele substitutions. Thus the phenotypic effect of a single locus was not constrained a priori to be small.
It is biologically plausible that a single allele may not have an arbitrarily large effect on a continuous trait. When we sufficiently constrained the range of available alleles in the two-locus simulations, then both loci stayed polymorpic.
Evolutionary branching thus gave rise to a genetic variation similar to the one assumed in multilocus genetic models.
Evolutionary branching in haploid populations could be regarded as morphological speciation. Evolutionary branching in allele space produces protected polymorphism, but not phenotypically distinct lineages. Heterozygotes and recombinants with intermediate phenotypes are selected against during evolutionary branching (see Udovic (1980) and Wilson and Turelli (1986) for heterozygote disadvantage in protected polymorphisms). However, random mating and recombination restore the intermediate types in each generation, and thus prevent the evolution of a bimodal phenotypic distribution. Phenotypically distinct lineages may evolve only if assortative mating develops, i.e., if the population undergoes speciation. Though the evolution of assortative mating is highly controversial, some recent theoretical studies (e.g., Diehl and Bush, 1989; de Meeûs et al., 1993; Doebeli, 1996a; Johnson et al., 1996; Doebeli and Dieckmann, in press) as well as empirical evidences (e.g., Orr, 1989, 1997; Johannesson et al., 1995; Noor, 1995; Schluter and Nagel, 1995; Saetre et al., 1997; Galis and Metz, 1998; Nagel and Schluter, 1998; Rundle and Schluter, 1998) seem to support the possibility.
