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Given a permutation σ ∈ Sn, a semigroup S is called σ-permutable if x1x2 · · ·xn =
xσ1xσ2 · · ·xσn for all n-tuples x1; x2; : : : ; xn ∈ S. Various permutability conditions
were considered for special classes of permutations. We dene the permutability
class of a semigroup S to be the innite sequence G2;G3;G4; : : : of the invariance
groups Gn = GnS of the operation x1x2 · · ·xn on S. The aim of this paper is to
give a description of such sequences, which generalizes a number of old results on
permutability conditions in semigroups. ' 2000 Academic Press
1. INTRODUCTION
The rst results on permutation identities in semigroups are probably
those by Perkins [15]. He proved, in particular, that every semigroup S
satisfying a nontrivial permutation identity
x1x2 · · ·xn = xσ1xσ2 · · ·xσn (1)
is almost-commutative, i.e., satises identity (1) for some n > 1 with σ being
a transposition. A very special case of this is the medial law xyzt = xzyt;
see, e.g., [3]. A strengthening of Perkins’ result is contained in [8]. In [17],
Putcha and Yaqub proved that if σ1 6= 1 and σn 6= n, then there exists
k such that for all n > k every permutation identity (1) is satised in S.
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Given a semigroup S and n > 1, the set of all permutations σ such that
the identity (1) holds in S is a subgroup of the symmetric group Sn, which
we denote by GnS. Gutan has shown in [5] that every subgroup G ⊆ Sn
can be realized as G = GnS for some semigroup S.
A semigroup S is called m;n-commutative (m;n ≥ 1) if the permuta-
tion identity
x1 · · ·xny1 · · · ym = y1 · · · ymx1 · · ·xn
holds in S. The papers [1, 6, 7, 12, 13, 14] contain various results concerning
m;n-commutativity. In particular, a question was raised by Lajos in [13]
and considered in other papers, when a σ-permutable semigroup is 1; k-
commutative. More precisely, given n > 1, Lajos asks what is the least
number k = kn such that for every xed-point-free permutation σ ∈ Sn,
every σ-permutable semigroup is 1; k-commutative. In [5] it is proved that
if S is σ-permutable for some xed-point-free permutation σ ∈ Sn, then
GmS = Sm for all m ≥ n+ 2 (in particular, S is 1; n+1-commutative).
We refer also the reader to [4, 16, 18] for related results and problems.
In this paper we consider the whole sequence G2S;G3S;G4S; : : :,
which we call the permutability class of semigroup S. We give a full de-
scription of such sequences. This generalizes many results in the papers
mentioned above and answers problems asked by Lajos [13] and Gutan [7].
Another motivation for getting such a description is to make a next step
in investigating varieties of semigroups. In particular, we hope that it may
allow us to extend some results and methods of [9] to a class of noncom-
mutative varieties of semigroups, and to approach problems of unication
as in [11]. Note that every class of semigroups of a given permutability
class is, in fact, an equational class alias variety. From our characterization
it follows that every such variety is nitely based. It seems that these vari-
eties may play a similar role in the class of all semigroups as Schwabauer
varieties in the class of all commutative semigroups [9].
To get a good characterization of permutability classes we prove rst
a technical result on permutation groups generated by two cycles (Theo-
rem 3.5). It seems to be of an independent interest and may be helpful in
other problems on permutation groups, such as those suggested in [10].
Our terminology on permutation groups agrees generally with that
of [20]. The main technical difference the reader should note is that we
read products of permutations from right to left.
Moreover, by Sn and An we denote the symmetric and alternating groups
on the set Nn = 1; 2; : : : ; n. If J is a subset of Nn, then a permutation
group G on J is considered also as a permutation group on Nn leaving each
integer in Nn − J xed. If there is no danger of confusion we will identify
both the groups. In particular, by SJ and AJ we denote the symmetric
and alternating groups on J and consider them as subgroups of Sn. More
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generally, every permutation σ on a set J ⊆ K will be considered also as a
permutation on K xing all elements in K − J.
Other, more specic, notions and notations are introduced throughout
the paper.
I thank M. Gutan for introducing me to the topic, and P. J. Cameron and
S. D. Cohen for their comments on permutation groups.
2. CHARACTERIZATION BY GENERATORS
Let S be a semigroup. We start from simple observations showing
a connection between groups Gn+1S and GnS. If σ ∈ GnS, that
is, permutation identity (1) holds in S, then also the following identi-
ties in n + 1 variables obtained by multiplication from right and left
hold in S: x1x2 · · ·xnxn+1 = xσ1xσ2 · · ·xσnxn+1 and x0x1x2 · · ·xn =
x0xσ1xσ2 · · ·xσn. Consequently, the permutations
σ n+1 =
 1 2 · · · n n+ 1
σ1 σ2 · · · σn n+ 1

σ 0 =
 1 2 3 · · · n+ 1
1 σ1 + 1 σ2 + 1 · · · σn + 1

are in Gn+1. Another way to obtain an identity in n+ 1 variables from (1)
is to use a suitable substitution. Given k ∈ Nn, let
yi =
8<:
xi if i < k
xkxk+1 if i = k
xi+1 if i > k
and denote m = σ−1k. Then, using (1), we get x1x2 · · ·xn+1 = y1y2 · · · yn
= yσ1yσ2 · · · yσn = xσ ′1xσ ′2 · · ·xσ ′m−1xkxk+1xσ ′m+1 · · ·xσ ′n, where
σ ′i = σi, whenever σi < k, and σ ′i = σi + 1, otherwise. (Note
that we do not need to dene σ ′i for the case σi = k, since k = σm.
Yet, the denition including this case is applied in the formula below.) It
follows that for every k = 1; 2; : : : ; n the permutation
σ ki =
8<:σ
′i if i < σ−1k
k if i = σ−1k
σ ′i− 1 if i > σ−1k
(2)
belongs to Gn+1.
Note that, adopting our convention to consider a permutation σ ∈ Sn as a
permutation on set Nn+1 = 0; 1; : : : ; n+ 1, xing 0 and n+ 1, the formula
given in (2) applies also for cases k = 0 and k = n+ 1, thus making a room
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for uniform proofs in this area (see Lemma 3.1 below) and, moreover, as
a permutation on Nn+1, σ = σ n+1.
The fact that all σ k, k = 0; 1; : : : ; n + 1 are in Gn+1 was observed
by Gutan [5, 6, 7]. What we shall need, in addition, is to observe that
they generate all the permutations whose membership in Gn+1 is forced by
contents of Gi’s for i ≤ n.
Given a group G ⊆ Sn, let G+ denote the subgroup of Sn+1 generated by
all σ k with k = 0; 1; : : : ; n+ 1, and σ ∈ G. Then we have the following.
Theorem 2.1. Let G = G2;G3;G4; : : : be a sequence of permutation
groups such that Gn ⊆ Sn. Then, G = G2S;G3S;G4S; : : : for some
semigroup S if and only if G+n ⊆ Gn+1 for all n > 1.
Proof. The only if part follows from the preceding remarks.
To prove the if part suppose that sequence G satises the conditions
of the theorem. We construct a semigroup S such that GnS = Gn for
all n > 1. A standard way to do it is via a congruence relation on a free
semigoup A+ generated by an innite countable set (alphabet) A. Dene
a relation 2 on A+ by ω1;ω2 ∈ 2 if and only if ω1 = ω2 = n and
there is σ ∈ Gn such that if ω1 = x1x2 · · ·xn for x1; x2; : : : ; xn ∈ A, then
ω2 = xσ1xσ2 · · ·xσn.
From the fact that Gn is a subgroup of Sn it follows easily that 2 is
an equivalence relation. To prove that it is a congruence we have to show
that for every τ ∈ Gn and σ ∈ Gm, x1 · · ·xny1 · · · ym is in relation 2 with
xτ1 · · ·xτnyσ1 · · · yσm; that is, permutation
ρ =
 1 · · · n n+ 1 · · · n+m
τ1 · · · τn n+ σ1 · · · n+ σm

is in Gn+m. This becomes clear when we observe that ρ = σ 0;nτ, where by
σ 0;n we denote the result of the operation σ → σ 0 applied to σ n times.
To complete the proof, we need to show that the quotient semigroup S =
A+/2 satises all the permutation identities corresponding to permutations
in Gn for all n, and that no other permutation identity is satised by S.
The latter is obvious in view of the remark that if a permutation iden-
tity (1) holds in S, then ω1 = x1x2 · · ·xn and ω2 = xσ1xσ2 · · ·xσn are in
relation 2 for all x1; x2; : : : ; xn ∈ A. (This is so, since in S = A+/2 there
are classes consisting of single xi for every i.) The former means that the
permutation corresponding to the identity
ω1ω2 · · ·ωn = ωσ1ωσ2 · · ·ωσn
is in Gm for all n > 1; σ ∈ Gn;ωi ∈ A+, and m = ω1 + · · · + ωn. This can
be obtained by a straightforward induction using the fact that σ k ∈ Gn+1
for all k = 1; : : : ; n and σ ∈ Gn, which we leave to the reader.
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3. GROUPS GENERATED BY TWO CYCLES
To get a deeper characterization, more suitable for applications, we are
going to study in more detail the structure of the group G+. First we need
some technical results, generalizing those used in [5, 7]. The aim of this
section is to prove that if a permutation group G ⊆ Sn is generated by two
cycles having an interval in common, then with a few exceptions G contains
the alternating group An.
The most convenient way to generate elements of a permutation group
from given ones is certainly that through conjugation. If
τ = i1; : : : ; irj1; : : : ; js · · · k1; : : : ; kt
is given in the form of a product of disjoint cycles, then for the conjugate
permutation we have
στσ−1 = σi1; : : : ; σirσj1; : : : ; σjs · · · σk1; : : : ; σkt:
In the sequel, we use this well-known fact several times without further
mention. Sometimes, to simplify the notation we will use the notation στ =
στσ−1.
Recall that a permutation σ ∈ Sn is considered also as a permutation on
superset Nn+1 xing 0 and n + 1. Below, by ci; j we denote the cyclic
permutation i; i+ 1; : : : ; j, whenever i < j, or j; j + 1; : : : ; i, otherwise
(in particular, ci; i denotes the identity).
The result in the rst lemma below is due to Gutan (Propositions 2.3
and 2.4 in [7]). The proof given in [5, 7] consists of several cases. Here we
provide a uniform statement and a uniform independent proof.
Lemma 3.1 [5, 7]. Let σ ∈ Sn and k be an integer, 0 ≤ k ≤ n. Denote
m = σ−1k and r = σ−1k+ 1. Then σ k−1σ k+1 = cm+ 1; r
Proof. Our proof is based on an observation that, as a permutation on
Nn+1, σ k is a product of three permutations
σ k = γkσγ−1m ; (3)
where γk = k; k+ 1; : : : ; n+ 1 for k = 0; 1; : : : ; n+ 1.
All that remains is to verify the following computation:
σ k−1σ k+1 = γmσ−1γ−1k γk+1σγ−1r
= γmσ−1k; n+ 1σγ−1r
= γmm;n+ 1γ−1r
= cm+ 1; r:
This is left to the reader.
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The next technical lemma was applied in [6]. The proof we provide here
is much simpler than the inductive proof in [6].
Lemma 3.2 [6]. If G ⊆ Sn is a group generated by two cycles σ =
1; 2; : : : ;m and τ = 1; 2; : : : ; n with 1 < m < n, then An ⊆ G.
Proof. Since, as it is well known, An is generated by cycles τ and
1; 2; 3, it is enough to show that 1; 2; 3 is generated by σ and τ.
We have γ = τστ−1 = 2; 3; : : : ; k + 1 and τγ−1 = 1; 2; k + 1. If
k = 2, then we are home. Otherwise, σ1; 2; k + 1σ−1 = 2; 3; k + 1
and 1; 2; 3 = 1; 2; k+ 12; 3; k+ 1.
We will need more about groups generated by cycles.
Lemma 3.3. If G ⊆ Sn is a group generated by two cycles σ =
1; 2; : : : ;m and τ = 2; 3; : : : ; n with 3 < m < n, then G contains
a 3-cycle, unless m = 4 and n = 6.
Proof. We compute some elements of G using sometimes the notation
στ for conjugation τστ−1. We start from
γ = στ = 1; 3; 4; : : : ;m+ 1;
α = σ−1γ = 1; 2m;m+ 1:
For β = ατ we have β = 1; 3m + 1; 2, whenever m + 1 = n, or β =
1; 3m+ 1;m+ 2, otherwise. In the former we have also σ−2βσ2 = m−
1; 1m + 1;m, which composed with α yields 1; 2;m − 1, as required.
Whence, we may assume that
β = 1; 3m+ 1;m+ 2 and n > m+ 1:
Now, if m > 4, then
βσ2τ−1 = 3; 5m+ 1;m+ 2τ−1 = 2; 4m;m+ 1;
which composed with α yields 1; 2; 4, as required.
Whence, it remains the case m = 4. Then, since n > m + 1, and by
assumption n 6= 6, we have n > 6. Denote
ρ = βσ = 2; 4m+ 1;m+ 2 = 2; 45; 6;
and compute
ρτσ−1τ−1 = 3; 56; 7σ−1τ−1
= 3; 56; 7τ−1
= n; 45; 6:
This permutation composed with ρ yields 2; 4; n, and thus the proof is
completed.
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Let us add that if m = 4 and n = 6, then group G in the lemma may
be identied with the group PGL2; 5, which contains no 3-cycle. Recall
that two permutations groups G1 and G2 on sets N and M , respectively,
are equivalent if there is a one-to-one correspondence f :N → M such
that σ ∈ G1 if and only if σf ∈ G2, where permutation σf is dened by
σf x = f σf−1x for all x ∈M (cf. [2]). We have the following.
Lemma 3.4. The following permutation groups are equivalent:
(i) the subgroup of S6 generated by cycles 1; 2; 3; 4 and 3; 4; 5; 6,
(ii) the subgroup of S6 generated by cycles 1; 2; 3; 4 and 2; 3; 4; 5; 6,
(iii) the group PGL2; 5 of linear transformations of the projective line
over GF5.
Proof. By virtue of the list of primitive groups in [19], PGL2; 5 may
be identied with a subgroup G of S6 generated by σ = 1; 2; 4; 3; 5, τ =
2; 4; 5; 3 and γ = 1; 64; 3 (we have interchange 3 and 4 in generators
given in [19]).
Now, σ1 = σγ = 6; 2; 3; 4; 5 = 2; 3; 4; 5; 6 and τ1 = σ−1τσ =
1; 2; 3; 4. It follows that G contains the subgroup given in (ii).
In turn, τσ11 γ = 1; 3; 4; 5γ = 6; 4; 3; 5. It follows that τ2 = 3; 4; 6; 5
is in G, and consequently, G contains a subgroup generated by τ1 and τ2,
which is conjugate (and therefore equivalent) with that given in (i).
To complete the proof it is enough to observe that both the subgroups
are 3-transitive, and by [19] the only 3-transitive group not containing An
is PG2; 5.
The lemmas above are steps in the proof of the following more general
fact.
Theorem 3.5. Let G ⊆ Sn be a group generated by two cycles σ =
1; 2; : : : ;m and τ = k; k + 1; : : : ; n with 1 ≤ k ≤ m < n. Then, G
contains the alternating group An, unless n = 6 and the pair k;m ∈
2; 4 3; 4 3; 5, in which case G is equivalent to PGL2; 5.
Proof. It is not difcult to see that in every case G is doubly transitive,
and hence primitive. Theorem 13.3 in [20] says that if G contains a 3-cycle,
then An ⊆ G. Whence, all we need to show is that G contains a 3-cycle.
In view of Lemmas 3.2 and 3.3 we may assume that k > 2. As in the
previous proof, we compute some permutations in G:
γ1 = στ = 1; : : : ; k− 1; k+ 1; : : : ;m+ 1;
α = σ−1γ1 = k− 1; km;m+ 1;
γ2 = τσ = k+ 1; : : : ;m; 1;m+ 1; : : : ; n:
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This is under the assumption that k < m. If k = m, then α = k− 1; k+
1; k, and we are ready.
Now consider the product δ = γ2γ2. It takes m into m + 1, and m + 1
into some x. If x 6= m, then αδ = k − 1; km + 1; x, which composed
with α yields m;m + 1; x, as required. (Note that since k > 2, δ leaves
k− 1 and k xed.)
It remains to consider the cases when x = m. This is possible only if
γ2 = m− 1;m; 1;m+ 1 and n = m+ 1 or γ2 = m; 1;m+ 1;m+ 2 and
n = m+ 2. In the rst case k = m− 2 and τ = m− 2;m− 1;m;m+ 1,
and in the second case k = m− 1 and τ = m− 1;m;m+ 1;m+ 2.
In the rst case, an existence of a 3-cycle is by Lemma 3.3. Indeed, it is
just enough to rename the permuted elements according to the reflection
permutation. Then, by Lemma 3.3, it follows that G contains a 3-cycle,
unless n = 6;m = 5, and k = 3. In the second case, after the same renaming
of the elements, an existence of a 3-cycle follows from what we proved so
far, unless n = 6;m = 4, and k = 3.
Applying Lemma 3.4 completes the proof.
We note the following immediate consequence of Theorem 3.5.
Corollary 3.6. Let I and J be subsets of Nn, each containing at least
two elements and having a point in common. Let γ be a cycle on J moving
every element of J. Then, the group generated by γ and all permutations in SI
is SI∪J .
Moreover, if I has more than two elements, then the group generated by γ
and all permutations in AI contains AI∪J .
Note that in the latter case the group is just AI∪J or SI∪J depending on
whether γ is even or odd. The corollary is clear once we observe that all
we need to apply Theorem 3.5 is a suitable renaming of elements of Nn.
4. MULTISIGNATURE HOMOMORPHISM
Now we turn to investigating the group G+ in Theorem 2.1. To this end
we consider certain homomorphism mappings from the direct products of
symmetric groups into Zd2 , where by Z
d
2 we denote the additive group of the
d-dimensional space over the two-element eld (i.e., the abstract group of
0-1 d-tuples with the coordinate-wise addition modulo 2).
Let pi = J1; J2; : : : ; Jd be a partition of the set Nn = 1; 2; : : : ; n
into disjoint subsets. It is called an interval partition if every block Ju is
an interval, i.e., a subset of the form s; t = s; s + 1; : : : ; t. For such a
partition by the natural ordering of the blocks we mean that induced by the
ordering of the smallest elements in blocks, and if not otherwise stated, we
assume tacitly that Ju are indexed according to this very natural ordering.
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The maximal subgroup of Sn for which a partition pi = J1; J2; : : : ; Jd
forms the set of orbits is the direct product of the symmetric groups SJu .
This subgroup will be denoted by
Qd
u=1 S
Ju , or simply, by
Q
SJu , if no
confusion can arise. Note that the symbol
Q
is used here to denote the
direct product of permutation groups (i.e., an operation on permutation
groups acting on disjoints sets and yielding as a result a permutation group
acting on the union of these sets).
By the signature (on Sn) we mean the homomorphism e: Sn→ Z2 assign-
ing 0 to even permutations, and 1 to odd permutations. We generalize this
as follows. For partition pi = J1; J2; : : : ; Jd of Nn, dene
ψpiσ1; σ2; : : : ; σd = eσ1; eσ2; : : : ; eσd
for every σ1; σ2; : : : ; σd ∈
Q
SJu . It is clear that ψJ is a homomorphism of
abstract group
Q
SJu into Zd2 . We call it the multisignature on product
Q
SJu .
Given a permutation group G ⊆ Sn, an interval I = s; t of Nn is called
an interval of G if it is minimal with the following property: I is xed by
G, and each of 1; s − 1 and t + 1; n, if nonempty, is xed by G. An
interval is called nontrivial if it contains more than one point. Obviously,
the intervals of G partition set Nn.
Now, with G, we associate a partition of set Nn+1 = 1; 2; : : : ; n+ 1 as
follows. By piG we denote the least interval partition of Nn+1 such that
for every nontrivial interval I = s; t of G there is J ∈ piG such that
s; t + 1 ⊆ J.
Recall that by G+, in Theorem 2.1, we denote the subgroup of Sn+1
generated by permutations σ k for all k = 0; 1; : : : ; n + 1 and all σ ∈ G.
We have the following.
Theorem 4.1. If G ⊆ Sn and piG = J1; J2; : : : ; Jd then G+ is a sub-
group of
Q
SJu containing the product
Q
AJu . Moreover, G+ is the greatest
among those subgroups of
Q
SJu that have the common image under the ho-
momorphism ψpiG.
To prove the theorem we start from the following lemma.
Lemma 4.2. If I = s; t is a nontrivial interval of the group σ generated
by a permutation σ ∈ G, and J = s; t + 1, then AJ ⊆ G+.
Proof. First we prove the claim that AI ⊆ G+, and if t = s + 1, then
SI ⊆ G+.
Since I is an interval of σ and s < t, we must have r = σ−1s > s,
and m = σ−1s − 1 < s (note that s − 1 ≥ 0). By Lemma 3.1, the cycle
cm+ 1; r is in G+. Replacing σ by powers of σ we deduce that for every
r there is m < s in the σ-orbit of s such that the cycle cm + 1; r is in
G+. In particular, this holds for r = t (t belongs to σ-orbit of s, by the
assumption that I is an interval of σ).
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Now, if σ−1s− 1 = s− 1, all the cycles in question start from m+ 1 = s.
Then, if there are more than two elements in the σ-orbit of s, the claim
follows by Lemma 3.2. If there are precisely two elements in the σ-orbit of
s, these must be just s and t. If t = s + 1, then cs; t is a transposition,
and the claim is true. Otherwise, cs; t = s; s+ 1; : : : ; t and σ induces a
transposition s; t on interval I. In this case σcs; tσcs; t−1 = s; ts +
1; s = t; s; s + 1 is a 3-cycle on consecutive elements of the cycle cs; t.
Whence, applying Lemma 3.2 yields the claim.
It remains to consider the case when m = σ−1s − 1 < s − 1. Then,
there is a nontrivial interval K of σ preceding I (in the natural ordering),
m ∈ K, and cycle cm+ 1; r, with r > s, has a point in common with K.
We may assume that the claim is already proved for the intervals preceding
I. Using this assumption and applying Corollary 3.6 we get that AM ⊆ G+
for M = K ∪ m + 1; r. If r = t, we are home. Otherwise, we repeat the
argument, taking M instead of K, and cm′ + 1; t instead of cm+ 1; r
(such a cycle, with m′ + 1 ≤ s, is in G+, by the remark at the beginning
of the proof). It follows that AM ⊆ G+ for M = K ∪ m + 1; t, and in
consequence, AI ⊆ G+, which completes the proof of the claim.
Now, since I = s; t is a nontrivial interval of the group σ, it follows
that σt < t. Consequently, σ 0t + 1 < t + 1 and σ 0t + 1 > s. Com-
bining this with the claim proved so far, and using Corollary 3.6, it is not
difcult to see that, in any case, AJ ⊆ G+.
Lemma 4.3. For every σ ∈ G and k ∈ Nn+1, the intervals of σ k form
a partition smaller than piG.
Proof. Let i ∈ Ju and Ju ∈ piG. We have to prove that σ ki ∈ Ju.
From denition (2) of σ k it follows that
σ ki ∈ σi; σi + 1; σi− 1; σi− 1 + 1:
Note that by denition of piG, if i ∈ Ju, then both σi and σi + 1
are in Ju. Whence, we have to consider only the case when i − 1 /∈ Ju and
σ ki = σi − 1 or σi − 1 + 1. It follows that i − 1 ∈ Ju−1, and by (2),
i > σ−1k.
Observe that in such a case σi − 1 = i − 1. Indeed, otherwise i − 1 =
σj for some j < i, and in consequence, i = σj + 1 ∈ Ju−1, a contra-
diction (the membership is by the same argument as that used above). It
follows that σ ki = i − 1 or i. In the latter we have i ∈ Ju, as required.
In the former, by (2), we have σi < k. In this case, combining both the
inequalities, we get σ−1k ≤ i − 1 = σ ki < i ≤ k, which, by denition
of the interval, means that both i and σ ki are in the same interval of G,
that containing k. Whence, σ ki ∈ Ju.
We now turn to the proof of Theorem 4.1.
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Proof. First observe that, by Lemma 4.3, the intervals of G+ are con-
tained in elements of piG. It follows that G+ ⊆ Q SJu .
On the other hand, every nontrivial interval Ju ∈ piG is, by denition, a
union of the sequence of intervals s; t + 1 of which every consecutive two
have a point in common, and such that each s; t is a nontrivial interval of
certain σ ∈ G. By Lemma 4.2, AJu ⊆ G+, and consequently, QAJu ⊆ G+.
Suppose now that e1; e2; : : : ; ed ∈ ψpiGG+. It follows that there
is σ = σ1; σ2; : : : ; σd ∈ G+ such that ei = eσi for all i. Let γ =
γ1; γ2; : : : ; γd be a permutation in
Q
SJu such that γi is even if and only
if σi is. Since
Q
AJu ⊆ G+, there is τ = τ1; τ2; : : : ; τd ∈ G+ such that
γi = σiτi for all i. Consequently, γ = στ ∈ G+.
In other words, every permutation γ such that ψpiGγ = ψpiGσ is
in G+. This proves the second claim of the theorem.
5. CHARACTERIZATION BY CONSTRUCTION
From Theorem 4.1 (and the last part of its proof) it follows that G+ is
determined in a simple way by the image ψpiGG+, that is, by a certain
subgroup of Zd2 . Given a partition pi = J1; J2; : : : ; Jd of Nn and a subgroup
H of Zd2 , let SApi;H denote the subgroup of
Q
SJu consisting of those
permutations σ1; σ2; : : : ; σd for which there is e1; e2; : : : ; ed ∈ H such
that σi is odd if and only if ei = 1. From Theorem 4.1 we have the following
Corollary 5.1. If G ⊆ Sn, then G+ = SApi;H, where pi = piG, and
H = ψpiG+.
The problem we deal with in this section is how to determine H directly,
without referring to G+ and the constructions of permutations σ k.
First observe that interval partition piG (of Nn+1) is determined directly
by G, since it is determined by the intervals of G. Moreover, if G = σii∈I is
a group generated by permutations σi, then the intervals of G, and hence
piG, can be computed directly from the generators σi. We show that
H = ψpiGG+, and hence G+ itself, also can be computed directly from
the generators of G.
Lemma 5.2. If G ⊆ Sn is generated by permutations σi, i ∈ I, then G+
is generated by permutations σ ki i ∈ I; k = 0; 1; : : : ; n+ 1.
Proof. Obviously, it is enough to show that for every σ; τ ∈ Sn, and
k = 0; 1; : : : ; n+ 1, permutation στk can be expressed as a product of
permutations σ k and τr for some r.
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Let r = σ−1k and m = τ−1r. Then m = στ−1k. Using the for-
mula (3) in the proof of Lemma 3.1 we compute
στk = γkστγ−1m
= γkσγ−1r γrτγ−1m
= σ kτr:
By Corollary 5.1 we have G+ = SApi;H with pi = piG and H =
ψpiG+. Since ψpi is a homomorphism, in view of the lemma above, we
infer that H is a subgroup of Zd2 generated by the set ψpiσ ki i∈I.
Note that whenever ψpiσ ki  = ψpiσi, then ψpiσ ki  may be deleted
from the generating set (recall that in view of our convention, as a permu-
tation on Nn+1, σi = σ n+1i ). We will see that in any case ψpiσ ki  and
ψpiσi (which are d-tuples in Zd2 ) may differ in at most one coordinate.
Lemma 5.3. Let G ⊆ Sn, piG = J1; J2; : : : ; Jd, and σ ∈
Q
SJu . Then,
for every k ∈ Nn+1, d-tuples ψpiσ k and ψpiσ are different if and only if
the number k−σ−1k is odd. In such a case they differ only in ith coordinate,
where i is the index such that k ∈ Ji.
Proof. Let m = σ−1k. First, observe that if k−m is odd, then by (3),
permutations σ and σk = γkσγ−1m have different signatures (since γkγ−1m
must be odd). In consequence, they have also different multisignatures; that
is, ψpiσ k and ψpiσ are different. Whence, to complete the proof, it is
enough to show that both σ k and σ = σ n+1 have the same signatures in
their actions on Ju, for every u 6= i.
If u < i, then the action of σ k and σ on Ju is just the same. Indeed,
for j ∈ Ju, we have j < k;m (since m = σ−1k and k are in the same
interval Ji). Also σj < k;m, since σj ∈ Ju. Then, using (3), we compute
σ kj = γkσγ−1m j = γkσj = σj.
If u > i, and j ∈ Ju, then a similar argument yields j; σj > k;m. Let
σu denote the action of σ on Ju, and let s = maxk;m. We show that the
action of σ k on Ju is equal to γsσuγ−1s , where γs = s; s + 1; : : : ; n+ 1.
To this end, let r be the least number in Ju. Then s < r ≤ j.
For j > r we have σj − 1 ∈ Ju, and therefore, σj − 1 = σuj − 1,
and σj − 1 > s. Now, using (3), we compute σ kj = γkσγ−1m j =
γsσuγ
−1
s j, as required.
For j = r, γsσuγ−1s r = γsσur − 1 = γsr − 1 = r. On the other hand,
σ kr = γkσγ−1m r = γkσr − 1, and to prove it equals r, as well, it
is enough to show that σr − 1 = r − 1. Indeed, if σr − 1 6= r − 1, then
σr − 1 < r − 1, since r − 1 is the greatest number in Ju−1. In consequence,
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σ kr = γkσr − 1 < r, contradicting the fact that both r and σ kr
must be in the same interval Ju (which is a union of intervals of G+).
Thus, we have proved that the action of σ k on Ju is equal to γsσuγ−1s .
Since the signature of the latter is, obviously, the same as the signature of
σ , the proof is completed.
It follows from our consideration that G+ is generated by ψpiσi and
some d-tuples of the form e¯u = 0; : : : ; 0; 1; 0; : : : ; 0. We have the follow-
ing.
Theorem 5.4. Let G = σii∈I be a subgroup of Sn generated by per-
mutations σi, and let pi = piG = J1; J2; : : : ; Jd for some d ≥ 1. Then
G+ = SApi;H, where H is the subgroup of Zd2 generated by all d-tuples
ψpiσi, i ∈ I, and those d-tuples e¯u = 0; : : : ; 0; 1; 0; : : : ; 0, 1 on uth place,
for which there is i ∈ I and k ∈ Ju such that k− σ−1i k is odd.
Note that every generator e¯u in the theorem corresponds to an inde-
pendent factor SJu in SApi;H. Yet there may be more such factors, since
generators ψpiσi may generate further d-tuples of the form e¯u. Generally,
G+ can be presented as the product
Q
SJv × QAJw × SApi ′;H ′, where
the factors AJw correspond to those coordinates on which all the genera-
tors have 0, and SApi ′;H ′ has no further independent factors of this form
(the details of this claim are left to the reader).
6. COROLLARIES AND APPLICATIONS
Combining Theorems 2.1 and 5.4 we may imagine now what the se-
quences G2S;G3S;G4S; : : : (permutability classes of semigroups)
look like. It will be helpful to distinguish intervals of xed points of G.
Let us call an interval in Nn a xed-point interval of G ⊆ Sn if it consists
of points individually xed by G, and is maximal with this property. A xed-
point interval containing 1 or n is called outer; otherwise it is called inner.
Obviously, every xed-point interval is a union of successive trivial intervals
of G.
Given G ⊆ Sn, let iG denote the length of the largest inner xed-point
interval of G, and oG the length of the largest outer xed-point interval
of G (in each case, if there is no such interval, the corresponding number
is set to 0). Directly from the denition of piG we have the following.
Lemma 6.1. If G ⊆ Sn, then iG+ = max0; iG− 1, and oG+ =
oG.
Moreover, if iG = 0, then piG has exactly one nontrivial interval.
Consequently, by Theorem 5.4, G+ = SJ or G+ = AJ , where J ⊆ Nn+1.
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The latter possibility occurs whenever k − σ−1i k is even for all k ∈ Nn
and all generators σi (for k = n+ 1 this difference is always 0). Obviously,
the converse statements are true, as well. Whence we have
Corollary 6.2. Given G ⊆ Sn, G+ = SJ or G+ = AJ for some J ⊆
Nn+1 if and only if G has no inner xed-point intervals. In such a case, G+ =
AJ if and only if the set of odd numbers (equivalently, the set of even numbers)
in Nn is xed by G.
Let G2;G3;G4; : : : be a permutability class of a semigroup S. If semi-
group S satises no nontrivial permutation identity, all the groups Gn are
trivial. Otherwise, let n be the least integer such that Gn is nontrivial. By
Theorem 2.1, Gn may be an arbitrary subgroup of Sn, and in view of The-
orem 5.4, Gn+1 contains a subgroup of the form SApi;H. Such groups
Gn+1 may be still fairly complicated. For example, if G has a xed-point
interval s; t, then Gn+1 may act on s+1; t in a quite arbitrary way. So,
the description of permutation groups containing a subgroup of the form
SApi;H would be desirable. Yet, we do not need this description to draw
further conclusions.
We combine Lemma 6.1 and Corollary 6.2, and the fact that for G ⊆
G′ ⊆ Sn we have both iG ≥ iG′ and oG ≥ oG′, to observe that
every permutability class sequence is ultimately, in a sense, constant.
Corollary 6.3. Let G2;G3;G4; : : : be a permutability class of a semi-
group S. Then there are numbers s; t > 1 such that for every n large enough,
Gn = SJ , where J = s; n+ 1− t. In particular, there are only countably
many permutability classes of semigroups.
Observe also that from the last corollary, the following fact on equational
classes of semigroups follows easily.
Corollary 6.4. Every equational theory of semigroups generated by per-
mutation identities is nitely based.
To conclude, we answer the open questions concerning the number kn
mentioned in Section 1. (Recall that by kn Lajos [13] denotes the least
number k such that for every xed-point-free permutation σ ∈ Sn, every
σ-permutable semigroup is 1; k-commutative.)
Note that if σ is xed-point-free, then every interval of G = σ is non-
trivial, and in consequence, iG = oG = 0. Obviously, this remains true
for every group G containing σ . Whence, in view of Lemma 6.1 and Corol-
lary 6.2, we have only two possibilities: G+ = SJ or G+ = AJ , where
J = Nn+1. Moreover, by the same reason, G++ is necessarily the sym-
metric group on Nn+2.
Now let S be a σ-permutable semigroup. Then σ ∈ GnS. Obviously,
S may be not 1; n− 1-commutative (that is, Gn may not contain cyclic
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permutation 1; 2; : : : ; n), unless n ≤ 3. It follows that for n > 3, kn >
n− 1 (one easily computes that k3 = 2). Now, Gn+1S ⊇ AJ , and taking
into consideration Corollary 6.2, it is not difcult to construct examples,
when Gn+1S = AJ . If n is even, then 1; 2; : : : ; n+ 1 ∈ AJ , and therefore
kn = n; otherwise 1; 2; : : : ; n + 1 /∈ AJ , but 1; 2; : : : ; n + 2 ∈ Gn+2
(which is the symmetric group), and therefore kn = n+ 1, in this case.
The latter was proved by Gutan [7]. He also constructed examples with
Gn+1S = AJ , and proved that kn ∈ n; n+ 1 for n > 3. He left as an
open problem the question whether there are even n such that kn = n+
1. The general problem of characterizing kn was posed by Lajos in [13].
Our answer to these problems is
Corollary 6.5. The values of the numbers kn introduced by Lajos are
the following: kn = n− 1 for n < 4, kn = n for all even n ≥ 4, and
kn = n+ 1, otherwise.
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