nents are ordered. However, their proof of identifiability cannot be applied to our model due to the complex structure of the component-indicator variables in our model.
A.1 Order Restriction for Parameters
As in any other mixture model, without parametric restrictions, we can easily show that the density f of our model is invariant under permutation of the components.
The lack of the identifiability of f θ due to permutation of the components can be handled by imposing one of the following order restrictions: σ 
A.2 Two Equivalent Conjectures
We first show that our model is identifiable if the following conjecture holds. 
then a =ã and b =b.
The following result shows that the new model is identifiable if Conjecture 1 is true.
T is of full rank. Given that Conjecture 1 holds, if f θ (y i1 , y i2 ) = fθ(y i1 , y i2 ), for all y i1 , y i2 , where f is given in ( A.1), then θ =θ.
Proof : Assume that f θ (y i1 , y i2 ) = fθ(y i1 , y i2 ), for all y i1 , y i2 , where f is a four-component mixture of bivariate normals. By the identifiability of mixtures of multivariate normals, shown in Yakowitz and Spragins (1968) , we have
It follows from (A.4) that β 1 =β 1 and β 2 =β 2 because X is of full rank. The equations in (A.5), (A.6), (A.7) are equivalent to .8) and (A.9) reduce to (A.2) and (A.3), respectively. It then follows from Conjecture 1 that a =ã and b =b, which implies that γ =γ as X is of full rank, and σ 2 w =σ 2 w .
The following conjecture is equivalent to (A.8) and (A.9), so that in turn it is equivalent to Conjecture 1.
Conjecture 2. For two normal random variables U and U with means a andã and variances
, then a =ã and σ 2 =σ 2 .
A.3 Numerical Demonstration
In this section we give a numerical "proof" of Conjecture 1. Let g(a, b) =
(1+e −(a+bw) ) 2 dw. The following lemmas provide some properties of g(a, b), which are used in the numerical demonstration of Conjecture 1. For the proofs of the lemmas, see Sun (2005) .
−22 for all a and b > 0.
As in Lemma 1, we can approximate h(a, b) by
(1+e −(a+bw) ) 2 dw, and the difference is again less than 10 −23 .
Lemma 2. For a fixed b, g(a, b) increases with a. It is apparent that we only need to focus on finding all possible K c in Case I. After finding K c in Case I, the K c in Case II can be obtained directly from the sets in Case I by changing the sign of a.
For any chosen c ∈ ( √ 2π/2, √ 2π), solving the corresponding K c is a very difficult task.
To get around this problem, we choose a grid of (a 0 , b 0 ) values and denote it by G, where 2) and a * = 1.6, the b value is 0.613. In fact, for any a > 0, there is a unique b such that (a, b) ∈ K c . By our algorithm, we only pick countable points in K c . However, due to the continuity of the h function, if there is no identical h value for any of these countable points, then it is true for any point in K c . We performed the above procedures in Mathcad Professional 2001.
We did not find any two points in K c having the same h values. Based on our numerical demonstration, we conclude that Conjecture 1 holds, so that our new model is identifiable.
Web Appendix B: Details of the Sampling Scheme for the Multivariate Bernoulli Mixtures of Normals
In this appendix, we give details about the Metropolis-Hastings steps to sample from the conditional distributions of (γ, w) and (β 1 , β 2 ). In both cases, our proposal distribution is multivariate t with mean and variance equal, respectively, to the mode of the appropriate conditional distribution and the inverse of the negative hessian of the log of this conditional distribution evaluated at the mode.
B.1 Updating (γ, w)
The logarithm of p (γ, w| y, z, β 1 ,
The mode of (B.1) is obtained via a Quasi-Newton algorithm maximization routine using the derivatives
Let m 0 denote the mode of p (γ, w| y, z, β 1 , β 2 , σ Let the proposal density f T (γ, w| m 0 , τ V 0 , υ) be a multivariate t distribution with υ degrees of freedom, location parameter vector m 0 and scale matrix τ V 0 , where υ and τ are tuning constants. In sections 4 and 5, we use υ = 4 and τ = 1.
We propose (γ * , w * ) ∼ f T (γ, w| m 0 , τ V 0 , υ) and accept it with probability min p(γ * , w * | y, z, β 1 , β 2 , σ
