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I Introduction
After decades of research analysing the magnitude (and source) of the mean gender wage gap, economists have recently begun to consider the way in which relative wages differ for high-and low-wage workers. There are several reasons for this shift in focus. First, it is now becoming clear that the magnitude of the gender wage gap is generally not constant across the entire wage distribution and that the gap in mean wages obscures a great deal of the interesting variation in the data. Second, a much richer story about the role of gender in the labour market emerges once we move away from an exclusive focus on outcomes for "average" men and women. In particular, the presence of "glass ceilings" leads us to expect the gender wage gap to be larger amongst workers earning relatively high wages, while the existence of "sticky floors" might suggest the opposite (see Booth et al., 2003; Arulampalam et al., 2007; Kee, 2006) . Finally, the extent to which disparity in men's and women's productivity-related characteristics accounts for the gender wage gap also appears to differ between high-and low-wage workers.
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This implies that our theoretical models of labour market discrimination-and the public policies we adopt to deal with this phenomenon-need to be flexible enough to account for the full range of women's experiences both at the top and at the bottom of the wage distribution.
It is also important to consider the way in which the relative wages of men and women vary across labour market sectors. The mean gender wage gap is typically considerably smaller in public-sector jobs (Arulampalam et al., 2007; Gregory and Borland, 1999; Gunderson, 1989) , while the distribution of relative wages varies dramatically across sectors (Arulampalam et al., 2007; Kee, 2006) . Gregory and Borland (1999) argue that these differences in wage structure are not surprising given that wage setting in the public sector occurs in a political environment whereas private-sector decision making occurs in a market environment. Moreover, anti-discrimination legislation may be more aggressively enforced in the public sector and there is evidence that occupational integration has been 1 García et al. (2001) argue that the unequal size of the discrimination effect across the distribution is related to the inability of traditional measures to fully capture discrimination. In particular, they point to the work of Kuhn (1987) (and others) suggesting that women's perceptions of discrimination do not correspond to traditional statistical measures of discrimination and that women at the top of the wage distribution are more likely to feel that they had been victims of discrimination. more rapid in public-sector employment. Public sector jobs also tend to be concentrated in larger establishments, in a limited number of industries, and in specific occupations employing relatively educated workers. Finally, public-sector employment may attract more risk-averse workers (Pfeifer, 2008) . This paper contributes to our understanding of the distributional properties of gender wage gaps in Australia by analysing the source of the gender gap across public-and private-sector wage distributions. In particular, we address the following questions. What is the relative importance of gender differences in demographic characteristics, educational qualifications, experience, and labour market position in explaining the gender wage gap in public-and private-sector jobs? Does gender segregation within sector-specific occupations account for the pattern of relative wages in the two sectors? Finally, how do these effects differ across the wage distribution? We make three important contributions to the existing literature. First, we adopt the semi-parametric methodology proposed by DiNardo et al. (1996) which enables us to explicitly decompose public-and private-sector gender wage gaps into their various components at multiple points of the wage distribution. Second, we pool waves 1 -6 of HILDA data allowing us to control for gender differences in employment across disaggregated (2-digit) occupations within sectors. Some researchers have controlled for the effects of aggregated industries and occupations (for example Kee, 2006; Lee and Miller, 2004) , however, adopting a narrow definition of occupation helps us to avoid under-estimating the effect of occupational segregation on relative wages (Gunderson, 1989) . Finally, our focus on the link between detailed occupational mix and relative wages across the wage distribution is important in light of the international evidence that the gender wage gap stems in large part from the differential return to job status and labour market position (for example, Amuedo-Dorantes and De la Rica, 2006; García et al., 2001; Breunig and Rospabe, 2005; Kunze, 2005) . Ultimately, assessing the importance of phenomenon such as "sticky floors" and "glass ceilings" will rest upon our understanding of the way that labour market position affects men's and women's employment outcomes more generally.
We find that, irrespective of labour market sector, the gender wage gap among low-paid, Australian workers is more than explained by differences in wage-related characteristics.
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The gender wage gap among high-wage workers, however, is largely unexplained in both sectors suggesting that glass ceilings (rather than sticky floors) may be prevalent. Gender differences in employment across occupations advantage (rather than disadvantage) all women except those in high-paid, private-sector jobs, while disparity in labour market experience plays a much more important role in explaining relative private-sector wages.
Finally, disparity in educational qualifications and demographic characteristics are generally unimportant in explaining the gender wage gap. Borland (1999) and Eastough and Miller (2004) review the history of wage setting and equal pay legislation in Australia. They note that for most of the twentieth century industrial tribunals in Australia enforced a policy of wage discrimination against female workers.
II Gender Wage Gaps in Australia
When doing the same work as men, women were paid a wage equal to that of men so as to prevent men from being replaced by cheaper female labour. When employed along side other women, however, female workers were paid a wage between 54 and 60 per cent of the male rate (Short, 1986) . In 1969, the Equal Pay Case for the first time introduced the concept of equal pay for equal work into the Australian labour market (see Borland, 1999; Eastough and Miller, 2004) .
Perhaps as a result of this interesting legislative history, there have been a number of studies of the gender wage gap in Australia.
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These studies show that the Equal Pay Case almost certainly contributed to an improvement in the relative pay of women (Borland, 1999) with the result that today the gender wage gap in Australia is less than half that in the United States and is amongst the lowest in the OECD (Eastough and Miller, 2004) . At the same time, almost forty years on, there continues to be a substantial gender wage gap stemming primarily from the differential returns to productivity-related characteristics which is consistent with labour market discrimination. This gender wage gap is higher amongst the self-employed than it is amongst wage and salary workers (Eastough and Miller, 2004) , is larger at the top of the wage distribution (Miller, 2005; Kee, 2006) , and differs substantially 2 See Rummery (1992) and Borland (1999) for extensive reviews. 4 across labour market sectors (Kee, 2006) .
Researchers have also assessed the extent to which labour market segregation has declined over time. Although Blau and Kahn (2000) present evidence that occupational segregation in the US has fallen substantially, the integration of occupations in Australia appears to have been modest at best (Lee and Miller, 2004; Rimmer, 1991) . Moreover, although the international literature suggests that a considerable portion of the gender wage gap is explained by gender segregation across occupations, industries, or jobs (see for example Blau and Kahn, 2000; Groshen, 1991) , it is less obvious that segregation can account for the gender wage gap in Australia (Kidd, 1993; Lee and Miller, 2004; Miller, 1987; Rimmer, 1991) . Rimmer (1991) and Lee and Miller (2004) conclude, for example, that women's relative earnings would fall rather than rise if they had the same occupational distribution as men. We know almost nothing, however, about the extent to which occupational segregation explains disparity in relative wages across labour market sectors or across the wage distribution.
Moreover, it is unclear what these patterns imply about labour market discrimination per se. The simple inclusion of occupation controls in wage regressions designed to measure labour market discrimination is appropriate only to the extent that gender segregation stems from individuals' unobserved human capital or job preferences rather than from discriminatory factors (see for example, Arulampalam et al., 2007; Miller, 1987) . In particular, Arulampalam et al. (2007) argue that estimates of the gender pay gap with and without such controls provide lower and upper bounds on the extent of discrimination. Our results suggest, however, that this reasoning may be inappropriate in Australia where women appear to be advantaged rather than disadvantaged by their occupational distribution.
III Data (i) The HILDA Survey
The data come from the Household, Income, and Labour Dynamics in Australia (HILDA) Survey. The annual survey collects information on income, labour market characteristics, and family dynamics for a nationally representative random sample of Australian households (see Watson, 2008 for more details). The advantage of HILDA data for our purposes is that they provide more detailed information about individuals' demographic characteristics, occupational classification, and labour market experience than do Census data. Pooling data across waves makes our results more robust to particular events affecting the labour market in specific years, improves the precision of our estimates, and reduces concerns about sample selection.
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Our analysis sample includes private-and public-sector employees between the ages of 22 and 64 years old. We make this age restriction in order to exclude individuals in study-to-work and work-to-retirement transitions. We also exclude the self-employed and those drawing a salary from their own business. Individuals whose hourly wages are less than $4.00 or more than $90.00 (in 2001 AUD) are also dropped from the sample. Our estimation sample therefore represents individuals who are present-and satisfy all the selection criteria-in at least one wave of HILDA. The sample in wave 1, for example, consists of 624 men and 850 women in the public sector and 1896 men and 1439 women in the private sector. In the entire sample there are 4278 men and 4190 women with a total of 26,599 person-year observations. The dependent variable in our analysis is the hourly wage rate in the main job. It is cal-3 Wave 1 included 13,969 respondents aged 15 and older distributed across 7682 households.
culated as the ratio of current weekly gross wages and the number of hours usually worked per week both measured in the individual's main job. We use the Consumer Price Index (CPI) available from the Australian Bureau of Statistics (2008) to deflate wages to 2001 levels.
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Following Arulampalam et al. (2007) and Kee (2006) , we analyse the determinants of the gender wage gap separately for public-and private-sector employment. People are classified as working in the public sector if they report that the best description of their employer (or business) is a government business enterprise or commercial statutory authority, or other governmental organisation (i.e. public service departments, local councils, schools, or universities). People classified as working in the private sector describe their employer as belonging to a private-sector, for-profit organisation. Those working for private not-forprofit, other commercial, and other non-commercial organisations are excluded from the analysis.
Our analysis includes controls for individuals' demographic characteristics (e.g., marital status, age, immigration status), human capital characteristics (e.g., education, employer tenure, occupation tenure, and labour market experience), state or territory of residence, and job characteristics (e.g., firm size, industry, part-time status, union membership, and occupation). One advantage of HILDA data relative to Census data is that they provide us with measures of actual labour market experience as well as both employer and occupation tenure. These measures are much more useful than potential experience measures in characterizing the labour market histories of women. HILDA also provides detailed occu- Table A1 provides variable definitions, while descriptive statistics are presented by gender and sector in Appendix Table A2 .
Not surprisingly, there are several differences in the relative characteristics of men and women both within and across sectors. Proportionately more men than women employed in the public sector are married, while there is no substantial gender difference in marriage rates in the private sector. In both sectors, divorced women represent a larger proportion of employees than divorced men. On average, there is a one-year difference in age between men and women in the public sector but there is virtually no age difference in the private sector. Women in the public sector are more likely than men to have a bachelor degree or above. In terms of experience, women have almost three fewer years tenure with their current employer in the public sector, but only one less year in the private sector. Our other measures of experience, tenure in current occupation and time in the labour force since full-time education, also exhibit similar gender differences. Finally, irrespective of labour market sector, women are more likely than men to work in jobs that are part-time, casual, or in organisations with less than 100 employees (see Appendix Table A2 ).
(ii) Gender Differences in Pay: Does the Level of Pay Matter? The results indicate that on average the women in our sample who are employed in the public sector earn more than $3.00 less per hour than men ($21.40 versus $24.50 per hour). The gender wage gap is somewhat larger in the private sector ($3.80) despite the fact that average hourly wages are lower for both men ($21.40) and women ($17.60). As expected, however, average wages tell us very little about the size of the gender wage gap among lowversus high-wage earners. Although there is a statistically significant difference in men and women's wages at all points of the wage distribution, we find that the gender wage gap is much larger among high-wage workers, particularly in the private sector. Moreover, the mean gender wage gap is also larger than that at the median which is consistent with the 7 We thank Roger Koenker for this suggestion. 8 typical skewness in wage distributions.
[ Table 1 here]
While Table 1 presents information about the gender wage gap in levels, it is also useful to consider relative wages. Figure 1 shows the natural logarithm of the ratio of male to female wages at each percentile of the wage distribution for both the public and private sectors. We have trimmed the bottom and top 5 per cent of the wage distribution where the number of observations is small. Figure 1 also shows normal confidence intervals at the 95 per cent level using the same bootstrapping method described above. We find that relative wages are roughly constant across the distribution of public-sector wages with minor variation at some percentiles (see Figure 1 ). Men employed in the public sector earn approximately 13 per cent more than women irrespective of whether they are highor low-wage workers. In the private sector, however, the wage gap increases as one moves are likely to provide a conservative estimate of the degree of gender segregation in the Australian labour market generally (see Gunderson, 1989) . Moreover, they represent aggregate statistics across all workers and tell us nothing about how occupational segregation varies across wage levels. We investigate this issue by assessing the extent of gender segregation among high-and low-wage workers using an index of dissimilarity among detailed occupations at different levels of pay separately by sector (see Figure 2 ). Specifically, we classify men and women into six wage groups: 1) those in the bottom 10 per cent of their respective gender-specific wage distribution, 2) those earning wages between the 10 
where i = 1, 2, ..., 6 indexes our segments of the wage distribution and M ij and F ij are the proportions of total men and women working in occupation j. Here we use detailed occupation groups so j = 1, 2, ..., 22 in the public sector and j = 1, 2, ..., 29 in the private sector.
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For each wage group i, this index tells us the proportion of male or female workers who would have to change jobs in order to make the gender allocation of jobs the same.
ID i equals zero if the distribution of jobs is exactly the same across genders, and equals one if men are employed in completely different jobs to the ones employing women (see Dolado et al., 2002 for example).
[ Figure 2 here]
We find that occupational segregation in the public sector varies substantially across the distribution of wages ( Figure 2 ). The index of segregation suggests that as many as 43 per cent of individuals would have to change occupations in order to make the gender distribution of low-wage jobs in the public sector identical across genders. At the top of the public-sector wage distribution, the segregation index is only 27 per cent. In the public sector there is a negative relationship between wage levels and the degree of occupational segregation. Interestingly, the degree of occupational segregation increases with wages in the private sector, particularly in the bottom half of the wage distribution.
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The question that remains is: how does occupational segregation affect the distribution of the gender wage gap across sectors? In what follows, we address this issue by accounting for detailed occupations groups in our decomposition of the distribution of the gender wage gap. Given the different evolution of wage gaps in the public and private sectors in both absolute and relative terms, we present our decomposition results for each sector separately.
IV Econometric Method
We adopt the semi-parametric methodology proposed by DiNardo et al. (1996) to decompose the distribution of the gender wage gap into its separate components.
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We begin by assuming that each observation in the sample is drawn from the joint distribution f (w, x, g),
where w represents the wage rate, x is a vector of wage covariates (e.g., education level, experience, etc.), and g is gender (0 for men and 1 for women). Conditional on gender g, we can write the joint distribution of wages and covariates as the conditional distribution f (w, x|g). This implies that the distribution of men's wages f 0 (w) is defined as the integral of the conditional density of wages over the domain of individuals' wage-related
The definition of a conditional density implies that equation 2 can be rewritten as
where f (·) is the distribution of wages conditional on both characteristics and being male and f x (·) is the distribution of wage covariates among men. The density of women's wages is defined analogously.
This representation of the (marginal) distribution of wages is useful in creating a series of counterfactual wage distributions which allow the effects of the various factors driving the gender wage gap to be isolated. Specifically, we partition the vector of wage covariates (x) into the following four components: 1) labour market position (l); 2) experience (e);
3) educational attainment (h); and 4) demographic characteristics (d). We focus on these components specifically because previous research suggests that these are the main drivers of gender wage inequality. This partitioning, x = [l, e, h, d] , allows us to write the wage distribution for men as:
Equation 5 is composed of five (conditional) probability densities. Note that f is the conditional wage density given all wage covariates (x) and being male (g = 0), while f l is the conditional density of labour market position given experience, educational qualifications, demographic characteristics, and gender. In the same way, f e and f h represent the conditional densities of experience and educational qualifications. Finally, f d reflects the density of demographic characteristics conditional on gender. When the conditional expectations of these densities are linear in their arguments, we can think of x as reflecting a set of wage determinants, [e, h, d] as capturing the determinants of labour market position, and so on (Butcher and DiNardo, 2002) . In order to facilitate the interpretation of the decomposition, we partition x = [l, e, h, d] in such a way that more "endogenous" variables are conditional upon less "endogenous" variables (Cobb-Clark and Hildebrand, 2006) .
The advantage of expressing the male wage distribution as in equation 5 is that counterfactual distributions arise intuitively. We can obtain, for example, the counterfactual wage distribution that would prevail if men retained their own conditional distributions of experience, educational qualifications, and demographic characteristics; but had the same conditional distribution of labour market position as women. That is
We can then compare the counterfactual distribution given by f Using these counterfactual wage distributions and the observed wages for men and women, we can decompose the gender wage gap at any quantile of the age distribution, q i (·), as follows:
The first term on the right hand side of equation 7 captures the part of the gender wage gap, at quantile q i (·), attributable to gender differences in labour market position. The second term represents the component attributable to differences in experience, while the third and fourth capture the components attributable to gender differences in educational qualifications and demographic characteristics respectively. The final term represents differences in the conditional (on x) wage distributions of men and women. In particular, it is the portion of the gender wage gap that stems from the disparity in wages received by men and women with the same characteristics.
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Implementing the above decomposition requires estimating the counterfactual distribu-
The contribution of DiNardo et al. (1996) is to show that counterfactual distributions can be obtained by reweighting the observed wage distribution for either men or women. To see this, rewrite the counterfactual wage distribution f
where
. A comparison of equations 8 and 5
reveals that these equations differ only in the reweighting function ψ l . Bayes theorem implies that ψ l can be rewritten as:
Note that the calculation of ψ l involves only the probabilities of being of being male or female conditional on various sets of wage covariates. We can therefore estimate these probabilities using logit models in which the dependent variable is a gender indicator. These estimated probabilities can then be combined to generate an estimate of the reweighting factor (ψ l ) which then multiplies the observed wage distribution for men to create f A .
Other counterfactual distributions are calculated in an analogous way.
The decomposition method proposed by DiNardo et al. (1996) is by no means the only way to calculate the effect of different factors on the wage gap at multiple points of the wage distribution. Alternative decomposition techniques can be found in, among others, Blau and Kahn (1996); Fortin and Lemieux (1998); and Donald et al. (2000) . In particular, quantile regression is another relatively recent method that has been used to analyse averaged across all decomposition (Cobb-Clark and Hildebrand, 2006) . Second, this decomposition weights the difference in conditional wage distributions by women's characteristics. It effectively provides an estimate of what women would earn if they retained their own characteristics, but were paid like men. This is consistent with a model of discrimination against women rather than nepotism towards men and is the more interesting counterfactual for our purposes (see Arulampalam et al., 2007; Neumark, 1988) . We also estimated the parallel decomposition which weights the differences in returns by male characteristics and found the results broadly consistent with those presented here. These additional results are available upon request.
wage gaps and wage inequality. 
V Results
We are interested in understanding the relative importance of gender differences in demographic characteristics, educational qualifications, experience and labour market position in explaining the distribution of gender wage gaps in both public-and private-sector employment. We investigate this issue using the method described in Section IV to decompose sector-specific gender wage gaps into their relevant components.
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We begin by estimating a model that excludes occupation from the vector of labour market position variables. We then repeat the decomposition exercise adding controls for detailed (2-digit) occupations.
In addition to shedding light on how gender segregation within sector-specific occupations affects relative wages in the two sectors, this procedure also gives us insight into the sensitivity of the unexplained component (i.e. estimated labour market discrimination) to alternative assumptions about the discriminatory nature of the occupational distribution itself (see Arulampalam et al., 2007; Miller, 1987) . In particular, Arulampalam et al. (2007) argue that estimates of the gender pay gap with and without such controls provide lower and upper bounds on the extent of discrimination. Finally, the percentage of the gender wage gap attributable to each of the four factors is presented in square brackets.
[ Table 2 here]
In the public sector, relative wages are roughly constant with a gender wage gap of approximately 13 per cent across the distribution (see Figure 1 ). Gender differences in wage-related characteristics fully account for the lower wages received by women at the bottom of the wage distribution. The proportion of the gender wage gap that cannot be explained by differences in wage-related characteristics (see column 6) is insignificantly different from zero in the bottom half of the distribution. Among high-wage workers, however, the portion of the wage gap not attributable to gender differences in endowments rises to over 90 per cent. Despite the fact that the magnitude of the public-sector gender wage gap is relatively constant, the extent to which it can be explained by the wage-related characteristics of men and women falls as we move up the wage distribution. Overall, it appears that high-wage public-sector employees in Australia may face more employer discrimination (i.e., glass ceilings) than low-wage workers (i.e., sticky floors). Arulampalam et al. (2007) also find no evidence of sticky floors in European public sector employment, while Kee (2006) reaches the same conclusion for Australia.
It is also useful to consider the relative importance of gender differences in specific wage-related characteristics in producing wage gaps. Our results indicate that at the 10 th percentile of the wage distribution, gender differences in labour market position (e.g. industry, casual status, part-time status, union membership) account for fully 91.2 per cent of the gender wage gap. Although the effect of labour market position falls (and becomes insignificant) as we move up the wage distribution, it is an important explanation for the gender wage gap in the bottom half of the wage distribution. On the other hand, gender differences in experience explain a relatively modest proportion of the gender wage gap (at most 9.9 per cent at the 25 th percentile) despite the detailed measures of actual experience included in the model. In fact, differences in labour market experience contribute to reducing (rather than increasing) the wage gap among high-wage workers though this effect is not statistically significant. Similarly, demographic characteristics and education have an insignificant effect on the gender wage gap throughout the distribution.
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Taken together these results indicate that the distribution of relative wages in the public sector mainly reflects the relative labour market position of low-wage men and women and is completely unexplained by the wage-related characteristics of high-wage workers.
Introducing measures of occupation into the set of controls for labour market position has two effects (see the right panel of Table 2 ). First, the portion of the gender wage gap 2002; Groshen, 1991) . These results are, however, consistent with previous results based on Australian data (see Lee and Miller, 2004; Rimmer, 1991) . wage distribution serve to reduce (rather than increase) the pay gap faced by women at the very bottom of the wage distribution. Gender differences in wage-related characteristics, in particular, labour market position fully account for the pay gap facing low-wage women, but explain less than half of the gender wage gap among high-wage workers. Consistent with the results for the public-sector, we find no evidence that employer discrimination is more prevalent among low-wage, private-sector employers than among their high-wage counterparts. Thus, as before, the issue seems to be one of glass ceilings rather than sticky floors.
[ Table 3 here]
In sharp contrast to the public sector, gender differences in labour market experience Introducing occupation into the set of controls for labour position has no substantive effect on the portion of the gender wage gap attributable to differences in experience, educational qualifications, and demographic characteristics (see the right panel of Table   3 ). However, as was the case in the public sector, the portion of the gender wage gap 
VI Conclusions
This paper analyses the source of the gender wage gap in public-and private-sector employment in Australia. Our results suggest that, irrespective of sector of employment, the gender wage gap among low-paid workers is fully explained by gender differences in productivity-related characteristics. Among high-wage workers, however, the wage gap faced by women is mostly (approximately 60 per cent) unexplained in the private sector and is completely unexplained in the public sector. Thus, our results are more consistent with the presence of glass ceilings than with sticky floors (Albrecht et al., 2003; Booth et al., 2003) . Identification of the specific components of the gender wage gap reveals that disparity in educational qualifications and demographic characteristics are generally unimportant in explaining the wage gap, while differences in men's and women's labour market experience have a more important role in explaining relative private-sector than public-sector 20 wages particularly for workers in the bottom half of the wage distribution. Finally, gender differences in labour market position (e.g. industry, casual, part-time, union membership)
provide an important explanation for the relatively low wages received by women. However, taking occupational segregation into account serves to increase (rather than decrease) the unexplained component further for all but the most highly paid private-sector employees. The suggestion by Arulampalam et al. (2007) that inclusion of occupational controls provides a lower-bound estimate of the extent of labour market discrimination seems to be inappropriate in the Australian context where in most cases the occupational distribution favors women with respect to wages.
The fact that the magnitude (and source) of the gender wage gap varies across labour market sectors is certainly supports the view that wage-setting mechanisms differ in publicand private-sector employment. Still, there are a number of puzzles yet to be resolved.
In particular, the smaller wage gap in the public sector is consistent with more intensive anti-discrimination enforcement and faster occupational integration in public-sector employment (see Gregory and Borland, 1999) . However, almost none of the gap in the relative wages of highly-paid, public-sector employees can be attributed to differences in their productivity-related characteristics. Why then do high-wage women employed in the Australian public sector continue to earn less than their male counterparts? To what extent is this evidence of employer discrimination? Moreover, it is not immediately obvious why gender differences in industry, casual status, part-time status, and union membership play such a large role in explaining the gender wage gap for low-wage workers. Booth and Wood (2008) find, for example, that, unlike in the US and the UK, part-time workers in Australia receive a wage premium rather than a wage penalty suggesting that it is not the concentration of women in part-time employment. Future research will be needed to carefully examine the role of labour market position in driving relative wages and to assess the extent to which labour market position itself might be the result of discriminatory factors.
Finally, why does occupational segregation seem to improve rather than undermine the relative wages of women in Australia when then opposite appears to be the case in other countries? In their review of the literature, for example, Blau et al. (1998) conclude that "occupational segregation by sex has repeatedly been cited by scholars as a major deter-21 minant of the gender pay gap" (pg. 1). Yet our results are consistent with Lee and Miller (2004) and Rimmer (1991) The figures represented in this graph are calculated as follows: we calculate the proportion of total women and total men working in each occupation for individuals at different points of the wage distribution (e.g. in the bottom 10 per cent of their corresponding gender wage distribution). At each of these points of the distribution, and for each sector, we calculate an index of occupational segregation as ID = 0.5 × i |M i − F i | where i indexes occupations, and M i and F i are the proportions of total men and total women in occupation i. The resulting statistic tells us the proportion of women or men workers who would have to change jobs to make the distribution of occupations for each gender identical. The occupations used are based on the Australian Standard Classification of Occupations's (ASCO) Sub-Major Groups (22 categories in the public sector and 29 in the private sector). See Table A3 , and indicators for immigrants, immigrants from non-English speaking countries and aboriginals. Education includes six indicator variables from Master and PhD to Year 12 and the base group is less than Year 12. Experience includes tenure with current employer (and squared), tenure in current occupation (and squared), time in labour force since full time education (and squared), and dummy variables for individuals with no children, children aged 0 to 4, and 5 to 14 (the reference group are individuals with children aged 15 and more.) Labour Market Characteristics includes 11 dummy variables for industry (the base group is people working in Accommodation, Cultural and Personal services), and indicator variables for people working part-time, in a casual basis, in workplaces with less than 100 employees, and union members. Depending on the panel of the table, this group also includes a set of occupational dummy variables (See Table   A3 for details). , 1997) . At this level of aggregation there are in the ASCO classification 35 occupations. For each sector, we aggregate sub-groups that had less 10 person-year observations for men or women. We also excluded from the analysis 100 person-year observations corresponding to the sub-group Farmers and Farmer Managers (13).
