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All finitely generated modules are described over a class of rings that includes 
the integral group ring ZG, of the cyclic group of square-free order n, some rings of 
algebraic integers that are not integrally closed in their field of quotients, and many 
subrings of Z @ Z @ . . @ Z. Special attention is paid to behavior of these modules 
in direct sums. 
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form: Existence. 6. Localization and completion. 7A. Deleted cycle form: Local 
invariants. 7’. Deleted cycle form: Global invariants. 8. Conversion factor. 9. Ideal 
classes; Pic(R to R). 10. Main theorem. 11. Indecomposable, non-Artinian modules 
(partly expository). 12. Projective dimension < 1. 13. Application: Cancellation and 
power-cancellation. 14. Application: Pit controls globalization. 15. Artinian 
modules. 0 1985 Academic Press, Inc. 
The motivation for this paper is that there are almost no commutative, 
noetherian rings other than Dedekind domains and a few artinian rings, all 
of whose finitely generated modules can be described. (We comment on 
related results later.) 
To define a Dedekind-like ring, let two ring homomorphism f, g: I? onto I? 
be given, where R is the direct sum of finitely many Dedekind domains 
(none of which is a field) and I? is the direct sum of finitely many fields. (We 
allow E= 0.) We assume that f and g satisfy the independence condition: 
(0.1) The homomorphism f- (f(r”), g(r7) of &’ + R 0 R is onto. 
This is equivalent o the assertion 
(0.2) Kf+K,=l? (where Kf= ker f and K, = ker g). 
We then define our Dedekind-like ring R to be the (generalized) pullback 
(0.3) R = pbkdf, g) = {x E R 1 f(x) = g(x)}. 
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The foregoing notation will remain fixed throughout this paper, unless 
otherwise specified. 
EXAMPLES. The integral group ring ZG, (n square-free) is shown to be 
Dedekind-like in the companion paper [L4]. Every quadratic ring of 
algebraic integers contains infinitely many Dedekind-like subrings. One 
example is Z[fl]. Th e integral closure of this ring in Q(m) is Z[w] 
where o = (- 1 + \/11)/2. To display Z[fi] as a Dedekind-like ring, 
define two ring homomorphisms: R= Z[o] onto R= Z/22 by 
f(a + bo) = ti, g(a + bo) = a + 6. It is then obvious that 
{xEZ(w)IJ(a+bo)= g(a +bw).=Z[2~0] =Z[fi]}. 
There are also many easily constructed Dedekind-like subrings of 
Z 0 a.. 0 Z. The examples of modules in the semi-expository paper [ Ll ] 
were suggested by the present paper, but the terminology and proofs used 
there are independent of the machinery developed here. 
Finitely generated modules over Dedekind-like rings exhibit a much richer 
variety of direct-sum behavior than those over Dedekind domains. Our most 
dramatic example of this type is: For every integer s > 2 there exists a 
finitely generated module M over some Dedekind-like ring R such that: 
(0.4) M is the direct sum of 2 indecomposable modules, and M is 
the direct sum of 3 indecomposable modules, and . . . (etc., 
until) . . . s indecomposable modules. 
In fact, R can be taken to be some ZG,, and (M, +) to be a free abelian 
group of finite rank. (See [L4].) Alternatively, R can be taken to be a 
suitable subring of Z 0 e.. @ Z, again with (M, +) free of finite rank. (See 
[Lll.) 
However, the focus of the present paper is on structure, rather than on 
pathology. 
To describe our main result, let R be any Dedekind-like ring. With each 
finitely generated R-module M we associate an isomorphism class cl M of 
fractional R-ideals in such a way that (see Section 10) 
(0.5) I MpZNp (V maximal ideals P of R); and MEN- cl M = cl N. 
Moreover, this ideal class of A4 satisfies 
(0.6) cl(M @ N) = (cl M)(cl N) 
by which we mean: if H and K are fractional R-ideals in cl M and cl N, 
respectively, then HK E cl(M 0 N). [Note: HK is usually not z H OR K.] 
MODULES OVER DEDEKIND-LIKE RINGS 3 
When M is a fractional R-ideal, cl M is just the isomorphism class of M. 
Unfortunately, the general definition of cl M given in 10.1 is very 
complicated. A more self-contained efinition can be obtained by reading 
Section 11 through 11.6. (But the proof that this is well defined makes use of 
the material in Section 10.) 
The collection of R-ideal classes forms a semigroup, rather than a group, 
under multiplication. But it is a particularly easy semigroup to understand 
because it is a disjoint union of groups: It can be identitied with the disjoint 
union Pic(R to 8) of the Picard groups of all rings between R and R. The 
multiplication in Pic(R to 8) makes use of the observations of H. Bass that 
every fractional R-ideal is a projective module of rank one over its 
endomorphism ring R ’ [Ba]. Moreover, R ’ is again Dedekind-like. 
To describe this multiplication, let H and K be fractional R-ideals, and R ’ 
and RN their respective endomorphism rings. The smallest subring R”’ = 
R ‘R ” = R ’ + R” of R that contains R ’ and R ” is again Dedekind-like, and is 
the endomorphism ring of HK. Thus, in Pic(R to 8) we can define the 
product: 
(0.7) (iso class of H)(iso class of K) 
= Product of the natural images of H and K in Pit R “I. 
Thus, as in the case of Dedekind domains, direct-sum behavior of all 
modules is controlled by that of projective modules of rank 1. But, in our 
more general situation, we have the consider projective modules of rank 1 
over all rings between R and R, not just over R itself. 
This establishes the flavor of most of the applications of our main 
theorem: 
Applications: Control by Projectives 
Local versus global isomorphism. Given a finitely generated R-module 
i%4, R Dedekind-like, how many non-isomorphic N are there such that 
Np z Mp for all maximal ideals P of R? In Section 14 we show that this 
number divides the order of Pit R, if Pit R is finite. Equality holds if M has 
projective dimension 1 and is faithful. Since ZG,-lattices always have 
projective dimension 0 or co, ZG,-modules of projective dimension 1 are not 
well known. In [L4] we show, using results from Section 12 of the present 
paper, that many such modules exist: If X is any finite n-torsion group 
without direct summands of prime order, then the additive group ZG, @X 
can be made into a faithful indecomposable ZG,-module of projective 
dimension 1 in at least ] Pit ZG, ] non-isomorphic ways. 
We also consider the question, for finitely generated modules: 
(OJ3) Mp g Np (V maximal ideals P) &- (3 e) 0’ M z 0’ N. 
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If Pit R has finite exponent, then that exponent is the smallest e that works 
in (0.8) for all M and N. If Pit R is a torsion group with infinite exponent, 
then (0.8) holds, but no single e works for all M and N. And if Pit R has an 
element of infinite order, then (0.8) fails. See Section 14. 
Power-cancellation. Motivated by the fact that direct-sum cancellation 
often fails, K. R. Goodearl investigated the following power-cancellation 
question for R-modules. 
(0.9) M@CEN@C+~)@~M~@~N. 
(All modules here are understood to be finitely generated.) He showed, in 
(Gdrl], that the answer is yes for a class of rings that includes all torsion- 
free, module-finite Z-algebras. Two questions he left unanswered are: If R is 
fiied, will a single exponent e work for all M, N, C? and: Does power- 
cancellation still hold when Z is replaced by an arbitrary PID? 
Let D(R) be the kernel of the natural map: Pit R + Pit K (R Dedekind- 
like). We show in Section 13: If D(R) has finite exponent, then that exponent 
is the smallest e that works for all M, N, C in (0.9); if D(R) is a torsion 
group with infinite exponent, then power cancellation (0.9) holds, but no 
single exponent works for all M, N, C; and if D(R) has an element of infinite 
order, then (0.9) fails. All three possibilities can occur when R is a torsion- 
free module-finite algebra over a PID. Thus Z cannot be replaced by an 
arbitrary PID. 
Direct-sum cancellation. When e = 1 in (0.9) we get the question 
(0.10) M@CrN@Ch4rN. 
According to the theorem quoted in the previous paragraph, this direct-sum 
cancellation occurs if and only if D(R) has exponent 1; that is, D(R) = (O}. 
This rarely occurs. In fact, it already fails for subrings of Z 0 Z. (See [Ll ] 
and [L3, 1.21.) This answers, negatively, the question in [EE, p. 3021 of 
whether (0.10) holds over commutative noetherian rings of Krull 
dimension 1. By making use of results of R. Wiegand, we show that 
cancellation holds over ZG, (n square-free) if and only if n is prime or 
n = 6, 10, or 14. See 13.11. 
Our main positive result is that cancellation (0.10) holds for R-modules 
whenever C has projective dimension <l, with no restriction on M and N. 
See 13.5. 
Local Krull-Schmidt Theorem 
When R equals ZG, or any Dedekind-like subring of Z @ . .’ @ Z then, 
for each maximal ideal P of R, the Krull-Schmidt theorem holds for finitely 
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generated R,-modules. (For R = ZG, see [L4]; for R s Z@ ... @Z see 
Theorem 11.10.) 
On the other hand, Dedekind-like rings provide examples of what may be 
the “smallest” local rings whose finitely generated modules fails to satisfy 
K.S. (the Krull-Schmidt theorem): Every quadratic number field contains 
infinitely many local subrings whose finitely generated modules fail to satisfy 
K.S., and so does R(x), F any field. See 11.11. 
Fixed Notation 
Unless the contrary is explicitly stated: R always denotes a Dedekind-like 
ring, as in (O.l)-(0.3), and module means “finitely generated module.” 
(Occasional reminders of this are placed in parentheses.) Moreover, we write 
(0.11) 
e k 
where each R, is a Dedekind domain (but not a field), each Rk is a field, and 
the summations extend over fixed, but unspecified index sets. 
Overview of Module Structure 
We outline the detailed module-structure theory that occupies 
Sections 1-9, almost all of which is used in the proof of the main theorems 
(0.5) and (0.6) in Section 10. 
An important preliminary reduction is that every noetherian module (over 
any ring) has a decomposition 
(0.12) M=M’@A (A artinian, M’ without artinian direct summands) 
with M’ and A unique up to isomorphism. This replaces the familiar 
torsion-torsion-free decomposition, to which it reduces when R is a 
Dedekind domain. M’ usually has artinian submodules, even though it has 
no artinian direct summands. What makes this decomposition especially 
useful is that the class of noetherian modules without artinian direct 
summands is closed under finite direct sums. See 10.5. 
Most of the attention in this paper is focused on the summand M’ since 
artinian modules exhibit no interesting direct-sum behavior. 
Note that every R-module is two non-isomorphic R-modules, one via 
f: R”+ R, and one via g. These two R-modules become isomorphic as R- 
modules since f = g on R. 
R-diagrams. The first important idea in the construction of R-modules is 
that of an R-diagram. This is a configuration of three modules and four 
maps, as shown below. 
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,!? is an R-module, K and s are R-modules; y andTare R-linear when K and 
$ are considered as R-modules via f; 6 and g” are R-linear when K and s are 
considered as R-modules via g. Moreover, im y E ker f and im 6 G ker f. 
[Some additional technical conditions are needed, but we postpone their 
statement to Section 2.1 
With each R-diagram g we associate an R-module 
M(g) = pbkfl g)/im(y + 6) 
where pbk(x & is the set of all s in 9 such that T(s) = g’(s). 
The main result of Sections 1 and 2 is that the additive functor M(...) is a 
representation equivalence from the category of R-diagrams to that of 
(finitely generated) R-modules. [A bijection of isomorphism classes, and a 
surjection on horn groups that reflects isomorphisms.] This translates the 
problem of describing all isomorphism classes of R-modules to one dealing 
with a more familiar class of objects: modules over the Dedekind domains 
R, and the fields Ek. 
Translation to matrix problem. In order to make use of this represen- 
tation equivalence, it is necessary to know when changing the four 
homomorphisms y. 6, x g changes the isomorphism class of the R-diagram 
C9. To solve this problem we represent 7, S,J g by a set of matrix 4-tuples 
(‘4&C,D),, one for each field Rk. The main result is Matrix Operations 
Theorem 4.7 which gives a complete list (unfortunately, quite long) of all 
matrix operations that leave the isomorphism class of 6% unchanged. 
Deleted cycle form. The next step is to reduce these matrix 4-tuples to 
canonical form, using the matrix operations of Theorem 4.7. The critical tool 
is some complicated matrix-theoretical results of Nazarova and Roiter 
(originally published in [NR], corrected in [NRSB], and summarized in 
[L3]). The final form to which these matrices are reduced, when M(g) has 
no artinian direct summands, is a diagonal-like form called “deleted cycle 
form.” See Section 5 for the actual definition. 
To give the flavor of the final result we give an approximate description of 
the structure of an arbitrary R-module M(g) without artinian direct 
summands. Let 
(0.13) s”=@S, 
u 
where each S, is an indecomposable module over one of the Dedekind 
domains R, . Thus S, is either and ideal of R, or a uniserial, cyclic torsion 
module. In addition, the module ,!? in @ is a direct sum of copies of the 
various Rk. 
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The easy way to think offand g’ (when they are in canonical form) is as a 
collection of pairs of maps of the form 
(0.14) 
T wk 
\ 
R, (possibly v = p). 
/ gvpk 
so 
Then pbkdf7 g3 is the set of all tuples (sr } E 3 that “satisfy” (0.14), that is, 
such that TV&,) = gDupk(sp) whenever there is a pair of maps of the form 
(0.14). 
The role of the denominator im(y f 6) in M(g) is to amalgamate the 
socles of selected pairs of the modules S, on (0.13). 
An explicit description of all indecomposable, non-artinian R-modules (in 
terms of these pullbacks and amalgamations) is given in Section 11, which 
can be regarded (except for its proofs) as a continuation of this introduction. 
Artinian R-modules have a somewhat different amalgamation structure, 
which we deal with in Section 15 by reducing it to results in [L3]. 
A full set of invariants for the isomorphism class of the diagram g is 
extracted in Section 7. Local invariants, sufficient to determine the modules 
M(g)p (P any maximal ideal), are given by the amalgamation matrices 
(A, & together with pairs of integers that we call weights of the rows of 
(A, B),: the composition lengths of the modules S, and S, in (0.14). See 
Section 7*. Additional non-local invariants needed to determine the 
isomorphism class of M(g) are given in Section 7B. They consist of an 
element of Pit R, that is, an ideal class in each R, [determined by the 
modules S, in (0.13)], together with a multiplicative congruence class in R 
that we call p-congruence (“units modulo liftable units”). This units class is 
determined by the diagonal entries of the pullback matrices (C, D)k. In 9.11 
we show that each %-congruence class can be identified with an element of 
Pit R’ for some ring R’ between R and R”; more precisely, we identify it with 
an element of the kernel of the natural map: Pit R’ + Pit K. 
By putting this “kernel” element together with the element of Pick 
mentioned above, we get an element of Pit R ’ which, when viewed as an R- 
module, becomes the ideal class cl M in our main theorem (0.5) and (0.6). 
This is done in 10.1; and after this infinite amount of preparation, Main 
Theorem 10.2 is proved quite easily. 
Some Earlier Results 
Nazarova and Roiter [NR] describe all finitely generated modules over 
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any Dedekind-like ring for which g is the direct sum R , @ R 2 of two discrete 
valuation rings and E is a field. These take the form of an ordinary pullback 
(0.15) R = {(K Y> E R , 0 R, I f(x) = &)I 
where f and g map R, and R,, respectively, onto the field F. Nazarova and 
Roiter use this to describe all finitely generated Z,G,,-modules (p prime, Z, 
the p-localization of Z), hence all finite ZG,-modules. (This had also been 
done earlier by Szekeres [Sz].) Their method was to reduce the problem to a 
matrix problem over R and then solve the matrix problem. 
Their results were extended in [L3], by allowing R, and R, to be arbitrary 
Dedekind domains, with E still a field. (But the reduction to the matrix 
problem was done differently.) This permitted the classification of all finitely 
generated (rather than just finite) ZG,-modules, as well as modules over 
many subrings of Z @ Z. 
The present paper enlarges the family of Dedekind-like rings in two ways. 
One is by allowing more coordinate rings R, and Rk. This makes possible a 
more complicated system of pullback homomorphisms, thus allowing the 
classification of ZG,-modules when n is square-free. It also makes possible 
the rich variety of direct-sum behavior discussed in this introduction. [No 
interesting direct-sum behavior occurs in the situation studied by Nazarova 
and Roiter, because the Krull-Schmidt theorem holds there.] The second 
enlargement comes from using the generalized pullback (0.3) instead of the 
ordinary pullback (0.15). This makes possible the classification of modules 
over some integral domains that are not integrally closed in their field of 
quotients. 
Dedekind-like rings have cyclic index in their integral closure (R/R is a 
cyclic R-module). (See Lemma 1.1.) Equivalently, every ideal of R is 
generated by two elements. Thus there is some overlap with results of 
Bass [Ba] and BoreviEh and Fadeev [BF]. However, they study only 
torsion-free modules. 
Some ideas from an earlier, incomplete version of this paper were used by 
Roggenkamp in 1973 [Ro] to describe all injective modules over a class of 
non-commutative rings that includes all integral group rings ZG of finite 
groups G. 
1. SEPARATED REPRESENTATIONS 
An important echnical fact to keep in mind throughout his paper is that 
K,= ker f and K, = ker g are ideals of R”, but K,K, is an ideal of both rings 
R and g. [See (ii) below.] 
MODULES OVER DEDEKIND-LIKE RINGS 9 
1.1. LEMMA. (i) R is noetherian. 
(ii) f = g on R, and each of them maps R onto i? (so we can refer 
unambiguously to the map R + I?). Also, ker(R + i?) = KfK,. 
(iii) R(x/R)zE. In fact, (3fEK,)g(f)= 1 and (Vn> l)R+ 
Rx”” = I? 
ProoJ (ii) f obviously equals g on R, and they map R onto I? by 
independence condition (0.1). Clearly ker(R -+ R) equals Kfn K,, and this 
equals KfK, because Kf+ K, = K [see (0.2)]. 
<iii) Let 19: &+ “0 R be the map r’+ df(q, g(q). Then B(R) = 
diag R = {(F, F) E R @ R }. Since R 2 KfK, = Kfn K, we have the following 
R-module isomorphisms. 
R” 8(W) R@R+ --1:-z--, 
R - e(R) diag R - 
Choose 2 E R’ such that B(Z) = (0, 1). For all n > 1, t9(R + RJ”) = R@ i? 
since B(R) = diag R. Since ker 0 G R, we have R + Rx’” = R. 
(i) Since R is a finitely generated R-module [by (iii)] and l? is a 
noetherian ring, R is a noetherian ring too [El. I 
1.2. Remark. Recall that R is two non-isomorphic R-modules, one viaf 
and one via g. When necessary to distinguish between them we write l?(f) 
and R(g). However, as R-modules, i?(f) E E(g). 
The main purpose of this section is to show that every R-module has the 
form S/f where S is an R-submodule of some R-module and K is an R- 
module. In fact we show that .this can be done in an almost functorially 
unique way, called a “separated representation.” (See 1.9.) We begin by 
showing that every R-submodule of an R-module has a canonical pullback 
structure similar to that of R itself. 
1.3. DEFINITION. We call an R-module S separated provided that it is 
an R-submodule of some R-module 9. The terminology is intended to 
emphasize that, while (K,K,)M makes sense for any R-module M, since 
KfK, E R, separated modules S can be multiplied separately by K, and K,, 
yielding K,S G # and K,S c 9. 
1.4. PROPOSITION. Let R S be separated, let 3 = R”@, S, and let 
s= E@, S. Then 
(i) Scgvia s+ 10s (and then s”=R”S). 
(ii) S=pbkdf7g’:$-,.?) where T=f@l and g”=g@l. Here 
ker f = K,$ and ker g = KB 9. 
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(iii) Let T be another separated R-module and If = R’ OR T. Then any 
R-homorphism 8: S + T can be extended to an R--homomorphism 8: $+ F. 
1.5. Remark. As in Remark 1.2, the R-module S=R@, S is two 
different x-modules. When we consider S to be S(f ), then f’becomes R”- 
linear. A similar statement is true about S(g) and g. 
Proof of 1.4. (i) Since S is contained in some R”-module v, the map 
?@s+FsofK@,StoRSmakessense.So l@s=OinS”=~@Simplies 
s = 0. Thus the map in (i) is one-to-one. 
(ii) Since S = R-O S and R = pbk(f, g), it suffices to prove that 
(1) pW.L g) OR S = pbk(f 0 4 g 0 1). 
To do this, we give an alternative definition of “pullback”: pbk(J g) is the 
submodule of R” that makes the sequence (2) exact at x. 
(2) pbkdf, g) M R”h (R @ R)ldiag R 
Here h(F) = (j(F), g(?)) + diag E, and diag E is the set of all elements of the 
form (F, F) in R@ R. 
If we tensor (2) with S, it remains short exact because of right exactness 
of @ and because the left-hand map in (2) remains one-to-one by the proof 
of (i). Thus we get 
(3) 
A second application of the alternative definition of pullback proves 
S = pbkGfl g’). 
The kernel ofTis found by tensoring Kf >--) R”+ j? with S and using right 
exactness of 0. 
(iii) Take &I= 1 @ 8. I 
1.6. Basic decomposition. Every (finitely generated) J?-module s” has a 
decomposition of the form 
(1) s==s,@sf@s,@s, 
where S, is a direct sum of ideals of 8, each element of S, is annihilated by 
some power of Kf, each element of S, is annihilated by some power of K,, 
and each element of S, is annihilated by some ideal prime to both Kf and 
4. 
To prove this, recall that R’= 0, R, with each R, a Dedekind domain 
(# a field), so we can suppose R” itself is a Dedekind domain. Then merely 
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recall that every R-module is the direct sum of ideals of R and modules of 
the form R/Pe for various maximal ideals P and exponents e [CRO]. 
Almost everything that follows refers to this basic decomposition (1). 
1.7. LEMMA. Every R-submodule of S, and of S, is an R”-submodule. 
(Caution: This is not true for R-submodules of S,@ S,.) 
ProoJ: Take FE S,. Then Kf”f= 0 for some n. By Lemma I.l(iii), 
J@= (R + R?“)s’c Rs’+ K;s’= Rs: 
For the parenthetical statement, let 
Let E(f) @ R(g) = 9. Then diag R is an R-submodule of S,@ S,. But the 
R-submodule it generates is R@ R= S,@ S,. 1 
1.8. LEMMA. Let S be an R-module, and S an R-submodule such that 
R”S = S. Then K,S = K,s” and K, S = K$. Suppose f E S, in Basic Decom- 
position 1.6. Then K,f=l& If FE S, then K,s’=&. And if s”E S, then 
K,F= K,3= Rs. 
ProojI K,S = (K&S = K,(RS) = K,S. 
Let {E S,. Then K;s”= 0 for some e > 1. By independence condition 
(0.2), Kf+ K, = R. Hence, also, K; + K, = R’. Therefore K,s’= RF. The 
remaining statements have similar proofs. 1 
1.9. DEFINITION. A separated representation of an R-module M means 
an R-module epimorphism 4: S + M, where S is a separated R-module 
which is “as close as possible” to A4 in the sense that, in any factorization 
~:S~S’-HM with S’ separated, 
8 must be one-to-one. 
The existence of separated representations i a triviality [see (1.14)]. In 
the remainder of this section we show that separated representations are 
almost functorially unique (1.13 and 1.14). In addition, ker 4 is an R-module 
[ 1.101. These results extend the main results of [L2] to the present context. 
1.10. LEMMA. Let 9: S + M be a separated representation. Then 
(i) ker q5 contains no nonzero R-submodules. 
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(ii) ker 4 is an R-module; that is, ker(R + R) . ker 4 = 0 
(=(KfK,) a ker 4). 
(iii) No direct summand #O of S is Eker 4. 
ProoJ (i) If I? is an R-submodule cker 4, then 4 has a factorization 
To show that I? = 0, it suffices to show that S/g is a separated module. By 
hypothesis, some R-module S contains S. Then S/R 2 S/R shows S/g is a 
separated R-module. 
(ii) ker(R + R) = KfK, (Lemma 1. l), and KfK, is an ideal of R. Since 
ker $ is contained in a separated R-module, (K,K,) ker $ is an R-submodule 
of ker 4, hence equals zero. 
(iii) Suppose S = K @ X with KG ker 4. Then 4 has the factorization 
with S/K E X = separated. So K = 0. 1 
The next proposition shows how to recognize a separated representation. 
1.11. PROPOSITION. Let 4: S--H M be an R-module epimorphism, with 
S separated, let S= R@, S, and consider S c S (Proposition 1.4) so 
RS = s”. Then Q is a separated representation ifand only IX in the notation of 
. Basic Decomposition 1.6, 
(i) ker 4 s (KfSf) 0 (K,S,); and 
(ii) 4 is one-to-one on KrSr and K,S,. (Note: K,S, and K,S, are both 
GS.) 
Proof: For the parenthetical statement in (ii) note that 
(0) K,S, = KfK, S, [by Lemma 1.81 
G K,K, S = (K,K,) RS = (KfK,) S E S 
and similarly K,S, G S, as claimed. 
(a) Let 0 be a separated representation. Since (KfK,) ker ( = 0 [Lem- 
ma l.lO(ii)] we see that ker 4s Sf@ S,. 
To prove (i), suppose ker Q G! (KfSf) 0 (KgSg). Since ker 4 is an R-module 
(Lemma 1.10) and R is a direct sum of fields, some simple R-submodule U 
of ker# is !Z 
VW 0 VW) = (K,K,P, 0 s,) [by (011 
MODULES OVER DEDEKIND-LIKE RINGS 13 
and therefore U, which is GS,@ S,, has zero intersection with (KfK,)S” = 
(K,K,) Rs = (KfKg) s. 
Let v be the natural homomorphism: S + S= S/K,K,S. Then v is one-to- 
one on U. 
S is a module over the direct sum of fields i?= R/K,K,, so L? is a 
semisimple R-module. Hence the submodule v(v) of S is a direct summand 
of % Let II, in (1) below, be a projection map: S --H u(U). 
- 
(1) SASAV(U)&< u 
The composition: Y then 7~ then v-’ of the maps in (1) is then a 
homomorphism: S+ U which equals the identity on U. So U is a direct 
summand of S, and Gker 4, contrary to Lemma l.lO(iii), and this 
contradiction proves (i). 
To prove (ii), note that (K,S,> n ker 4 is an R”-submodule of ker Q because 
every R-submodule of Sf is an R-submodule (Lemma 1.7). Therefore this 
intersection equals zero (Lemma 1.10). 
(G) Conversely, suppose (i) and (ii) hold, and let a factorization 
(2) @Sa T-M 
with T separated be given. To see that B is one-to-one, suppose B(s) = 0. 
Then 4(s) = 0 so, by (i), s E K,S,@ K,S,. Let s = sf + s, in this decom- 
position. Note, by the parenthetical statement in (ii), that sr and s, both 
belong to S. So 0(sr> and &s,) are both defmed. Therefore 
0 = 0(s) = 8(s,) + 19(s,). We claim that, in fact, 
(3) e(sr> = 0 and e(s,) = 0. 
It will suffice to prove that, in the notation of Basic Decomposition 1.6, 
(4) ecsr> E 5 and e(s,) E T, 
because of directness of the sum Tf @ T, . 
But 8 can be extended to an R-homomorphism 8: ,!+ F [Proposition 1.41. 
Since s,E S,, we conclude that 
e(+) E B(Sf) G T,. 
An analogous argument shows that e(s,) = 0. 
From (3) we get g(s,) = 0 and $(s& = 0. Since ) is one-to-one on K,S, and 
K,S,, we conclude that So = 0 and s, = 0, hence s = s, + s, = 0. 1 
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1.12. PROPOSITION. Let 4: S -W M be a separated representation. Then $ 
is a minimal epimorphism (i.e., 4 takes each submodule that is properly 
smaller than S to a submodule that is properly smaller than M). 
ProoJ Suppose $(H) =M. Then H + ker $ = S. Since ker 4 is an R- 
module [Lemma l.lO(ii)], and x is a direct sum of fields, ker d is a 
semisimple module over both R and R. So its submodule H n ker ( is a 
direct summand. Letting K be a complementary direct summand, we see that 
H@K=M, withKEker$. ThereforeK=O [Lemmal.lO(iii)]. m 
We now state the main result of this section. 
1.13. THEOREM. (Almost Functorial Property). Let $’ and 4 be 
separated representations in (1) below. Then any R-homomorphism 0: N -+ M 
can be lifted to an R-homomorphism 8*: T -+ S such that (1) commutes. 
N---f+M 
If 8 is one-to-one or onto, so is any such 8”. 
Proof. Let S = l? OR S and T = J? OR T, so we can consider S = RS and 
F= RT [Proposition 1.4(i)]. 
Choose d large enough so that, in the notation of Basic Decom- 
position 1.6, KJ! annihilates S, and Tf and Kf annihilates S, and T,. 
First we observe that $ is one-to-one on K,KtS: Note that K,KfS = 
KfK,dS [Lemma 1.8(i)] G S, + K,S,+ S, (since Kt annihilates S,); then 
apply Proposition 1.11. 
We’can therefore define 19* on KrKf T to be the composition 
(2) 0 then 0 then (#],p)- ‘. 
Similarly define 8* on K,dK, T to be 
(3) 4’ then B then (#]Kp,s)-‘. 
In preparation for proving that maps (2) and (3) agree on the intersection 
of their domains (and for use again later), we prove that fir every separated 
R-module T and every d > 0, 
(4) (KrKf T) n (K,K, T) = K;K; T. 
Since K, = K,R, we can rewrite (4) with RT = F in place of T. It then 
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suffices to prove (4) separately for the cases F= To, Tf, Tg, T3. If F = Tf, 
then K,T,= T, (Lemma 1.8) so both sides of (4) equal KfdTf. The cases of 
T, and T3 are handled similarly. 
Let T = T,,. We can suppose T,, is indecomposable, hence T,, is 
(isomorphic to) and ideal in one of the Dedekind domains R, whose direct 
sum is R”. So we can suppose that R is itself a Dedekind domain. Then (4) 
follows from the relative primeness of K, and K,. 
It is clear, in view of (4), that maps (2) and (3) agree on the intersection 
of their domains. We can now define t9* on 
(5) (K,K; T) + (Kf K, T) = KfKg T 
to be the sum of maps (2) and (3). 
Now let U be any R-submodule of T, U 2 K,K,T, to which t?* can be 
(further) extended. It suffices to show that, if U # T, then 8* can be extended 
to a submodule properly larger than U. 
Since U 2 KrK, T, T/U is a module over the artinian ring R/K,K, g i?. So 
T/U has a simple submodule V/U. Since R is a direct sum of lields 
V/U z RL! for some d = F2 E R. 
Take v E V - U. Then take elements rz, m, s related as in (6). 
V s 
(6) O’i I4 
n Am 
Finally, let e in R map onto P in R. (Probably e2 # e.) note that 
Rev + U 2 U (proper inclusion) because F acts as the identity on V/U. We 
extend 8* to a map 
O*:Rev+U+S 
(7) 
by rev + u + res + e*(u). 
To see that this is well defined, we have to show that if rev E U (where B* is 
already defined), then 8*(rev) = res. 
Suppose rev E U. Then re(v + U) = 0 in V/U which E RF. So E = 0 in R. 
Therefore 
(8) re E ker(R + R) = KfKg = K,K: + K,dK,. 
Let re = y + z in the decomposition at the right of (8). Multiplying diagram 
(6) by y, and using the definition (2) of t9* on KfKtT shows that 
8*(yv) = ys. Similarly, B*(zv) = zs, so 8*(rev) = (v + z)s = res, and t?* 
exists, as claimed. 
481/93/l-2 
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Now suppose 8 is one-to-one. Since )‘, in (l), is a separated representation 
84’: T-H B(N) is also a separated representation. By commutativity of (l), 
@*: T * B(N) is also a separated representation and has the factorization 
&?*I TA e*(s) - B(N). 
By the definition of separated representation, 8* is one-to-one. 
Finally, suppose 19 is onto. Then, by commutativity of (l), $ maps 8*(T) 
onto M. Since 4 is a minimal epimorphism (Proposition 1.12), 
e*(q=s. I 
1.14. COROLLARY. Every yinitely generated) R-module M has a 
separated representation 4: S + M. If 4’: T--H M is another separated 
representation of M, then T z S by an isomorphism O* which makes diagram 
(l), below, commute. 
T,---E-.--S 
Proox Uniqueness. Let B = the identity map: M -+ M and apply the 
almost functorial property. 
Existence. There is an R-epimorphism #: F-H M with F free, hence 
separated. Since F is noetherian, ker ~1 has an R-submodule K that is 
maximal relative to the property that F/K is a separated R-module. The map 
F/K ++ M induced by ‘p is then a separated representation. m 
We close this sequence of results with another minimality property of 
separated representations. 
1.15. COROLLARY. Let (: S -H M be a separated representation, and let 
#’ : T + M be an R-module epimorphism, in which T is a separated module. 
Then there is a factorization 
Proof. Note that the identity map: T + T is a separated representation. 
Then apply the almost functorial property to the following square, to get 8*. 
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2. TRANSLATION TO R-DIAGRAMS 
In this section we introduce K-diagrams, a configuration of modules and 
maps over R’ and R. The main result, Theorem 2.4, translates the problem of 
describing all isomorphism classes of R-modules to that of describing all 
isomorphism classes of R-diagrams. 
2.1. DEFINITION. An R-diagram consists of four additive homorphisms 
of the following form (with y, 6 one-to-one andx g onto, as indicated). 
w K(ca) 4% @a) J-L S(P2) 
Here S = S(G@) denotes an R-module, and K and S denote R-modules. The 
additive homomorphisms y, S,x g’ are required to satisfy (i)-(iv) below. 
(i) y and $ are x-linear if K and S are considered to be R-modules 
viaf: R--R. 
(ii) 6 and g are R-linear if K and S are considered to be R-modules 
via g:R+R. 
(iii) im y E K$ = ker j: 
(iv) im 6 E K,!?= ker i. 
As a consequence of these properties: 
(v) All four composite maps (y or S) then (3 or g3 equal 0. The facts 
that?? = 0 and $ = 0 follow from (iii) and (iv). For the other two, we show 
first that in the notation of Basic Decomposition 1.6, 
(vi) imyGK,S,and imdGK,S,. 
For the first of these it suffices to show, in view of (iii), that im y E S,. When 
we regard K as an x-module via f, we have Kfjf = 0. Then by (i) we get 
K,J@) = 0, so im y E S,. The second inclusion is proved similarly. Now 
gy = 0 follows from 
kerg=K,S2K,Sf=Sf (by Lemma 1.8) 
and Sf? im y by (vi). Similarly we prove $I = 0. 
2.2. DEFINITION. The R-module M(C2) determined by an R-diagram L9 
is defined to be 
where we have identified K(g) with im(y + 6). This identification is 
permissible because y and 6 are one-to-one and [see 2.l(vi)] the sum 
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y(E) + 6(E) is direct. The fact that K(g) c pbk(x 2) follows immediately 
from 2.1 (v). 
2.3. DEFINITION (of the category of R-diagrams). Let g and B be R- 
diagrams. A morphism 0: d-+ CS means a triple of maps, called 8, 0, # 
below, such that two diagrams commute: The diagram shown below, and the 
diagram obtained from it by replacing y’, y, 3’) 3 by 6’, 6, g, g 
We define the direct sum g 0 & of R-diagrams by taking the direct sum of 
the modules and maps in each. Finally, we call CS indecomposable provided 
~#O(thatis,~@~@~#O),andprovided~=~@~implies~=Oor 
F’O. 
Note that any morphism 0: B + g canonically induces an R-module 
homomorphism M(O): M(B) + M(g). This makes M(...) an additive functor 
from the category of R-diagrams to that of R-modules. 
2.4. THEOREM. The finctor g -+ IV(@) is a representation equivalence 
from the category of all R-diagrams to that of all (Jnitely generated) R- 
modules. In particular: 
(i) Every R-module is g 1%4(g) for some ~3. 
(ii) M(g) z M(B) 0 GZ r &Y. 
(iii) M(g) is an indecomposable R-module o GS is an indecomposable 
R -diagram. 
(iv) M(C9 @ 8) g M(g) @ M(8). 
2.5. Remark. By a representation equivalence we mean an additive 
functor which is a bijection on isomorphism classes [properties (i) and (ii) 
above], which when restricted to each “horn” group becomes an 
epimorphism of horn groups, and which sends a morphism 0 to an 
isomorphism if and only if 0 is itself an isomorphism. [This last property is 
a bit stronger than (ii).] 
Proposition 1.4 showed that every separated R-module has a pullback 
structure similar to the of R itself. The next lemma gives conditions for 
reversing the procedure. 
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2.6. LEMMA. Let Sand g’: 3 + s be additive epimorphisms, where s and 
f are modules over R’ and i?, respectively, and where 7 and g are x-linear 
when 5 is considered to be an R”-module via f and g, respectively. Suppose 
also that 
(1) ker f = K,.!? and ker g= KgsO 
Finally, set S = pbk(x g3. Then S is an R-module, RS = S, the maps a and 
B in diagram (2), are isomorphisms, and diagram (2), commutes. The 
diagram (2), obtained by using g and g @ 1 in place off and f @ 1 in (2), 
also commutes. 
s > inclusion b s f s a(?@ s) = r’s 
Proof: The map S -+ R@ S denotes s + 1 @ s, and is one-to-one by 
Proposition 1.4. S is easily seen to be an R-module. 
The maps 7 and f are independent in the sense of (0.1) and (0.2) because 
KfS+K,S”=(Kf+K,)~=,!?. HenceflS)=S [=i(S) sincef=gon S]. 
Now we prove l?S = s”. Take s’E S. Since s(S) = S we can find s, in S 
such that fl,) =&??. Let 2 be an element of R such that f(x? = 0 and 
g(Z) = 1 in R. (This exists by independence off and g.) Then take s, in S 
such that 
(3) kw = @I -.m. 
It suffices to check that f” and g’ take t = s’-- (si + Zs,) to zero, because then 
t E S, so bE RS. We write out the case of g(t). 
bw = ml - g”(Sl) -&) because g’ is R-linear via g 
= as”) - jlCSl> - as*) because T = g’ on S 
=o by (3). 
Diagram (2), obviously commutes if we restrict our attention to elements 
of the form 
s- s - m 
10s - 10s 
Since RS = S, all of (2), commutes. The same holds for (2),. 
Next we show that a is an isomorphism. (x is onto since RS = S. So 
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suppose k E ker a. Since R + R.f = R (Lemma l.l), we can write 
k = (1 @ s,) + (x’@ s2) with each si in S. Applying a gives 
(4) s, + zs* = 0. 
Applying 7 and g” to this gives As,) = 0 because T(f) = 0; and 
g’(s,) + &) = 0 because g(Z) = 1. But $= g’ on S, so &) = 0 =3(s,). 
Therefore, by (l), 
(5) s2 E (KJ) n (Kg 27) = (KfK,) # = (KfK,) s. 
[For the first equality see (4) in the proof of Theorem 1.13. For the second 
equality, recall that K,K, is an ideal of both R and R.] So Zss2 E S. Moreover 
(5) yields an expression s, = C nisi. Then, in R’ OR S we have 
(6) .?@S,=C.f@r,S,=C (zri)OSi 
= 2 1 @ (Zr&; 
= 1 @Zs*. 
(KfK, is an ideal of R and 8) 
Therefore, by (4), k = 1 0 (s, + ~6,) = 0 as desired. 
Finally, p is an isomorphism. This follows from the facts that a is an 
isomorphism, (2), commutes, ker f = K$, and kerGf 0 1) = K,@ @ S). 
[For the last equality, apply right exactness of 0 after tensoring 
K,>a++R with S.] I 
Proof of 2.4. (i) Let an R-module it4 be given, and let (: S-M be a 
separated representation of M (Corollary 1.14). Let s’ = R OR S and 
S= R@, S. By Proposition 1.4, S = pbk@ g3 for suitablex & S--H S with 
ker f” =-KY.!? and ker g = Kg 9. 
Let K = ker 4. It suffices to show that, for suitable y and 6, the diagram 
is an R-diagram; for then 
M z S/ker v, = pbkdj: a/E = M(g). 
By Proposition 1.11 we have 
(1) KEK~S~@K,S,. 
Let y and 6: i? -+ S be coordinate projection to S, and S,, respectively. Then 
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im y G K,S and im 6 G K,S as required by 2.1 (iii) and (iv). So it now 
suffices to show that y and 6 are one-to-one. Let u E ker 6. Then, by (l), u 
belongs to _ K,S, where 4 is one-to-one (Proposition 1.11). Since 
u E ker 6 C_ K = ker d we see that u = 0, and (i) is now proved. 
Next we show that our functor M(...) is an epimorphism on horn groups. 
Let 8’ and ~9 be R-diagrams, and 8 an R-homomorphism: M(B) + M(g). 
We want to lift 8 to a homomorphism 0: B + %? of R-diagrams. In fact, 
except for some technicalities, this is just the Almost Functorial 
Property 1.13. Diagram (2) shows B and g, together with the module 
homomorphisms 8, &, 0 that we seek. 
The short exact sequences in the rows of (3) display the definitions of M(8) 
and M(g), together with the given map ~9. 
(3) 
K(f’) - S’ = pbk(f’, g’) 0’ M(g) 
1% I@’ 9 
K(h) - s = pbkcf, g) 
I 
--!5+ M(g) 
By the Almost Functorial Property 1.13 we can lift the given! to 8” making 
the right-hand square of (3) commute. Its restriction t9 to K(8) makes the 
left-hand square commute, and serves as the 8 in (2). 
Now we obtain g in (2). By Lemma 2.6, x5” = S(8) and RS = S(g) [S’ 
and S as in (3)], and we can identify KS’ with R @ S’, and RS with R @ S. 
Then 8= 1 @ 0* extends r3* as desired. Moreover (still by the Lemma) we 
can identify S(8) with R 0 S’ and S(g) with R@ S. Therefore taking 
e= 1 @ 8* makes the right-hand square in (2) commute; and this completes 
the lifting of 8. 
Note that if 8 is an isomorphism, then so is t9* (by the Almost Functorial 
Property), hence so are 4, 8= 1 @ 8*, and 8= 1 @ 8*. This yields (ii), so 
our functor M(...) is a bijection on isomorphism classes. 
Next, let 0: CY + g be such that M(O) is an R-isomorphism. We wish to 
show that 0 is an isomorphism. By (ii)(+) we know that E z G@. So we can 
simplify the notation by taking B = CZ. We have just shown that the R- 
isomorphism M(O) can be lifted to some isomorphism @: g r@. Therefore 
M(O-@)=O. 
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By Lemma 2.7 below, A = 0 - @ is in the radical of the ring end(g). 
Therefore 
@=@+A=@-‘(l+@A) 
is an invertible element of end@), that is, an isomorphism. 
Statement (iv) is true of any additive functor (and is obvious for R- 
diagrams), and (iii) follows from this, together with the fact that M(...) is 
onto all isomorphism classes. 1 
2.7. LEMMA. Let 9 be an R-diagram. The ideal I consisting of all 0 in 
end(g) such that M(8) = 0 satisfies I* = 0. 
ProoJ: Take 0 and @ in I. Each of these is a triple of module 
homomorphisms, as shown in Definitions 2.3 except that now ~9 = 8, hence 
T=S. 
The statement M(O) = 0 means that g(S) 5 E = im(y + 6). We claim 
(1) I c (KfK,) 9. 
By 2.l(vi), im(y + 6)~ KfSf+ K,S,. By Lemma 1.8, S,= KgSf and 
S, = K,S,, so im(y + 6) G KfK,S, G (K,K,)s, establishing (1). 
Now apply f to (1). We get 
(2) @(S) G (K,K,)I?. 
Z?, when considered as an R-module, is annihilated by ker(R -+ R) = K,K,. 
Therefore the right-hand side of (2) equals zero, as desired. 1 
3. COORDINATES DEFINITION OF R 
3.1. Notation. We redefine “Dedekind-like ring R” in terms of notation 
which focuses on the coordinate rings from which R’ and R are built. The 
new notation will not conflict with the old notation. 
Let I?’ = @ c R, and R= Ok Rk where each R, is a Dedekind domain, but 
not a field, where each Rk is a field, and where the summations extend over 
finite sets of indices {c} and {k}. For each k let a pair of homomorphisms 
onto Rk be given, as shown below. 
Ri(k) 
fk 
\ 
/ 
R, [possibly i(k) = j(k)] 
gk 
R i(k) 
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We require these homomorphisms to satisfy the following independence 
condition. 
(1) Whenever two terms of the sequence f, , g, , f2, g, ,... are defined 
on the same coordinate R, of R”, then they have distinct kernels. 
We think of fk and g, as coordinate homomorphisms of maps f and g, 
respectively, as shown below. 
(9’) 
R&R 
We then define R = pbk(f, g) as before. Alternatively, in terms of coor- 
dinates, 
(2) R = {(rl, r2,... 1 E R I Cv k)fk(ri(k)) = gkCrj(k)>l* 
It is easy to see that R is a Dedekind-like ring, as defined in (0.1~(0.3). 
Conversely, let f and g, in (9), be as in (O.l), and define R as in (0.3). To 
construct he k-part (Yk) of pullback diagram (9), let p)k be the composition 
off with coordinate projection: R+ R,. Since ker oo, is a maximal ideal of R, 
there is a unique index i(k) such that the projection of ker p)k in Rick) is a 
maximal ideal of Rick). Let fk be the restriction of q)k to Rick). Define g, 
similarly. Then it is straightforward to check that independence condition (1) 
holds and R is described by (2). 
The following fact, proved above, will be needed again. 
3.2. LEMMA. (i) The restriction of R”+fi?-+i?k to Rick, is fk. 
(ii) The restriction of a+g R+ Ek to RjCk, is g,. 
4. TRANSLATION TO MATRIX PROBLEM 
Let G9 be an R-diagram, as in Section 2. In this section we represent he 
four homomorphisms y, 6,x g in g by matrices over the fields Rk from 
which R is built. The purpose of this is to be able to tell, in terms of these 
matrices, whether a different set y’, 6’, $I, g” of homomorphisms will 
produce a diagram r 59. The answer is stated in Matrix Operations 
Theorem 4.7. 
In order to represent a homomorphism of vector spaces by a matrix, one 
must first choose bases of the two vector spaces. In our situation we have to 
make a more complicated set of choices, which we call matrizing choices and 
multiplication maps. 
4.1. DEFINITIONS. (of standard R,-ideals, matrizing choices). From 
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each isomorphism class of non-zero ideals of each R,, choose one ideal H, 
such that, in the notation of Section 3, 
(1) H, is prime to ker fk whenever i(k) = c, and to ker g, whenever 
j(k) = c. If H, is principal, take H, = R,. 
Call H, the standard R,-ideal in its class. (The relative primeness in (1) can 
be achieved by the Chinese Remainder Theorem.) 
A matrizing choice means either a standard ideal of some R, or any R,- 
module R,/Pd where P is a maximal ideal of R, and d > 1. These are also R- 
modules because R” = 0, R,. 
An (f k)-matrizing choice means either a standard R,,,,-ideal or a module 
of the form R,ck,/(kerfk)d (d > 0). Similarly, a (g, k)-matrizing choice means 
either a standard Rj,,,-ideal or R&(ker gJ (e > 0). 
A k-matrizing choice means either an df, k)- or (g, k)-matrizing choice. In 
particular, a k-matrizing choice of finite length means one of the modules 
shown in (2). 
(2) Rd(kerfJd7 Rjwl(ker gJd (d > 0). 
We say that an R-diagram 92 is built from matrizing choice {S,i 
provided s” = 0, S, with each S, a matrizing choice, and provided K and S 
equal Cartesian products of the R-modules Rk. 
Every R-diagram is isomorphic to one built from matrizing choices, 
because R’ is a direct sum of Dedekind domains, and because every finitely 
generated module over a Dedekind domain D is g a direct sum of ideals, 
and modules z D/PC for various maximal ideals P and exponents e. 
Recall that, for nonzero ideals H and J in a Dedekind Domain D, 
H @ Jr D @ HJ. Therefore 
(3) Every R-diagram can be built from matrizing choices {S,} such 
that (Vc) there is at most one ,U such that S, is an ideal of R, 
different from R, itself. 
4.2. DEFINITIONS. (of multiplication maps). Let S be k-matrizing choice 
and FE R,, We wish to define the map 
which we call multiplication by F. 
If S is a standard Rio, -ideal, define map (1) to be the composition, ‘fk 
then actual multiplication by F,” where fk is the map: Rick) + l?k in Coor- 
dinates Definition 3.1 of R. If S is a standard Rio,-ideal, define 
multiplication by (9 to be the composition, “gk then actual multiplication by 
F.” Whenever F# 0, the map 7 is an epimorphism, because of the relative 
primeness 4.1( 1) of S to ker fk or ker g,. 
MODULES OVER DEDEKIND-LIKE RINGS 25 
Caution. If i(k) = j(k) this definition is ambiguous: f names two different 
maps. If the context does not make clear which is intended we will refer to f 
via f or via g. 
If S = R,,,,/ker fk)d as in 4.1(2) then the map i is defined to be 
x + (ker fk)d + fJk(x). If S = Rj,,,/(ker g,Jd we use g, instead of fk. Again, 
the map i is an epimorphism except if f = 0. [There is no ambiguity here, 
even if i(k) = j(k).] 
Finally, we define the multiplication map 
(2) wTps 
when S is a k-matrizing choice. 
(FE R,) 
First let S be a torsion k-matrizing choice, say, S = RiCkj/(kerf,)d, and 
note that socle S z R,(f) as K-modules (Ek via f, as in 1.2). Arbitrarily 
select an g-isomorphism and call it “multiplication by 7.” Then define the 
map (2) to be i followed by actual multiplication by ?. 
If S is a standard ideal, then it has no submodules E Rk, so we define 7 to 
be the zero map for every E 
For S = Rjo,/(ker g,Jd make similar definitions, using g, in place of fk. 
4.3. Matrices. (of y, S,J g3. Let 
(1) $:X=@X,+ Y=@ Y” 
LL ” 
be a homomorphism of modules (over some ring). View each element of X as 
a column whose ,uth entry is an element of X,, and view Y similarly. Then $ 
can be viewed as “left multiplication” by a matrix ((#,,)) whose (v,,~)-entry 
is a map $,,:Xr,+ Y,. 
Now let G9 be an R-diagram built from matrizing choices {S,}. 
($3) K = @ (various R,) 9% s” = @ S, & S= @ (various R,) 
c 
Then (viewing 7 as left multiplication by a matrix of maps) we see that each 
entry of the matrix 7 is a map from some S, to some Rk, and therefore 
equals left multiplication by some unique element of R& (see 4.2). Similarly 
we represent g as a matrix with entries in the various R,. 
When we view y as left multipliation by a matrix of maps, each entry of 
the matrix y maps some Ik into (the socle of) some i-module S,, hence 
equals left multiplication by some unique element of R,, as explained in 4.2. 
Exception: If Sris an ideal, then its socle equals zero, so multiplication by 
any element of R, equals multiplication by zero. We make the convention 
that all such entries of the matrix of y equal zero. Similarly we represent 6 as 
a matrix with entries in the various zk. 
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Matrices A, B, C, D. In order to work with matrices over one field at a 
time, we introduce “deleted” diagrams and their associated matrices A, B, C, 
D. 
Let g be an R-diagram built from matrizing choices {S,}, as shown 
above, and choose one of the fields Rk. The k-deletion of a is defined to be 
the diagram GZkde, below, which we now describe. 
Wk)= 0 S, 
V,k) de1 
@k dell 
&7(k) ,-;‘“’ 
Sk, 4 = 0 S, 
Rick) and Rick) denote direct sums of q(k) and n(k) copies of-k: Those 
coordinates that remain after deleting all coordinates other than R, from the 
modules x and S in g. 
The symbol @ (f,k)de, S, denotes the direct sum of all df, k)-matrizing 
choices that appear in G8. A similar definition applies to @tg,k)del S,. 
Caution. If i(k) = j(k) then every S, which is a standard Rio,-ideal 
occurs in both of the direct sums in the preceding paragraph. 
The mapfk is obtained from the mapTin g by restricting?to @Y,k)&., S, 
and then following it by the projection of S to its (fully invariant) direct 
summand Rick). The maps yk and 6, are restrictions of y and 6, respectively. 
Their images are contained in the indicated modules in gkde, [by 2.l(vi)]. 
Finally, A, B, C, D denote the matrices of the four maps in Dkde,. Thus 
the @, v)-entry of A is a map from some coordinate-module Rk to (the socle 
Of>& * so it equals multiplication, as defined in 4.2, by some unique element 
of R,. Exception: If S, is an ideal (so its socle equals zero), we have agreed 
to take the ambiguous 01, v)-entry of A to be zero. 
Similar comments apply to B, C, D. 
A more complete notation for A, B, C, D is (A, B, C, D)k or A,, B,, Ck, 
D,. But we suppress the subscript k whenever no ambiguity arises. 
Finally, we note that the non-zero entries of A are precisely those nonzero 
entries of the matrix of y (in 9) which belong to Rk. Similar comments 
apply to B, C, D. 
4.4. Block notation. Fix k and keep the notation of 4.3. We say that S, 
labels row j of A(= Ak) provided that every entry of row j of A maps 
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Rk+ S,. This same S, labels column j if C because every entry of this 
column maps S, -+ Rk. 
The matrix C is always invertible (see Proposition 4.5), and it will usually 
be more convenient o work with C-i rather than C itself. When doing this 
we will say that S, labels row j of C-l, as though every entry of row j of 
C-i mapped j?k to S,. (Here j and p are the same numbers as in the 
previous paragraph.) 
Similar cements apply to B, D, and D-‘. 
Now we define the blocks ad and /Id. Let 
ad = {j 1 row j of A is labeled by some S, of length d) 
/Id = {j ] row j of B is labeled by some S, of length d) 
where length means “composition length,” so d is a positive integer or co. 
Note that the following definition is equivalent, once we know that C and D 
are invertible (Proposition 4.5). 
ad = {j ] row j of C-’ is labeled by some S, of length d} 
/Id = {j ] row j of D-l is labeled by some S, of length d} 
For any matrix X, let 
X[rows ad] = rows ad of X 
X[a, x a,] = the submatrix of X consisting of all entries Xii 
such that i E ad and j E a,. 
The exact meaning of the above notation depends upon what value of k is 
being used. If the context does not make this clear, we use a subscript, for 
example, A [rows adlk. 
4.5. PROPOSITION. Let g be an R-diagram built from matrizing choices. 
Then 
(i) each C, and D, is n(k) x n(k) and invertible; and 
(ii) each A, and B, is n(k) x q(k) of rank q(k); and row j of A, (resp. 
B,J equals zero wheneverj E a, or a, (resp. j E PI or /I,). 
If the matrices (A, B, C, D)k are replaced by other matrices satisfying (i) and 
(ii), another R-diagram will result. 
Proof. Fix k. To obtain (i) note that the definition of C can be rephrased 
as follows. Factor jk as in (1) below where i is as in 4.2 (1); and note that, 
in (l), C denotes actual left multiplication by C. 
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(1) j;,: @ S,&$‘k’&Rk -n(k) 
(f.k) del 
SinceTk is on&, so is the “map” C. Hence the matrix C is invertible. Similar 
remarks apply to D. 
(ii) A is clearly n by q. It has rank q because yk is one-to-one. The 
reason that rows a, of A must be zero is that, by 2.l(iii), 
imysKfS=@KfS,. 
P 
But when S, is a k-matrizing choice of length 1, and it labels a row of A,, 
we have S, Z’R,,,,/(kerf,) (R-isomorphism via f). So KfS, E 
(ker fk) s, = 0. 
A [rows a,] = 0 because socle S, = 0 when S, is an ideal. 
The proof of the supplementary statement uses similar reasoning. I 
4.6. PROPOSITION. Let 92 and G be R-diagrams built from the same 
matrizing choices {S,}. If akde, g Gkde, then there exist relations of the 
following form between their matrix 4-tuples, 
(*I 
J=L,AV, e-1 = u,c-‘w 
B= L,BV, Lj-’ = U&-‘W 
in which conditions (i) through (v) hold. 
(i) V and W are invertible. 
(ii) U, is block-a “upper triangular” (that is, U,[a, ~~a,] = 0 
whenever d > e), and invertible. 
(iii) L, is block-a “lower triangular” (L 1 [ad x a,] = 0 when d < e), 
and invertible. 
(iv) Ul [ad x ~1 = L, [ad x 4 f or all d. (Note: When d = co or 0, 
this condition is superfluous, because A [rows a,] equal zero.) 
(v) L,[a, x a,] = 0 whenever e # 00. 
(i)‘-(v)’ The analogous of (i)-(v) for U,, L,, and /I. 
Remark about notation. It is necessary to interpret L, [ad x a,] and 
U, [ad X a,] properly. Since L 1, in (*), is invertible, it has the same number 
of rows and columns as A. We are labelling the rows of A according to the 
block notation of 4.4. To make the block multiplication described in the 
proposition easy to visualize, we label the ROWS AND COLUMNS of L, 
according to this block notation. 
Similarly, the rows of C-l, and hence the ROWS AND COLUMNS of 
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the invertible matrix U,, are numbered according to the block notation of 
4.4. 
Analogous comments apply to L, and U,. 
The proof of 4.6 will be combined with that of 4.7. 
4.7. MATRIX OPERATIONS THEOREM. Let 9 and .& be R-diagrams built 
from the same matrizing choices {S,}. Then g g a o 
~ (4 (L oca condition:) 1 For every k, the matrix 4-tuples of gkde, and 
kde, are related as described in Proposition 4.6; and 
(b) (Global condition:) 3 units u, E R, such that (Vk) 
det Warn x GA = fkhd (E Rk) 
det U&L X PA =&b+d (E Ek). 
(Here fk and g, are as in Coordinates Definition 3.1 of R.) 
Note. To cover trivial cases we define the determinant of an empty 0 X 0 
matrix to be 1. 
Proof: (a) Let t be an endomorphism of a finitely generated projective 
module U over some commutative ring K. Goldman [G] defines the deter- 
minant det t as follows. U 0 V is free, for some finitely generated V, and t 
can be extended to an endomorphism t’ of U @ V by defining it to be the 
identity on V. The ordinary determinant of t’ is defined, and independent of 
the choice of V. He then defines det t to be the determinant of t’. Note that if 
t is an automorphism of U, then det t is a unit of the ring K. 
Now let an isomorphism g E & be given. The various module 
isomorphisms it induces will be denoted by a lower-case 8 with various 
adornments, as in diagram (1). 
The two rows of diagram (1) are factorizations of the map & which 
appears in the two diagrams gkdel and Gkde,. gfk is the restriction of # 
(see 2.3) followed by projection to S(f, k), and t?k is the restriction of 0. 
(1) 
S(f,k)= @ S, @‘:, G(k) c k En(k) 
1 
(f,k) del 
Y 
G.4 
I” 
I 
1 
Bk= W-1 
Sdf, k)= @ S, 01.. R(k) > ’ :+ k Km(k) 
(f,k) del 
gk equals left multiplication by an invertible matrix over Rk which we call 
W-‘. The outer square of (1) commutes because it was derived from the 
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diagram that shows that g E & by deleting from S direct summands which 
map to zero in R, -“(‘). Also, left multiplication by a unique invertible R,- 
matrix- which we call U,-- makes both small squares in (1) commute, 
because ker @ ‘i = (ker fk) S(f, k). So W- ‘C = c”U, , which yields one 
relation of 4.6(e). 
The matrices L, and V and the relation A” = L,A V are obtained from (2) 
by reasoning analogous to that used in (1). 
Efk) ,A sot s(J k) >i”c’“sion , sy, k) 
(2) 
! 
&V-l 
IL’ i 
%k 
Rick) A sot sy; k) > inc’usion P sy; k) 
Next, we define the units U, E R, mentioned in global condition (b). Let 
(3) S,, = @ {S, ] S, is an ideal of R,}. 
IA 
Let e, be the identity element of the ring R,, considered as an idempotent 
element of I?. From the R-automorphism & s” = S arising from @ z g we 
get the R,-automorphism e,& e,S Z e,S. Since e,S = S,, @ T, with T, a 
torsion mdule, and since hom(T,, S,,) = 0, we get the R,-automorphism (4) 
by restricting e, g to S,, and following it with coordinate projection to S,,. 
(4) t ccc :SC, g SC, 
Since every ideal of the Dedekind domain R, is a projective R,-module, we 
can let 
u, = det t,, 
where “det” is the determinant discussed at the beginning of this proof. Then 
u, is a unit of R,. 
Now we establish global condition (b). To keep the notation simple, take 
k = 1 and suppose i(l) = 1. Commutativity of (5) follows from that of the 
left-hand square in (l), together with the fact that hom(T, S,,) = 0 for any 
torsion R ,-module T. 
We show that det U,[aoo x a,] =f,(u,). 
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To reduce to the case that S,, is R,-free, replace S,, 0 H, where H is a 
standard R,-ideal such that S,, @ H is free; and replace Ryrn by Ryrn @ R, . 
Extend tl, and U,[a, x a,] by letting them equal the identity on the new 
summands, thus leaving both determinants unchanged. Finally, map H onto 
R, by the map i, so that the kernel of the horizontal maps in (5) remains 
(ker.fA S,,. 
Now that we can suppose that S, is free, let S,, = Rym. Then the 
horizontal maps in (5) equal @fi (that is, fi on each coordinate of Rym) 
followed by some automorphism u of Rym. But then, since fi is a ring 
hommorphism, 
fi(det tl,) = det(v-‘U,[a, x a,]v) = det U,[a, x a,] 
as desired, since det tl, = u, . 
To obtain local condition (a), fix k. The commutative right-hand square in 
(6) was obtained by writing down coordinate maps in the left-hand square of 
(1); and the commutative left-hand square in (6) was obtained from coor- 
dinate maps in the right-hand square of (2). The vertical maps in (6) equal 
multiplication by elements Jr,, , t,, , and u,, of Rk, Rick), and Rk, respec- 
tively. 
incl. sot S” - S" -J--H Rk 
(6) I 
4” 
I 
*w 
1 
“LIU 
sot s, _incl.s I - P - & 
To obtain 4.6(ii), consider the right-hand square in (6), let length 
S, > length S,, and first consider the case length S, # co. Then S, is 
uniserial (its submodules are totally ordered by inclusion), so t,,(S,) is 
contained in the unique maximal submodule, ker 1, of S, . Commutativity of 
the right-hand square in (6) then shows that uu, = 0. If length S, = co, then 
t,, = 0 so, again, up, = 0. 
To obtain 4.6(iii), consider the left-hand square of (6), and let length 
S, < length S,. Then t,,” is not one-to-one. If S, has finite length, hence is 
uniserial, tp, takes the unique minimal submodule to S, to zero. By 
commutativity of the diagram, A,, = 0. If S, has infinite length then it has 
zero socle, so again, by commutativity of the left-hand square, A,, = 0. 
To obtain (iv), suppose S, and S, have equal finite length. Then 
commutativity of both squares in (6) shows that A,, =fl(t,,) = u,,. 
Item 4.6(i) was established in diagrams (1) and (2) above. Item 4.6(v) 
merely expresses the fact that ideals have zero socle, together with our 
481/93/l-3 
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convention that such zero maps should be represented by the zero element of 
&. 
(c) It will be easiest to visualize some parts of this proof if the 
summands S, are rearranged so that 
(7) length S, < length S, < ... , 
Note that condition (7) remains true if some of the S, are deleted, as will 
happen when we pass from g to gk de,. 
As a result of condition (7), the “block triangular” matrices referred to in 
Proposition 4.6(ii) and (iii) become actual block triangular matrices whose 
diagonal blocks are 
Now fix a collection of ingredients (9) from which at least one R-diagram 
can be built: 
(9) Matrizing choices {S,}; Rzfk) (C K); RCk) (C 3). 
Then an R-diagram g is determined as soon as we are given a system of 
matrix 4-tuples (A, B, C, D)k satisfying the conditions of Proposition 4.5. 
Next, let J be the set of all systems (10) of 6-tuples (lo), of matrices 
which satisfy conditions (a) and (b) of Theorem 4.7 (and hence 
Proposition 4.6). 
When a system (10) acts on the 4-tuples of g via 
(11) m,= (~,A% (C-l), =(U,C-‘w), @I, = &Who (D-l), =(U,D-lw)k 
then Proposition 4.5 shows that (x, B, C?, & is the system of 4-tuples of a 
new R-diagram g. 
We say that an element (10) of J “works” provided 
(12) CT@=& for every D built from ingredients (9). 
Our objective is to show that every element (10) of J “works.” 
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The block triangular form of the matrices U, and Li in (10) makes it easy 
to see that J is a group with respect o the multiplication 
So it will suffice to check that some set of generators of J “works.” 
The purpose of the first generator of J is to obtain the units described in 
global condition (b). So let u, be a unit of R,, for each c for which some S, 
is an ideal of RC. 
Let t% s” E S be the direct sum of multiplication maps I, : S, -+ S, chosen 
as follows. For each c such that some S, is an ideal of R,, choose one such 
,U and let r,, be multiplication by u,. For every other S, let rrr = 1. We can 
make g part of an isomorphism (12) of R-diagrams by letting 4 and 8 be 
identity maps. 
Then, for each k, U, and 17, are diagonal matrices uch that U,[a, X a,] 
and U2[/Ioo x p,] have the desired determinants. 
We can now assume-after multiplying our typical generator (10) by the 
reciprocal of the generator just constructed-that every 
(13) det U,[a, x (L,]k = ik = det u#, x p,]k; 
that is, every u, = 1. 
The advantage gained is that we are now able to work with one 6-tuple 
(lo), at a time. More precisely, it suffices to show: Suppose an element (10) 
of J satisfies: 
(14) All of its matrices are identity matrices, except possibly for its 
“k = 1” 6-tuple; and det U,[a, x a,] = 1, = det U,[/3, X /?,I. 
Then (10) “works.” To further simplify the notation, we assume i(1) = 1. 
To take advantage of the independence condition 3.1(l), choose z, in R, 
such that 
(15) 
fi(~,) = i E R, 
fk(‘1) = o 
but gk(z,) = 0 whenever j(k) = 1, and 
whenever k # 1 and i(k) = 1. 
We call z1 an independence multiplier. 
Again we work with generators. First we generate all 6-tuples (lo), in 
which all matrices except possibly L, and U, are identity matrices. Since L, 
and U, are block triangular matrices whose diagonal blocks are equal [see 
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(8)], we can simultaneously factor each of these into a product of two 
matrices, with one factor of the form 
(16) L,=U,=@U,[cfdXa,] 
d 
and the other factor satisfying 
(17) Every L i [ad X a,] and u, [ad X ad] iS an identity matrix. 
Thus, in order to show that L, and U, “work” it suffices to treat separately 
the cases (16) and (17). 
Moreover, in showing that (16) “works” we can assume that all but one 
diagonal block equals an identity matrix-then multiply the resulting 
matrices together. 
Consider Ui[a, x am]. The determinant equals i by (14), so (since R, is 
a field) it is a product of elementary matrices of the form E,,(J,) with u # U. 
Thus it suffices to show that U, [a, x a,] = E,,(P,) “works.” 
By abuse of notation, let S, and S, be the matrizing choices which label 
rows u and U, respectively, of Ul[a, x a,]. 
Since S, and S, are standard ideals of R, they are prime to kerf,. 
Therefore (S,S; ‘) n R, & ker f, . So we can take I~ in (S, S; ‘) n R 1 such 
that fi(r,) # 0. Since R, is a simple R,-module viaf, we can replace rl by a 
multiple of itself and obtain fi(r,) = Fi . 
By our choice of ri , pi S, G S, . So an automorphism of S,, [see (3)] is 
given by left multiplication by EJrizi) where z, is the independence 
multiplier in (15). This can be extended to an automorphism g of ,!? by 
letting & be the identity on all other S,. Extend 0 to an isomorphism of R- 
diagrams by letting d and @ be identity maps. 
The independence multiplier zi assures us that the first condition in (14) 
holds and U, is an identity matrix [even ifj(1) = 11. Commutativity of the 
left-hand square in (1) shows that g induces the desired U, . Note that we 
need not concern ourselves with L,[a, X a,] because A[rows a,] = 0. 
The matrices L,[a, X ad] = U,[a, X ad], d # co, are easier to handle: The 
summands S, with which these matrices interact are present in @ide, but 
absent from every other akde,. Moreover, any invertible matrix x over R, 
can be lifted to an invertible matrix X over R,/(kerf,)d with d arbitrary. 
Left multiplication by X is an automorphism of @,.,, S, ; and can be 
extended to an isomorphism of R-diagrams by acting as the identity 
everywhere lse. Commutativity of the left-hand and right-hand squares in 
(1) and (2), respectively, shows that U, [ad x a,] =x= L,[a, x a,] as 
desired. 
To complete our discussion of L, and U, we now deal with the situation 
(17). It suffices to consider separately the cases L, = identity and 
U, = identity. 
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Consider the case U, # identity, but L, = identity. The block upper 
triangular form of U, implies that 17, is a product of elementary matrices 
E,,(F,) where u E ad, v E a,, AND d < e. We do the details of the case 
e = co, all other cases being easier. Take rl in R, such thatf,(rr) = f,. Let h 
be the multiplication map 
h = rlzl + (kerf,)d: S,-+ R,/(kerf,)d = S, 
where z1 is the independence multiplier in (15). Note that we have again 
taken the liberty of identifying S, and S, by the rows, u and v, of A and C-’ 
that they label. Then 8= left multiplication by E,,(h) is an automorphism of 
S; and g, together with identity maps for 8 and I?, forms an isomorphism 
(12) of R-diagrams. Commutativity of the left-hand square in (1) yields 
U, = E,,(Fr). [Note that the matrix E,,(FI) probably has fewer rows and 
columns than Euu(rlzl), because of the deletions prior to forming U,.] The 
independence multiplier assures us that all other matrices (U,), and (U,), 
produced by E,,(rrzr) are identity matrices. (The case e # co is easier 
because z, is not needed.) 
The case L, # identity is handled similarly. 
L, and U,- with the remaining matrices in (IO), identity matrices-are 
handled similarly. 
This leaves V and W. Left multiplication by W- ’ and V- ’ together with 
appropriate identity maps, as shown in (1) and (2), produce isomorphisms of 
R-diagrams, thus completing the proof. 1 
5. DELETED CYCLE FORM: EXISTENCE 
Let .?9 be an R-diagram built from matrizing choices {S,}. The object of 
this section is to show that if G9 has no artinian direct summands then its 
matrix 4-tuples can simultaneously be put into a diagonal-like form which 
we call “deleted cycle form.” We call g artinian if every S, is artinian. The 
statement that 69 has no artinian direct summands means that if 
Q = B @K and B is artinian, then B = 0. This is equivalent o saying that 
the R-module M(g) has no artinian direct summands # 0. 
This section concludes with the computation of G@ such that M(g) E an 
ideal of R. 
We look at artinian diagrams in Section 15. 
5.1. DEFINITION (of deleted cycleform). Let (A, B, C, D)k be a matrix 4- 
tuple of g, where 9 is an R-diagram built from matrizing choices {S, }. 
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We say C and D are in standard diagonal form if C = diag(Y, , 2Z,...) and 
D = diag(y, , y2,...) with 
(1) 
xi= i whenever j & a, 
yj= i whenever j @ /3,. 
(See Block Notation 4.4 for (rm and /3,.) We remind the reader that C and D 
are square and invertible (Proposition 4.5). 
Define a deleted cycle pair to be a matrix pair (A, B) of the form 
When t = 1 we interpret this to mean a pair of empty 1 x 0 matrices. We 
return to this case in the discussion of (5) below. 
Define an R-diagram 23 to be in deleted cycle form wrt (“with respect o”) 
{S,} if @ is built from matrizing choices {S,}, and if, for every k, C, and D, 
are in standard diagonal form and (A, B)k is a direct sum of deleted cycle 
pairs, that is, 
A(l) 
(3) (A,B)= 42) 
/ B(l) 
B(2) * . I . . .I 
with each [A(h), B(h)] a deleted cycle pair as in (2). Now hold h fixed. 
Let dj be the length of the S, that labels row j of A(h), and let ej be the 
length of the S, that labels row j of B(h). We call (d,, ej) the weight of row j. 
Let (d(h), e(h)) be the column of ordered pairs whose jth row is (dj, ej). 
We often refer to the matrix 
as a weighted deleted cycle summand of matrix (3). 
The term “deleted cycle” refers to the fact that if matrices (2) each had 
one more column, they would become permutation whose associated 
permutations are cycles. 
Relation to direct summands of gkde,. If i(k) #j(k) then it is easy to see 
that the matrizing choices that label the rows of A and B in any deleted cycle 
summand of (A, B)k form a direct summand of the diagram gk del. 
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On the other hand, suppose i(k) = j(k). Then every matrizing choice that 
is an ideal of Rrck, = R,,,, labels a row of A, and a row of B,. Thus, in order 
to obtain a direct summand of diagram gkde,, it might be necessary to use 
two deleted cycle summands of (A, B)k. [See the sentence after (7).] 
EXAMPLES. We conclude with some miscellaneous observations to help 
the reader visualize these definitions. First of all, (5) illustrates the direct 
sum (A, B) of three deleted cycle pairs. 
(5) 
O I O O’ 1 , 0 0 ------ 
0 i 0 0 
------ 
0 100 
0 ; 1 0 
0 IO 1. 
t=2 
t=1 
t=3 
'1 IO 0 
0 10 0 
--t--- 
0 10 0 
------ 
0 I1 0 
0 10 1 
.o I 0 0. 
Note that the middle summand (“t = 1”) represents an empty 1 x 0 
summand of (5) because it contributes one row but no columns to (5). If 
(A, B) consists entirely of a direct sum of empty 1 x 0 matrices, it is invisible 
because it has no columns. Such a matrix pair represents the zero 
homomorphisms: xi + SY; k) and @ -+ S( g, k) which are one-to-one maps, 
as required for yk and 6,. 
Note, finally (by Proposition 4.5), if (A, B) is in deleted cycle form: 
(6) If length S, = co and S, labels a row of A, then that row of A 
equals zero, and some deleted cycle summand of (A, B) begins in 
that row. 
(7) If length S, = co and S, labels a row of B, then that row of B 
equals zero, and some deleted cycle summand of (A, B) ends in 
that row. 
Note that if i(k) = j(k), then each S, that is an ideal labels both a row of A, 
as in (6) and a row of B, as in (7). 
How to visualize deleted cycle form. This form represents two slightly 
different situations. In the interest of clarity, we give an explicit example of 
each. In each case @ will have only one matrix 4-tuple, and (A, B) = (A, B), 
will be as in (2) above. 
First let S=S,@...@S,,, and suppose i(l)= 1 andj(l)=2. Then we 
might have (see diagram gkde, in 4.3 for notation) 
S(f,l)=S,@***@S,, CL 1)=S,+,O-**OS,, 
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with S, and SZt ideals of R, and R,, respectively, and the other matrizing 
choices torsion modules. 
We can think of S, as connected to S,, r via C and D because fi(S,) = 
g,(S,+,) because of the non-singular diagonal form of C and D. We can 
think of S,, i as connected to S, via A and B because the form (2) of (A, B) 
shows that 6 = B sends the first coordinate of R:- ’ into S,, I while y = A 
sends the first coordinate of Ei-’ into S,. We continue spiraling through the 
diagram in this way, connecting S, to S,,, to S,, etc., until we reach S,,. 
The spiraling stops here because the last row of B equals zero. 
For the second situation let S= S, 0 .a. @ S,,- i and suppose 
i( 1) = 1 = i(2). Here, to get (2), we can have 
s(f,1)=s,o~~*os,,-,, S(g, l)=S,O**.OS, 
with S, an ideal of R, and the other matrizing choices torsion modules. 
Note that here S, labels both the first row of A and the last row of B. 
If t = 1, then A and B are empty and C and D connect S, to itself. 
5.2. DEFINITION (of torsion permutation). A k-torsion permutation of 
matrizing choices {S,) means a permutation of the sequence 
(1) s, , s, 7 s, ,*** 
which leaves the relative order of all but the k-torsion terms in (1) 
unchanged. In other words, a k-torsion permutation can make two types of 
changes in (1): It can arbitrarily permute the k-torsion terms among each 
other, and it can arbitrarily intersperse them among the other terms. 
The reason for singling out k-torsion permutations is that they alter only 
the matrices A, B, C, D of this particular k. They do so by causing row 
permutations in (A, C-‘) and (B, D-l). On the other hand, interchanging 
(say) two ideals of R, causes row interchanges in (A, C-i), whenever 
i(k) = 1, and in (B, D- l)k whenever j(k) = 1. 
5.3. THEOREM. Every E-diagram without artinian direct summands is g 
an R-diagram in deleted cycle form wrt suitable matrizing choices. 
This theorem is part of the more detailed theorem below. 
5.4. THEOREM. Let ~9 be an R-diagram built from matrizing choices 
(S,} and without artinian direct summands. Then, by means of torsion 
permutations of (S,} and the matrix operations of Theorem 4.1, @ can be 
put deleted cycle form wrt the permuted matrizing choices. 
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The proof, given in 5.10, and the lemmas that precede it consist of a series 
of reductions to results in [L3] and [NR]. The first lemma shows how to 
eliminate the complications of global condition (b) of Matrix Operations 
Theorem 4.7, thus enabling us to work on one 4-tuple (A, B, C, D)k at a time. 
5.5. LEMMA. Let .?2 be built from (S,}. Suppose (A, B, C, D), can be 
transformed to (2, l?, c, o”), by matrix operations of Theorem 4.6. Then 
there exist matrices C’ and D’, in standard diagonal form, such that 
(A, B, C, D), can be transformed to (x, B, c”C’, BD’), by operations of 4.7 
without changing any other (A, B, C, D)k. 
Note that we do not require the “no artinian direct summands” hypothesis 
in this lemma. 
Proof Let the operations of 4.6 that transform one 4-tuple to the other 
be 
(1) 
z= L,AV, c-1 = u, c-‘w 
B”= L,BV, 6-l = U,D-‘W. 
Global condition (b) of 4.7 is satisfied if 
(2) det U, [a, x a,] = 1 and detU,[p,xPm]= 1 
because we can then take the transformation 6-tuple L,, L,, U, , U,, V, W of 
each k # 1 to consist of identity matrices. 
Let the actual values of the determinants in (2) be J? and jj (E E,). Choose 
somejE a,, and obtain matrix (C’)-’ from an identity of the same size as 
C by replacing the jth diagonal entry of the identity matrix by X- ‘. Left 
multiplying the equation in (1) that contains C by (C’)-’ replaces C-’ by 
(C’C’))’ and produces a new matrix U, that satisfies the first equation of 
(2). 
Similarly we use J and /I, to adjust the second determinant in (2) while 
replacing fi-’ by (fiD’)-‘. 1 
5.6. LEMMA. Let @ be built from {S,}. By torsion permutations of 
matrizing choices and operations of Theorem 4.7, every C, and D, can be put 
into standard diagonal form wrt the permuted matrizing choices. 
Proof: The previous lemma allows us to transform C, and D, to 
standard diagonal form by the simpler operations of 4.6 and torsion 
permutations, and not worry about any other (A, B, C, D)k. We write 
(A, B, C, D) in place of (A, B, C, D)l. In addition, we can suppose 
(1) R=R, and every S, is a 1-matrizing choice 
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because no other R, or S, interacts with (A, B, C, 0). For the same reason, 
we can suppose that R” has no coordinate rings other than Riclj and Rj(ij. In 
more detail, we assume that either 
(2) i(l)= I andj(l)=2, andR=R,@R,, 
or 
(3) i(l)=j(l)= 1, and R=R,. 
Change D-’ to an identity matrix by taking W = D in 4.6. 
In [L3,6.2(2)] it is shown that C-’ can be transformed to a matrix with 
exactly one non-zero entry in each row and column, by opertions of 4.6 that 
keep D = I. Suppose these operations have been done. 
Let S, be the subsequence of {S,} consisting of the S, that label rows of 
C-’ (hence also of A). There is a unique permutation u of the rows of C-’ 
that transforms C-’ into a diagonal matrix. We can also consider cr to be a 
permutation of S,. Let r be the unique torsion permutation of S, such that 
(4) qJ = @,) whenever S, has finite length. 
Then whenever S, is an ideal of Ritlj so are r(S,) and o(S,), but possibly 
es,) + 4Q 
Now apply r to S, (and also to the rows of A and C-l). 
Note that, in situation (3), the rows of B and D-’ are not affected because 
r is a torsion permutation. [In situation (2), B and D-’ remain unaffected 
regardless of whether t is a torsion permutation.] 
All of the rows of C-i are now where we want them, except hat the rows 
of C-‘[rows a,] need to be permuted among each other. Let Q be the 
permutation matrix such that 
(5) QC-‘[CX~ X a,] is a diagonal matrix. 
Since condition (iv) of 4.6 becomes uperfluous for aoo, (5) is an operation 
of 4.6. C is now a diagonal matrix. 
To complete the transformation of C-’ to standard diagonal form, take 
U, = C in 4.6. This is permissible since C is a diagonal matrix. We replace 
C-’ by U,C-’ = I [while making compensating alterations of A required 
by 4.6(iv)]. 
Since C = Z is in standard diagonal form, the proof is complete. (But we 
do not actually reduce C to I in this lemma, because Lemma 5.5 was 
invoked.) 1 
5.1. Weighted matrices. Before proceeding to the reduction of A and B 
we need a variant a variant of some results of Nazarova and Roiter. We 
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summarize what is needed here; for more complete statements ee [L3, 
Sect. 81. 
A twice ordered set W means a set in which two total order relations, 
written >(r) and >(*), have been defined. A weighted pair [A, B, c] means a 
pair of matrices A and B of the same size, over somefleld E, together with a 
column c = [c,, c2 ,..., n c ltr of elements of W (where n is the number of rows 
of A). We call cj the weight of row j of A and B. 
A weighted pair will be called W-equivalent to [A, B, c] if it can be 
obtained from (A, B, c] by a finite number of uses of the following W- 
operations. 
(W-1) Replace A and B by AV and BV, where V is any invertible matrix 
(over I?). 
(W-2) For any j, simultaneously left multiply A[rows cj] and B[rows cj] 
by any invertible matrix. Here A[rows cj] denotes the submatrix of 
A formed by all rows of weight cj. 
(w-3A) Replace A [row j] by A[row j] + fA[row k] where ck >(r, cj and 
FE I?. (To remember which way this goes, think of the inequality 
symbol as an arrowhead indicating, “k alters j.“) 
(W-3B) Replace B[row j] by B[row j] + fB[row k] where ck > (21 cj and 
FEE. 
(W-4) Permute the rows of the entire matrix [A, B, c]. 
The structure theorem for weighted matrices states that every weighted 
pair is W-equivalent to a direct sum of the form (1) 
(1) 
i 
A(l) ! B(l) 
A(2) * . 
. i * 1 
I 
I 41) 
BP) ; c(2) * . I o,,, I i 
40 ) B(m) ) ) 44 
A’ I B’ I I c’ 1 
where all missing entries are zero, where O,,, denotes columns of zeros, A’ 
and B’ are nonsingular, and each [A(h), B(h), c(h)] is a weighted deleted 
cycle pair, of a type more general than that defined in 5.1, in which 
(2) A = 
or a pair which can be obtained from (2) by deleting either: the first row of 
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A and B; or the last column of A and B; or the first row and the last column 
of both A and B. 
The only type of deleted cycle pair used in the present paper is the type 
shown in 5.1 (2). 
The theorem allows the extreme cases, for example, O,,, or [A’, B’, c’] 
might be missing in (1). The most disconcerting extreme case occurs when 
n = 1 in (2) and the last column of A and B are deleted: Then [A, B, c] = 
[0,0, c,] where 0 denotes an empty 1 x 0 matrix, and the weight of this 
row is c,. 
The uniqueness theorem associated with this decomposition states: 
(3) A complete set of invariant for the W-equivalence class of (1) is 
the unordered collection of weighted deleted cycle pairs [A(h), 
B(h), c(h)], each counted as often as it occurs, the W-equivalence 
class of the non-singular pair [A ‘, B’, c’], and the integers p, q. 
(Note: In obtaining these results from their statements in [L3,8.1-8.31 it will 
help to observe that block cycle pairs consist of non-singular matrices.) 
5.8. Weights in R-diagrams. Let (A, B) = (A, B)k in some R-diagram 
built from matrizing choices {S,}. We make (A, B) into a weighted pair 
[A, B, c] by defining the weight cj of row j of (A, B) to be the ordered pair 
Cj = (dj, ej) where 
(1) 
dj = length of the S, that labels row j of A 
ej = length of the S, that labels row j of B. 
Let W be the collection of all ordered pairs (d, e) where d and e are positive 
integers or co. Make W into a twice ordered set by means of the following 
two modified lexicographic orderings. (See [L3, p. 981.) 
(4, ez) >c1) (4, e,> 0 00 = 4 > 4 ; or 
d, < d, (both finite); or 
d2 = d, and e, > e, 
(d,,4 >(*) (4 , 4 0 ~0 = e2 > e, ; or 
e, < e,(both finite); or 
e, = e, and d, > d, . 
The reason for these particular orderings will be given in the proof of 5.9. It 
will not be necessary to remember the exact details of these orderings for a 
first reading of what follows. 
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5.9. PROPOSITION. Let g be built from matrizing choices {S,}. By 
means of matrix operations of Theorem 4.1 and torsion permutations of 
matrizing choices, we can achieve: 
(i) Every C, and D, is in standard diagonal form wrt the permuted 
matrizing choices; and 
(ii) Every [A, B, c]~ is a direct sum of weighted deleted cycle pairs and 
a non-singular pair, as in 5.7(l). Moreover, in every deleted cycle summand 
[A(h), B(h), c(h)], A(h) and B(h) have the form 5.1(2). 
Proof Lemma 5.5 makes it sufficient to transform (A, B, C, D)l to the 
required form by the simpler matrix operations of 4.6, together with torsion 
permutations of matrizing choices, and not worry about any other 
(A, B, C, D)k. Thus we can make the same simplifying assumptions made in 
Lemma 5.6 (l)-(3). Moreover, by Lemma 5.6, we can assume that C, and 
D, are already in standard diagonal form. 
Make (A, B) = (A, B), into a weighted pair [A, B, c] as described in 5.8. It 
is proved in [L3,6.6] that 
(1) The operations on [A, B, c] that result by doing those operations 
of 4.6 to (A, B, C, D) that leave C and D in standard diagonal 
form are operations (W-l)-(IV-3B) of 5.7 [but not (W-4)]. 
We take this opportunity to correct a misprint in [L3, condition (W-2), 
p. 911. The statement “where j E ad np,” should state “where j and 
ke adn/3,.” The corrected statement now becomes a correct translation of 
[L3,6.5(d)] into the language of W-operations. 
Before going on with the proof, we remark that statement (1) is slightly 
simpler than the version given in [L3,6.6] because (1) refers to the 
operations of 4.6 instead of the more complicated operations of 4.7. This is 
permissible because of the reduction in Lemma 5.5. 
To deal with the restriction that operations (W-4) are illegal in (l), we 
first use the structure theorem for weighted matrices to obtain a permutation 
u of the rows of [A, B, c] such that 
(2) By means of operations (IV-l)-(IV-3B) followed by row 
permutation o we can transform [A, B, c] to a direct sum of 
deleted cycle pairs and a non-singular pair, as in 5.7(l). 
Suppose the operations (IV-l)-(IV-3B) have now been done. We cannot 
finish the proof by merely applying u to the rows of [A, B, c] via a 
permutation of matrizing choices, for two reasons. First, u might not yield a 
torsion permutation of matrizing choices; second, permutations of matrizing 
choices also permute the rows of C-i and D-l. Instead, proceed as follows. 
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Some torsion permutation 5 of (S,} satisfies 
(3) r(row j of [A, B, c]) = a(row j of [A, B, c]) whenever dj and ej 
are both finite 
where dj and ej are as in 5.8(l). Applying r to {S,} replaces [A, B, c] by 
[Q,4, QB, Qc] for some permutation matrix Q; and, by (3), puts all of the 
“doubly finite” rows of [A, B, c] where we want them. It also replaces C ’ 
and D - ’ by QC- ’ and QD - ‘, which no longer diagonal matrices. But 
Proposition 4.6 allows us to replace this last matrix pair by QC’Q-’ and 
QD-‘Q-l, which are again in standard diagonal form wrt the permuted 
matrizing choices. 
The rows of [A, B, c] in which dj or ej is infinite still need to be permuted 
among themselves. We do this separately in A and B, each together with its 
half of c. 
The infinite rows of A (i.e., dj = co) present no difficulty. They all equal 
zero [by 4S(ii)] so no permutation is necessary. 
Consider the finite rows of A that occupy the same row of [A, B, c] as 
some infinite row of B, and let Q be the permutation matrix such that QA 
permutes these rows of A as desired. This permutation of the rows of A, 
together with their half of the weights, can be achieved by a torsion 
permutation of matrizing choices; and this permutation of matrizing choices 
replaces C-’ by the non-diagonal matrix QC-I. Proposition 4.6 allows us to 
replace QC-’ by the standard diagonal matrix QC-IQ-’ provided we also 
replace D-’ by the non-diagonal matrix D-‘Q-‘. 
Note that Q(D-‘Q-l) is a standard diagonal matrix, and the rows of 
D-IQ-’ that Q moves are all irtfinite rows because the rows of A that Q 
moves are all opposite infinite rows of B. The punch line is that left 
multiplication of D-‘Q-’ by Q is an operation of 4.6 because restriction (iv) 
of 4.6 is superfluous for rows p,. 
Analogous treatment of B puts [A, B, c] into the form described in 5.7(l). 
To complete the proof that [A, B, c] can be decomposed as required, it 
now suffices to show that all deleted cycle summands that occur have the 
form described in 5.1(2) rather than the more general form described in 
5.8(2) and the sentence below it. But this is done immediately by the 
requirement, in 4.5(ii), that the rank of each of A and B equals its number of 
columns. I 
5.10. Proof of Theorem 5.4. In view of Proposition 5.9, it suffices to 
show that if a non-singular pair [A’, B’, c’]~ actually occurs as a direct 
summand of [A, B, c]~, then g has an artinian direct summand. 
Let S’ be the sequence of matrizing choices S, that label the rows of A; 
and B;. Since [A’, B’, c’]~ is a direct summand of [A, B, c]~ (and C, and D, 
are diagonal matrices) it follows that we can build a direct summand B of 
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D kde, from the matrizing choices in S’. Since non-singular matrices do not 
have whole rows of zeros, it follows from Proposition 4S(ii) that every S, in 
S’ has finite length; therefore it never appears in ghde, when h # k. It 
follows B is an artinian direct summand of g. 1 
5.11. LEMMA. Let g be in deleted cycle form wrt {S, }. The weighted 
deleted cycle summands of each (A, B)k can be arbitrarily permuted, by 
means of torsion permutations of matrizing choices and operations of 
Theorem 4.1, while keeping each C, and D, in standard diagonal form. 
ProoJ This is contained in the proof of Proposition 5.9: Change the 
permutation u in statement (2) so that it permutes the weighted eleted cycle 
summands as desired; then reread the rest of the proof. 1 
5.12. EXAMPLE. We compute all a, in deleted cycle form, such that 
M(g) z an ideal of R. 
Let H be an ideal of R. Then HsMM(a) for some R-diagram g 
(Theorem 2.4). H has no artinian submodules # 0 because no R, is a field, 
so g has no artinian direct summands. Therefore Q can be chosen in deleted 
cycle form wrt suitable matrizing choices {S,} (Theorem 5.3). 
In th_e notation of 2.1 and 2.2 we have H g M(g) = pbk(f7 a/@), 
where K(g) = im(y + S). We claim 
(1) K(@)=O (i.e., every A, and B, is empty, either 1 X 0 or 0 x 0). 
Since K(g) is an R-module, it is an artinian R-module. So its suffices to 
show that M(g) always contains an R-submodule z@). But since 
K(D) = im(y + 6), its role as the denominator in pbkG &/K(g) is to 
amalgamate two independent submodules, each rK(g). The result is that 
one of these submodules remains, as claimed. 
We now have HZ pbku: g). Next we prove (2) and (3). 
(2) Every S, has length 1 or co. 
(3) For each c, not more than one S, is an ideal of R,. 
To prove these, let K and K, be the kernels of the maps f and g in the 
definition of R. Then 1 (K+,S,) = 0 = g(KfKgS,,) for each ,u, by 2.l(iii) and 
(iv). So, by definition of pullback, HZ pbkdj: g3 has a submodule 
z 0, KfK,S,. (2) now follows from the fact that K,K,S, is artinian and 
non-zero when S, has finite length # 1. To obtain (3) note that since each 
R, is an integral domain, R cannot contain the direct sum of two modules 
each of which is isomorphic to an ideal of the same R,. (Apply this to the 
direct sum 0, K,KgS, .) 
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Now fix k. We write out the possibilities for each Gkde, together with the 
matrices C = C, and D = D,, in standard diagonal form, produced by G9k de,. 
First suppose that ideals of both Rick) and Rjck) occur among the S,. (This 
is a single ideal if i(j) = j(k).) Then there are two possible forms for SSkde,. 
One is 
(4) 
(ideal of Rick)) 
C=[.iq 
\ 
& 
(ideal of Rjck) 
The other possibility is 
(ideal of Rick)) @ (S, of length 1) 
C=diag(?,l) 
\ 
(5) 
/ D=diag(l, F) 
(S, of length 1) @ (ideal ofRick,) 
In the proof of (8) we explain why (5) does not produce an artinian 
submodule of pbkdj: g7. For now, we prove that (4) and (5) are the only 
possibilities if {S,} contains ideals of both Rick) and R,,,,. In view of (2), 
(3), and the diagonal form of C and D, the only other possibility is that 7 
and g” each map matrizing choices of length 1 onto the same coordinate R,, 
thus producing an artinian submodule of pbk@ g). 
If an ideal of Rick) but not of Rjtk, occurs in {S,}, then gkde, takes the 
form (6). 
(ideal of R i(k)) 
(6) 
(S, of length 1) 
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If an ideal of Rjtk) but not of Rick) occurs in {S,}, then gkde, takes the 
form (7). 
(7) (The analog of (6), with the roles of i and j reversed.) 
Finally, if an ideal of neither Rick) nor Rjck) occurs, then gkde, is empty. 
More precisely, the modules that occur in it are zero (the direct sum of the 
empty family of matrizing choices) and C and D are empty 0 x 0 matrices. 
Conversely, we show: 
(8) Suppose that G9 is in deleted cycle form wrt (S,}, that (l)-(3) 
hold, and that every non-empty gkde, has one of the forms 
(4)-(7). Then M(g) = pbkG 3 is isomorphic to an ideal of R. 
For each c, at most one S, is z an ideal of R,, by (2). If an ideal of R, 
actually occurs, call it H,, and let 
@ H, = direct sum of all H, that occur in this way. 
We say that Hick) is connected to HjCkj via R, if gkde, has the form (4). Let 
H be the pullback 
(9) H = 
I 
(4, h, ,...I E 0 H, G&ckJ = Yk g,(hj(,,> whenever 
e 
Hi(k) and Hick, are connected via R, . 
Here we have written Zk and yk for the elemens X and jj in (4) to emphasize 
the dependence on k; and fk and g, are the maps that appear in Coordinates 
Definition 3.1 of R. It sufftces to prove: 
(10) Hz an ideal of R, and HE pbkG g). 
To see that H G an ideal of R, it suffices to see that 0, H, g an ideal of 
R. By Coordinates Definition 3.1 of R there is an element h, # 0 of each 
H, n R. Multiplication by C, h, is an isomorphism of @ c H, onto an ideal 
ofR. 
Next, let R be coordinate projection: 0, S, onto 0, H,. Then x maps 
pbk( j: g”) isomorphic&y onto H. To see this, first note that the maps: 
(matrizing choice of length 1) onto Ek in (5), (6), and (7) are isomorphisms. 
Then note that deleting a summand of length one from 0, S, maps (by 
coordinate projection) pbku< g> isomorphically onto a pullback formed from 
one fewer summand. 
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For later use we note: 
(11) Every yk in (9) can be chosen to equal 1 
because replacing Yk and vk, respectively, by 2kJi r and 1, in (9), leaves H 
unchanged. 
6. LOCALIZATION AND COMPLETION 
In this section we compute the localizations and P-adic completions of R 
and of the R-module M(g) determined by a R-diagram g. To keep the 
notation from getting too complicated we often use = to denote a canonical 
isomorphism. 
6.1. LEMMA (“Pullbacks Localize”). For module homomorphisms 
J; g: S -+ K over any ring R, and for any maximal ideal P of R, 
(1) pW.L s)p = P’ML gp) (canonical R, r). 
ProoJ As in the proof of 1.4 we use the alternative definition of 
pullback: pbkdf, g) is the submodule of S that makes sequence (2) exact at 
s. 
(2) pbkCf, g) ts S A (K @ K)/diag K 
where h(s) = (f(s), g(s)) + diag K. Since localization at P is the same as 
tensoring with the flat R-module F = R,, (2) yields the exact sequence (3). 
(3) pbkV;g)@F>-tS@F+ 
(KOF)O (KOF) 
diag(K @ F) 
A second use of the alternative definition of pullback now proves (1). m 
We now return to our usual notation: R is Dedekind-like. The maximal 
ideals of R which particularly interest us are those of the form 
P = ker(R + R,). 
6.2. PROPOSITION. If P is any maximal ideal of (the Dedekind-like ring) 
R, then R, is again Dedekind-like. In particular: 
(i) If P = ker(R + R,) then R, is the pullback of the independent 
epimorphisms f, , g, : RWp - Rp ; and I&, = Rk. 
(ii) If P is any other maximal ideal, then R, is a discrete valuation 
ring which is a localization of some R,. 
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Proof: By Lemma 6.1, R, is the pullback of fP, g, : RP --tt R,, and 
independence off, and g, follows from that off and g. 
If P is as in (i), then RP = Rk follows from RP = ok (i?&, and the fact 
that, for any maximal ideal Q of R, (R/Q)p equals R/P if Q = P and 0 
otherwise. 
If P is any other maximal ideal, then the above reasoning shows that 
R, = 0, so the pullback R, of fP and g, equals R’, itself. But any local ring 
that is a localization of the direct sum R” of Dedekind domains at a maximal 
ideal must be a discrete valuation ring. This completes the proof of (ii). 
To complete the proof that R, is Dedekind-like in (i), we have to show 
that R”, is a direct sum of Dedekind domains. This is done in the next 
lemma, where we show exactly which Dedekind domains they are. 
6.3. LEMMA. Let P = ker(R + Rk). Then (R,)p = 0 except ifc equals i(k) 
or j(k). 
(i) If i(k) # j(k) then (Rick)),, and (Rj(k~)p are the discrete valuation 
rings (Rickjher~k and (Rj(k))kergk, rewctiveb 
(ii) rf i(k) =.#I then (Ri(k))p = (Ritkhrfd uckergkj, a principal ideal 
domain with two maximal ideals. 
Moreover, for r/d E R”, , fp(rP) = fk(ri&/fk(4d and gAr/d) = 
gk(rjd/gk(dj~k~)- 
ProoJ: By independence condition ($1) there exists y E R such that f (y) 
and g(y) both equal the element of R with 1 in coordinate k and zero 
elsewhere. By Coordinates Definition 3.1 of R this remains true if we replace 
all coordinates of y, other than yltk) and yjck,, by zero. Then y E R -P and, 
whenever c is different from i(k) and j(k), yR, = 0; so (RC)p = 0 as claimed. 
The supplementary statement is obtained by localizing the maps in 
Lemma 3.2 at P. 
To prove (i), map R’ into the direct sum R’ of the two discrete valuation 
rings by coordinate projection. Since every element of R -P goes to an 
invertible element of R’, the map extends to a ring homomorphism 
13: RP --f R ‘. 0 is onto because, for every x and d in R, xy and dy are in R ‘; 
and every element of R ’ has the form B(xy/dy) for suitable x and d. If 
8(x/d) = 0 with x E R” and d E R - P, then x((k) = 0 = xjck, so xy = 0; hence 
x/l = 0 in RP. This shows 0 is one-to-one. 
The proof of (ii) is almost the same as that of (i). 1 
Let Q(s) denote the total quotient ring of any commutative ring S. 
6.4. LEMMA. Q(R) = 0, Q(R,). If R# 0 then R is not integrally closed 
in Q(R). 
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Proof: First note that, for every c, R contains an ideal H, # 0 of R, : Let 
H, be the intersection of the kernels of all fk and g, whose domain is R,. 
If x is a non-zero-divisor in R, it follows from the existence of the H, that 
every coordinate x, of x is non-zero; so x has a reciprocal in 0, S(R,). 
Existence of the H, also makes it easy to show that every element of 
0, Q(R,) is a quotient of elements of R. So Q(R) has the stated form. 
For the second assertion, take an x in R such thatf(x) = 1 and g(x) = 0, 
using independence condition (0.1). Then x2 -x E KY” K, G R so x is 
integral over R. But clearly x f$ R. 1 
6.5. COROLLARY. The ideals P = ker(R -g,J are precisely those 
maximal ideals of R such that R, is not integrally closed in its total quotient 
ring. 
ProoJ For P as in Proposition 6.2(i), R, is a Dedekind-like ring whose 
“l?” in Rk, hence # 0. By Lemma 6.4, R, is not integrally closed in Q(Rp). 
For any other maximal ideal P, R, is a discrete valuation ring, by 6.2(ii), 
hence integrally closed in Q(R,). 1 
6.6. Remarks (Diagrams localize). Let g be an R-diagram and P a 
maximal ideal of R. Since R, is again Dedekind-like, it follows that the R,- 
module M(C3)p is described by some R,-diagram. We show that this R,- 
diagram is itself a “localization” of g. To do this, form the following 
diagram from .@. 
- YP.SP - fp.8p - Kp +--+S,-S, 
We prove: 
(1) %Jp is an R,-diagram, 
and 
(2) (canonical R,-module z). 
The proof of (1) is a routine verification that conditions (i)-(iv) of 
Definition 2.1 localize properly. For (2) note that (see 2.2) 
But, by Lemma 6.1, pbk(x g), = pbk(f,, gp), and this proves (2). 
6.7. Local matrices. Let ~3 be built from matrizing choices {S,} and 
MODULES OVER DEDEKIND-LIKE RINGS 51 
P = ker(R -+ R,J. To see how the matrix 4-tuples of gp are related to those 
of ZV, form the sequence of 
(1) 
of R,-matrizing choices as follows. Replace each S, by its localization (S,), 
and then delete all matrizing choices which become zero. 
In more detail: In forming (1) delete S, except if S, is a k-matrizing 
choice (because (R& = 0). If S, is a standard ideal of Rick) or Ritkj, replace 
it by the coordinate ring (Ri&, or (Rj&, of Rp. (See 6.3.) Note that, by 
the relative primeness in 4.1(l), we have (Ri(k))PSY = (Ri&, if S, is a 
standard R i(kj -ideal. An analogous statement holds if S, is an Rj,,,-ideal. 
Finally, leave all torsion k-matrizing choices unchanged, because they are 
their own localizations. 
In addition, identify E, with R;(k) and S, with Rktk) because of 6.2(i). 
Finally, we review the multiplication maps E S -Rk in the present 
context. By 6.2, R, is the pullback formed by the localizations 
f,, g, : Rp -H R, = Rk of the maps f and g in the definition of R. If the R,- 
matrizing choice S is a stan_dard ideal of Rp then S = (Ri(kj)P or 
S = (RjckJP. The map E S-H R, is then the localization (fk)p or (gk)p 
followed by actual multiplication by E When i(k) = j(k) the decision 
whether to use f or g depends upon whether we are constructing a column of 
C or D, respectively. If S is any other matrizing choice, then F maps one 
torsion module to another. Since these modules are their own localizations 
(when they have not been deleted), r is the same map it was in 4.2. 
It is now easy to prove: 
6.8. PROPOSITION (Keep the Notation of 6.7.). g,, has exactly one 
matrix 4-tuple wrt { SuJkloc : the 4-tuple (A, B, C, D)k that appears in @. 
6.9. PROPOSITION. For every local Dedekind-like ring R, exactly one of 
the following statements is true. 
(i) l? is the direct sum of two discrete valuation rings; or 
(ii) R- is a principal ideal domain with exactly two maximal ideals; or 
(iii) I? = R = a discrete valuation ring. 
ProofI This follows immediately from 6.2 and 6.3. m 
6.10. Remarks (P-adic completion). Let R be a local Dedekind-like ring 
with maximal ideal P, and suppose R is not a discrete valuation ring. Denote 
the P-adic completion of an R-module M by M(P), and for an R-module 
homomorphism 19: M + N let 8(P): M(P) + N(P) denote the R(P)- 
homomorphism induced by t9. 
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The basic simplification that occurs when we pass from R to R(P) is that 
the rings of @pe (ii) in Proposition 6.9 become rings of type (i), as we see 
below. 
By tensoring the homomorphisms 
(1) f; g:ILR (K = field) 
with R(P) we get two new independent homomorphisms (See [Bo, Chap. III, 
Sect. 3.41 for basic facts about completions, in sufficient generality for our 
needs). 
(2) f(P), g(P): R”(P) + R 
Since R = pbkdf, g) and R(P) is a flat R-module, the same proof as in 
Lemma 6.1 shows 
(3) R (P> = pbkdf(P), g(P)). 
The maximal ideal of R(P) is P(P), and therefore (2) and (3) show 
(4) P(P) = ker(R(P) -+ R) = (ker f(P)) n (ker g(P)). 
We now show: 
(5) Z?(P) = a(P), @ z(P), w h ere the summands on the right are the 
completions of the principal ideal ring R” at its maximal ideals 
ker f and ker g, respectively. In particular, R(P) is Dedekind-like 
(and local) and l?(P) is the direct sum of two discrete valuation 
rings. 
Since P, is a” ideal of both R and R, the P-adic completion B(P) = 
R(P) 0, R of R as an R-module is also its P-adic completion as a ring. 
Since R is a principal ideal ring whose only maximal ideals are kerf and 
ker g, by Proposition 6.9, properties (5) follow from general properties of 
completions of semi-local rings [Bo, Chap. III, Sect. 2.131. 
Next, consider an R-diagram 
Tensoring with R(P) gives the new diagram 
(WV> K Y(P),S(P), g(p) APLmt g* 
Since R(P) is a flat R-module, we check (as in Remarks 6.6) that 
(6) g(P) is an R(P)-diagram; 
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and 
(7) W@(P)) = WmP) as R (P)-modules. 
6.11. Matrices ouer the completion. Let G9, as in 6.10, be built from 
matrizing choices {S,}. To see how the matrix 4-tuple of g(P) is related to 
that of g, form the sequence 
(1) W(P) 
of R(P)-matrizing choices as follows. 
(2) If R is an integral domain, replace R’, whenever it occurs in {S,}, 
by the two matrizing choices a(P), and a(P)2. 
In all other cases replace S, by S,(P). Thus, if S, has finite length, 
S, = S,(P). The only other possibility is that R”= R, OR, and S, equals 
either R i or R,, in which case we replace it by R ,(P) or R*(P), respectively. 
Since Q(P) was formed by tensoring G9 with R(P), we see: 
(3) The matrix 4-tuple of 9 wrt {S,] is the same as that of g(P) wrt 
matrizing choices (1). 
However, one change takes place in row labeling: 
(4) If R is an integral domain and some S, =R”: Any row of 
(A, C-‘) labeled in G@ by R has its label changed, in g(P), to 
l?(P),; and any row of (R, D-‘) labeled in ka by R has its label 
changed to R”(P),. 
In all other cases, merely replace label S, by S,(P). 
Statement (4) holds because matrizing choices equal to R(P), are deleted 
when we form A and C-l, and an analogous statement holds for a(P), . 
What happens in all other cases is obvious. 
7*. DELETED CYCLE FORM: LOCAL INVARIANTS 
The purpose of this section is to give a full set of invariants for the 
isomorphism class of gp when B is in deleted cycle form (7.1 and 7.2). 
Subsidiary results explain how to tell whether 9 has artinian direct 
summands (7.3), and prove that having such summands is a local condition 
(7.4). 
PROPOSITION 7.1. Let C3 and 8 be R-diagrams in deleted cycleform wrt 
matrizing choices (S, } and {g,, }, respectively. Let P = ker(R + E,J. Then 
(i) 0 (ii). 
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(i) The unordered collection of weighted deleted cycle summands 
(each counted as often as it occurs) of each (A, B)k is the same as that of 
(X Blk. 
(ii) gr E @j, as R,-diagrams. 
In particular, the weighted summands in (i) are independent of the particular 
matrizing choices used to compute them. 
Proof Let [A, B, c]~ be the weighted pair obtained from (A, B)k as in 
5.8. (The details of the two total orderings of these weights play no role in 
what follows.) Since deleted cycle form is a canonical form with respect o 
W-equivalence, by 5.7(3), it suffices to prove the next lemma. 
7.2. LEMMA. Let a and 8 be R-diagrams built from matrizing choices 
{S, } and { .!?# }, respectively; and suppose every C,, D,, ck, and fik is in 
standard diagonal form. Let P = ker(R -+ R,J. Then (i) o (ii). 
(i) [A, B, c]~ is W-equivalent to [A, 8, c]~. 
(ii) 63Yr g &r as R,-diagrams. 
Proof Since (A, B, C, D)k of a is the unique matrix 4-tuple of ap, by 
6.8, we can assume that R = R, and drop the subscripts P and k. 
(ii) 3 (i) Since the matrix [A, B, c] is unchanged by passage from R 
to its P-adic completion (see 6.1 l), we can assume that R itself is P-adically 
complete, hence l?= R, OR, with each Ri a discrete valuation ring [by 
6.10(5)]. 
Recall that the weight of row j of [A, B, c] is cj = (dj, ej) where dj is the 
length of the S, that labels row j of A, and ej is the length of the S, that 
labels row j of B. Consider the sequence 
(1) (4 , 4, (4, ed,... 
We begin the proof by showing 
(2) The unordered collection of weigths in (l), each counted as often 
as it occurs, is an invariant of the isomorphism class of g. 
Consider the pullback part of G9 (see 2.1) 
(3) 
g f(represented by C) $ 
g’ (represented by D) 
s 
where 
I 
ker j = K,.!? 
ker g’=K,S 
and let T= pbk($ g”). Since R = R, OR,, the only matrizing choices of 
infinite length are R i and R *. In particular, R itself is not a matrizing choice 
(as is the case when K is an integral domain), so no single matrizing choice 
labels both a row of A and a row of B. The diagonal form of C and D 
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therefore shows that (3) is a direct sum of diagrams of the same form as (3), 
but with S= R; and T is the direct sum of the modules Tj determined by 
these diagrams. If we can show: 
(4) If S= E in (3), then endC, T) is a local ring. 
then we can use the Krull-Schmidt theorem to recover the collection of 
modules Tj (but not the order in which they occur) from T. Then 
Theorem 2.4(ii) allows us to recover the jth pullback diagram from its 
pullback Tj ; and this tells us the weight (dj, ej) associated with that diagram, 
thus proving (2). 
To prove (4), it suffices to show that R T is cyclic (since R is local). T is 
the pullback formed from a direct sum S, 0 S, by using the one-by-one 
matrices C and D to map S, and S,, respectively, onto R. Since R is a 
cyclic R-module, it therefore suffices to show that ker(T+ R) = (rad R) T. 
But since S, and S, are cyclic modules over the valuation rings R, and R, 
we have 
ker(T+R)=(radR,)S,@(radR,)S,=(radR)T 
and this completes the proof of (4), hence (2). 
Now we show that [A, B, c] can be transformed to [x,g, 21 by W- 
operations. 
By (2) there is a permutation u of the rows of [A, B, c] such that d(c) = 5. 
We note: 
(5) There is a permutation (which we also call a) of the matrizing 
choices (S,} that produces the permutation u of the rows of 
[A, B, cl. 
This follows easily from our assumption that R is P-adically complete, for 
then no matrizing choice of infinite length (that is, neither R 1 nor R J labels 
both a row of A and a row of B. 
Thus, by applying u to {S,} we transform [A, B, c] to the W-equivalent 
matrix [QA, QB, Qc] where Q is a permutation matrix and Qc = E. 
Next consider the effect of this on C and D, in order to restore them to 
standard diagonal form: The same matrizing choice that labels any row of A 
also labels that some row of C- ‘, and the same applies to B and D-I. So 
permutation 0 of S, transforms C-’ and D-’ to the non-diagonal matrices 
(6) QC-’ and QD-‘. 
Matrix Operations Theorem 4.7 then allows us to replace matrices (6) by the 
standard diagonal matrices QC-‘Q-’ and QD-‘Q-l, as desired. 
We summarize what has been accomplished so far. c now equals 2, and C 
and D are still in standard diagonal form. Since c = 5, the length of every S, 
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equals that of SM, so S, g S,, . (When S, has infinite length this uses the 
“local” hypothesis.) But for matrizing choices, isomorphism is the same as 
equality. 
Since G3 z & and every S, = SW, operations of 4.7 will now transform 
(A, B, C, 0) to (x, B, c, fi). Since these operations keep C and D in standard 
diagonal form, 5.9(l) (in the proof of 5.9) states that W-operations 
transform (A, B) to (A”, B), as desired. 
(i)* (ii) Here we are given that some sequence of W-operations 
transform [A, B, c] to [,&g, 61. We obtain (ii) by applying transformations 
to g and L$ that change neither the W-equivalence class of the matrices 
involved nor the isomorphism class of g or G. When we reach the situation 
(A, B, C, D) = (2, a, (?, L?), with each row of A labeled by the same S, that 
labels that same row of 2 (together with the analogous situation for B and 
g), we have %f = a, completing the proof. 
Since R is local the operations of 4.6 are the same as those of 4.7. By (1) 
in the proof of 5.9 we can do operations (W-l )-(W-3B) to [A, B, c] by 
means of operations of 4.6 (hence, in the present situation, 4.7) that leave C 
and D in standard diagonal form. Recall that operations of 4.7 do not 
change the isomorphism class of g. 
By hypothesis [A, B, c] is W-equivalent to [A’, l?, c]. Thus, after doing 
enough of the operations described in the preceding paragraph, we obtain a 
permutation (T of the rows of [A, B, c] such that a[A, B, c] = [A, #, a]. In 
order to reach the situation [x, &, E] = [x, g, P] it now suffices to show that 
we can interchange any two consecutive rows of [A, B, c] without changing 
the isomorphism class of g, and while keeping C and D in standard 
diagonal form. For simplicity of notation we call the consecutive rows being 
interchanged rows “ 1” and “2.” 
Permutations of matrizing choices cause row interchanges in A and B. The 
main difftculty occurs when R” is an integral domain, because then any S,of 
infinite length equals 8, hence labels a row of each of A and B. (When R is 
the direct sum of two valuation rings, x is not a matrizing choice.) We deal 
with this difficulty by using only torsion permutations of matrizing choices.) 
Two sample possibilities for the weights of rows “1” and “2” are: 
Case 1 
I 
c, = (a, e,> 
c2 = (ah e,) 
Case 2 
I 
c, = (m, e,) 
c*= &,a)) 
(d,, e, , e2 finite). 
In Case 1, merely interchange the matrizing choices that label rows 1 and 2 
of B. Since rows 1 and 2 of A consist of zeros, by Proposition 4.5(ii), the 
identity permutation interchanges them. In Case 2, let S, and S, label rows 
1 and 2, respectively, of A. Interchanging S, and S, then interchanges rows 
1 and 2 of A; and this has no effect on B because S, is deleted when we form 
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matrix B. By the same method, we interchange rows 1 and 2 of B. The 
remaining cases present no new difficulties. 
Next we restore C and D to standard diagonal form. Consider Case 1 first. 
The row permutation of B that causes the interchange of rows “ 1” and “2” 
also causes these two rows to be interchanged in D - ‘, replacing D- ’ by the 
non-diagonal matrix QD- ‘, Q a permutation matrix. Proposition 4.6 allows 
us to replace QD-’ by the standard diagonal matrix QD - ‘Q- ’ provided we 
also replace C-’ by the non-diagonal matrix C-IQ-‘. Our restoration of 
C-’ will be complete if we can replace C-‘Q-’ by the standard diagonal 
matrix QC- ‘Q-’ without making any further matrix changes. But left 
multiplication of C’Q-’ affects only two “infinite” rows (by the hypothesis 
of Case 1). So 4.6(iv) allows us to do this without making any corresponding 
change in A. 
Consider Case 2 next. Here we replace A and B by QA and QB for some 
permutation matrix Q. Hence we also replace C- ’ and D - ’ by QC- ’ and 
QD-‘. Then Proposition 4.6 allows us to replace these last two matrices by 
the standard diagonal matrices QC-IQ-’ and SD-‘Q-l. The remaining 
cases are similar to Cases 1 and 2. So we now can assume that [A, B, c] = 
[2J,E]. 
Let S, be the subsequence of {S,} consisting of all S, that label rows of 
A, and define SJ similarly. We claim S, = SJ. For some positive integer h 
let S, and S, the term h of S, and S,-, respectively. Since 
[A,B,c] = [z&B, “1 c we see that length S, = length S,. If this length is finite, 
we have S, g S,. Since isomorphism is the same as equality for matrizing 
choices, we have-S, = S,. If the length is infinite then, since R is local, we 
have S, = J? if R is an integral domain and equals R 1 otherwise. Similar 
reasoning applied to S, shows S, = S,. Similarly S, = S,-. It is now easy to 
change the way the sequences S, and ,SB are interspersed with each other in 
{S,), and make a similar change in {S,}, so that {S,} = {S,,}. 
To complete the proof of (ii) it now suffices to change the standard 
diagonal matrices C, D, C, D to identity matrices. We do C. 
Let X be any diagonal entry of C-‘[rows a,]. Proposition 4.6(iv) allows 
us to multiply the row of C-’ containing X by X-’ without making any 
alteration in A, because this is a row of a,. 1 
1.3. LEMMA. Let @ be built from matrizing choices {S,} such that every 
C, and D, is in standard diagonal form and every (A, B)k is a direct sum of 
deleted cycle pairs and a non-singular pair (as in 5.9). Then (i) o (ii). 
(i) g has no artinian direct summands. 
(ii) Every deleted cycle summand of every (A, B)k begins with an 
infinite row of A or ends with an infinite row of B; no non-singular pairs 
occur; and every S, of finite length is a k-matrizing choice for some k. 
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ProoJ (ii) * (i) Suppose G r &’ @ 8 with ~2 artinian. We prove 
.XZ’ = 0. By Proposition 5.9 we can suppose that each of XX’ and B is built 
from matrizing choices with respect o which every [A, B, c]~ of J/ and B is 
the direct sum of weighted deleted cycle pairs and a weighted non-singular 
pair. 
Putting all these matrizing choices together, we get matrizing choices for 
G with respect o which every [A, B, c]~ of @ is the direct sum of those of 
&’ and 8. Now, the W-equivalence class of every [A, B, c]~ of 8 is an 
invariant of the isomorphism class of g (Lemma 7.2); and direct sums of 
deleted cycle pairs and a non-singular pair is a canonical form for W- 
equivalence [5.7(3)]. Thus, by (ii), the artinian diagram .d cannot contribute 
any deleted cycle pairs (because all matrizing choices from which & is built 
have finite length). Nor can ~8’ contribute a non-singular pair [again by (ii)]. 
In other words, d cannot contribute any weighted pairs at all. Therefore 
.d is built from matrizing choices of finite length, and none of these is a k- 
matrizing choice for any k. Thus by (ii) &’ is built from the empty family of 
matrizing choices; that is, .A? = 0. 
(i) 3 (ii) Suppose, say, (A, B), has a deleted cycle summand that 
begins with a finite row of A and ends with a finite row of B; and let S’ be 
the sequence consisting of all S, that label the rows of A I and B, occupied 
by this summand. Then the S, in S’ can be used to build an artinian direct 
summand JY of g,de,. Since 1-matrizing choices of finite length never 
appear in gkde, for k # 1, we see that &’ is an artinian direct summand of 
g, contrary to (i). Similarly no non-singular pairs (necessarily labeled by 
matrizing choices of finite length) occur. If some S, has finite length and is 
not a k-matrizing choice for any k, then it is trivial to build an artinian direct 
summand of g from this single S,. 
7.4. PROPOSITION. Let 2~ and B be R-diagrams. Then 
(i) g has no artinian direct summands e (V maximal ideal P) 23p 
has none. 
(ii) (If R is local with maximal ideal P) .@ has no artinian direct 
summands o its P-adic completion g(P) has none. (See 6.10 for notation.) 
7.5. Proof of Proposition 7.4. By Proposition 5.9 we can suppose that g 
and B are built from matrizing choices with respect o which every C, and 
D, is in standard diagonal form, and such that every (A, B)k is a direct sum 
of deleted cycle pairs and a non-singular pair. 
To obtain (i), note that the presence of artinian direct summands of a can 
be detected by examining matrizing choices and the matrices (A, B)k 
(Lemma 7.3). By Lemma 7.2, all the needed information can be obtained 
locally. 
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To obtain (ii), note that the matrices A, B, C, D do not change when we 
pass from @ to g(P); and the column of weights of [A, B, c] does not 
change either. Then use Lemma 7.3. 1 
7B. DELETED CYCLE FORM: GLOBAL INVARIANTS 
In this section we introduce a new invariant, the “units class” of an R- 
diagram GP without artinian direct summands. This, together with the local 
isomorphism classes G&, is shown to determine the isomorphism class of g 
(Theorem 7.8) built from matrizing choices {S,}. 
One defect of this new invariant is that it depends upon the matrizing 
choices from which 59 is built. We show how to get around this in the next 
section (on “conversion factor”). 
7.6. DEFINITION (of Units Class, P). Let R= O_,R,. We write elements 
of R as “tuples” f= {fk}. For elements f and d in R, define: 
(1) JE F(mod %‘> meanS I (3 units 24, E R,)(V k) s;, = fkfk(Ui(k)) - l gk(Uj(k)). 
Heref, and g, denote the homomorphisms in coordinates definition 3.1 of R. 
Note that the congruence classes defined in (1) are multiplicative but not 
additive; that is, if P- J and 2 =p(mod P) then E = Kjr, but no similar 
formula holds for addition. 
Next we define the units class 9’(G) wrt{S,} of an R-diagram GZ in 
deleted cycle form wrt {S,}, and without artinian direct summands. This is 
defined to be the %-congruence class of the element F(g) of R such that 
(2) f,@) = det(CD-‘), if every deleted cycle summand of (A, B)k 
begins with an infinite row of A and ends with 
an infinite row of B. (This determinant is 
defined to equal 1 if C and D are empty 
0 X 0 matrices.) 
=o otherwise. 
Here we call row j of A or B infinite if the S, that labels it has infinite 
length. 
To make sure that this definition is clear, we give some examples. If A, 
and B, have the form shown in (3), then P, = det(CD-I),. But if one or 
more of the occurrences of a, or /I, is changed to ad or /Id with d # co, then 
F1 = 0. 
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(3) 
-0 IO 0 
110 0 
--l--- 
A= 0 0 10 
0 1 0 , 
0’0 1 
----- 
-0 10 0 
Ea m B= 
Ea al 
1 IO o- 
0 10 0 E/3, 
- -,- - - 
0 0 
0 
;1 
,o 1 
0 10 0 E& 
0 / 0 o_cEp, 
Note that the third deleted cycle summand of (3)-the bottom row of 
(A, B)-is 1 x 0, that is, it has no columns, and it consists of a single, empty 
row. If all of the deleted cycle summands of (A, B)k are empty 1 X 0 pairs, 
then (A, B)k is invisible. Here r; = det(CD-‘), o all of the invisible rows of 
(A, B)k are infinite; that is, o every S, that labels a row of (C-l), or 
(D-‘)k is an ideal. 
We define ‘W is trivial” to mean that every F in R is M-congruent o the 
element F whose R,-coordinate equals 1 if Fk # 0 and equals 0 otherwise. 
(4) If R is local, then 2V is trivial. 
This follows easily from the fact (see 6.9) that R has, as coordinate rings, 
either two discrete valuation rings or one semi-local domain, or else 
R = R = a discrete valuation ring (in which case R = 0). 
7.7. HYPOTHESIS. Let {S, } and { Sfi} be sequences of matrizing choices. 
The notation {S,}, denotes the subsequence of {S,} consisting of all S, that 
have infinite length. The phrase “Hypothesis 7.7” means: 
{SW}, is a permutation of {S,}, . 
7.8. DIAGRAM STRUCTURE THEOREM. Let !22 and & be R-diagrams in 
deleted cycle form wrt {S, } and {Sfl}, respectively, and without artinian 
direct summands. Suppose Hypothesis 7.7 holds. Then g E @ o 
(i) a,, E @, whenever P = ker(R + R,); and 
(ii) F?(g) wrt {S,} =2?(G) wrt {SW}. 
Remark. In the next section we show what happens when Hypothesis 7.7 
fails. And in 9.11 we show that g’(g) can be identified with an element of 
Pit R’ for some R’ between R and R’. The rest of this section is devoted to a 
proof of 7.8. 
7.9. Notation. We fix some notation for the proof of the theorem. g and 
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& denote R-diagrams, not necessarily in deleted cycle form, but always 
without artinian direct summands. 
@ and @ are built from matrizing choices {S,} and { gfl}, respectively, 
and have matrix 4-tuples (A, B, C, D)k and (2, & C, fi),, respectively. 
Next we extend the definition of %(.@) wrt{ S, } so that it applies even 
when g is not in deleted cycle form. 
Let A,, and B+, be the matrices obtained from the A and B of some 
specified (A, B, C, D)k by deleting all of their “infinite” rows, where 
(1) 
rowjofA is infinite means j E a, 
rowjofB is infinite means j E p, . 
Note that A,, and B,, are obtained by deleting rows of zeros 
(Proposition 4.5). Then let J(a) be the element of R such that 
(2) F@) = [(det A+,)(detB+,)-’ det (CD-‘)], if A,, and B,, are 
square (hence invertible, by 4.5); 
=o otherwise. 
We define 
(3) g(g) wrt { S, } = the %-congruence class of F(g). 
This new definition agrees with the old one, if g is in deleted cycle form, 
because A,, and B,, become identity matrices when they are square and 
g is in deleted cycle form. 
Caution. It is necessary to interpret (2) properly when A + m or B,, is 
an empty t x 0 matrix: The determinant of an empty 0 x 0 matrix equals 1 
(because the matrix represents an isomorphism of zero-dimensional vector 
spaces); but an empty t x 0 matrix-with t # O-is considered neither square 
nor invertible. 
7.10. Proof of 7.8 (a). The local condition is obvious. (See its definition 
in 6.6.) So it suffices to prove invariance of %(QQ We keep the notation of 
7.9, and begin by proving: 
(1) Suppose g E a and every S, equals g,, . Then Z!(g) wrt{ S, } = 
%(a) wrt{gfl} even if the diagrams are not in deleted cycle form. 
Since each S, = $,, the matrix 4-tuples of a can be obtained from those 
of 9 by the matrix operations of 4.7 and 4.6. Let (*)k denote the version of 
4.6(*) pertaining to (A, B, C, D)k; and suppose, first, that every A,, and 
B +oo is square, hence invertible. 
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We consider the Light and left multi_plications in (*)k separately. If (*)k 
merely states that C-’ = C’W and D-’ = D-‘W (and A and B remain 
unchanged), then det W cancels out when we compute i@) using 7.9(2). 
If (*)k states x=AV and B”=BV, then A+,=(A+,)V and B+m= 
(B & V. So det V cancels out when we compute F(g). 
Now we do the left multiplications. So suppose that V and W are identity 
matrices in every (*)k, and note that the global condition of 4.7 applies to 
transformation matrices U, and U, here. It will be easiest to visualize this 
part of the proof if we suppose, first, that 
(2) length S, < length S, < . . . . 
Then the equation 2 = L ,A takes the form 
(3) (%JEFl= ,...,il? E ,:zlrAi*.,i 
By (3) and the block triangular form of L, hence L; , we see 
(4) detJ,, = (17,,, det L 1 [ad x a,])(det A + ,). 
Similarly, c”-’ = U, C-’ yields 
(5) det C-’ = (ZZ, det U, [ad x a,])(det C-‘). 
Now substitute (4) and (5) and their counterparts for B,, and D into for- 
mula 7.9(2) for F(G). Since L,[a, x ad] = Ul[a, x ad], by 4.6(iv), their 
determinants cancel out when d isfinite. A similar cancellation occurs for L, 
and U,, giving 
F,@) = F@) det U, [a, x a,];’ det U,[p, x P,], 
= Fk:k(g)fk(Ui(k))-l g/dUj(k)) [by 4.7(b)l. 
So the definition 7.6 of %-congruence yields F(g) E F(G) as claimed in (1). 
Now we show that assumption (2) is unnecessary. There is a permutation 
matrix Q such that A [rows ad] appear above A [rows a,] in QA whenever 
d < e. The same is true of the order that the rows of 2 occur in QJ because 
of our assumption S, = ,!?, . Therefore, from the equation 2 = L,A we get 
QJ = (QL1 Q-‘)(QA) which is in the form (3). So the previous reasoning 
applies. 
To complete th_e proof of (1) we note that if some (A +m)k is not square, 
then neither is (A +&. Th ere ore f both F,@) and Fk(L@) equal zero; so the 
condition required in coordinate k for P-congruence is trivially satisfied. 
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Now assume the full hypothesis: Our isomorphic diagrams g and & are 
in deleted cycle form wrt {S, } and {S, }, respectively, and {S,, }, is a 
permutation of {S, } m. For any permutation CJ of the indices {,D} we get a 
diagram crG3 z G3 as follows. Each row of each A, B, C-‘, D-’ is labeled by 
some S,, more precisely, by some ,u. Obtain & by permuting these rows in 
the same way that 0 permutes their labels. To complete the proof it suffices 
to produce a permutation u of {S,} such that (6) and (7) hold, 
(6) 2?(@) wrt {S,} = ??(a&) wrt {S,,} 
(7) Every S,, = SW 
because these, together with (l), show that g(Q) = ZY(@) = %(m). 
Proposition 7.1 states that the weighted deleted cycle summands of each 
(A, B)k are a permutation of those of (2, @k. Our first objective is to show 
that this permutation can be carried out without changing p(g). It suffices 
to interchange a single pair of consecutive weighted summands of (A, B), . 
So, to keep the notation simple, we can assume that (A, B) = (A, B), is the 
direct sum of two deleted cycle summands, as shown in (8). Before 
proceeding we note that, in (8), each deleted cycle summand begins with an 
infinite row of A and ends with an infinite row of B. After carrying out our 
procedure for this case we explain the modifications that are necessary in 
other cases. 
(8) [A,OA,,B,OB,,c(l)Oc(2)1 
We review enough of the procedure that begins at item (2) in the proof of 
Proposition 5.9 to show that g’(g) remains unchanged. Let S,,, be the 
sequence consisting of all S, that label rows of A and B in (8). Let r be the 
torsion permutation of S,,B that interchanges the finite rows of A, with those 
of A,, and interchanges the finite rows of B, with those of B,. Recall that r 
causes the same permutation of the rows of C-’ that occurs in the rows of 
A, and the same permutation of the rows of De1 that occurs in the rows of 
B. We examine the effect of these interchanges on g(g). 
481/93/l-5 
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Exactly the same row permutations are done to the rows of A zoo that are 
done to those of B,, . So the value of (det A + ,)(det Be,)-’ remains 
unchanged when we compute r;(g) by formula 7.9(2). Moreover, the row 
permutations done to C-’ and D-’ by t are both even or both odd; so 
det(CD - ‘) remains unaltered too. Therefore r does not alter P,(g). Since r is 
a torsion permutation, no other (A, B, C, D)k is altered. To complete our 
interchange of summands it is necessary to restore (A, B, C, D)l to deleted 
cycle form. It is shown, in the proof of 5.9, that this can be done by matrix 
operations of Theorem 4.7. These do not change the isomorphism class of g. 
So, by (1) they do not change 5?(g). 
If one or more of the symbols co in (8) is replaced by a finite integer, then 
f,(g) equals zero at the beginning and the end of the interchange. So P’(g) 
is unchanged in this case too. 
If c and 6 denote the weights of the rows of (A, B) and (2, fi), respec- 
tively, we can now assume: 
(9) [A, 4 elk = [k 3, elk for every k. 
Let IS,L be the sequence consisting of those S, that are ideals of R,. 
By Hypothesis 7.7, {s”,},, is a permutation of {S,},,. We wish to show 
that (6) holds for every permutation u of {S,},,, considered as a 
permutation of {S,} by acting as the identity on all other S, . It suffices to 
consider the case that u interchanges two matrizing choices S, and S,. This 
interchange will affect the matrix 4-tuple of every k for which i(k) = c or 
j(k) = c. 
Let U, = -1 E R,, and for every d # c let ud = 1 E R,. We show that the 
interchange of S, and S, replaces each f,@) by 
(10) 
and therefore does not change the %-congruence class of f(g). (See 
Definition 7.6.) 
This is obvious except if i(k) = c or j(k) = c. For definiteness uppose 
i(k) = c. The interchange of S, and S, interchanges two infinite rows of A, 
and therefore does not alter (A +&. (B foo)k is also unchanged. The deter- 
minant of (C- l)k is multiplied by -1 because two rows are interchanged. 
One of two things happens to det(D-‘),. If i(k) #j(k) then det De1 is 
unchanged. But if i(k) = j(k) then S, and S, label rows of De1 as well as 
C-l, so det De1 * is multiplied by -1. In either case the new value of f&P) is 
as in (lo), as claimed. 
To restore 33 to deleted cycle form, first note that no A, or B, has been 
altered, because only rows of zeros have been interchanged. Choose a k such 
that (C-l), has had two of its rows interchanged. Then C-l has been 
replaced by a non-diagonal matrix because C-‘[rows a,] has been replaced 
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by QC-‘[rows a,] where Q is the permutation matrix that interchanges the 
rows labeled by S, and S,. Let Q, be the matrix formed by replacing one of 
the non-zero entries of Q by -1. Then det Q, = 1, so the global condition of 
Theorem 4.7 allows us to replace QC-‘[rows a,] by Q,QC’[rows aoo], 
thus restoring C to standard diagonal form. Doing the same with every Ck 
and D, that has been altered completes our proof that each {S,},, can be 
arbitrarily permuted without changing the value of P(g). 
The previous paragraph, together with (9) and the fact that torsion 
modules that label rows of A, and B, are known as soon as their length is 
known. shows that we have now reached the situation: 
(11) Let SA,k be the sequence consisting of al! S, that label some 
row of A,. Then S, ,k = SJ,, and S,,, = S,-,, . 
The final step in reaching the situation described in (6) and (7) is to obtain a 
permutation o of {S, } such that (7) holds and no (A, B, C, D)k is altered in 
any way by (5. (In particular, (6) holds.) We do this inductively. 
Suppose SNO # SNO, but S,, = S,, , whenever ,u’ < ,u,. There must be a value 
of k such that S@, labels a row of lk or Bk. (Otherwise .@ has an artinian 
direct summand: The diagram built from the single matrizing choice Sfl, with 
all other ingredients equal to zero.) If SNO has finite length, then k is unique. 
For definiteness uppose SN, labels row h of 2, and therefore is term h of 
the sequence S,-,,. Let term h of sequence S,,, be S,. By (11) S, and S,,, 
are equal matrizing choices; but the subscript v indicates where S, occurs in 
the sequence {S,}. The relation among those terms of {S,} that interest us at 
the moment is shown in (12). 
(12) . . . . 
The desired permutation u is to move S, to the left and place it between 
S co-1 and SPOT thus making it the new S,+,. Since none of the terms indicated 
by the brace in (12) labels any row of any matrix labeled by S,, no matrix 
4-tuple of g is altered by 0. 
One point that should be mentioned is our arbitrary selection of k. If 
instead we had chosen a different k such that S,,, labels row h of A;, then 
(11) shows that we get the same S, as above; and this completes the proof of 
7.8 (=a). 
7.11. Proofof7.8(e). Here we suppose that (i) and (ii) of 7.8 hold, and 
we prove g z G. The local isomorphisms imply that, for each k, the 
weighted deleted cycle summands of @,8), are a permutation of those of 
(A, B&. (See 7.1.) In 7.10 it was shown that we can arbitrarily permute the 
weighted deleted cycle summands of every (A, B)k and also arbitrarily 
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permute the ideals of Rick) (resp. Rjo,,) that label the infinite rows of A, 
(resp. B,); and these permutations can be carried out without changing either 
P’(g) or the isomorphism class of g. We can therefore suppose that 
(1) (A,B),= (A”,@, 
and also (in view of Hypothesis 7.7) 
for every k 
s, = s;, for every p. 
All of this is accomplished while keeping g in deleted cycle form. It now 
suffices to apply a sequence of matrix operations of Theorem 4.7 to the 
matrix 4-tuples of .@ and 68, in order to get that each (C, D)k = (c, fi),, in 
addition to (1); for then g equals 6’. 
Let F(g) be as in 7.9(2). Since F?(g) = P(a) there exist units U, E R, 
such that 
(3) Fk(G) = rk(g)fk(ui(k))-l gk(“jW) for every k. 
If, for some c, every S, that is an R,-module has finite length, we can take 
U, = 1 because both sides of (3) equal zero. 
We next wish to achieve 
(4) for every k. 
To do this, multiply some infinite row of (C-l), by f&i& and some 
infinite row of (D-‘)k by gk(ujo,,) whenever such infinite rows exist. This is 
allowable by Theorem 4.7; and the definition of F(g) then yields (4). 
All of our remaining operations will be done one diagram at a time. So we 
work with (A, B, C, D)l for simplicity of notation, and drop the subscript 
whenever possible. 
Note that Theorem 4.7 allows us to left multiply C-i [rows a,] by any 
matrix of determinant 1without altering any other (A, B, C, D)k. 
Since C-’ is in standard diagonal form (see Definition 5.1), the “diagonal 
entry” of any row h equals 1 except possibly if h E a,. After multiplying 
C-‘[a, x a,] by a suitable diagonal matrix of determinant 1 we get: All 
except possibly one “diagonal entry” of C-’ equals 1. Call this the excep- 
tional entry F(#O), and write F= 1 if C-’ = I (an identity matrix). 
Note that, by left multiplying C-‘[rows a,] by an appropriate diagonal 
matrix of determinant 1, we can make S appear as the diagonal entry of any 
inJnite TOW of C-l, unless a, = 0. In this case C-’ = I. 
Similarly, we define the exceptional entry l(#O) of D-l; and note that I 
can be made to appear as the “diagonal entry” of any infinite row of 
D-’ [rows /I,] unless p, = 0. 
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We note that none of the matrix operations just done alters T,(g)-and no 
subsequent operations will, either-so (4) still holds. Also, by the definition 
of r; (a 1, 
(5) Fl(cs) = 5- ‘i if every deleted cycle summand of (A, B) begins with 
an infinite row of A and ends with an infinite row of 
B 
F1 (a) = 0 otherwise. 
We now prove: 
(6) Suppose some deleted cycle summand of (A, B) begins with an 
infinite row of A and ends with an infinite row of B. Then 9 and i 
can be simultaneously replaced by .%Y and E for any 0 # f E I?, . 
(7) Suppose some deleted cycle summand of (A, B) begins with a 
Jinite row of A. Then I can be replaced by 1 without changing S: 
[Symmetrically, if some deleted cycle summand ends with a finite 
row of B, B can be replaced by 1.1 
Let (A, B) = @,(A(h), B(h)), with each (A(h), B(h)) a deleted cycle pair. 
We prove (7) first. To make the situation easy to visualize, we assume 
that (A(l), B(1)) is the deleted cycle summand mentioned in (7); so the top 
row of (A(l), B(1)) coincides with the top row of (A, B). Let the bottom row 
of B(1) occur in B[row h]. 
First we note that B[row h] is an infinite row of B and all other rows of 
A(1) and B(1) arefinite: By (7) and 5.1(6) and (7), no other row of A(1) or 
B( 1) can be infinite; and if B [row h] were also finite, then g would have an 
artinian direct summand, contrary to hypothesis. 
Hence we can make i appear as the diagonal entry of D-’ [row h]. 
Perform the following sequence of operations of Theorem 4.7. Left 
multiply the top row of A and C-’ by i, which is permissible since these are 
finite rows of A and C- ‘. Moreover, A is not altered by this multiplication, 
since the top row of A( 1) is zero. On the other hand, the diagonal entry of 
the top row of C- ’ has been changed from 1 to t: Change it back to 1 by 
right multiplying the first column of C-’ and D-’ by I-‘. Now the diagonal 
entry of the top row of D-’ equals I-‘. Change it back to 1 by left 
multiplying the top tow of D-’ and B by I. Now the diagonal entry of the 
top row of B equals i. Change it to 1 by right multiplying the first column of 
A and B by f-‘. 
Now the first entry of the second row of A equals t-l. Change it back to 1 
by left multiplying the second row of A and C-’ by f 
Continuing this “spiral,” we eventually work our way to D-‘[row h], 
replacing its entry i by i- ‘I= 1, as desired in (7). 
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Note that we couldn’t have directly multiplied D -’ [row h] by I- ’ because 
hEi&,. 
To prove (6), we modify the above procedure slightly. To begin, place the 
exceptional entry S into the top row of C-’ and i into D-‘[row h]. 
Begin the “spiral” by right multiplying column 1 of C-’ and D-’ by 3. 
This puts 53 where we want it. Then multiply the top row of D -’ and B by 
X --‘, and continue the spiral until i is replaced by if. 
With (6) and (7) proved, we now finish our reduction. 
Case 1. F,(a) # 0, the first situation described in (5). Letting R = 6-l in 
(6), we get a new S= 1 (and a new i too). Thus C-’ = Z while, by (5), the 
exceptional entry of D- ’ now equals r;(a) and can be made to appear in 
any infinite row of D- ‘. 
Since (4) still holds we can transform c-’ and fi-’ to the same pair of 
matrices as C-’ and D-’ in the preceding paragraph, thus completing 
Case 1. 
Case 2. Fi(g) = 0, the second situation described in (5). Here we reduce 
both C-’ and D-’ to I. We consider two subcases. 
Case 2a. Some deleted cycle summand of (A, B) begins with an infinite 
row of A and ends with an infinite row of B. Since we are not in the first 
situation described in (5), (A, B) must also have a deleted cycle summand 
which begins with a finite row of A (or else ends with a finite row of B). In 
this case we use (6) to get F= i (and a new 9. Then we use (7) to get i= 1, 
so c-l = Z = D-’ as desired. 
Case 2b. No deleted cycle summand begins and ends as in 2a. Say, for 
definiteness, that some summand begins with a finite row of A. Then we use 
(7) to get i= 1, that is, D-’ =I. If a, = 0, then C-i =Z and there is 
nothing more to do. Otherwise, some summand begins with an infinite row of 
A, and so, by the hypothesis of Case 2, ends with a finite row of B. By (7) 
we can now change 5 to 1, getting C-i = I. 
After applying the operations of Case 2 to c-’ and o’-’ we get (?’ = Z= 
C-’ and fi = Z= D-l, thus completing the proof of the theorem. 1 
8. CONVERSIONFACTOR 
The notation “P(@) wrt{Sr }” has been chosen to emphasize that the 
units class g’(g) depends not only on the isomorphism class of a, but also 
on the matrizing choices {S, } from which G@ is built. In this section we 
describe this dependence on {S, } .
Let {S, } and {S, } be matrizing choices from which isomorphic R- 
diagrams can be built. In 8.2 we define an element d of Z? (unique up to P/- 
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congruence), called a “conversion factor: {S,}, + {S,,}, .” As suggested by 
the notation, this conversion factor depends only on the terms of infinite 
length in the sequences {S,} and {S,,}; moreover, it is independent of the 
order in which the terms of these sequences occur. 
The main result of this section is: 
8.1. THEOREM. Let C9 and & be isomophic R-diagrams, in deleted cycle 
form wrt matrizing choices {S,} and {g,,}, and without artinian direct 
summands. Then 
(1) P’(g) wrt {S,} = 2. P(G) wrt {SU} 
where d is any conversion factor: {S, }, + ( ,!?W }, . 
8.2. DEFINITION (of conversion fictor). Let {S,} and {SF} be finite 
sequences of R-modules (e.g., matrizing choices) such that each S,(and s”,) 
of infinite length is an ideal of some R, and satisfies the relative primeness 
conditions 4.1(l) required of matrizing choices. For each c, let {S,}C, denote 
the sequence consisting of all terms of {S,} that are ideals of R,. Suppose 
(1) OJSJ’, z OJfJ’, (for each c). 
Then, for each c there is an R,-isomorphism qe as in (2). 
Here n denotes the product in R, of the designated ideals of R,. The 
product of the empty sequence of ideals is defined to equal R,. 
Suppose two terms S, and S, are ideals of the same coordinate ring Rick). 
Since each fk in Coordinates Definition 3.1 of R is a ring homomorphism, 
and fk(SU) and fk(Sp) both equal Rk, we also have fk(SV S,) = Rk. Therefore, 
for each k, there is a nonzero 6, E Rk that makes diagram (3) commute. 
(3) 
rI WC, 
cl/k 
@” \ 
(= the map often called tiJ 
‘Pi(k) 
Rk [c = i(k)] 
(= the map often called i) 
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Similarly, construct diagram (3), analogous to (3) but using g, in place of 
&, j(k) in place of i(k), and a multiplier b;, in place of ci,. Then set 
(4) d = the element of R such that each c?~ =&, ’ b;, .
We prove: The %-congruence class of d is uniquely determined. The 
isomorphism rpC in (2) equals multiplication by some element-which we 
also call qC-of the quotient field of R,. A different isomorphism would 
equal multiplication by u,v), where u, is a unit of R,. Using u,o), in place of 
oC causes Cr, to be replaced by fk(Ui(k)) @k in (3), and 6 to be replaced by 
gkC"j(k)) b;, in t3)g* This does not change the %-congruence class of 
d= E-‘ji. 
8.3. Proof of Theorem 8.1. Recall that the %-congruence class g’(B) is 
an invariant of the isomorphism class of diagrams 9 constructed from given 
matrizing choices (Theorem 7.8). So it suffices to build some R-diagram .@ 
from {SW}, such that ~9 E a and 8.1(l) holds. This is done in the next 
theorem. 
8.4. CONVERSION THEOREM. Let G2 be in deleted cycle form wrt{ S, } and 
without artinian direct summands. Let {S,,} be matrizing choices such that 
(i) SW = S, whenever either of them has ftnite length; 
(ii) S,, and S, are modules over the same coordinate ring R, 
whenever either of them has infinite length; and 
(iii) 0, {S,}C, E @,{S,}‘,for all c. 
Then there is an R-diagram g, in deleted cycle form wrt{S,}, such that 
& E g and g’(g) wrt {SW} = da [g(g) wrt {S,}], where d is some (hence 
any) conversion factor: {S, } ‘, -+ {S; } ‘, . 
Proof. The matrices for the diagram g that we build will satisfy 
(AB),= (W),. 
For each c choose an R,-isomorphism 
0,: s,, = 0, {S,lc, -s”,, = @,{S,}c,. 
This is possible because of hypothesis (iii). 
For each k there is a matrix U,, over Rk left multiplication by which 
makes the left-hand square in (1) commute. 
Si(k),m = @,{S,}c, --&i&y ?..%+E;,(k) 
I 
Y 
(1) *ilk) I urn/l 
I 
I 
f 
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Let C,, in (1) be the diagonal matrix whose diagonal entries are taken from 
the infinite columns of diagonal matrix C, and let C&, be whatever matrix is 
needed to make the right-hand square commute. (Here I denotes an identity 
matrix.) 
We claim that there are isomorphisms o, as 
form 8.2(3) such that 
(2) det U,, = 6,. 
To prove this, let e be the number of ideals in 
in 8.2(2) and diagrams of the 
the sequence {S,}C, and take 
the eth exterior power A’ of the left-hand square of diagram (1). We get 
Note that AeSi(kj,a, equals 0, S, which we have identified with n, (S, }L 
because each S, is Rio,-p ro’ective of rank 1. Once we have made this iden- J 
tificatlon, we can take pi(k) - AVick,. Moreover, the fact that i =fk is a ring 
homomorphism enables us to write fk in place of @fk in (3). 
Comparing (3) with 8.2(3) establishes the claim. 
Now build an R-diagram Z’ from the matrizing choices {S@}, using the 
same (A, B)k matrices as in 9. The (C, D)k matrices of B are obtained from 
(C, D)k of ka by replacing the submatrices C,, and D,, by CL, and D&, 
respectively. 
Then extend diagrams (1) and their analogues (l). to an isomorphism of 
R-diagrams ~9 r 8 by inserting the remaining matrizing choices S, = S,, 
together with identity maps. 
Commutativity of the right-hand square in (1) together with (2) and the 
analogs (l)D and (2). show that 
(4) det(C;[D;]-‘) = a;‘&det(C,D,‘) = d, det(C,D,‘). 
Unfortunately, B probably is not in deleted cycle form because the submatrix 
CL, of C; is probably not in diagonal form. 
However, since Rk is a field, [CL,] -’ can be put into diagonal form by 
left multiplying it by elementary matrices of the form I.?,,(& with u # V, and 
by Theorem 4.7 the infinite rows of any C;’ can be left multiplied by any 
matrix of determinant 1 without changing the isomorphism class of Z. 
Moreover, (4) remains true after such left multiplications. Call the resulting 
R-diagram &‘. 
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We have thus produced 8 E 8 z @, with & in deleted cycle form wrt the 
same matrizing choices {.!?,} as a. So p(G) = %(cY); and by (4), %‘(a) = 
&V(g), so the theorem is proved. i 
9. IDEAL CLASSES; Pic(R to R”) 
In this section we show that the multiplicative semigroup of all fractional 
R-ideal classes can be identified with Pic(R to R) (Theorem 9.3). The proof 
of this uses the fact that every fractional R-ideal has a pullback structure 
similar to that of R itself. The machinery and notation we develop to 
manipulate these pullbacks will be used again several times later in this 
paper. 
At the end of the section we show that the multiplicative semigroup of %- 
congruence classes in R can be identified with a sub-semigroup D(R to R) of 
Pic(R to 8). 
A fractional R-ideal means a finitely generated R-submodule of the total 
quotient ring Q(R) of R which contains a unit of Q(R). Since 
Q(R) = 0, Q(R,), by Lemma 6.4, an R-submodule H of Q(R) contains a 
unit of Q(R) if and only if the projection of H in every Q(R,) is non-zero. 
9.1. Homomorphisms. Let 19 be an R-homomorphism of some fractional 
R-ideal H into Q(R). Then 0 equals multiplication by some unique element 
of Q(R), which we also call 19. With respect o this identification, the ring 
R ’ = end H becomes a subring of Q(R) and contains R. 
If H is an R-submodule of Q(R), and the projection of H in some R, is 
zero, then every 8: H + Q(R) is still multiplication by some element of Q(R), 
but uniqueness is lost. 
9.2. Ideal Classes and Pic(R to R”>. Let cl H denote the isomorphism 
class of a fractional R-ideal H. We make this set of isomorphism classes into 
a semigroup by defining 
(1) (cl H)(cl K) = cl(HK) (product in Q(R)). 
This definition makes sense because any fractional R-ideal isomorphic to H 
equals yH for some unit y E Q(R). 
The identity of this semigroup is cl R. This semigroup fails to be a group 
whenever R is properly smaller than R, for then cl R is a non-trivial idem- 
potent element. 
Pic(R to R). This denotes the disjoint union of the Picard groups 
(isomorphism classes of projective modules of rank 1) of all rings R ’ such 
that R c R’ E R. For any pair of such rings R”’ 2 R ’ there is a natural 
homomorphism: Pit R’ -+ Pit R” given by H --) R’“@, , H, where H is R’- 
projective of rank 1. 
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To make Pic(R to R”) into a semigroup, let H and K be projective R ’ and 
R”-modules of rank 1, respectively, where R’ and R” are rings between R 
and R. To define 
(2) (R ‘-iso class of H) . (R “-iso class of K) 
let R”’ be the smallest subring of R containing R’ and R”. (It turns out that 
R ,,’ = R’ a R ” = R ’ + R”.) Then define the product (2) to be the product, in 
Pit R”‘, of the natural images of the factors in (2). 
The connection between the multiplicative semigroup of ideal classes and 
Pic(R to R”) is provided by the next theorem, which stems from H. Bass’s 
observation that every fractional R-ideal is projective over its endomorphism 
ring. Bass proved this for a class of Gorenstein rings that includes Dedekind- 
like rings [Ba, p. 201. We reprove it for Dedekind-like rings since it follows 
immediately from machinery we have to develop anyway. 
9.3. THEOREM. Every ring between R and R” is again Dedekind-like. For 
fractional R-ideals H, the correspondence 
(1) Iso class of H, considered as an R-module 
Iso class of H, considered 
as a module over R’ = end 
is an isomorphism of the semigroup of all fractional R-ideal classes, 
multiplication given by 9.2(l), onto Pic(R to R). 
The proof is given in 9.9, after several emmas. 
9.4. Notation. For each c let H, and K, be non-zero ideals of R,. 
Suppose that H, and K, are prime to ker fk when i(k) = c, and to ker g, 
when j(k) = c. (Here fk and g, are as insoordinates Definition 3.1 of R.) 
Then H, and K, are both mapped onto R, by fk when i(k) = c, and by g, 
when j(k) = c. 
Given an element X E R we can then form the pullback diagrams (when 
.f/(# 0) 
(4 (f/( # 0). 
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Let pbk(Z; @,H,) denote the set of elements h E @,H, such that 
Zkfk(&) = g,(/zjo,) whenever Xk # 0. Note that no condition is imposed 
when 21k = 0. 
9.5. LEMMA. Let H, and K, be as in 9.4. Then 
(i) H = pbk(f; @,H,) is a fractional R-ideal, and every fractional R- 
ideal is isomorphic to one of this form. Moreover, R,H = H,. 
(ii) pbk@; @,H,) z pbk( 9; 0, H,) as R-modules o X = jJ(mod %). 
(See Definition 7.6.) 
(iii) If each H, z K,, then pbk(.V; 0, H,) g pbk@; 0, K,) where d is 
any conversion factor: {H,.} + {K,}. (See 8.2.) 
Caution. In (ii), the projection of H in H, is properly smaller than H, if, 
for some k, i(k) =j(k) = c. 
Proof (i) H is clearly an R-submodule of Q(R). To see that the projection 
of H in every Q(R,) is non-zero it suffices to prove R,H = H, ; and for this it 
suffices to show RH = @,H,. This last equation is part of the conclusion of 
Lemma 2.6, once one notes that the maps fk and g, are coordinate maps of 
the homomorphisms f and g in the definition of R. (But it is necessary to 
modify f, g, and R in 2.6 to eliminate those maps fk and g, that do not 
actually occur in the definition of H.) 
The fact that every fractional R-ideal has the desired form is proved with 
slightly different notation in Example 5.12(9) and (10). 
(ii)(+) In view of Diagram Structure Theorem 7.8, it suffices to 
produce an R-diagram g, in deleted cycle form wrt matrizing choices {S,}, 
such that: 
g’(g) wrt {S, } = @-congruence class of ff; and 
For each c exactly one term of {S,} is an ideal of R,, and that 
ideal is H,. 
This was done in Example 5.12. [See especially items (3)-(lo).] 
(ii) This also follows from 7.8; but it is easier to verify directly 
that, if units U, in R, show f E y(mod P) as in Definition 7.6(l), then 
multiplication by (u, , u, ,...) is an isomorphism of pbk(%..) onto pbk(y;...). 
(iii) Choose isomorphisms qe: H, z K,. For each k there exist 
elements (Lk and b;, in Rk such that squares 1 and 2 of diagram (3) commute, 
hence square 3 commutes too. Squares 1 and 2 show that the desired 
conversion factor is the element d of R whose Rk-ccordinate, for each k, is 
Jk?,=pb 
k k’ 
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Commutativity of squares 2 and 3 shows that a,~, is an isomorphism: 
pbk(f; @J-I,) z pbk(%-‘5; &KC) 
as desired. I 
9.6. LEMMA. Let H = pbk(Z; @,H,) with each H, as in 9.4. 
(i) If P = ker(R -+ R,) and I, # 0, then HP z R, (as R,-modules). 
(ii) If P=ker(R+R,) and Zk = 0, then H,(when considered as a 
submodule of Rr) equals Rr, and is not a projective R,-module. 
(iii) If P is any other maximal ideal of R, then HP z R,. 
Proof To view H in our usual pullback notation, let 7 and i be the R- 
epimorphisms of @,H, onto @{RkIfk# 0) defined by coordinate maps 
Xkf;:(k) (mapping Hi(k) onto Rk) and gjck,. Since pullbacks localize 
(Lemma 6.1) we have 
(1) ffp = pbk(A 3 &P) 
We claim that 
(canonical isomorphism). 
(2) HP = pbk(fk; I&). 
All that really has to be proved is that (@,H,),, when considered as a 
submodule of Rp, actually equals R”p. But, for each c we have (HC)r = (R& 
(details as in Lemma 6.3). 
This reduces the proof to the case that R is local, which we do in the next 
Lemma. 
9.7. LEMMA. Let R be a local Dedekind-like ring but not a discrete 
valuation ring. Then 
(i) pbk(Y;R)rR ifX#O; 
(ii) pbk(O; R) equals R’ and is not a free R-module. 
In particular, there are exactly two isomorphism classes of fractional R- 
ideals. 
Proof. Since R = pbk( 1; 8) and R is a semilocal ring (Lemma 6.8), (i) is 
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an immediate consequence of Lemma 9.5(ii). The first assertion in (ii) is 
obvious, and the supplementary statement at the end of the lemma now 
follows from Lemma 9.5(i) and (ii). 
Finally, we show that R is not R-free. Since R E Q(R) (Lemma 6.4), R 
would have to be free of rank 1, hence z R, contrary to the supplementary 
statement. I 
9.8. COROLLARY. Let H, and K, be as in 9.4. Then 
(1) pbk(% @,H,) . pbk(y; @,K,) = pbk(2.V; @,H,K,). 
Proof. The left side of (1) is clearly contained in the right side. So it 
suffices to show this inclusion map is an isomorphism; and for this we can 
assume R is local. 
R is now a semilocal ring, by Proposition 6.9. (We disregard the trivial 
case R = R” = discrete valuation ring.) By independence condition (0.1) there 
is an element x in R” such that f(x) = 1 and g(x) = R By definition of 
pullback, x E pbk(?, R). In fact 
(2) pbk(x; 8) = Rx (ifa# 0) 
because x is in the local (by 9.7) module pbk(..V;R) but not in its maximal 
submodule. Equation (1) now follows immediately from (2) and its analog 
for the other two pullbacks in (I), if X # 0 and u# 0. If either R of J equals 
0, then both sides of (1) equal R. 1 
9.9. Proof of Theorem 9.3. We want to oprove that every ring between R 
and R is Dedekind-like, and that, for fractional R-ideals H, the map 
(1) (iso class of H, as R-module) -+ (iso class of H, as R’-module, 
R ’ = end H) is an isomorphism of the semigroup of R-ideal 
classes onto Pic(R to R). 
The notation H, and Kc will always be as in 9.4. A fractional R-ideal H 
can usually be a module over many different rings R ’ between R and R. 
However, for every such R’ we have 
(2) (end H as an R-module) = (end H as an R ‘-module) 
provided we identify each endomorphism I3 with the unique element y of 
Q(R) such that 8 equals multiplication by y. Thus we can speak unam- 
biguously of the ring of endomorphisms of H without mentioning the specific 
scalar ring we have in mind. We prove: 
(3) end pbk(x; @,H,) = pnk(e(x); R) 
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where e(Z) is the idempotent element of R whose kth coordinate equals 1 if 
f, # 0, and equals 0 if 2k = 0. 
The right side H of (3) is contained in the left side by Corollary 9.8. So it 
suffices to check that yH E H, with y E Q(R), implies y IZ pbk(e(2); R”); and 
for this we can assume that R is local. If R is not a discrete valuation ring, 
then by Lemma 9.7 we can take H = R or R. In either case both sides of (3) 
equal H. We omit the details when R is a discrete valuation ring. 
Since every ring between R and R is a fractional R-ideal, (3) and Lem- 
ma 9.5 (i) imply 
(4) Every ring between R and Z? is again Dedekind-like. 
Now we show that every fractional R-ideal H is projective of rank 1 over 
its endomorphism ring R’ [so (1) indeed maps R-ideal classes to elements of 
Pic(R to a)]. 
We can suppose H has the form pbk(2; C&H,.) by Lemma 9.5(i). If every 
fk is non-zero, then RH is projective of rank 1 by Lemma 9.6; and end H = R 
by (3). In the general case, apply the preceding reasoning with the ring 
pbk(e(2); OCR,.) in place of R. 
Next we show that the map (1) is onto Pic(R to 8). So let H be a 
projective R’-module of rank 1, where R G R ’ E R’. We have to imbed H into 
Q(R) in such a way that its image contains a unit of Q(R). By (4) we can 
suppose R’ = R. Since H is R-projective of rank 1, H is monomorphically 
contained in Q(R) @JR H which is Q(R)-projective of rank 1. Since Q(R) is a 
direct sum of fields, we see that Q(R) @ R HZ Q(R) as desired. 
Now we check that (1) is a homomorphism of semigroups. 
Let H and K be fractional R-ideals with endomorphism rings R ’ and R”, 
respectively. Since HK is again a fractional R-ideal, it is projective over its 
endomorphism ring. So all that remains to be proved is that end HK is the 
smallest subring of R containing R’ and R”. In fact, we claim: 
(5) endHK=R’. R”=R’+R”. 
It suffices to check (5) locally. If R is not a discrete valuation ring, we can 
take each of H and K to be R or 8, by Lemma 9.7, in which case (5) is 
obvious. If R is a discrete valuation ring, all of H, K, R’, R” equal R, so (5) 
is again obvious. 1 
9.9*. Remarks. We rephrase Theorem 9.3 in a way more suitable for 
some later computations, and prove that the natural maps: Pit R + Pit R’ 
are surjections. In what follows we always assume that each ideal H, of R, 
has the relative primeness mentioned in 9.4. 
(1) Every ring between R and l? has the form R’ = pbk(2; R”) for 
some unique idempotent element F of R. Moreover, Pit R ’ equals 
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the set of isomorphism classes of fractional R-ideals 
H = pbk(Z; @,H,) for which (2) holds. 
(2) (V k) ck = 1 if -1;Ik # 0; and e;, = 0 if Zk = 0. 
Pro@ Recall that every fractional R-ideal is isomorphic to one of the 
form H = pbk(Z; @,H,), by 9.5; and the endomorphism ring of H equals 
pbk(p;R), where c is as in (2), by 9.9(3). Theorem 9.3 now gives all of (1) 
except for uniqueness of e: For this, suppose 
(3) pbk(d; R) = pbk(P; 8) with df k 
If 5= 0 we get an immediate contradiction because pbk(O; R) = R’. To 
reduce to this case note that, since d# c, there is a value of k such that one 
of & and t?$ equals 1 and the other equals 0. Say & = 1. Let f be the idem- 
potent of R such that fk = 1 and all other coordinates of J‘ equal 0. 
Multiplying both sides of (3) by pbkGfi R”), and using Corollary 9.8, we get a 
reduction to the case p = 0. 1 
(4) The natural map: Pit R + Pit R’ induced by H-B R ‘H is a 
surjection (when R c R ’ E R). 
Proof: Given K = pbk(J; @,H,) E Pit R’, let H = pbk(f; @,H,) where 
each coordinate & =& except that fk = 1 when yk = 0. H is R-projective of 
rank 1 by 9.6(i), and R’H = K by Corollary 9.8. 1 
We show next that R’ = end H is determined by the localizations HP of H. 
9.10. PROPOSITION. Let H and K be fractional R-ideals such that 
HP E Kp whenever P = ker(R -+ l?J. Then end RH = end RK [when each is 
considered as a subring of Q(R)]. 
Proof: By 9.9(3) it suffices to show that whether fk is zero or non-zero is 
determined by the R,-isomorphism class of Hp. This is proved in 
Lemma 9.6. I 
9.11. Z! versus Pit. Let D(R to R) denote the multiplicative semigroup of 
isomorphism classes cl H of fractional R-ideals H such that R”H z R. Alter- 
natively, by Theorem 9.3, D(R to R”) is the subsemigroup of Pic(R to R) 
consisting of all isomorphism classes of projective R/-modules H of rank 1, 
R s R’ c R’, whose natural image I? &, H in Pit R” is s R. (Note that the 
tensor is over R’.) 
We prove: 
(1) The function h(2) = pbk(q OCR,) induces an isomorphism of 5%“) 
the multiplicative semigroup of all %-congruence classes, onto 
D(R to R”). 
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By Lemma 9.5, h(2) z h( jr) if and only if ff =p (mod g); so h induces a 
one-to-one function of %R into the set of isomorphism classes of fractional R- 
ideals. By Corollary 9.8, h is a multiplicative homomorphism. Since 
R’= h(0) we get 
Ial(f) = h(O) h(f) = h(O) = R 
so h(pR) G D(R to R”). Since every fractional R-ideal is isomorphic to one of 
the form pbk(F, @,H,.), by Lemma 9.5, a second use of Corollary 9.8 shows 
that h@YR) is all of D(R to R). 
The kernel of the natural map: Pit R -+ Pit R is often called D(R). Thus 
D(R) = D(R to R) f7 Pit R. For later use we note 
(2) D(R) z R*/g-congruence 
that is, D(R) is isomorphic to the multiplicative group R* of units of R 
modulo the relation of %-congruence. 
This follows from (1) and Lemma 9.6. 
10. MAIN THEOREM 
In this section we define the ideal class cl M of an arbitrary (finitely 
generated) R-moduleM, and prove Main Theorem 10.2, which characterizes 
the isomorphism class of M in terms of its localizations and its “global 
invariant” cl M. As mentioned in 9.2 and 9.3, any fractional R-ideal in cl M 
is projective over its endomorphism ring R’. We prove that R ’ is determined 
by the localizations of M (see 10.10). 
The definition we give of cl M is complicated because it involves 
knowledge of the details of deleted cycle form. A more self-contained 
definition can be obtained by reading Section 11 through 11.6 (skip the proof 
of Theorem 11.4 and skip Appendix 11.5). But the proof that cl M is well 
defined requires the machinery of the present section. Unfortunately, I do not 
know any simple definition of cl M. 
10.1. DEFINITIONS. (of cl M, class-revealing matrizing choices, excep- 
tional R,-ideal). We call a finite sequence {S,} of matrizing choices class- 
revealing if, for each c, there is at most one ,u such that S, is a non-principal 
ideal of R,. This non-principal ideal is called the exceptional R,-ideal in 
{S, }. If, for some c, no non-principal ideal (or no ideal at all) of R, occurs 
in {S,} we define the exceptional R,-ideal in {S,} to be R, itself. 
To explain this terminology, let {S,} be arbitrary matrizing choices, and 
for each c let 
(1) S,, = @,{S,)S, is an ideal of R,}. 
481/93/l-6 
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By the theory of modules over a Dedekind domain, the isomorphism class of 
S,, has two invariants: the number of summands S, (the local invariant); 
and the isomorphism class of the product, in R,, of the summands S, (the 
Sfeinitz class). If the matrizing choices are class-revealing, then the Steinitz 
class equals the isomorphism class of the exceptional R.-ideal. 
We now prove: 
(2) Let M be a (finitely generated) R-module with no artinian direct 
summands #O. Then ME M(g) for some R-diagram in deleted 
cycle form wrt class-revealing matrizing choices {S,}. 
By Theorem 2.4, MZ M(g) for some R-diagram !C@. By 4.1(3) we can 
suppose C@ is built from class-revealing matrizing choices. Since M has no 
artinian direct summands, g also has none. (See the beginning of Section 5.) 
So, by Theorem 5.4, g can be put into deleted cycle form by means of 
permuations of matrizing choices (these do not affect the fact that the 
matrizing choices are class-revealing) and certain matrix operations (these 
do not affect the matrizing choices at all). Thus (2) is proved. 
Now we define cl M when M has no artinian direct summands #O to be 
the R-isomorphism class of the fractional R-ideal (notation as in 9.4). 
(3) H = pbk(.V; @,H,) 
where H, is the exceptional-R,-ideal in the matrizing choices {S,} in (2), and 
where I is an element of R that belongs to the units class g(g) wrt (S,}. 
[See 7.6(2).] 
For arbitrary It4 there is a decomposition 
(4) M=A@M’ (A artinian, M’ without artinian direct summands). 
We define cl M to be cl M’. If M’ = 0, let cl M= the isomorphism class 
ofR. 
The fact that cl M is determined by the isomorphism class of M will be 
proved in 10.4 and 10.5. Note that this also proves the non-trivial part of 
implication (i)(a) below. 
10.2. MAIN THEOREM. For (fTnite& generated) modules M and N over 
any Dedekind-like ring R, statements (i), (ii), and (iii), below, hold. 
0) 
1 
MpENp (R,-isomorphism) for every maximal 
MrNo ideal P of R ; and 
cl M = cl N. 
(ii) cl (M @ N) = (cl M)(cl N), that is, if H and K are fractional R- 
ideals in cl M and cl N, respectively, then HK E cl(M @ N). 
(iii) If H is a fractional R-ideal, then cl H is its R-isomorphism class. 
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10.3. Remark. If neither A4 not N has artinian direct summands (# 0), 
we can improve (i)(c): Replace the hypothesis “MP % NP for all P” by 
conditions (1) and (2) below, which amount to looking at only a finite 
number of localizations. 
(1) MpZNp whenever P = ker(R + R,J. 
These P are the maximal ideals such that R, is not integrally closed in its 
total quotient ring (Corollary 6.5). 
(2) torsion-free rank 1,M = torsion-free rank 1,N when 1, E R 
Here 1, denotes the identity of R,. When 1, E R-not a very interesting 
situation-R, is a direct summand of R, hence 1,M is a direct summand of 
JU. Since A4 has no artinian direct summands, 1,M must be E a direct sum 
of ideals of the Dedekind domain R,, and torsion-free rank 1,M means the 
number of such summands. 
We note that condition (2) involves only one localization for each possible 
c: Choose any maximal ideal PC of R, and let P(c) be the set of elements r of 
R whose R,-coordinate belongs to P,. Then (2) is equivalent o 
(2)’ whenever 1, E R. 
10.4. Proof that cl M is well defined if M has no artinian direct 
summands. The definition begins by writing A4 z M(g), with LP in deleted 
cycle form wrt class-revealing matrizing choices {S,}. By Theorem 2.4 the 
isomorphism class of M determines that of %‘, This, in turn, determines 
,!? = S(g). We can write S = @,S, with each S, an R,-module uniquely 
determined by S, and then write each S, as the direct sum of 
(1) a non-principal ideal of R,, a free R,-module, and a torsion R,- 
module 
(possibly with the non-principal ideal missing and the free and torsion 
modules zero). By the theory of modules over Dedekind domains, the 
isomorphism classes of all three ingredients in (1) are determined by that of 
S,. In particular: 
(2) The sequence {S,} of class-revealing matrizing choices from 
which g is built (but not the order in which the terms occur in 
this sequence) is determined by the isomorphism class of M. 
The next step in the definition of cl A4 is to set 
(3) H = pbk(E 0, H,). 
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Here, each H, is the exceptional &-ideal in {S,}, uniquely determined by 
(2). In view of (2) and Diagram Structure Theorem 7.8 the units class P’(g) 
wrt{S,} is well defined. Taking ,V in this units class determines the 
isomorphism class of H, by Lemma 9.5(ii), thus showing that cl M is well 
defined in the present situation. I 
10.5. Noetherian modules without artinian direct summands. We prove 
statements (1) and (3) below. In view of 10.4, statement (1) completes the 
proof that cl M is well defined, even if M has artinian direct summands. 
(1) Let M be a noetherian module over any ring. Then M = A @ M’ 
where A is artinian and M’ has no artinian direct summands. A
and M’ are each unique up to isomorphism. 
ProoJ Since M is noetherian, the claimed decomposition clearly exists. 
For uniqueness, suppose 
(2) A,O...OA,OM’~A~O...OA:‘OM” 
with every A, and Af’ indecomposable and artinian, and M’ and MN without 
artinian direct summands. Refine the right-hand side by writing M” as a 
direct sum of indecomposable modules. 
The endomorphism ring of A i is a local ring, since A i has finite length. So 
any of the usual proofs of the Krull-Schmidt theorem shows that A, must be 
isomorphic to some indecomposable direct summand appearing on the right- 
hand side of (the refined vesion of) (2). Since A, cannot be z a direct 
summand of M”, we can choose the notation so that A, E A;. 
Again, since end A, is local, the usual proofs of the Krull-Schmidt 
theorem show that 
An iteration of this procedure completes the proof of (1). Next we prove: 
(3) Let M, )...) M,, be noetherian modules (over any ring) without 
artinian direct summands. Then OiMi also has no artinian direct 
summands. 
Write each ikfi as a direct sum of indecomposable modules MIj with each 
Mij noetherian but not artinian. If CiJ,,M, = A @M’ with A artinian and 
indecomposable (hence with local endomorphism ring), then A is isomorphic 
to some Mi, as before, a contradiction. (I thank B. Zimmermann for this 
simple proof of (3). My original proof worked only over Dedekind-like 
rings.) 1 
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10.6. Proof of 10.2(i)(*) and Remark 10.3. Suppose first that M and N 
have no artinian direct summands. Thus we can supposeM = M(g) and 
N = M(a) where g and a are in deleted cycle form wrt class-revealing 
matrizing choices {S,} and {s,}, respectively. [See 10.1(2).] According to 
the hypotheses of 10.3 we are assuming (1) and (2) below. 
(1) Mp &Z Np whenever P = ker(R + Rk); and rank 1,M = rank 1,N 
whenever 1 c E R. 
(2) cl M = cl N 
Since diagrams localize (Remarks 6.6), that is, M(g),, r M(gp), and since 
the isomorphism class of g is determined by that of M (Theorem 2.4), we 
have 
(3) qrq whenever P = ker(R -+ R,J. 
To complete the proof that Mg N it suffices to show g g 0; and we do this 
by verifying the hypotheses of Diagram Structure Theorem 7.8. We already 
have the necessary local hypothesis in (3) above. The next step is to show 
that {sfl}, is a permutation of {S,},. To do this it suffices to show, for 
each c: (a) The exceptional R,-ideal is the same in {S,} as in {g,,}; and (b) 
The number of terms of {S,} that are R,-ideals is the same as the 
corresponding number for { 3, ] . 
Statement (a) follows from (2). Statement (b) follows from (1) as follows. 
If c = i(k) or c =j(k) for some k, then some local isomorphism Mp E Np 
yields (b). If c never equals i(k) orj(k) then 1, E R. Here the number of R,- 
ideals in {S,) equals the torsion-free rank of 1,M. By (1) this yields the 
corresponding number for {s”, }. 
Let H = pbk(X; O,H,) be a fractional R-ideal in cl M = cl N. 
The final hypothesis of Diagram Structure Theorem 7.8 to check is that 
g’(g) wrt{S,} = %(%) wrt{#,,}. But by (2) these equal the %-congruence 
class of R This completes the proof of Remark 10.3, hence of 10.2(e) when 
M and N have no artinian direct summands. 
Arbitrary M and N (possibly with artinian direct summands). Write 
(4) M=A@M’ (A artinian, M’ without artinian 
direct summands). 
To get a reduction to the previously considered case of no artinian direct 
summands, recall that cl M is deJined to be cl M’. In addition, A = OpAp 
summation extending over all maximal ideals P of R. (This is true for 
modules A of finite length over any commutative ring [Bo, Chap. 4, Sect. 2.5, 
Proposition 81.) Thus, it suffices to show that for each maximal ideal P, the 
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isomorphism class of Mp determines those of A, and (II~‘)~. From (4) we get 
(5) Mp =A, 0 CM’), 
where A, is an artinian R,-module, since A is artinian, and where (M’)p has 
no artinian direct summands as an R,-module because M’ has none as an R- 
module. (This uses Proposition 7.4.) Thus the uniqueness assertion of 
10.5(l), applied to R,-modules, gives us the desired uniqueness of the terms 
on the right-hand side of (5) and completes the proof. 1 
10.7. Proof of 10.2(ii). First suppose that M and N have no artinian 
direct summands. We can suppose that M = M(g) and N = M(B) where Gf 
and a are R-diagrams in deleted cycle form wrt class-revealing matrizing 
choices {S, } and {r,,}, respectively. [See 10.1(2).] Let 
(1) H = pbk(G 0, II,) and K = pbk(P; O,K,) 
where each H, and K, is the exceptional R,-ideal in {S,} and {T,}, respec- 
tively, be fractional R-ideals in cl M and cl N, respectively, as in 10.1(3). 
Then M @ N E’ M(@ @ 8), and g 0 B is in deleted cycle form wrt the 
matrizing choices 
(2) is,) U {T,,ls 
Since R and ~7 are in the units classes p(g) and %‘(a) wrt{S,} and {T,}, 
respectively, it follows immediately that @ is in the units class %(G? @ 8) 
wrt matrizing choices (2). [See the definition in 7.6(2).] 
However, the matrizing choices (2) are not class-revealing, so they cannot 
be used directly to compute cl@@ N). Let L, be the standard R,-ideal in 
the class of H,K,. Since R, is a Dedekind domain we have 
(3) H,@K,rH,K,@R,~L,@R, (for each c). 
Let {U,} be the sequence of matrizing choices formed from (2) by replacing 
each H, and KC by L, and R,, respectively. Then { U,} is a class-revealing 
sequence of matrizing choices. Let 
(4) d = conversion factor: (2), + {VU}, 
as defined in 8.2. 
By Conversion Theorem 8.4 there is an R-diagram jr g g @ B such that 
X is in deleted cycle form wrt { U,}, and such that 
(5) g’(X) wrt { U, } = %-congruence class of &JY 
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Therefore the fractional R-ideal 
(6) L = pbk(&jr; @,L,) 
is in cl@4 0 N). To complete the proof we have to show 2X g L. Now, 
(7) HK = pbk(ffi 0, H,K,) z pbk(Bjj; 0, L,). 
The equality holds by Corollary 9.8. The isomorphism holds by Lem- 
ma 9S(iii) if we let 
(8) P = conversion factor: {HJ,} -+ {L,}. 
Therefore it suffices to check that conversion factor (8) is in the same %- 
congruence class as (4). 
The first step in computing conversion factor (4) is to multiply together 
(for fixed c) all of the R,-ideals in (2). This equals H,K,. The corresponding 
product for {U,,} is L,. Thus the same isomorphisms H,K, z L, that are 
used to compute (4) can be used to compute (8); and this completes the 
proof when M and N have no artinian direct summands. 
For the general case write M = A @ M’ and N = B @ N’ where A and B 
are artinian and M’ and N’ have no artinian direct summands. Then 
(9) M@N=(A@B)@(M’@N’). 
Moreover M’ ON’ has no artinian direct summands, by 10.5 (3), and A @B 
is obviously artinian. Since the R-ideal classes of the modules M, N, M 0 N 
equal those of M’, N’, M’ 0 N’, respectively, the general case is now 
reduced to the “no artinian direct summands” case. 1 
10.8. Proofofl0.2(iii). In Example 5.12 we computed g such that 
M(g) is isomorphic to an ideal of R. Call the ideal H. Note that H is a frac- 
tional R-ideal if and only if, for every c, H has an R-submodule z some non- 
zero ideal of R,. (See the actual definition of “fractional R-ideal” at the 
beginning of Section 9.) Therefore every akde, must have one of the 
forms 5.12(4) or (5). Note that whenever gkde, has the form 5.12(4), R and J 
can be replaced by Z7-r and 1, respectively, without changing il4(.@) = 
pbk(x g3. Thus we can suppose that y= 1. Statement 5.12(9), translated to 
our present notation, states that M(g) z pbk(Z; 0, H,) where H, is the S, 
that is an ideal of R, and where Zk equals the ff in 5.12(4) if gkdel has the 
form 5.12(4), and equals 0 otherwise. l 
10.9. PROPOSITION (“Ideal Classes Localize”). Let H be a fractional R- 
ideal in cl M for some R-module M, and let P = ker(R + R,) for some k. 
Then HP E cl(M,,), the R,-ideal class of Mp. 
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If P is any other maximal ideal of R, then Pp is a discrete valuation ring 
and HPgRRP. 
Proof: We can suppose M has no artinian direct summands. We can take 
M = M(g) and H = pbk(Z; 0, H,), in the notation of 10.1(2) and (3). 
It suffices to check that HP E cl&f,) in the three situations described in 
Lemma 9.6 (which describes HP). This is easily done using the description of 
local diagrams and local matrices given in 6.6-6.8. 1 
10.10. PROPOSITION. Let H and K be fractional R-ideals in cl M and 
cl N, respectively, where M and N are R-modules, and suppose Mp E Np for 
every maximal ideal P of R. Then end H and end K (R-endomorphism rings) 
are the same subring of R. 
Proof: This follows immediately from Propositions 10.9 and 9.10. m 
11. INDECOMPOSABLE,NON-ARTINIAN MODULES (PARTLY EXPOSITORY) 
This section gives an explicit construction of all indecomposable, non- 
artinian R-modules, in terms of pullbacks and amalgamations of R-modules, 
together with a full set of invariants for the isomorphism class of the R- 
modules so constructed (Theorem 11.4). These results are expressed in terms 
of graphs; basic definitions are given in 11.1-l 1.3. 
We also describe the localizations (at maximal ideals) and P-adic 
completions of indecomposable, non-artinian R-modules. They turn out to be 
either indecomposable or the direct sum of two indecomposables, or zero. 
(See 11.8, 11.9.) 
We determine those maximal ideals P such that the Krull-Schmidt holds 
for R,-modules. As an application, we produce local subrings R of quadratic 
number fields, and of F(x), whose modules fail to satisfy the Krull-Schmidt 
theorem. 
Terminology. To make the statement of results in this partly expository 
section accessible to readers not familiar with the details of Sections l-10, 
we repeat any technical definitions we need, other than the definition of R in 
(0.1~(0.3) and the Coordinates Definition of R in 3.1. [Several of the 
proofs, however, make full use of the machinery of deleted cycle form.] 
11.1. Graph ofR. According to Coordinates Definition 3.1 of R there 
exist, for each coordinate ring Rk of R, a pair of ring homomorphisms 
(1) f/c: RiCk) onto R, ; and g, : RjCk, onto Rk 
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with the property that R is the set of all elements (ri , rz ,...) in R” such that 
0’ k) 
(2) Sk(‘i(k)) = gktrj(k)) (E a 
To visualize this scheme of pullback homomorphisms we introduce directed 
graph gph R. [See (3) and (4).] 
The vertices of gph R consist of one point, labeled by R,, for each coor- 
dinate ring R, of K. For each coordinate ring Kk of E, gph R contains what 
we call a k-pullback edge, beginning at R i(k,, ending at RjCkj, and labeled (k). 
It indicates that these coordinate rings are “connected” by the pullback 
homomorphisms (1). 
Two examples of possible graphs, gph R, are (3) and (4). 
(3) 
(1) 
Rn2 gR3 
(2) 
In (3), R=R,@R,@R,, i?=R,@l?l, and R is defined by two pairs of 
homomorphisms of the form (1): fk(R 1) = Rk = gk(R2) for k = 1, 2. 
Note that in the R whose graph is (4), the loop from R, to itself indicates 
that f, and g, both map R 1 onto R, . 
One fact that can be observed immediately from gph R is: 
(5) R is an indecomposable ring - gph R is connected (when considered as 
an undirected graph). 
This follows from the fact that R is indecomposable if and only if its only 
idempotent elements are 0 and 1. More generally, this reasoning shows: 
(6) 
R is the direct sum of 
I-1 
gph R has s 
s indecomposable rings connected components. 
It would be more accurate to call graph R a multigraph rather than a 
graph, because more than one edge can connect a pair of points, and because 
several oops can begin and end at a point. With this terminology (together 
with Coordinates Definition 3.1 of R) we easily see: Every (fznite) directed 
multigraph can occur as the collection of points and edges of gph R, for some 
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Dedekind-like ring R. In fact, we can take every coordinate ring R, of R to 
equal F[x], with F any field, 
11.2. Simple R-Graphs. Indecomposable, non-artinian R-modules are 
formed from indecomposable modules over the coordinate rings R, of R by 
means of pullbacks (“connections at the top”) and socle amalgamations 
(“connections at the bottom”). These connections are specified by what we 
call a simple R-graph, toether with an element of R. We define simple R- 
graphs after reviewing a preliminary definition. 
Matrizing choice. Once and for all, choose an ideal in each R,- 
isomorphism class of non-zero ideals of R,, and call these standard R,- 
ideals. Do this in such a way that each standard R,-ideal H, satisfies: 
(1) fkPc> = R, whenever c = i(k); and g,(H,) = R, whenever 
c = j(k). If H, is principal, choose H, = R,. 
This can be accomplished by taking each H, prime to a finite number of 
ideals, as explained in 4.1( 1). A matrizing choice means either some 
standard R,-ideal or an R-module R,/Pe where P is a maximal ideal of R,. 
Thus every indecomposable R”-module is z exactly one matrizing choice. The 
matrizing choices used in simple R-graphs are the following two types. 
(2) (f, k)-matrizing choice: Standard R,,,,-ideal or R&(ker fk)e 
(g, k)-matrizing choice: Standard Rj,,,-ideal or Rjck,/(ker g,Je 
Note that a standard R,-ideal is an (f k)- or (g, k)-matrizing choice for 
every k for which c = i(k) or c = j(k), respectively. If c = i(k) = j(k), then 
every standard R,-ideal is both an (S, k)- and (g, k)-matrizing choice. None 
of this duplication of types occurs for matrizing choices of finite length. 
Two examples of simple R-graphs are the configurations hown in (3) and 
(4). 
(3) 
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A simple R-graph F is defined to be a connected configuration consisting 
of hollow points, solid points, and two types of directed edges: pullback 
edges, denoted by single lines, and amalgamation edges, denoted by double 
lines (think of an “equal” sign). The definition of ‘rconnected” ignores the 
direction of the arrows, as in 11.1(5). 
Each hollow point is labeled by a standard ideal of some R,. Hollowness 
is a reminder that standard ideals have zero socle. Each solid point is labeled 
by an df, k)- or (g, k)-matrizing choice of finite length. 
Each edge is labeled by an integer k that refers to coordinate ring Rk of R. 
A pullback or amalgamation edge that is labeled (k) is called a k-pullback or 
k-amalgamation edge. 
We require the points and edges of the connected graph F to satisfy rules 
(5)-(9) below. 
(5) Every k-pullback edge begins at (a point labeled by) an df, k)- 
matrizing choice and ends at a (g, k)-matrizing choice. 
Thus ,‘? can contain k-pullback edges only if gph R contains a k-pullback 
edge. 
(6) Every k-amalgamation edge begins at a (g, k)-matrizing choice of 
length # 1, #co, and ends at an (f, k)-matrizing choice of length 
fl, #co. 
Thus the only point in (4) that can be labeled by a matrizing choice of 
length 1 is (the point labeled by) S,. Amalgamation edges never touch 
hollow points (because ideals have no socle to amalgamate). 
(7) Every (f, k)-matrizing choice is touched by the beginning of 
exactly one k-pullback edge; and every (g, k)-matrizing choice is 
touched by the end of exactly one k-pullback edge. 
Thus every solid point is touched by exactly one pullback edge and at most 
one amalgamation edge. 
(8) .Y has at least one hollow point. 
(9) No two hollow points are labeled by ideals of the same R,. 
We say that Y is built from (the sequence of) matrizing choices (S,} if, 
for each ,u, the label of point p is matrizing choice S,. 
Before continuing with the general discussion, we give some examples. 
EXAMPLE 1. Let R be as in 11.1(3). Then (3) above is a simple R-graph. 
However, if point S, and its attached edge are deleted, (3) is no longer a 
simple R-graph: Since S, is a (g, 2)-matrizing choice, it must be touched by 
the end of exactly one 2-pullback edge. [See rule (7).] 
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EXAMPLE 2. Any connected component of gph R is a simple R-graph. In 
particular, let Y be the connected component of 11.1(4) that contains R, . 
Note that the loop in this graph satisfies rules (5) and (7) for k = 1. 
EXAMPLE 3. In graph (4), S, is an (f, l)- and (g, I)-matrizing choice, 
by rule (7). It is also an (f, 2), but not a (g, 2)matrizing choice, for the 
same reason. From this graph we see that i(1) = 1 =j(l) [by rule (7) and the 
fact that S, G R,]. Therefore (4) is not a simple R-graph for any ring R such 
that gph R is 11.1(3) [b ecause j(1) = 2 in 11.1(3). But (4) is a simple R- 
graph for any ring R such that gph R is 11.1(4). 
EXAMPLE 4. Suppose gph R has an isolated point, and let its label be R, 
[e.g., point R, in 11.1(3)]. Then (10) is a simple R-graph. 
This is the only example of a simple R-graph with no edges. It arises only 
when some coordinate ring R, of R is actually a direct summand of R. 
Subgraph L?$. This is defined to consist of all k-pullback and k- 
amalgamation edges of .Y, together with all points touched by these edges. 
Consequently the points of .Yk consist of all points labeled by df, k)- or by 
(g, k)-matrizing choices. For later reference we explicitly write out all 
possibilities for Yk in (1 l)k-(14)k below (with point and edge labels omitted). 
All edge labels are understood to be (k). 
Suppose i(k) #j(k). If 9’ contains ideals of both Rick) and Rick), then ,Vk 
consists of a single strand, as in (1 l)k, or two strands, as in (12),. 
(11)/c 
o-Q&--o~~*~~~e-o (smallest case: o-o ) 
o--c.. .p++-- e-+-m+s---~ ***=e-me-0 
If .Y contains an ideal of only one of the rings Rick) and Rjck,, then rk 
consists of one of the strands in (12),. 
Suppose i(k) =j(k). If Y contains an ideal of R,(,, then ,Vk consists of a 
loop, as in (13),, or a strand, as in (14),. 
(13)/c 
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(141, 
If F does not contain an ideal of Rick, and does not contain an ideal of 
RiCk)? then Fk is empty. 
Note that (1 l)k and (12), are analogous to (13), and (14),, respectively, 
with the single hollow point in (13), and (14), playing the role of the pair of 
hollow points in (1 l)k and (12),. Note also that the possibility that Fk 
consists of only one of the strands in (1 2)k has no analog in (1 3)k or (14), . 
The term simple in “simple R-graph” is used because more general graphs 
appear in the proof of Theorem 11.4. Gph R is one of these more general 
graphs. It is a simple R-graph if and only if it is connected. 
DEFINITION 11.3. [of the R-module M(Y; F)]. Here F is a simple R- 
graph built from matrizing choices {S,} as in 11.2, and ff is an element of R 
whose coordinates atisfy (5) below. 
Note that the ring R is two non-isomorphic R-modules. In R (viaf) scalar 
multiplication is defined to be Y + Z? =f(r) . .F; but in R (via g) we have 
r . X = g(r) . 2. These R-modules are non-isomorphic because of indepen- 
dence condition (0.2) in the definition of R. In fact, for each k. 
(1) R, (viaf) and Rk (via g) are 
non-isomorphic R-modules 
isomorphic R-modules 
where the isomorphism holds because f = g on R. 
Let S, be an (f, k)-matrizing choice, as in 11.2(2). There is a natural R- 
epimorphism that we call, by slight abuse of notation, 
(2) fk: S, - Rk (viaf). 
If S, is a standard Rio,-ideal, then we take the map (2) to be the restriction 
of the map fk in the Coordinates Definition of R [see 11.2(l)]. If 
S, = Ri,,,/(kerf,)e then map (2) is induced from the mapf,: Ritk, - Rk in 
the Coordinates Definition of R, by passage to residue classes. 
Similarly define g, : S, - R,(via g) when S, is any (g, k)-matrizing 
choice. 
Pbk(F). Recall that F is built from matrizing choices {S,}, that is, for 
each ,u, point ,u is labeled by S,. Let 
(3) s= @,S,. 
92 LAWRENCE S. LEVY 
Then define pbk(Y) to be the set of all elements {su) in S such that 
(4) “M%) = &(%> whenever a k-pullback edge begins at point v and 
ends at point p. 
Pbk(L?) is an R-module because of the isomorphism in (1). 
Element 2. This denotes any element of R whose coordinates in R, 
satisfy: 
(5) 
IfY’, has the form 11.2(11), or (13),, then 2,#0. 
If G, has the form 11.2(12), or (14),, then cC~ =0. 
If G, is empty, then Zk = 1. 
P&V; Y). This denotes the modification of pbk(Y) obtained as follows: 
For each k such that z?~ # 0 and Yk is non-empty, replace one of the pullback 
conditions (4~the unique one corresponding to the k-pullback edge 
beginning at a hollow point of gk--by (6). 
(6) Gfi(S”) = g&) 
The R-module M($ Y). Note that, as R-modules: 
(7) 
If S, = RiCkj/(kerfk)d then sot S, E Rk (viaf). 
If S, = Rjo,/(ker g,Je then sot S, r & (via g). 
If we view the modules in (7) as R-modules, then (1) shows sot S, z sot S,. 
Once andfor all, choose a particular R-isomorphism, called 
(8) amalgamation isomorphism u: S, z S, 
whenever S, and S, are as in (7). Then set 
(R-module z) 
(9) M(2; L%) = pbk(x; g)@(Y) and M(Y) = pbk(Y)/&?‘) 
where K(Y) is the relation that sets s, = s, whenever an amalgamation edge 
begins at point p and ends at point V, and a@,,) = s,. In other words, K(Y) is 
generated, as both an R and R-module, by all elements of the form s, - CJ(S,) 
where s, E S, and an amalgamation edge begins at point p. 
In the proof of Theorem 11.4 and its Appendix 11.5 we interpet M(Z; g) 
in terms of deleted cycle form. For readers familiar with details given earlier 
in this paper, we remark that the amalgamation isomorphism (8) actually 
used in the proof of Theorem 11.4 is the composition 
(10) u = (i: Rk --f socle S,)-i then (-1: R, + socle S,) 
where i and -1 denote the multiplication maps defined in 4.2(2). 
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In preparation for the statement of the next theorem we recall the 
definition of g-congruence (congruence modulo liftable units) of elements of 
if (See 7.6.) 
(11) fr F(mod %‘> meanS I 
(3 units UC E R,)(V k) 
s;, = &fk(Ui(J1 gk(Ujck)). 
The only important facts to remember, on first reading, are that this is a 
multiplicative congruence relation on 1; and, when (11) holds, Fk = 0 if and 
only if S;, = 0. 
11.4. THEOREM. Let F denote a simple R-graph. Then: 
(i) M(F, F) is always an indecomposable, non-artinian R-module; 
and every such module is isomorphic to one of this form. 
(ii) A full set of invariants for the R-isomorphism class of M(% Y) is 
the simple R-graph F together with the %-congruence class of 2. 
Proof Let M be a non-zero R-module with no artinian direct summands. 
We can take A4 = M(g) where @ is an R-diagram in deleted cycle form wrt 
suitable matrizing choices {S,} (Theorems 2.4 and 5.3). 
Next we define gph a, for any R-diagram g in deleted cycle form wrt 
matrizing choices {S,}. This notion generalizes both “gph R” and “simple R- 
graph.” Gph La has one point for each subscript ,BU; and point ,U is labeled by 
S,. Point ,B is hollow if S, is an ideal, and is solid otherwise. 
Every edge of gph &9 is called a k-pullback edge (indicated by a single 
line) or a k-amalgamation edge (indicated. by a double line), where k refers 
to the coordinate ring Rk of R. To specify what edges are included in gph a, 
we define gph gk: the collection of all k-pullback and k-amalgamation edges 
of gph @, together with all points that these edges touch. 
GPh gk. Its vertices consist of all points labeled by k-matrizing choices. 
A k-pullback edge begins at point S, and ends at point S, (more precisely, 
points v and p, respectively) if, for some h, S, labels row h of matrix A, 
[equivalently, of (C-l),] and S, labels the same row, row h, of B, 
[equivalently, of (D-l)k]. See Section 4 for matrix notation, 4.4 for the 
definition of “S, labels....” The reason for this connection is that 
.m”) = &k(SJ. 
A k-amalgamation edge begins at point S, and ends at point S, if the row 
of A, and B, labeled by S, and S,, respectively, each contain al, and these 
l’s each occur in the same column of A, and B,. Note that, if S, labels row 
h of A,, then the deleted cycle form of (A, B)k forces S, to label row h - 1 
of B,. The reason for this connection is that these l’s amalgamate the socles 
of S, and S,. 
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To make sure this definition is clear, we give an example. Suppose A = A, 
and B = B, and the labels of their rows are as shown in (1). 
(1) A= 
Then gph gz is: 
B= 
Suppose, on the other hand, that the label S, (G.RJ of the bottom row of B 
is changed to read S, (~2~). Here the notation is intended to indicate that 
the label S, of the top row of A is not only the same ideal as the label of the 
bottom row of B, but that they denote the same term of {S,}. Then gph gz 
is as in (3). 
(3) (2) 
The crux of the proof of this theorem is to prove: M(g) is indecomposable 
if and only if (4) and (5) hold. 
(4) gph 9P is connected. 
(5) No two terms of {S, } are ideals of the same R,. 
By Theorem 2.4, M(g) is an indecomposable R-module if and only if g is 
an indecomposable R-diagram, therefore we need not concern ourselves with 
M(g) itself. 
Suppose first that .9 is indecomposable. Then (4) follows immediately, 
because any decomposition of gph Q? into a union of two disconnected 
subsets produces a direct-sum decomposition of the R-diagram @. 
Thus the non-trivial part of this part of the theorem is to prove (5). 
Lemma 5.11 allows us to replace G8, within its isomorphism class, in such a 
way as to arbitrarily permute the weighted deleted cycle summands of each 
(A, B)k. For each k, do this in such a way that if any such summand of 
(A, B)k begins with an infinite row of A and ends with an infinite row of B, 
then the first deleted cycle summand of (A, B)k does so. 
We say that point v of gph CZ is labeled by a “first ideal” if S, is an ideal 
MODULES OVER DEDEKIND-LIKE RINGS 95 
of some R, and no S, that occurs earlier in the sequence {S,] is an ideal of 
that same R,. To prove (5) it suffices to show: 
(6) If points v and p are hollow points in gph 23, and if one of them 
is labeled by a “first ideal,” then so is the other. 
By connectivity there is a path P in gph 9 joining hollow points v and p. It 
suffices to prove (6) under the additional hypothesis that path P contains no 
hollow points other than v and p. The matrizing choices that lablel the points 
of P therefore all correspond to a single deleted cycle summand (A ‘, B’) of 
some (A, B)k ; that is, they each label a row of A ’ or B’. The hollow points 
at the beginning and end of P show that (A’, B’) begins with an infinite row 
of A’ and ends with an infinite row of B’. By our rearrangement of g, the 
first deleted cycle summand of (A, B)k begins with an infinite row of A and 
ends with an infinite row of B. If either point v or p is labeled by a “first 
ideal” it follows that (A ‘, B’) is the first deleted cycle summand of (A, B)k, 
and thus the other of points v and p is also labeled by a “first ideal.” 
Conversely, we show that (4) and (5) imply indecomposability of g, 
hence M(a). 
Suppose g is decomposable, say, G3 = B @ST. We can suppose that in 
each matrix 4-tuple of B and of Sr, C and D are in standard diagonal form 
and (A, B) is the direct sum of deleted cycle pairs and a non-singular pair 
(Proposition 5.9). No non-singular pairs actually occur because M(G) has 
no artinian direct summands. Thus E” and ST are in deleted cycle form, so 
gph 8 and gph jr are defined. Obviously gph(8 @ ;T) equals the disjoint 
union of gph 8 and gphST. We conclude: If g is decomposable, then some 
diagram zg (and in deleted cycle form) has a graph that is not connected. 
It now suffices to prove: 
(7) If @ is in deleted cycle form and (5) holds, then gph .Q is an 
invariant of the isomorphism class of ~8. 
In particular, connectedness of gph @ prevents g from being decomposable. 
For each k, the weighted deleted cycle summands of (A, B)k are invariants 
of the isomorphism class of g (Proposition 7.1). Thus, even in the absence 
of condition (5), each gph gk is determined by the isomorphism class of G, 
except that we do not know which matrizing choice of infinite length to 
attach to each hollow point. By (5) there is only one possible label for each 
hollow point. Thus the ambiguity disappears, and (7) is established. 
Now we prove statement (i) of the Theorem. Suppose M(g) is indecom- 
posable. 
We claim: 
(8) Y = gph 23 is a simple R-graph. 
481/93/l-7 
96 LAWRENCE S. LEVY 
Connectedness is explicitly stated in (4); rules 11.2(5)-(7) follow 
immediately from the definition of deleted cycle form; rule 11.2(S) holds 
since M(g) is not artinian; and rule 11.2(9) was proved in (5) above. 
Moreover, M(g) is isomorphic to M(Y; g), where X is any element of the 
units class Z!(g) wrt {S,}, by Diagram Structure Theorem 7.8. 
Conversely, if X and g are given, as in (i), we easily find an R-diagram 
g, in deleted cycle form, such that M(g) = M(z?; Y) by reversing the steps 
used at the beginning of this proof, to define gph g from g. M(g) has no 
artinian direct summands, by Lemma 7.3, and is indecomposable because (4) 
and (5) hold. 
For the proof of (ii), note that invariance of 5 = gph g was established in 
(7). The remainder of (ii) is a special case of Diagram Structure 
Theorem 7.8 I 
11.5. Appendix (Simple R-graphs versus deleted cycleform). Let M(g) 
be an indecomposable, non-artinian R-module, where g is in deleted cycle 
form wrt {S,}, and let Y = gph g be its associated simple R-graph. Then 
the matrices A, and B, are as follows. 
If ZEk has the form 11.2(1 l)k or (13), then (A, B)k is a single deleted cycle 
pair beginning with an infinite row of A and ending with an infinite row of B. 
If ,Vk has the form 11.2(12), or (14), then (A, B)k is the direct sum of two 
deleted cycle pairs, one beginning with an infinite row of A and ending with 
a finite row of B, the other beginning with a finite row of A and ending with 
an infinite row of B. 
If Yk is one of the segments in 11.2( 12), then i(k) #j(k) and (A, B)k is a 
single deleted cycle pair either beginning with an infinite row of A and 
ending with a finite row of B, or vice versa. 
11.6. Remarks (Ideal class of M). We can now give a definition of the 
ideal class of an arbitrary R-module that is independent of the machinery 
leading up to Section 10. 
First let M be indecomposable. If M is artinian, then its ideal class cl A4 is 
defined to be the isomorphism class of RR. Suppose next that M is not 
artinian. Then M= M(Z; Y) where Z is a simple R-graph built from 
matrizing choices {S, } . 
For each c, {S, } contains at most one ideal of R,. If {S, } contains an 
ideal of R, call that ideal H,. If {S,} does not contain an ideal of R,, let 
H, = R,. Then let H = pbk(X; @,H,); that is, let H be set of all elements 
(h,, h2,...) in @,H, such that 
(1) 2kfi(hick,> = gk(hj(k)) whenever & # 0. 
We define cl M(Z; g) to be the isomorphism class of H. H is a fractional R- 
ideal by Lemma 9.5. 
MODULES OVER DEDEKIND-LIKE RINGS 97 
Finally, an arbitrary R-module M has a decomposition M = @,M, with 
each 44, indecomposable. By Main Theorem 10.2(ii) cl M equals the product 
of the ideal classes of the terms M,. 
To prove that this definition of cl M agrees with that given in 10.1 it 
suffices to treat the case that M is indecomposable and non-artinian, hence 
it4 = M(X; 5Y) for some ff and some simple R-graph .V’. By Appendix 11.5 we 
easily construct the R-diagram g, in deleted cycle form, such that 
M E M(g). Checking that the two definitions of cl M coincide is now 
straightforward. 
11.7. Remarks (Localization of indecomposables). Here, and in 11.9, we 
give an explicit description of the localization Mp and P-adic completion 
M,(P) of an arbitrary indecomposable, non-artinian R-moduleM at a 
maximal ideal of R. 
The maximal ideals P such that R, is not integrally closed in its total 
quotient ring are those of the form P = ker(R + R,J where R + Rk denotes 
the map that sends an element r to coordinate k of f(r) =g(r) 
(Corollary 6.5). Thus there is one of these maximal ideals for each edge of 
gph R. 
For any maximal ideal P, R, is again a Dedekind-like ring, and gph R, is 
one of the three graphs shown in (1). 
(1) (Roi(& (R j (k))P 
0 
(k) 
The first graph in (1) arises if the k-pullback edge of gph R has two 
distinct endpoints. In this first graph, the hollow points are labeled by 
discrete valuation rings: the (kerf,) and (ker g,)-localizations of Ritkj and 
R.i(kb 7respectively. 
The second graph in (1) arises if the k-pullback edge of gph R is a loop. 
The hollow point is labeled by the PID (RiCkj)p with exactly two maximal 
ideals. A more explicit description of this PID is: the localization of Rick) at 
the complement of the union of its maximal ideals ker fk and ker g,. 
The third graph arises if P is any other maximal ideal. (R& is a discrete 
valuation ring equal to R,. Here c is the unique index such that the 
projection of P in R, is a maximal ideal of R,, and localizing R, at this 
maximal ideal gives R,. 
The above facts are all proved in Section 6. 
Now let M = M(F, Y) with ZY a simple R-graph built from matrizing 
choices {S, }. To describe Mp we make two definitions. 
Lot .Yk. This denotes subgraph Yk of G, with the following change of 
labeling: Replace any standard ideal of any R, by (R&. It is easy to check, 
using (1 ), that lot gk is a simple R,-graph if Yk is a single strand or a loop. 
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If & is two strands, as in 11.2(12),, then lot Fk is the disjoint union of two 
simple R,-graphs. And if F,, is empty, so is lot Yk. 
M(loc ZQ. Since lot Yk is either empty or a disjoint union of simple R,- 
graphs, we can define, as 11.3(9) applies: M(loc ‘F;;) equals pbk(ZQ modulo 
C%)’ 
We can now state our result for indecomposable, non-artinian 
M = M(,Y; F). 
(2) 
if P = ker(R -+ R,J then Mp r M(loc Yk). 
If P is any other maximal ideal, then Mp E R, or 0. 
Note that Mp = 0 if Fk is empty. Also, the element x disappears because F% 
becomes trivial when R becomes local. See 7.6 (4). 
Proof Let g be the R-diagram in deleted cycle form such that M(g) = 
M(f; 55’). It is shown in 6.6 that M(G), = M(@). When we interpret his in 
terms of matrices (see 6.7), and translate the result to the terminology of R- 
graphs, we get (2). 
Since lot Fk is either empty, or a simple R,-graph, or the disjoint union of 
two simple R,-graphs, we have proved: 
11.8. COROLLARY. Let A4 be an indecompsable, non-artinian R-module 
and P a maximal ideal of R. If Mp is non-zero, then it is either indecom- 
posable or the direct sum of two indecomposable, non-artinian R,-modules. 
11.9. Remarks (Completion of indecomposables). Let R be a local 
Dedekind-like ring with maximal ideal P. We suppose that R is not a discrete 
valuation ring. Then gph R is one of the first two graphs in 11.7 (1). To keep 
the notation simple we replace these by (la) and (lb) below. 
In (1 a) each R, is a discrete valuation ring and R = R, is a field. In (1 b) R’ is 
a PID with exactly two maximal ideals and R= R, is again a field. 
If R is as in (la) then its P-adic completion R(P) again has the graph (la), 
except that the two rings R, and R, are replaced by their (kerf,) and 
(ker g,)-adic completions, respectively. 
If gph R is as in (lb), then gph R(P) changes to (la). The reason for this 
is that R(P) is the direct sum of two discrete valuation rings: the (kerfi) and 
(ker g,) completions of R. The first of these completions labels the beginning 
of the edge in (la), and the second labels the end of that edge. (See 6.10 for 
details.) 
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Now let M = M(F) where F is a simple R-graph [and, as in 11.7 (2), ff is 
missing because R is local]. 
Define F(P) as follows. If R is of the form (la), make no changes in the 
points or edges of F’; but replace labels R i and/or R 2 by their completions. 
If R is of the form (lb), then 55’ is either a loop, as in 11.2(13),, or a 
strand with a hollow point in the middle, as in 11.2(14),. In each case, 
replace the hollow point by two points. This transforms the loop to the single 
strand 11.2(1 l),; and transforms the strand with a hollow point in the 
middle to the pair of strands, (12),, one beginning and one ending with a 
hollow point. 
In either situation, label each new hollow point by the (kerfi)-adic or 
(ker g,)-adic completion of R, according as it occurs at the beginning or the 
end of a strand, respectively. 
Thus we have the following situation: 
(2) If R is as in (la), every simple R-graph becomes a simple R(P)- 
graph. 
If R is as in (lb), every simple R-graph becomes the disjoint 
union of one or two R(P)-graphs. 
We now state our result, for indecomposable, non-artinian M = M(F). 
Proof. As in the case of localization, the proof is simply a matter of 
translating the language of R-diagrams to that of R-graphs; but use 6.10 and 
6.11 this time. 
By combining (2) and (3) we get (4) and (5). 
(4) If R is as in (la) then every indecomposable, non-artinian R- 
module remains indecomposable in its P-adic completion. 
(5) If R is as in (lb), then every indecomposable, non-artinian R- 
module becomes the direct sum of one or two non-artinian R- 
modules in its P-adic completion. 
11.10. THEOREM. The following statements about a maximal ideal P of a 
Dedekind-like ring R are equivalent. 
(i) The Krull-Schmidt theorem fails for R,-modules. 
(ii) P = ker(R + I?,J for some k such that i(k) =j(k). 
ProoJ If P does not have the form ker(R + Rk), then R, is a discrete 
valuation ring, by Remarks 11.7, so the Krull-Schmidt theorem holds over 
R P’ 
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Now let P = ker(R + R,). Then gph R, is one of the first two graphs in 
11.7(l): the first graph if i(k)#j(k), the second if equality holds. We 
consider these cases separately. To keep the notation simple, we now 
suppose R = R,. 
First case: gph R of the form 11.9(la). We show that Krull-Schmidt 
holds for R-modules. 
Krull-Schmidt always holds over complete local (noetherian) rings [R, 
p. 881. Moreover, when R is local, R-modules are isomorphic if and only if 
their P-adic completions are isomorphic [VI. If R is a local ring whose 
indecomposable modules remain indecomposable when completed, it follows 
that Krull-Schmidt holds over R. 
If R is a local Dedekind-like ring whose graph is 11.9( la), then every 
indecomposable non-artinian module remains indecomposable when 
completed, by 11.9(4). Since artinian R-modules are isomorphic to their 
completion, we now have established Krull-Schmidt for such R. 
Next case: gph R of the form 11.9(lb). Here we show that Krull-Schmidt 
does not hold. Let P, and P, be the two maximal ideals of R. Then the two 
R-modules whose simple R-graphs are shown in (1) are indecomposable and 
non-isomorphic by Theorem 11.4. 
F/P2 a 
(1) 
WP, 
a - 
(1) O-7-7 
2 
F/P* F 2 F/r, 
l = (1) O (1) l 
Call the direct sum of these two modules L. By interchanging k/P, and R/P: 
we get a new direct sum L ’ of two indecomposable modules. L E L ‘, either 
by Proposition 7.1 or by passing to the completion as in Remarks 11.9 
(where each of L and L’ becomes the direct sum of two indecomposable 
modules). Thus we have our desired example. I 
Incidentally, the tirst module in (1) is z R. The proof of this is contained 
in that of Remarks 11.12. 
11.11. EXAMPLES. Every quadratic number field contains a local 
Dedekind-like ring whose modules fail to satisfy the Krull-Schmidt theorem. 
There are also local Dedekind-like subrings of P(x), F any field, for which 
this failure occurs. 
Prooj Let R be any Dedekind domain that has two maximal ideals P, 
and P, such that R/P, and K/P, are isomorphic fields. Infinitely many such 
rings R exist in every quadratic number field. F[x] is also such an R”. Let R 
be a field isomorphic to R/P, and R/P,, and build a Dedekind-like ring R by 
choosing homomorphisms f and g: R onto R with kernels P, and P,, respec- 
tively. Then let P = ker(R -+ R). By Theorem 11.10, the Krull-Schmidt 
theorem does not hold over R,. 1 
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11.12. Remarks (on R-lattices). We define an R-lattice (R Dedekind-like) 
to be a (finitely generated) R-submodule of some Q(R)-module, where Q(R) 
is the total quotient ring of R. When R is a module-finite algebra over a 
Dedekind domain, this agrees with the customary definition. 
Let M= M(X; g) where Y is a simple R-graph built from matrizing 
choices {S, } . Then (l)-(3) hold. 
(1) 
(2) 
(3) 
A4 is an R-lattice o Every S, is an ideal or has length 1. 
M is projective e Every S, is an ideal. 
Every indecomposable R-lattice is g an ideal of R. 
Let G’ be the graph obtained G by deleting all points labeled by matrizing 
choices of length 1, and also deleting all edges that touch these points. F’ is 
not a simple R-graph, but we can still define M(F, Y’) by using the 
definition in 11.3 (9) with ZY’ in place of P. It is then easy to see that coor- 
dinate projection provides an isomorphism: 
(4) M(iq Li?) 2 M(f; F’). 
Incidentally, this shows that the module whose simple R-graph is the first 
graph in ll.lO( 1) is r R. 
Proofof(1). It is easy to see that M(Z; YE?) has an artinian R-submodule 
if any S, has finite length 2 or more, hence M is not an R-lattice. 
Conversely, suppose every S, has length 1 or co. Then every S, from which 
M(Z; .Y”) is built is an ideal. So 
(5) M(% Y) z M(f; Y’) c @ {S, ( S, is an ideal} 
so A4 is an R-lattice. 
Proo~of(2)(ti). It suffices to prove that MP is free for every maximal 
ideal P of R. If P does not have the form ker(R -+ R,) then IMP z R, oi 0, by 
11.7(2). 
Let P = ker(R + R&. Then MP g M(loc &) by 11.7(2). If & is empty, 
then MP = 0. If every S, is an ideal and Pk is not empty, then rk is one of 
the first two graphs in 11.7(l), so M,, z R,. 
For (e), suppose Y, hence some Yk contains a solid point. Then some 
indecomposable direct summand of M(loc Yk) has a graph with a solid point, 
therefore is not z the indecomposable module R,, hence MP is not free. 
Proof of (3). This is a known fact [Ba]. But it also follows immediately 
from our machinery: It suffices to produce an R-monomorphism of M into 
R, because R and R” have the same total quotient ring, so multiplication by a 
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suitable element of R injects A4 into R. In view of (1) and (5) it now suffices 
to show that no two terms of {S,} are ideals of the same R,. But this is rule 
11.2(9) in the definition of simple R-graph. I 
12. PROJECTIVE DIMENSION < 1 
In this section we give an explicit description of R-modules of projective 
dimension <l and without artinian direct summands. We use this to prove 
that (when &f has no artinian direct summands) M has projective dimension 
<l if and only if cl it4 is projective (Corollary 12.9). 
12.1. Notation. Let A4 be an R-module without artinian direct 
summands. We can take A4 = M(g), where g is in deleted cycle form 
wrt {S,} (Theorem 5.3). Recall, from 7.3: 
(1) Every deleted cycle summand of every (A, B)k begins with an 
infinite row of A or ends with an infinite row of B; and every S, 
of finite length is a k-matrizing choice for some k. 
12.2. THEOREM. M, as above, has projective dimension <l, if and only if: 
(i) Every deleted cycle summand of every (A, B)k begins with an 
infinite row of A AND ends with an infinite row of B. 
This theorem can be rephrased, in terms of the graphs of Section 11, as 
follows. 
12.2. THEOREM (Graph Version). Let M = M(f; 55’) be an indecom- 
posable, non-artinian R-module, as in 11.3. Then M has projective dimension 
<l if and only if every non-empty subgraph gk is either a single strand 
beginning and ending with a hollow point [as in 11.2(1 l)k], or a loop [as in 
11.2(13),]. 
Proposition 12.11 explains how to tell whether M is projective. We now 
begin the proof of Theorem 12.2. 
12.3. Reduction to the complete local case. Since R is noetherian, p. 
dim M is the supremum of p. dim Mp (as an R,-module), taken over all 
maximal ideals P. 
Case 1. P = ker(R + R,) for some k. Then Mp z M(gr,), the only matrix 
4-tuple of gp is (A, B, C, D)k, and the weight of each row of (A, B)k is 
unchanged by P-localization. (see 6.6-6.8). Thus we can suppose in this case 
thatR=P,. 
The P-adic completion M(P) is isomoprhic to M(g(P)); and passage to 
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the completion again leaves matrices A, B, C, D and the weights of the rows 
of (A, B) unchanged. (See 6.10 and 6.11.) Moreover, when R is local, R- 
modules M and N are isomorphic if and only if their completions M(P) and 
N(P) are isomorphic R(P)-modules [VI. In particular, M is R-free if and 
only if Mp is R,-free. So passage to the completion does not change the 
projective dimension of,M. Therefore we can suppose, in this case, that R is 
P-adically complete. 
Case 2. P is some other maximal ideal of R. Then R, is a discrete 
valuation ring (Proposition 6.2), so every R,-module has projective 
dimension Ql. Therefore we can ignore this case. 
12.4. Local hypothesis and notation. We can now suppose that R is a 
complete local Dedekind-like ring, but not a discrete valuation ring. 
The actual properties that we make use of are that R is the direct sum of 
two discrete valuation rings, R = R i @ R 2, and R = RI is a field. (See 6.10.) 
Each of the independent homomorphisms f and g of R onto R must be zero 
on one of R I and R 2. We fix the following notation. 
(1) 
f(R 1) = R andS(R,) = 0. Let P, = ker(R, + R). 
g(R,)=Randg(R,)=O.LetP,=ker(R,+R). 
Then P = P, @ P, is the maximal ideal of R, and R = the set of all (x, y) in 
R such that f(x) = g(y). 
12.5. LEMMA. Let R be as in 12.4, and let T be an R-module such that, 
for some d > 0 and e > 0, 
(i) P:‘@P:GTGR,@R,,and 
(ii) T=R(x,y)+ [Pf@PG], withx&PP:‘andy6GP;. 
Then TE R. 
Proof Since R is local, rad R = P, @ P, ; and since x & P:’ and 
y&P; we have T = R (x, y) + (rad R) T. By Nakayama’s Lemma, 
T=R(x,y)zR. 1 
12.6. LEMMA. Let R be as in 12.4. Then R L and R, have infinite 
projective dimension as R-modules. 
ProoJ The kernel of the projection map: R --++ R, is (0, P2) 2 P, 2 
(since R, is a principal ideal domain) R,. Since the local ring R is indecom- 
posable, the projection map cannot split; so R, is not R-projective. 
By reversing the roles of R , and R 2 we can map R onto R Z with kernel z 
R 1. This completes two steps of an infinite, repeating projective resolution of 
R 1, and proves the lemma. 1 
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12.1. Unions of simple R-graphs. Let R be as in 12.4: R is local and l? is 
the direct sum of two discrete valuation rings R , and R *. Thus the graph of 
R is (see 11.1): 
(mh R > 
R1 R2 
o-o 
(I) 
Since R is local, every indecomposable, non-artinian R-module has the form 
M(..V), for some simple R-graph F = g. [See 11.7(2) and 11.3(g).] 
Now let F be a disjoint union of simple R-graphs F(U). Then M(F) can 
be defined exactly as in 11.3(9), and we obviously have: 
(1) M(zq = @,M(Y(u)). 
In particular, the graph of any free R-module is the disjoint union of copies 
of gph R, above. 
Note that there is no ambiguity in referring to “the” graph of a free 
module, since the Krull-Schmidt theorem holds here, by Theorem 11.10. 
12.8. Proof of the theorem with R as in 12.4. We can suppose that A4 is 
indecomposable, since the projective dimension of a direct sum is the largest 
dimension of the summands. Thus, as noted in 12.7, Mr M(.F’) where 
Y = Yi is a simple R-graph. So F = Fi must be a single strand, beginning or 
ending (possibly both) with a hollow point, as illustrated in 11.2(1 l)k and 
(12), (with k = 1). 
Since hollow points of F’ represent infinite rows of A and B (see 
Appendix 11.5), what we want to show is: 
(1) M(F) has projective dimension <l o 
1 
G begins and ends 
with hollow points. 
Since .F always has a hollow point at one of its ends we suppose, for 
definiteness, that F begins with a hollow point, as shown below. The 
parentheses around the solid point at the right indicate that we do not know 
whether it should replace the point labeled R,. Note that we omit the label 
(1) from all edges from now on. 
(3 - 
R et1 1 
1 R2’P2 
d(2) 
R1’P1 
e(2) 
R2’P2 
e(u) 
R2 (or R2/P2 ) 
--.+.--~*r__ --* *- 
(or 0) 
As mentioned in 12.7, the graph of the free module 0” R is F below. 
R 
R2 
(F) 020 
R1 R2 
R 
1 R2 
o-o . . . o-o 
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We map 0” R onto M(Y) in two steps. First map 0” R = pbk(X) onto 
pbk(Z’), where X is the graph: 
R e(l) 
11 R21P 2 
d(2) 
R1'P1 
e(2) 
R2/p2 
d(u) 
R1’P1 R2 (or R2/P; (u) ) 
o-0 *-• *.- c--t-O (020) 
The kernel of the coordinate-by-coordinate map: pbk(;T) - pbk(Z) is 
where the term in brackets = 0 if a hollow point appears at the right-hand 
end of Y’, and equals P;@) if a solid point appears there. 
The module A4 % M(Y) = pbk(Y))/@‘) = pbk(Z)/K(Y) is formed by 
imposing one amalgamation relation on pbk(X) for each amalgamation 
edge in Y. Thus ker(@ ’ R -A+ M(Y)) is generated by the kernel (2) of 
OUR - pbk(AY) together with one more generator for the pair of terms 
P;(l) @ p;i(*), one more for Ps(*) @ P;lC3), and so on. Rewriting this with the 
R,-coordinate to the left of the R,-coordinate, we see that the kernel of 
OUR -M(P) equals 
(3) [R(x,, yl) + (P;“” 0 P;“‘)] 0 **. 
@ [R(x,-,,y,-,)+ (P~(“)OP$u-l))] 0 [Oorp@$U’]. 
By Lemma 12.5, each bracketed term in (3) except the last one is z R. 
If the last bracketed term in (3) is zero, then (3) is a free R-module, so 
M z M(Y) has projective dimension <l. This completes the proof when the 
last point of P is hollow. 
Suppose, therefore, that the last term in (3) is P;(‘). Since R, is a principal 
ideal domain, P;(*) z R, as R-modules. Thus, by Lemma 12.6, the R-module 
(3) has a direct summand of infinite projective dimension, and this completes 
the proof of the theorem. 1 
12.9. COROLLARY. Let M be an R-module without artinian direct 
summands. Then 
(i) p. dim M < 1 o cl M is projective (hence projective of rank 1). 
ProoJ By 10.1(2) we can suppose that M= M(g) with @ in deleted 
cycle form wrt class-revealing matrizing choices {S,}. Let 
H= pbk(X; @,H,) be as in 10.1(3), so that H is a fractional R-ideal in cl M. 
In particular, f is an element of R that belongs to the units class P’(g) wrt 
{S, 1. 
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By the definitions of g’(g) and cl M, we can restate condition (i) of 
Theorem 12.2: every coordinate of 2 is non-zero. 
On the other hand, a finitely generated module over any commutative ring 
is projective (resp. projective of rank 1) if and only if all of its localizations 
at maximal ideals are free (resp. free of rank 1). (See [Bo, Chap. 2, 
Sect. 5.31.) Our proof is completed by Lemma 9.6, which describes the 
localizations HP. I 
When R is an indecomposable ring, we can sharpen the previous corollary. 
12.10. PROPOSITION. Let ~3 be in deleted cycle form wrt {S, ]. Suppose R 
is indecomposable and M = M(g) has projective dimension <l and is non- 
artinian. Then {S, } contains an ideal of every R, . Hence every non-artinian 
module of p. dim <l is faithful. 
Proof. Since M is not artinian, {S,} contains an ideal of some R,. 
Since R is indecomposable, gph R is connected [11.1(5)]. Thus it suffices 
to show: 
(1) Suppose R, and R, are connected by an edge in gph R. If {S, } 
contains an ideal of R, then it also contains an ideal of R,. 
The edge connecting R, to R, is a k-pullback edge for some k. For 
definiteness, suppose it begins at R, and ends at R,, that is, d = i(k) and 
e = j(k). 
Since d = i(k) the given ideal of R, labels some row of A in some deleted 
cycle summand of (A, B)k. (See 4.4.) By Theorem 12.2 this deleted cycle 
summand ends with an infinite row of B. The S, that labels this row of B is 
an ideal of Ritk) = R,. 1 
12.11. Let 2? be in deleted cycle form wrt {S,}. Then M = M(g) is a 
projective R-module if and only tf every S, is an ideal. 
Proof First we show: 
(1) 
Every [A, B, c]~ = [o, 0, c] where 0 denotes 
M g @“R G- the empty n x 0 matrix, 
and each row of c equals (co, 00). 
Let X be the R-diagram built from matrizing choices {R,, R2,...}, one term 
for each coordinate ring R, of R, let every C, and D, be the 1 x 1 identity 
matrix, and every [A, B, c]~ = [la, 0,(03, co)] where 0 denotes the 1 x 0 
empty matrix. Then M(X) z R. So M(@” F) z 0” R, and each [A, B, c]~ 
of 0°F has the form shown in (1). Since M(g) g M(@“F), we have 
g z @“ST (Theorem 2.4), hence the weighted deleted cycle summands of 
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each (A, B)k of g are the same as these of 0” ST (Proposition 7.1). This 
proves (1). 
Now suppose M is projective, say M@ N is free. We can assume that 
N = M(8) where B is in deleted cycle form wrt suitable matrizing choices. 
Then a 0 8’ is in deleted cycle form wrt the union of all the matrizing 
choices, and M(?Z @ a) is free. It follows from (1) that every row of every 
[A, B, c]~ of g 0 B has weight (co, 00). So every S, is an ideal, as claimed. 
Conversely, suppose that every S, is an ideal. It suffices to show that, for 
every maximal ideal P, Mp is a free R,-module. Because of the way diagrams 
and matrices localize, we can suppose R = R,. (See 6.6-6.8.) 
Suppose R is not a discrete valuation ring, so that 8 has a matrix 4-tuple. 
Since every S, is an ideal, the weight of every row of [A, B, c] is (co, co). 
Since all infinite rows of A and B consist of zeros, and since the rank of each 
of A and B equals its number of columns (Proposition 4.5), each of A and B 
must be an empty II x 0 matrix. Thus, by (l), the [A, B, c] of M is the same 
as the [A, B, c] produced by a free R-module. Since R is local, we conclude 
that the diagram g is isomorphic to the diagram that produces a free module 
(Proposition 7.1), and hence M is free. 
If R is a valuation ring, then each S, = R, and M(a) = @,S, = free. 1 
13. APPLICATION:CANCELLATION AND POWER-CANCELLATION 
In this section we discuss direct-sum cancellation: 
(13.1) M@CrN@C&MsN 
for (finitely generated) R-modules M, N, C. We also discuss the more general 
power-cancellation: 
(13.2) M@C~N@C&(3e)@eMs@eN. 
If a single exponent e works, in (13.2), for all M, N, C we call the smallest 
such e the power-cancellation exponent of R. The special case e = 1 then 
becomes odinary cancellation. In 13.7 we determine the power-cancellation 
exponent of an arbitrary Dedekind-like ring R. 
13.3. DEFINITION (of R’ of M). Given an R-module M, let H be any frac- 
tional R-ideal in cl M. We call the endomorphism ring of H, “R’ ofkf.” We 
consider R ’ to be a subring of Q(R) as explained in 9.1. In fact, R’ of M is a 
ring between R and R. (See 13.4.) 
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13.4. LEMMA. Let M, N, C be R-modules such that M 0 C g N @ C. 
Then 
(i) Mp E Np for all maximal ideals P; and 
(ii) R ’ of M and R’ of N are the same subring of I?. 
ProoJ (i) is true since cancellation of tinitely generated modules holds 
over any commutative noetherian local ring [El, and (ii) was proved in 
Proposition 10.10. I 
13.5. THEOREM. Cancellation (13.1) holds whenever C has projective 
dimension < 1. 
Proof: First note that we can suppose that C has no artinian direct 
summands, because these can be cancelled regardless of their projective 
dimension. (See 10.5.) 
Let L be any fractional R-ideal in cl C. Since C has projective dimension 
<l and no artinian direct summands, L is projective (Corollary 12.9). So, 
for some X, L @X is free, say g&R. Then, by Main Theorem 10.2, 
cl(C 0 X) = (cl C)(cl X) = (cl L)(cl X) 
= cl(L OX) = cl@ R) = cl R. 
Thus, after replacing C by C @ X in (13. l), we get cl C = cl R. 
Now (13.1) yields (cl M)(cl R) = (cl N)(cl R), that is, cl M = cl N. This, 
together with Lemma 13.4(i) and Main Theorem 10.2, yields MZ N. 1 
13.6. PROPOSITION. The following are equivalent for R-modules M and 
N. 
(i) M 0 C z N 0 C for some R-module C. 
(ii) M@arN@R. 
Proof: Only (i) 3 (ii) requires proof. By Main Theorem 10.2 and 
Lemma 13.4(i) it suffices to show cl(M @ R) = cl(N @ R’). This is equivalent 
to 
(1) (cl M)(cl &) = (cl N)(cl R”). 
By (i) we have (cl M)(cl C) = (cl N)(cl C). Multiplying by cl R gives 
(2) (cl M)(cl C)(cl R) = (cl M)(cl C)(cl R). 
Thus it remains to explain why cl C can be cancelled from (2), yielding (1). 
Think of the products in (1) and (2) as elements of Pic(R to R), the 
disjoint union of the Picard groups of all rings R’ between R and R’, as 
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explained in 9.2 and 9.3. Recall that, to multiply an element h o,f Pit R’ by 
an element k of Pit R”, we let R”’ be the smallest subring of R containing 
both R’ and R”, then multiply the natural images of h and k in the 
group Pit R “. 
Thus, both products (1) and (2) are elements of the group Pit R, so we 
can cancel cl C from (2) to obtain (1). 1 
13.7. THEOREM. Let D(R) be the kernel of the natural map: 
Pit R + Pit R induced by H -+ I? 0, H. 
(i) If D(R) has finite exponent e, then e is the power-cancellation 
exponent of R. 
(ii) If D(R) is a torsion group without finite exponent, then power- 
cancellation (13.2) holds for all R-modules, but no single exponent works for 
all M, N, C. 
(iii) If D(R) has an element of infinite order, then power-cancellation 
fails for R-modules. 
Proof: Suppose M@ C z N 0 C. Then, by Proposition 13.6, M @ R = 
N@ 8, so, by Main Theorem 10.2, 
(1) (cl M)(cl R) = (cl N)(cl R) 
and, by Lemma 13.4, R’ of M equals R’ of N. Call this ring R ‘. Then cl M 
and cl N are elements of Pit R’ (Theorem 9.3). Again, by Lemma 13.4, 
Mp r Np for every maximal ideal P. Thus, in order to conclude 
@‘Mz @‘N it suffices, by Main Theorem 10.2, to show: 
(2) (cl M)e = (cl N)e (in Pit R ‘). 
The difficulty is that, since R 2 R’, both sides of (1) are elements of the 
group Pit R instead of Pit R’. [See the discussion of Pic(R to R) that 
follows 13.6(2).] 
What we can conclude from (1) is that cl M and cl N have the same image 
in Pit R’, hence 
(3) (cl M)(cl N)- ’ E D(R’). 
In 9.9* we proved that the natural map: Pit R -+ Pit R’ is a surjection. So, 
for some h E Pit R, h--f (cl M)(cl N)-’ in Pit R’. By (3) we see that 
h E D(R). 
If he= 1, we get (2). This verities that if D(R) is a torsion group, as in 
(ii), then power cancellation holds for R-modules. In addition, if D(R) has 
finite exponent e, as in (i), we get (2) for all M and N. 
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Conversely, let M be any module in D(R). Then, since projective modules 
are flat, R’A4r R@, ME R. By Main Theorem 10.2 we see that 
M@ R&z R @R, the local isomorphisms ikip % R, being given by the 
definition of “Projective of rank 1.” 
In order to show that GeM & 0’ R, it suffices to show that 
(4) (cl M)’ # (cl R) (in Pit R). 
In situation (i) this shows that no integer smaller than the exponent of 
D(R) can be the power-cancellation exponent of R; and in situation (ii) it 
shows that no single integer e works in (13.2) for all R4, N, C. Moreover, if 
D(R) contains an element M of infinite order, as in (iii), (4) provides the 
proof that power-cancellation does not hold for all R-modules. I 
13.8. Remarks (on power-cancellation). K.R. Goodearl proved, in 
[Gdrl], that power-cancellation holds for all (finitely generated) S-modules 
whenever S is a Z-algebra (Z the integers) such that (S, +) is torsion-free of 
finite rank. This includes all three of our main examples of Dedekind-like 
rings: ZG,, Dedekind-like subrings of Z 0 ... @ Z, and Dedekind-like rings 
of algebraic numbers. 
Two question, unanswered in [Gdrl], motivated the present investigation 
of power-cancellation. (i) When does a single power-cancellation exponent 
work for all modules over a fixed S? and (ii) Does power-cancellation still 
hold when Z is replaced by an arbitrary PID? 
All three of our main examples of Dedekind-like rings have finite Picard 
groups, by the Jordan-Zassenhaus theorem. So Theorem 13.7(i) shows that a 
single power-cancellation exponent exists: the exponent of the subgroup 
D(R) of Pit R. 
We show, on the other hand, that situations (ii) and (iii) of Theorem 13.7 
can actually occur for Dedekind-like rings that are module-finite algebras 
over PIDs. Let F be any field and let R = P[x] 0 F[x], x an indeterminate. 
Let 
(1) R = {(h(x), k(x)) E RI/z(l) = k(1) and h(O) = k(O)}. 
Then R is Dedekind-like, and R = F @ F. We claim: 
(2) D(R) z F* (the group of units of F). 
By 9.11(2), D(R) E R*/%-congruence. Here R* = (F @ F) *, and it follows 
easily from the definition of %zongruence (see 7.6) that (u, , ut) and (vi, a*) 
are F-congruent elements of R * if and only if u,/v, = uz/vz. This proves 
(2). 
Thus, taking F to be the algebraic closure of a finite field gives situation 
(ii) of the theorem. And taking F to be the rational numbers gives situation 
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(iii). (Note: A self-contained proof of this last situation is given in- 
[Ll, Example 5.51.) 
13.9. COROLLARY. Cancellation (13.1) holds for all R-modules tf and 
only tf the natural map: Pit R + Pit RW is one-to-one. 
Proof: Theorem 13.7 states that R has power-cancellation exponent 1 if 
and only if D(R) has exponent 1. m 
13.10. Remarks (on cancellation). For an explicit example of a 
Dedekind-like subring R of Z@ Z such that R-modules do not satisfy 
cancellation, see [Ll, Sect. 41. The proof given is self-contained, but the ideas 
are taken from the present paper. 
The previous paragraph answers, negatively, the question raised in [EE, 
p. 3021 of whether cancellation holds over commutative, noetherian rings of 
Krull dimension 1. Actually, cancellation very rarely holds over Dedekind- 
like rings. In fact, when R = ZG, (n square-free), R. Wiegand has shown in 
[Wi, Sect. 51 that cancellation fails except if n = 6, 10, 14, or n is prime. In 
these cases he observes that Pit R + Pit R’ is one-to-one. Hence: 
13.11. COROLLARY. Cancellation holds for ZG,-modules (n square-free) 
tf and only tf n = 6, 10, 14, or n is prime. 
14. APPLICATION: Pit CONTROLS GLOBALIZATION 
We define the genus of an R-module M to be the class of all R-modules N 
such that Mp z Np for all maximal ideals P of R. In case R is a module- 
finite algebra over a Dedekind domain D, this definition of genus coincides 
with the customary representation-theoretic one: M, 1 N, for every maximal 
ideal Q of D. To see this, we can suppose that D = Do, in which case 
R = R, becomes a semi-local ring. The desired equivalence then follows 
from the fact that, over a semilocal ring, isomorphism is the same as local 
isomorphism isomorphism [VI. 
Recall that, for an R-module ii4, we defined R ’ of A4 to be the 
endomorphism ring of any fractional R-ideal in cl M. See 13.1. If M and N 
are in the same genus, R ’ of M equals R ’ of N. See 9.10. 
14.1. THEOREM. Let M be a non-artinian R-module, and R ’ equal R ’ of 
M. 
(i) The funciton N + cl N determines a one-to-one correspondence 
between the isomorphism classes in the genus of M and a subgroup G of 
Pit R ‘. 
481/93/1-E 
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(ii) If M is faithful, then G = Pit R ‘. 
(iii) If M is faithful and has projective dimension <l, then G = Pit R. 
Prooj Let p be the function N + cl N, with N restricted to the genus of 
M. By Main Theorem 10.2, /3 is one-to-one on isomorphism classes. 
Moreover, im /3 E Pit R ’ by Theorem 9.3 and the fact that R ’ of M equals R ’ 
of N. Thus the new information contained in the present heorem is a more 
precise description of im /I than is given in Theorem 10.2. To do this, we first 
give a more detailed description of the genus of M. 
By 9.9* we have R’ = pbk(d; 8) for some idempotent element I? of R 
As usual we suppose first that M has no artinian direct summands. As in 
10.1, we can take M = M(g), with g in deleted cycle form wrt class- 
revealing matrizing choices {S, }; and let H = pbk(Z; @,H,) be a fractional 
R-ideal in cl M, with H, the exceptional R,-ideal in {S,}. Note the following 
locally determined restrictions on _? and each H,. 
(1) x,=0-3&=0 (see 9.6 and 10.9) 
and 
(2) H, = R, whenever {S,} contains no ideal of R, (see 10.1). 
The desired description of the genus of M is: we can arbitrarily change X and 
the standard ideals H,, subject to restrictions (1) and (2), without changing 
the genus of M. This follows easily from the definition of cl M, in 10.1, the 
way in which diagramms localize (6.6), and the fact that p(g) becomes 
trivial locally. 
To prove (ii), note that by the faithfulness hypothesis, the situation in (2) 
does not arise. Varying ff as permitted in (I), and arbitrarily varying each 
H,, allows H to vary through all isomorphism classes in Pit R ‘, by 9.9*. 
If, further, p. dim M < 1, then cl M is R-projective, by 12.9. So R’ = R, 
proving (iii). 
Finally, consider the more general situation in (i). We have to show that 
the collection of isomorphism classes of fractional R-ideals H subject to 
restrictions (1) and (2) is closed under products, and under inverses with 
respect o R ‘. 
For products, let K = pbk(jJ; 0, K,) satisfy the analog of (1) and (2) with 
respect o ~7 and {S, }. By 9.8 we have 
(3) HK = pbk(fy; @,H,K,). 
However, H,K, is probably not the standard R,-ideal in its class. Let L, be 
the standard R,-ideal in the class of H,K,, and let d be a conversion factor: 
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{H,K,} + {L,}. The properties of 2 that we need are that d is a unit of R 
and 
(4) Z-K E pbk(&: @,L,) (see 9.5). 
Since d is a unit of R, it is immediate that the right-hand side of (4) satisfies 
restrictions (1) and (2). This establishes closure under multiplication. 
Closure under inverses is established similarly. 
Reduction to the case of no artinian direct summands is similar to the 
reduction given in 10.6 after item (4), so will be omitted. m 
14.2. THEOREM. The number of isomorphism classes in each genus of R- 
modules divides the order of Pit R, tf Pit R is finite. Equality holds for 
genera of faithful modules of projective dimension f 1. 
Proof Let R ’ equal R ’ of M, M the given R-module, and suppose first 
that M is not artinian. By 9.9* the natural map: Pit R --t Pit R ’ is a 
surjection, so the proof is completed by 14.1(i). If M is faithful of projective 
dimension &l, item 14.l(iii) applies. If M is artinian, then its genus contains 
only one isomorphism class. I 
Next we investigate the question: 
(14.3) Mp E Np (V maximal ideals P) &- (3 e) 0’ M z 0’ N. 
Jacobinski [Jc] showed that if R is an order in a semisimple algebra over a 
global field, then a single e works for all R-lattices M and N. This applies to 
all three of our main examples of Dedekind-like rings: ZG,, Dedekind-like 
subrings of Z @ ... @ Z, and Dedekind-like rings of algebraic integers. We 
determine the smallest exponent e that works in 14.3, when R is Dedekind- 
like. 
14.4. THEOREM. Consider question 14.3 for R-modules M and N. 
(i) If Pit R has finite exponent e, then e is the smallest positive 
integer such that implication 14.3 holds for all M and N. 
(ii) If Pit R is a torsion group with infinite exponent, then 
implication 14.3 holds, but no single e works for all M and N. 
(iii) If Pit R contains an element of infinite order, then 
implication 14.3 fails. 
Proof Since M and N are in the same genus, Main Theorem 10.2 shows 
that BeM z @ ‘N if and only if (cl M)e = (cl N)e. We can suppose that M 
is not artinian, since then e = 1 works. 
Let R ’ = R ’ of M, which equals R ’ of N, and recall that the natural 
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map: Pit R -+ Pit R’ is a surjection, by 9.9*. Moreover cl M and cl N E 
Pit R’, by 9.3. 
If Pit R has finite exponent e, as in (i), then its homomorphic image 
Pit R ’ has exponent dividing e, so (cl M)e = 1 = (cl N)e. A similar proof 
applies if Pit R is a torsion group with infinite exponent. 
The fact that no smaller e works, in (i), and the negative statements in (ii) 
and (iii), can be obtained by taking a suitable M in Pit R, and N equal to 
R. I 
15. ARTINIAN MODULES 
We reduce the description of artinian R-modules to results in [L3]. 
15.1. PROPOSITION. Let A4 be an indecomposable, artinian R-module. 
Then, for some maximal ideal P of R, the canonical maps 
(i) A4 -+ Mp (P-localization) and 
(ii) Mp + M,(P) (P-adic completion of M,,) 
are isomovhisms, 
ProojI If M is a module of finite length over any commutative ring, then 
M= @J4, (summation over all maximal ideals P) 
[Bo, Chap. 4, Sect. 2.5, Proposition 81. Indecomposability of M provides the 
isomorphism in (i). The isomorphism in (ii) is well known, for modules of 
finite length. 1 
15.2. Remarks. If R is a complete local Dedekind-like ring, it must be of 
one of two types. 
(i) R is the direct sum of two discrete valuation rings. (See 
Remarks 6.10) In this situation, the indecomposable, artinian R-modules are 
described in detail in [L3, 1.91. 
(ii) R itself is a discrete valuation ring. Here all artinian R-modules 
are well known. 
We comment briefly on reduction to situation (i) above. If R, is not a 
discrete valuation ring, then P = ker(R --) KJ for some k. Then ME M(g), 
and (A, B, C, D)k of g is the unique matrix 4-tuple of both Qp and gp(P). 
(See Section 6 for details.) It is proved in [L3] that, in this case, (A, B) can 
be reduced either to a deleted cycle pair or to a type of non-singular pair 
called a block cycle pair. 
Glossary. We comment on some minor differences in notation between 
the present paper and [L3]. As mentioned in (i) above, results from [L3] are 
only needed in the situation that R” is the direct sum of two discrete valuation 
rings. 
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The phrase “P-mixed R-diagram” used in [L3] can be shortened to "R- 
diagram” for our purposes, because every R-diagram is P-mixed when R’ is 
the direct sum of two discrete valuation rings. 
The phrase “matrizing choices S,,, rCL(” used in [L3] can be shortened to 
“matrizing choices S,, .” The notation T,~ refers, whenever we need it, to the 
maps called i in 4.2( 1) of the present paper. In [L3] matrizing choices S,, 
are indexed by double subscripts. The first subscript c indicates that S,, is 
an R,-module (c = 1, 2). 
Finally, all references to “units class” (which is handled somewhat 
differently in [L3] than here) can be ignored, because units class becomes 
trivial when R” is the direct sum of two discrete valuation rings. 
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