Ambigenous stochastic processes  by Ramakrishnan, Alladi et al.
JOL’RN.AL DF MATHEMATICAL ANALYSIS AND APPLJCATIOXS lo 1h.i - If?-” (I%()) 
Am bigenous Stochastic Processes* 
ALLADI RAMAKRISHNAN, R. ‘\‘ASUDEVAN,t AND I). RAJAGOPXL 
I)rfmvtment of Phystrs, L‘niwrsity (I/ ~~latlrcts, .Madvu.~ 
Submitfed bv Richard Rellmau 
I. DESCRIPTION OF AMBIGENOUS STOCHASTIC PROCESSES 
The most important characteristic of Markovian stochastic processes 
is the “development” or “unfolding” of the process with a one-dimensional 
parameter t. The “initial” conditions are defined at t = t, and we ask 
for the state at t = t,(> to). Questions on inverse probability are answered 
by “tracing back” the process to any t < t,. The forward differential 
equation is obtained by expressing the state at t $~ d in terms of the state 
at t; the corresponding backward differential equation is obtained by 
considering the events in the first small interval of time (t,,, to + A). 
We shall now discuss a new type of stochastic process involving “back- 
scattering” with respect to t, a feature which disturbs the otherwise 
Markovian character of the process and consider some of its applications. 
We call such processes “ambigenous.” Particular reference will be made 
to the interpretation of Feynman paths* resulting in such processes. 
It will be convenient to consider paths of single particles (involving 
back-scattering) and cases involving production of particles {e.g. by 
fission) separately. 
II. SINGLE PARTICLE PROCESSES 
Let us consider a process in which the state of a particle is characterized 
by its velocity which can take positive or negative values as the one- 
dimensional parameter x, the distance travelled by the particle, is varied. 
* Read at the GAMM Conference at Hanover, May 1959. 
7 Now at the School of Science and Engineering, La Jolla, California. 
r Such paths were introduced by Feynman in Quantum Electrodynamics and 
we here show that some of the interesting features of such paths are also contained 
in a treatment of stochastic processes involving back-scattering. 
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If the particle is assumed to move in the direction of + x when the velocity 
is positive, it is necessarily implied that it moves in the direction of - x 
when the velocity is negative. If we choose time as the one-dimensional 
parameter with respect to which the process can be supposed to develop, 
transition probabilities for the velocity can be defined per unit time 
and Markovian properties can be ascribed to the stochastic process 
unfolding with t. But if x is chosen as the parameter of the process, the 
concept of development with x breaks down since the velocity can take 
positive and negative values. 
However we can define probabilities R,(v’\v)~zJ’L! that a particle in 
a state characterized by velocity YJ (positive) at x makes a transition to 
a state characterized by a velocity lying between v’ and v’ + dv’ (v’ 
positive or negative) when it moves to x + d (A positive) and R,(v’\v)dv’d 
that a particle in a state characterized by a velocity v (negative) at x 
makes a transition to a state characterized by a velocity lying between 
v’ and v’ + dv’ (v’ positive or negative) when it moves to x - d (A 
positive). In such a case, how are we to deal with the development of 
the process with x? To simplify our treatment without giving up the 
peculiar features of this problem we shall make the assumption that 
wJ&) = Rz(v,‘lv,) (1) 
if 
'u2 ‘=- 01' and ve = -vi 
i.e. the transition probabilities are symmetric with respect to change of 
direction of both the velocities vr’ and vr. 
In this case, the essential difficulty is due to propagation in thedirection 
of + x when v is positive and in the direction of - x when v is negative. 
We should distinguish “propagation” in the direction of - x from tracing 
the process backwards when we replace A by - A in the definition of 
R(v’lv)&+d (see reference 1). Here we have taken the positive 
quantity R(v’Iv)dv’A for transition as we proceed backwards and so we 
call it “backward propagation” as contrasted with “tracing backwards.” 
By “back-scattering” we mean that the particle switches from positive 
to negative values of the velocity or vice versa. Before dealing with the 
case when the stochastic process is derived only with respect to x and 
not t, we shall first consider the case when we include t and transition 
probabilities are defined with respect to t. 
There are two distinct ways of studying the process. 
METHOD (1): By the use of 3t functions, 
METHOD (2): By the use of f functions, to be defined presently. 
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A~ETHOD (1): We shall assume that the particle initially starts wit]) 
a velocity v,, at t = 0 from a point x = 0 which we shall choose as the 
origin. Then we can define the function nR(o, x, tlz!,) as the probability 
that the particle is at x at time t travelling with a velocity 21 (positive), 
the initial velocity u0 being positive. A similar definition holds good 
fornL(v, x, tizl,) which is the probability that the particle is at x at time t 
with a velocity P (negative). The choice of z0 as positive is a matter of 
convenience and the arguments can be easily extended to the general 
case of U” being either positive or negative 
Then, by arguments familiar in stochastic theory [2) we can write 
the following differential equations for 7tR and zL (where the p’s ar(l 
transition probabilities per unit time, i.e., R(zl’!z~) = (l/u) p(v’jv)). 
aqz’l xJ tizI_OI _ 
at 
-- -nR(v, x, tjvo) p,(v’/v)dv’ -t nL(n', x, tj~~~)~~(~~d)d~' -- 
5 i ,:' ?.: 
an-yv, x, +J,) 7' --.---~ -'- 
ax (2) 
with the initial conditions 
nyv, x, t) = d(x), nL(v, x, t) = 0, t = 0, 
6 being the Dirac delta function. We shall confine ourselves to one 
interesting particular form for the transition probability function. The 
particle can assume only two velocities + vg and - 11~. The probability 
that it switches from + o0 at t to - v0 at time t + d or from - zl,, at 
the time t to + uzIo at time I + d is assumed to be an. That is, we shall 
consider the case of single value of the modulus of the velocity for the 
particle, any collision resulting in reversal of velocity, with a probability 
a. We have 
anti a9 ---SW-- __- 
at O ax 
anR + aszL 
ad a38 
r= +'O ax 
__ + anR - ad. 
(4) 
(fi) 
with the initial conditions 
nR = d(x), nL = 0, t = 0, 
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Setting a = 1 and v,, = 1 without loss of generality we have 
anR ad2 ---E---- 
at ax 7rR + nL 
anL ati -z +-+&LnL 
at 
An alternative physical interpretation of zR and & leads us to the 
expressions for nR and nL without recourse to a formal solution of the 
differential equations. 
Let points occur in a Poisson manner along a one-dimensional line- 
segment of length t. n(t) is the stochastic variable representing the number 
of points in the interval (0, t). The probability that n(t) = n is 
exp (- at) (at)‘@! where a is the parameter of the Poisson process i.e. 
adt is the probability that an event occurs between t and t + dt. Without 
loss of generality, we can set a = 1. For any realisation of e(t) the line 
segment t is divided into s(t) + 1 segments. ThennR(x, t) is the distribu- 
tion of the random variable x = t - Q, where t is the sum of the odd 
segments and q of the even segments. To derive z~(x, t) we shall first 
find the distribution of the sum of odd segments. 
Three cases have to be considered:l 
1) No point of division falls in t, 
2) An odd number of points fall in t and 
3) An even number of points fall in t. 
It is easily seen that 
zqt)az = exp (- t) . s(t - z)at + (8) 
+ exp (- q , dz jy 
I 
zn-v -- w-l z”(t - z)” - 1 
n=l (92 - l)!(n. - l)! + n!(n - l)! 1 
Since t = &(t + x), the above distribution considered as the distribution 
of x is 7~~. Hence we have 
nR(x, t) = 
t-x 
+-exp(-1)6 - + 
( ) 
1 We owe the suggestion for this solution to Professor Janossy in a private 
conversation. 
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A third interpretation is obtained by identifying x as an integral of 
a random function. If we denote the number of collisions within a time 
t by n(t) the velocity at time t is v(t) = v,,(- I)“[‘) so that the displacement 
is given by 
(10) 
Defining zR(t), d(t) as the probabilities that the velocity is v,, and - v0 
respectively they satisfy the equations 
as (t) 
___ = - nR (t) + nL(t) at 
a+ (t) 
___ = - nL(t) + nyt) at 
In fact nR(t) is the probability that n(t) is zero or even and XL(t) that n(t) 
is odd. This is on the assumption that initially the particle starts with 
positive velocity. We also note that 
7@(t) = nR(x, t)dx I 
. 
and 7&(t) = r&(x, t)dx 1 n x 
We next consider the possibility of stationary solutions existing when 
we let t ---f 00. None of the solutions seem to lead to any meaningful or 
non-trivial limit. This is as it should be expected since if such a stationary 
limit were to exist, we should be able to derive the corresponding 
differential equation a priori instead of letting t -+ 00 in the equations 
for n(x, 2). 
A way out of this difficulty is suggested by a method used recently 
by Bellman et. al. [3, 41 by switching off the back-scattering probabil- 
ities outside a12 interval (0, L), and considering the states only at the 
boundaries 0 and L. Suppose the particle starts at 0 with a velocity v 
in the positive direction. We are interested in the probabilities that the 
particle emerges at 0 or L oveY atl time. This argument can also be ex- 
tended to include negative initial velocities by considering the particle to 
start at x and ask for the probabilities of emergence at 0 or L ultimately. 
The significant point in Bellman’s argument is that we are considerilzg 
only a finite interval and probabilities for emergence over all time. We are 
not concerned with what happens between 0 and L and beyond this 
interval. This is precisely what we mean by “switching off.” 
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We shall define : 
$(L, V/T+,) = probability of the particle emerging at 0 with velocity - II, 
q(L, v/qJ = probability of the particle emerging at L with velocity + v, 
v0 being the positive velocity when it starts at 0. In deriving the expression 
for $(L, vjq,) the first event is considered between A and C at which the 
emergent state is also defined. We follow closely the arguments of Bellman 
et al. 
.v. 
AC D B I : 4 
OA X L 
917 
FIG. 1 
$(L + d, vjv,,)dv = (probability that there is no collision in d) 
x [(probability of reflection from C with velocity - v) 
x (probability of nothing happening to it in d) 
+ (probability of reflection from C with velocity - v’) 
x (probability of velocity changing from - v’ to - v in d) 
+ (probability of reflection from C with velocity - v”) 
x (probability of velocity changing from - v” to v”’ in d) 
x (probability of reflection at C with velocity - v) 
x (probability of nothing happening to it in d)] 
+ (probability that velocity changes from q, to ZJ’ in d) 
x [(probability that it is reflected at C with velocity - v) 
x (probability that nothing happens to it in a)] 
+ (probability that velocity changes from v0 to - TJ in d). 
Retaining only terms of the first order in d on the right-hand side, 
and by allowing A to tend to zero, we obtain: 
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I 
p(L, - w’jwo)R(- wj- w,J dzf + 
u‘ 
Jl 
p(L, - w”~~~,,)~(w”‘~- z”‘)p(L, - z+“)dd’dd” + 
yll ylll 
I 
p(L, - v/v’) R(zr’jvo)dv’ + K(- z++) 
II’ 
(13) 
with the initial condition 
P(0, +(J = 0 
Similarly, we have 
q(L, +‘,)Wjw’)dw’ + (14) 
Y’ 
q(L, z+o)R(- ‘u”‘~u”)p(L, z+ zf”)dv”dz”” 
&,I, &,,/t 
with 
We may derive a simple result of considerable physical interest. 
Suppose only one value for the modulus of the velocity w,, is considered 
and ad be the probability of backward scattering in an interval of length 
A. If p(L), q(L) be the probabilities of the particle emerging at A (with 
a negative velocity) and B (with a positive velocity) we have: 
p(L + A) = (1 - aA)p(L)(l - ad) + fi(L)adp(L)(l - ad) + aA (15) 
or 
p’(L) = a{p2(L) - 2$(L) + l> with p(0) = 0 (16) 
and 
q’(L) = - q(L){1 - p(L)) with q(0) = 1 (17) 
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Solving we have 
p(L) =-EL- 1 l+aL’ q(L) = ___ * 1 + aL (18) 
That is f(L) > q(L) if L > l/a the mean free path for back-scattering 
and tends to unity as L approaches infinity. 
0 X L 
0 
FIG. 2. The two-dimensional nature of the diagram is merely to demonstrate graph- 
ically turning back of the particle which is not possible in one dimension. 
The following way of interpreting (18) is instructive and we shah 
consider the process from the point of view of realisation functions. 
The importance of this approach has been stressed by one of the authors 
in a series of papers [ 1, 5, 61. 
Let us imagine the interval (0, L) divided into (0, x) and (x, L). 
We shall follow the particle from its entry at 0 to its emergence at 0 or 
L with special reference to its crossing the point x. 
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Any typical path between 0 and L: 
The various types of processes can be understood by considering the 
terms of the following expansion. 
We have 
4(L) = d4dL - 4 + d4P(L - 4zYWL - 4 i . . . (19) 
= i g(x)q(L - x) [p(x)p(L - xl:‘! 
n=O 
For example, the term q(x)q(L - x)[#(x)p(L - x)]” denotes a path 
which crosses x n times and subsequently emerges on the right. Then 
44!7(L - 4 1 
dL) = 1 _ fj(+o - x) = I+yjj . . . 
An integral expansion is also possible for q(L) which has a direct 
relation to Feynman paths. We can write 
q(L) = e--aL + 
I 
e- a=1 . e- aIT,- TP! . p- +- = . a2dz,dz, $. . . . (21) 
e-aq. e-af~,-~,I . . .e -abz-L~. $ndt,dt 2.. .dt,, + . . . 
the integrations being performed over domains such that r&d > reven 
(note that no restriction is placed upon the orderings of t&‘s and r,,,,,‘s 
inter se) .2 
METHOD (2): Let us introduce a density function fR(x, t) such that 
fR(z, t)dt represents the probability for a particle to cross x to the right 
2 The above expansion can be extended to the more general case where the 
transition probabilities R(u’(v) have to be taken into consideration. In the general 
case, the integration can be performed for each of the variables over the whole 
domain of x provided we replace 
where 
&. (q+1) = H,(uj+1~vj)dv, 
I 
(a = 1, 3. 
all “j 
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at time between t and t + dt; let fL(x, t)dt be similarly the probability 
for the particle to cross x to the left. By simple arguments we get the 
differential equations satisfied by these, taking b as probability for back- 
scattering per unit distance, as 
afR 1 afR ---=bfL- bfR---- 
ax 
aft i afL __ = bfL - bfR + uat 
ax 
(22) 
(23) 
We solve for f” and /” with the initial condition corresponding to a particle 
at x = 0 at t = 0 moving to the right. 
Taking the Laplace transforms of fR and f with respect to t to be 
PR and PL we arrive at the vector matrix equation 
For s = 0 we note that PR(x, 0) = jzfR(x, t)dt and the boundary conditions 
are fR(x, t) = 1 only at x = 0, t = 0 
= 0 at all other times at x = 0 
f(x, t) = 0 at x = 0 for all t 
The vector matrix equation can be solved for s = 0 remembering that 
fR(x, 0) is a Kronecker delta function having a value equal to 1 only 
at one point x = 0 at t = 0. And hence the integral with respect to x 
for the limits x = 0 to x = L will yield zero. The equation 
yields as solution 
[;:;;;;i] =I-““;’ b,: l][;:;;;;;] (26) 
We know that 
PR(0, 0) = 1, PL(0, L) = 0 
and PL(O, 0) = M, the quantity which we are interested in finding out. 
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Solving for M from the above we get M = hL/(l + bL) the probability 
that the particle comes out of the end x = 0 in infinite time and 
PR(O, L) = l/(1 + bL) the probability that it comes out of the end x = L 
in infinite time. 
It is not difficult now to extend our analysis to the time dependent 
case where we can find out the probability that the particle emerges 
at I == 0 in a time t i.e. we require r0 /‘(x, t)dt at x = 0. %‘e solve the 
vector matrix equation (24). 
Iet the eigenvalue of -b-T b 
71 i I viz -1. -b b+$ 
be denoted by f m. 
Then 
+ cash mx + PL(O, S) fizg” (27) 
Pr-(x, s) = - ~~ b sizmx + PL(O, s) -@p + PL(O, s) cash mx 
(28) 
Imposing boundary conditions 
pyo, s) z ~ ---- 
b sinh mL 
w 
sinhmL+mcoshmL 
and 
PR(L,s)= ~~~.~_~ ~ -~ m--m 
sinh mL + m cash mL 
(30) 
As s --f 0 and m + 0 we see that PL(O, s) yields bLl(1 + bL) as obtained 
earlier. 
The probability density P(x, t) at x = 0 is obtained by inverting 
l’L(0, s). 
III. MANY PARTICLE PROCESSES 
We shall now consider processes involving back-scattering, absorption 
and production of particles. In particular we shall take the case when 
it is assumed that when two particles are produced, one moves forward 
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and the other backward. Let a be the probability of a fission and c 
probability of absorption per unit length. As before, we may define 
product densities fR(%, t) and fL(x, t) in the usual way.3 
&fR(L, r) dr is the mean number of particles that emerge from x = L 
in time 0 to t and Sj”(O, r) dt from x = 0. Assuming that all particles 
move with velocity & v,, we have 
__ = afL _ CfR - -!- !? 3fR 
ax t+ at 
afL i afL -= 
ax - afR + cfL + V, at 
(31) 
(32) 
Taking Laplace transforms, these yield the vector matrix differential 
equation 
a pR(x, s) 
ax PL(x, s) = [ 1 
i 
-c--S- a 
V 
-a cff [ 
PR(X, s) 
PL(x, 4 
+ fR(x, 0) II 1 + - f P(% 0) 
(33) 
If we are interested in the mean number of particles emerging from 
either end over all time, we should solve (33) after putting s = 0. We 
have 
-c a 
The eigenvalues of _ a [ 1 c are f i Vas - c2 = f im say. The boundary 
conditions are 
PR(x, 0) = 1 at x = 0 
PL(x, 0) = 0 at x = L 
s These are product densities of degree 1. In the single particle case, it is a 
probability density but in the many particle case, it is a mean number. For more 
details and interpretation of the product density function, see, for example, 
references 7, 8, 
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Then solving for the mean number that emerge at either end using the 
familiar arguments, 
and 
,~__-- 
Since m = \/a2 - c2, we can put c = 0 and get 
PL(O, 0) = tan aL = M and PR(L, 0) =: set aI, = ,I: (37) 
which have been obtained by Bellman et al. We observe that the critical 
length is that L for which PL is infinite. In the case taking c, the absorp- 
tion probability into account, the critical length L is given by 
We can make the above mean numbers M and N time dependent 
by solving for PR(x, s) and PL(x, s) 
matrix equation 
Taking 
P‘yx, s) 
PL(x, s) 
= 0, we solve the-vector- 
Employing the now familiar arguments we get 
and 
where 
PR(L, s) = Js7-&mLy;mcosh AI (4(J) 
Iv2 
mz --..z 
v S2 
Inverting PL(O, s) and PR(L, s) to obtain f”(O, r) and i’(L, t) and inte- 
grating over t from zero to t, we get the mean number M(t) and *V(t) 
that emerge at x = 0, x = L in time (0, t). 
158 RAMAKRISHNAN, VASUDEVAN, AND RAJAGOPAL 
IV. DIFFERENT TYPES OF FISSION 
We shall conclude this paper by referring to the case of multiple 
fission and solving a simple case which will illustrate the mathematical 
complications resulting from the assumption of such multiple fission. 
In the fission problem considered till now, it was sufficient to define 
first order product densities with respect to the mean number of particles 
crossing x since at the point of fission only one particle moving to the 
right was produced, the other moving to the left. If we make the assump- 
tion that at the point of fission more than one particle can be produced 
to the right or left, we have to introduce the concept of multiple points 
(particles) in the t space and product densities have to be defined for 
these. This technique has been elaborated by one of the authors (R) 
and Srinivasan [9] in dealing with the age distribution in population 
growth with twins and multiplets. The extension consists in considering 
multiple points of different orders of different types of points and viewing 
the product densities accordingly. But as regards the development 
of the process and enumeration of points (particles) the members of the 
multiplets are treated just the same as singlets. This general statement 
can be understood by considering the following type of fission. In this 
case, we assume that in the event of multiple fission the nucleon produces 
two particles to the left and two to the right. Let the probability for 
this multiple fission be “b” per unit length, “a” being as before the 
probability for the single fission and “c” the probability for absorption 
per unit length. 
To calculate the mean numbers in this case we define the first order 
multiple point product densities fLt2)(x, t) and fRt2)(zz, t) representing the 
probability that a pair of particles cross x to the left and a pair cross 
to the right respectively. The original product densities fL(x, t) and 
fR(z, t) are defined as before. By considering in detail what happens in 
A before reaching x, we arrive at a set of four coupled differential equations 
for these four types of product densities 
3fR 
ax - - (b + c)fR + afL + 2cfR@) + 2afL(2) - $ $$ 
afL 
ax - = - afR + (b + c)f” - 2afRt2) - 2cfLc2) + i G 
afR(2) 1 afR(‘L) 
__ = - bfR + bfL - 2(b + c)fR@) + 2bfL@) - ual ax 
afw i afL(2) 
___ = - bf” - bfL - 2bfRp) + 2(b + c)fL@’ + vat ax (41) 
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The above can be written as a 4 x 4 vector matrix equation 
i 
~ fR ,-b-c a 2c 2a fK ,’ 
- 2c i,p 
afR 
at 
afr- 
at ! fL a - 
ax : 
fR(2) 
: fI-(-,’ 
Putting c = 0 and taking the Laplace 
-a b+c - 2a 
-b - b - 2b - SC 
-~~ b - Ii .- 2b 
transform on both sides with 
respect to time “t” and also putting s = 0 to calculate the mean number 
for infinite time, we get 
2b 
afW) 
at 
(‘Q) 
i PR(x, 0) -i 
a PL(x, 0) / 
ax PR(Z)(X, 0) 
/ PL(2)(x, 0) ’ 
-b 0 a 2a ’ ]-Px(x,O) 
I 
fR(x, t = 0) 
- a b - 2a 0 / PL(x, 0) 
b b - 2b 2b i PRf2)(x, 0) 
1 
- b - b - 2b 2b j PL@)(x, 0) - fL’“‘(x, t = 0) 
The elements of the vector in the last column are zero at all x except 
at x = 0 where they are equal to unity. Hence, on integration of the 
above equation with respect to x they will contribute nothing to the 
integral. The solution of the vector matrix equation 
& [PI- [Al [P] + w 
is therefore 
(44) 
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where 
Pcll = 
41 
PR(0, 0) = 1 = 
5 
fR(O, t) at 
0 
m 
P(0, 0) == 92 = 
s 
f(O, t) at 
0 
Co 
PR@)(O, 0) = 0 = 
5 
fW(0, t) at 
0 
m 
pyo, 0) = N = 
s 
fL(“)(O, t) at 
0 - - 
(45) 
If we are able to find PZ and N, the mean number of particles that emerge 
at the end x = 0 to the left in infinite time can be given as 
cc ma0 
5 
f(O, t) dt + 2 
1s 
fLc2’(0, t) dt = PZ + 2N (46) 
0 0 0 
To solve for n. and N we write the matrix e[*J* in terms of matrices [A], [A] 2 
etc. The matrix [A] has the determinantal equation 
L4 - {b2 - a2 - 4ab}A2 - 16ab(a + b) = 0 
The solutions of this equation are 
I,= +m,; A,= -ml; 1, = m,; L, = - m2 
The expression for e[*lx will be of the form 
(47) 
sinh mix sinh m,x 
ml(m12 - m22) 
[Al{[A12 - m22[Il) -
m2h2 - m22) 
[AlW12 - m1211111 
+ 
cash mix 
ml 2-- 
m22 ([Al2 - m22[Il) - ~~~~m~x2 ([Al2 - m12Pl) (4% 
2 
If for simplicity we put a = b we obtain the eigenvalues of [A] as 
A,=m,=iV8a; I.,= -m,= --iv&; &=m,=2a; (49) 
A4 = - m2 = - 2a 
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Using the above eigenvalues, we can expand eiAJx and arrive at the 
simultaneous equations 
sinh 2ax cos @ax 
il - b 
i 
4 
___ sin @ax 
sinh ax 
n 3j/47 
---+ cos V’Kax cash ax 
b h h I- 
sinh 2ax cash yga, 
----+ 2 2 
+ “?;” =1 J’+, 0) (50) 
sinh 2ax 
+ 
cos @ax cash 2ax ~~1_1 I__~- -_I- = 2 2 2 PR(“)(X, 0) (52) 
sin @ax + 
sinh 2ax 
., 
d 
cash 2ax sinh 2ax 
n ____ - ___ - 2 
+ cos vgax 
2 2 (53) 
&sin@&+ sin:,gan + ---. _ !??!;e" =- pL(")(x,Q 
cos @ax 
Taking equations (51) and (53) and putting x = L and subtracting, 
we get 
N -z2z sinh 2aL + cash 2aL = e4uL 
n cash 2aL - sinh 2aL (54) 
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Hence N and n are calculated and the mean number i’i?l = n + 2N 
found out. 
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