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組合せ最適化問題に対する近傍集合の解析
加 地 太 一
1は じ め に
プリント回路基盤において,ド リルで複数の穴をあける加工工程がある。こ
のとき,基盤の ドリルの穴あけに要する時間をできるだけ短 くなるように機械
を自動化 したい。そのために,ド リル穴の位置を機械が次々と移動 してい くの
に要する時間を最小化 した工程 システムを構築する。それによって,運 用にお
ける効率的な生産計画が可能 となる。実際,こ れによってあるメーカーでは年
間一億円程度の費用削減に成功 した との話もある。 さて,こ のような問題は本
論文で対象 とする組合せ最適化問題を用いて解 くことがきるうる。そ して,こ
の組合せ最適化問題は適切な計画,設 計,方 策など解 くための応用範囲の広い
問題で もある。たとえば,上 記の回路基盤穿孔の問題では,組 合せ最適化問題
の一つである巡回セールスマ ン問題(travelingsalesmanproblem,TSP)を
解 く事によって解を求めることがで きうる。
TSPとは"何 ケ所かの都市 とその都市間の距離が与えられたとき,すべて
の都市を巡 り元に戻る最短の道順 を求める問題"で ある。この問題はすべての
可能な道順 を列挙 してその中で最短な巡回路を見つければ解けるわけであるか
ら,あ まりにも単純でナ ンセンスな問題 と思われるだろう。 ところが,こ のナ
ンセンスな問題が計算機で も解けない難物中の難物なのである。もちろん,5
都市なら高々24通りの道順 しかないので,そ の中で最短な巡回路が答えであ り
誰で も簡単 に解ける問題である。ところが,そ の都市数が増えてい くと道順の
数が どうなるかが この問題のネックとなるのである。都市数 をπとすれば,
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出発点か ら次の都市への行 き方は(n-1)通 りであ り,さ らに,そ の都市か
ら次の都市への行 き方は(n-2)通りと考えていけば,全巡回路の数 は(n-1)1
通 りとなる。これはスター リングの公式(刎 得飯 万(〃/のつ によりほぼ〃η通
りと表すことができ,都 市数の増加 により指数関数的にすべての可能な道順の
数が莫大に増加する。 これを組合せ的爆発 と呼ぶ。たとえば,30都市の一つの
巡回路のコス トを一秒 間に1012(1兆)回計算できるスーパーコンピュー タが
仮にあった場合,30都市の全部の巡回路の数は291二約8.8×1030個であるので,
30都市のすべての巡回路 を計算するには8.8×1018秒かかる。一年は3.15×107
秒であるので,30都市の巡回セールスマン問題の答えを求めるには約2800億年
(2.8×1011)年もかかることになる。すなわち,た かだか,30都市 を計算す
るのに数千億年,あ るいは数兆億年 という天文学的計算時間を要 してしまう。
また,こ れ らの問題はいかに計算機のスピー ドが高速になろうが,そ の計算時
間は雀の涙ほどしか改善 されない。 というか必要とする計算時間は残念なが ら
天文学的な値のままである。いわゆる,計 算機が如何に速 くて もその計算時間
は問題のサイズ(都 市数)に 対 して指数関数的に増加する傾向を示 し,現実的
な時間内で実行不可能な難しい問題の部類に入れられる。
このように,組 合せ最適化問題の多 くは本質的に複雑度が高 く,厳密な最適
解を効率よく求めるのは困難である。だが,最 適値に近い値 をもつ可能解で よ
ければ効率よく求め得る可能性があ り,実用上大 きな意味がある。近似最適解
をうまく求めるには,問題の解や構造 に関する知識をいかに利用するかがポイ
ン トになるので ヒューリスティック解法 と呼ばれる。 さらに,近 年ではその
ヒューリスティックな知識 を組み合わせてより高度なアルゴリズムを構成する
ためのメタヒューリステ ィックスの研 究が盛 んに行われている。その中には
LocalSearch法,SimulatedAnnealing法,遺伝 アルゴリズム TabuSearch
法など,最近話題のアプローチ も含 まれている。このメタヒュー リスティック
スにおいて,解 の近傍が よりよいアルゴリズムを作 るうえでの重要な概念の一
つである。近傍 とは任意の解 に対 して,何 らかの操作を加えることにより移動
した解の集合である。メタヒュー リスティックスではこの近傍 にもとついて解
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空間を探索 し,よ り良い解へ到達 させ るものである。 したがって,こ の近傍の
良 し悪 しがアルゴリズムの優劣へ とつながってくる。
そこで,本 論分ではこの近傍の構造 を確率的に解析 して,近 傍の特性 を明 ら
かにするものである。ここから得 られる情報を近傍生成,近 傍の移動 をより効
率的に実現する手立てへ とつなげてい くこと,ま た,メ タヒューリスティック
スの性能の解析へ とつなげてい きたい。本論分ではまず,解 空問の特性 をあら
わす基礎統計量 をAR(1)モデルを構成することによって,汎 用的に導出するこ
とを可能 とした。 さらに,情 報量基準の考えをもとに,AR(1)モデルの正当性
を補強してお く。このAR(1)モデルか ら得 られた基礎統計量をもとに,近 傍の
構造をあらわす確率モデルを構成する。
2AR(1)プロセスによる解空間の解析
解の近傍の分布,あ るいは,求 まる局所解の分布などを推定する確率的解析
を行 うため,解 空間の構造 を統計的に明らかにしたい。そのために,解 空間の
特性 を表す各種の統計量を考察していくことが必要 となってくる。そこで,本
論文では解空問がAR(1)プロセスと呼ばれる特徴的な性質を有するとい う仮定
を検証 し,そ こか ら必要な統計量を導 き出していく。そして,後 述する節でそ
の導出された統計量の有効性を検討する。確率的な解析では通常,モ デルを構
築 しやすいように,特 定の問題,お よび特定の近傍などを設定 して,こ のよう
な統計量 を導出する。 しか し,こ こで提唱するAR(1)プロセスを用いることに
より,多 くの組合せ最適化問題 あるいは各種 の近傍などに対応する汎用的な
解析が可能 となることが期待 される。以下に,解 空間の性質,AR(1)プロセス
によるモデル化,そして,そこから導出される基礎統計量について考えてい く。
組合せ最適化問題のすべての可能な解xの 集合 をXと しよう。そして,与
えられた解からある基本操作で別の解を導出することを移動 と呼び,そ の移動
の集合によって,任 意の解に対 して近傍集合が定義できる。 また,解 κに対 し
ての評価値(コ ス ト)をf(x)で表すこととする。その写像f:XHRを 組合せ
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最適化問題の評価値 ランドスケープ(fitnesslandscape)と呼ぶこととする。
評価値 ランドスケープという言葉は理論生物学および理論物理学に端 を発 し,
組合 せ的対象か ら実数値への写像 に関す る問題 に広が りつつ ある。最近,
Weiberger[5]は不偏的ランダムウォークの概念が評価値ランドスケープ構
造を調査す るための適切 な手法であることを示 した。 ここで,"評価値ラン ド
スケープは統計的にisotropicである"と いう重要な付加的条件を課すること
が必要である。
この評価値ランドスケープの特性を解析するために,まず,ラ ンダムに選ん
だ点(解)を 出発点としてランダムに選ばれた近傍点(近 傍解)に 移動 し,こ
の点(解)か ら再びランダムに選ばれた近傍点(近 傍解)に 移動することを繰
り返すことによって得 られた評価値(fitness)の系列 を考える。この評価値の
系列の統計が,選 ばれた出発点にかかわらず同じであるとき,考 えている評価
値 ランドスケープは統計的に等方的なランドスケープ(statisticallyisotropic
landscape)であるという。多 くの組合せ最適化問題ではこの性質がみたされ
ていると考えられるので,こ のモデルの特性 を利用 し,評価値 ラン ドスケープ
の構造を分析することが可能である。
この評価値 ラン ドスケープに着 目し,組合せ最適化問題のランダムな探索過
程のステップ κにおける評価値∫(κ)がつ くる時系列 は,あ るランダムウォー
クの結果であると考えることができる。この系列が時系列モデルの一つのタイ
プであるAR(1)プロセス(autoregressiveprocessoforderone)[5コとして
モデル化することが可能であり,その考え方を利用 して解析を試みるものであ
る。
AR(1)プロセスは次の方程式をみたす過程である。
Xt=ZLXt_1+Wt (1)
ただ し,Wtは無相関確率変数の定常系列である。Weinbergerは"AR(1)プロ
セスが,N-K問題や組合せ最適化問題 を含めて,ラ ンドスケープの広いクラ
スの上でランダムウォークの統計をうまく捕 らえるであらうと考えることには
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十分納得のい く理由がある"と 述べている。
組合せ最適化問題 の評価値 ラン ドスケープ上の ランダム ウォーク{Xl,κ2,
_,κN}は,AR(1)プロセスとして,次 の再帰方程式で支配されたモデル化が可
能と考えられる。
!(κ)ニμ+ρ(1)[f(κκ_1)一μ]+△(2)
こ こで,∫(κκ)は解 κκの コス トを確率 変数 と し考 えた もの であ る。 また,κ は
時系 列の ステ ップを表す。 この再 帰的 な性 質が多 くの組合せ最 適化問題 の解 空
間に見 られ,統 計 的な性 質 を導 き出す こ とを可能 とす る[2][5]。 ただ し,
△は平均0,分 散d2を もつ 白色雑 音 で あ り,ρ(r)はrステ ップの 自己相 関関
数 であ る。便 宜上,ρ(1)をρで表す もの とす る。
AR(1)プロセスの特徴 として
ρ(r)==ρ(1)1・1,r-O,±1,±2,…(3)
の式のように自己相関関数はステップ数7の 増加 によって0へ の指数関数的な
減衰性 を示す。この性質が確認 されたならば,解 空間の評価値ランドスケープ
がAR(1)プロセスに従っている と判断できうる。 また,時 系列がAR(1)プロセ
スであ り,かつ ρ(1)<1ならば,そ のプロセスは定常過程 となることが知 ら
れている[3]。定常過程の定義か ら,!(x。)は定数の平均値 μと分散 σ2を持つ。
すなわち,
E[f(κκ)]=μforallk(4)
E[(f(xκ)一μ)2]ニσ2forallk(5)
が 成 立 す る 。 ま た 定 常 性 に よ り,COV(f(ti),ご(ち))はス テ ッ プ 差li一 ブ1に の
み 依 存 す る 。 共 分 散 関 数(covariancefunction)を
五～(h)ニCov(f(Xh),f(Xo))==E[(f(Xh)一μ)(f(Xo)一μ)]
に よ り定 義 す る と,
(6)
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Cov(ご(Xi),!㊥)=1～(li一ブ1)
であ り,また勿論
R(0)ニVar(f(κκ))=σ2
である。ここで,定 常過程において自己共分散は
Rω 一寿 罫 細 一E[f(x・)])・(fx…)-E[f(x…)])
で見積 もり可能となる[3]。したがって,1ス テップの 自己相関関数は
ρ 二 去～(1)/R(0)
(7)
(8)
(9)
(1①
であ り,こ の値はXoとその近傍 との相関係数 と同値である。また,Xoの任意
の2つ の近傍聞の相関係数 りは,近 傍解同士の共通する属性の比率が高いこ
とか ら,近似的に ρに近い定数 と仮定する。このように,AR(1)プロセスの考
えに基づ き解空間の特徴的な統計量が推定可能となる り,以後で述べる推定値
の基礎統計量 として活用できうるものと考える。
評価値 ラン ドスケープ上の時系列がAR(1)モデルであれば,い くつかの特性
が得 られるわけであるが,問 題は実際にAR(1)プロセスであるか ということに
帰着される。AR(1)プロセスの特徴的な性質 として指数的な減衰性 を示す(3)式
となる顕著な特性がある。この指数的減衰性を確認 して,解 空間がAR(ユ)プロ
セスに従 っているか を確かめてみる。ただし,解 空間を∫(κ)は平均 吻,分 散
δ2の正規分布eiV(m,a2)に従 う確率空間と考える。この解空間モデルの設定は
確率的解析における共通したアプローチでもあ り,以後の分析においても同様
な解空間を対象 とする。特に,本研究における手始めの段階でもあるので,解
析の検証実験の事例 として,組 合せ最適化問題の代表的な問題であるTSPを
使用し,扱 いやすい問題の大 きさか ら解析 してい くこととする。グラフの構造
はランダムなコス トを付与 した完全グラフであ り,頂点数100と500を対象 とす
る。その解空間はコス トの平均が0,分 散は頂点数100の場合は10であ り,頂
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点数500の場合は50とする。ただ し,この場合,ユ ークリッ ド平面的な性質は
有 さない。
図1は 頂点数100の場合の結果であ り,破線が理論的に導出した自己相 関関
数の振 る舞いを示 し,実線が対象の解空間上のサンプルから実際に自己共分散
の見積 もりを求める(9)式か ら自己相関関数の値 を導出 しその振 る舞い を示 し
た。 また,図2は 頂点数500の場合の同様な結果である。
結果として,解 空間のサンプルから求めた自己相関関数値は理論的に導出し
た自己相関関数値 と同様な振る舞いを示 し,指数関数的な減衰性が認められる。
したがって,そ の空間はAR(1)プロセスに従っているといってよいであろう。
rl
0.8
0.6
??
?
?
?
?
??
」」?
?
?
↑?
?
0.2
0
一〇.2
0
sample-
theoretic-一一
50100150200250
step
図1:頂 点数100の自己相関関数の振 る舞い
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図2:頂点数500の自己相関関数の振る舞い
3情 報量基準によるAR(1)モデルの検証
前節では,自 己相関関数が指数的減衰性 を示すAR(1)プロセスの特徴的な性
質が認められることを示 した。ただ し,AR(1)プロセスであるならば指数的減
衰性 となりうるが,指 数的減衰性の性質があればAR(1)であるとは必ず しもい
えない。そこで,情 報量基準などの考え方を用いて,異 なる観点 より検討を加
えその正当性 を補強 しておきたい。まず,確 率過程における予測の理論か ら,
時聞 κにおける時系列の値 戸はそれ以前の各時点の結合分布が多変量正規分
布 として表 されるのならば,
F・a・F。一、+a2F。-2+…+apE。-P㈲
が最適な予測子であると言われている[5]。ただ し,各係数はYule-Walker
方程式に従 う。 したがって,最 良な自己回帰式モデルを推定することにより,
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組合せ最適化問題の解のランダム移動のプロセスを決定することができる。具
体的には,ま ず,自 己回帰モデルとしていくつかのモデルの次数に対 しての自
己回帰係数,白 色雑音の標準偏差などを最尤法を用いて推定する。次に,い く
つかの次数に対 して推定された自己回帰モデルに対 してどのモデルが最善であ
るかを,客観的な基準 としてAIC(赤池の情報量基準)[3]を用いて決定 し,
自己相関関数の振る舞いのモデルとする。
ここで利用する最尤法は,得 られたデータによって,任 意の母数が取る尤 も
らしさを表す関数である尤度関数 を用いて母数の値な どを推定する方法 であ
る。そ して,最 適な予測子である自己回帰モデルの一般式は
X(t)=α1X(t-1)+α2X(t-2)+…+αMX(t一 乃の+ア7(の 働
であるので,任 意の次数Mに 対 しておのおのの自己回帰係数 αiの値 と17V(t)
の分散 σの値 をこの最尤法で推定す ることとなる。 ここで,時 間とともに変
化する時系列デー タを{κ1,x2,_,κN}とすると,こ のモデルに対 しての尤度関
数の対数をとった対数尤度関数は
L(cri,a・,…,・M,σ)一t
,,ゑ 磯 げ ツ2--llin2πr(i3)
となる。 この対 数尤度 関数の値が最 大で ある ところのbl1,α2,...,aM,δが最 も尤
もらしいモ デル を構i成す るこ ととな る。 そのa1,a2,_,aMの値 は,
ω〃=Σ η一μ,一ブ ㈲
t=1
という量を導入することによって,
ω11ω12"。 ω11匠
ω21ω22● ●'ω2M
ωルnω ル∫2'●● ω」励
?
?
…
?
を解 くこ とに よって決 定す る。 また,δ は,
ω10
ω20
ωMO
(15)
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δ一鎗 毎一
、亀蜘2㈹
から求まる。
さらに,実 際のデータを分析する際の有効なモデル選択基準 として情報量基
準AICがある。その計算は
AIC=-2(最 大対 数尤度)+2(モデ ルのパ ラメー タの数) (17)
で与えられる。このAICの値が小 さいほうが,よ り真 のモデルに近いことを
意味する値であ り,この値の比較によってモデルの正当性 を表す指標 となるわ
けである。自己回帰モデルの場合,最 大対数尤度は
L(a、,a,,…,aM,δ)一一 穿 一 誓ln2π ♂ ⑯
となるので,こ れを㈲式に入れて本質的な項を取 り出す と,
AIC(a1,a2,...,aM,δ)=ノVln∂2+2(M+1) ⑲
となる。
以 上 よ り,解 空 間 か ら得 られ た 時 系 列 デー タ に 対 して,㈲ 式 か らa1,
a2,...,aMと㈹ 式 か ら δを求め る。⑲式 を計算 しAICが 最小 となる よ うに,M,
a1,δ12,_,δ肱,∂を定めれ ば よい。
そ こで,表1,2に 頂点 数が100と500に対 す るMが0か ら4の 場合 の 自己
回帰係 数 の推 定値 と情報 量基準 の値 を記 してお く。 ただ し,時 系列 上か ら取 る
デー タに よっ て多 少 の値 の変 化 は見 られ るが,多 くの ケース の場合,α2以 降
は0に 近い値 とな り,実 質上 は0に 近似で きる もの と考 えて も問題 はない であ
ろ う。 そ こで,表1,2で は α2以降 の値 が他 よ りモ デル に影 響 を与 えるで あ
ろ うケース を記 してお く。 この結果 による と,頂 点数が100,及び500の2つの
場合 において,共 にM=1,す なわ ちAR(1)モデルの ケースの情 報量基 準が最
小 とな り,よ り,真 のモデル に近 い ことを意 味す る。 また,自 己相 関関数 も㈲
式 と一致 してお りモ デルの正当性 が示 される。
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表1:自 己回帰係数の推定と情報量基準(頂点数100)
5ヱ
必 α1 α2 α3 α4 AIC
?
?
?
?
?
?
?
?
0.979
0.986
0.980
0.968
一 〇.009
-0 .02
0.012
0.018
0.01 一 〇.010
22582.0
-9236.9
-8997.4
-8760.6
-8991.9
表2自 己回帰係数の推定と情報量基準(頂点数500)
M α1 α2 α3 α4 AIC
?
?
?
?
?
?
??
0.9959
1.0032
0.9962
0.9834
一 〇.0073
0.0131-0.0127
0.02670.0034
39268.3
-9443.7
-9047.4
-9146.9
-0.0173-8866.7
4近 傍集合の分布に対する解析
評価値ランドスケープ上のランダムウォークか ら得 られる統計的性質の知識
として解空間の基本的諸量が導出された。ここで導かれた統計的性質の知識を
用いて他 の性質 を推定できうる。そこか らモデルの仮定 より評価値 ラン ドス
ケープ上の重要な局所的な特徴 を推論 していくこととなる。Weinbergerは評
価値 ラン ドスケープ上で,状 態 κの評価値が与えられたもとでの次の状態ッの
評価値の分布に関する期待値,分 散の推定を示 している。これは時系列上の2
点間に着 目し,次 の移動する状態が振舞 う予測のモデルにより導かれた値であ
る。
しか し,組合せ最適化問題では多数の近傍点を有 してお り,近傍集合全体 を
捉えた分布のモデルとして表現はされていない。また,本 節で導出される各種
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の統計量 を求 める には不十分 なモ デルで もある。 そ こで,複 雑 な近傍 の構 造 を
表す モデルで再検 討 し,単純 な近傍 点で な く近傍構造 を確 率的 に表現 してい く。
特徴 と して,AR(1)から求 め られた統計 的性 質が このモ デルの上 で も よい近
似 として働 き,特 定の 問題,あ るいは特 定の近傍 のみ に限定 す るこ とな く,多
くの知識 が推定 で きる こと とな る。 また,AR(1)から求め られた統 計的性 質 と
組み合 わせ て,こ こで示 した近傍構造 のモ デルに よ り,さ らなる性 質を導 く可
能性 を広 げ てい くもの である。
モ デル を考 察す るため に,ま ず,任 意 の解 をXoと して,解Xoに 対す る近傍
解 の集合 を{κ1,κ2,...,κb}と考 え る。bは 近傍 解の個数 であ る。f(XO)を解XOのコ
ス トの確 率変 数 とす る と,そ の近 傍解 の確 率変 数 は!(x1),_,f(κb)であ り,そ
れぞ れが とる値 はCO,Cl,...Cbで表 す。 こ こで,任 意 の解XOが コス トCOを持つ
と きの解XOの 近傍構 造 を確 率的 に考察 す る。 す なわ ち,f(XO)ニCOが与 え ら
れ た条 件 の も とで,げ(κ1),_,f(Xb))の条 件 付 多 変 量 分 布 の確 率 密 度 関数
h(Cl,_,CblCo)を導 出す る こ とによ りそ の近傍構 造 を明 らか に したい。 この と
き,X=(f(x1),...,f(Xb),ノ=●(Xo))の結合確 率 分布 が多 変量正 規分 布 を示 す(X～
Nb+1(m,Σ))と仮 定 した な らば,h(Cl,_,CblCO)は多 変量 正規分布Nb(m',Σ')
となる こ とが言 われてい る[4]。 この平均ベ グ トルM'と 共 分散行列 Σ'を導
き,分 布 の特徴 を特 定 す る。 そ のた め に,結 合確 率 分布X～Nb+1(m,Σ)の
モ デル を詳細 に してお く必 要が ある。 ここで対象 となるX,m,Σ の要素 は
?
?
?
?
??
?
?
?
ー
??
?
?
??
?
?
ー
???
?
?
??
?
?
ー
??
??
?
????????
Xl=げ(x1),_,f(κb))t,X2ニ(f(Xo))
㈲
⑳
であ り,対応する平均ベクトルの各要素は
m、 ニ(〃Z、,_"Mb)t,m2=(m。) ㈲
とな る。 また,Σ11はf(Xi),i=1_bと!(吻),ブ=1_bに対す る共分散行 列 であ
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り,そ の各要 素 を 笏,i,ブ=1_bと記 す。Σ22=(roo)はf(Xo)の分 散 となる。
そ して,Σ12と Σ21ニ(riO)は!(Xo)とf(Ci);iニ1,。..,bとの共分散行 列 を表す も
のであ る。
さて,こ こで必要 とされる各要素 の値 は,AR(1)の特性 か ら導 き出 した基礎
的な統計量 を用 い て決 定す るこ とが可能 であ る。 これ らの値 を用 いて有効 な推
定 が可能で あるか を検証 した い。前 述 した ように組合せ 最適化 問題 の評価値 ラ
ン ドスケ ープがAR(1)である ところか ら,導 き出 された(4)式か ら⑳ 式の性質,
お よび,近 傍解 との相 関関数値 な どよ り,
〃Zi=μ,i=0,1,...,b
η ゴ=σ2,i=o,1,_,b
riO,rOiニ ρ,i=1,...,1う
笏=り,i≠ ブ,i,ブ=1,…,b
(23)
②の
(25)
(26)
と して,X～Nb+1(m,Σ)の モデ ルを完 成す るこ とがで きうる。
そ こで,h(C1,_,CbICO)の分布 を導 出 し近傍 の確 率分布 を特 定 したい。前述
したX～Nb+1(m,Σ)の 仮 定の も と,X2の要素 がf(Xo)=Coとして与 え られ
れ たX1の 条件付分布Nb(m「,Σ')のm'とΣ!は
m・=m1+Σ12Σ 記(CO-m2)=(㎡),
Σ ノ=Σ11一 Σ12ΣsiΣ2i=(「ij)
②の
②⑳
となる こ とが知 られ てい る[4]。すで にAR(1)から得 られた基礎統計量 によ り,
上式 の各要素 の値 は導 くこ とが可 能で ある。近傍の多変 量正規分布 の各 々の確
率変 数の期待値 は 〃zゴー=〃z'=μ+ρ(Co一μ);iニ1,...,bとな り,各 々の分散 は
〆ii=σ2(1一ρ2);i=1,_,bとして必要 なモ ーメ ン トが導 出可 能 となる。
次 に,近 傍 の構 成 を示す 値 と して,解 κ0のコス トをCOと した場 合,解 κ0
近傍 の最小値 をAR(1)の情報 に基づ き推定 したい。 この値 を求め るため に重 要
な確 率 として以下 のステ ップ確率 があ る[1]。
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9(C。,C)=Pr{。i∈{、,_,b}撫)>Clf(X・)=・ ・} ㈲
これは解Xoがコス トCoを持つ とき,そ の近傍のすべてが コス トcよ り大であ
る確率 を示す。 さらに,こ のステ ップ確率を用いて,コ ス トCoの解か らコス
トcの解へ移動する確率密度が
∂
P(c・・c)-i響留 ㈹
の式で導出される[1]。
今 回,こ の㊨①式 を用い て,
」二=二c1・)(c()tc)dc ⑳
を解XOのコス トCOが与えられた もの としての解XOの近傍の最小値の推定値
とする。
問題はステップ確率㈲式を導出することに帰着される。この値 を求めること
により,㈹,⑳ 式が求 まることとなる。そのスデップ確率は先 に求めたAR(1)
モデルか らの基礎統計量 を用いて導出 した近傍の確率密度関{Sth(Ci,_,CblCO)
に対 して
9(C…)-f
c..…∫ ○.h(・…'・…IC・)dc・…dCb
㈱
の ように求め る ことが で きる。 これ によって特定 の問題,特 定 の近傍 に限定す
る こ とな くス テ ップ確 率 が 計算 され る。h(C1,_,CblCO)は多 変 量 正 規 分 布
砺(㎡,Σ')に対応 す る。 しか し,働 式 の多重 積分 の 計算 は数値 的 に も計算 は
容易 でない。 そこで,多 次元 変数 を単一化 して一重積 分 に簡単化 したステ ップ
確 率 の導 出 を示 して お く。 まず,Tongの 定理(Theorem3.3.3)[4]を用
い る ことに よ り,近 傍集合 を表 すb変 量確 率ベ ク トルX1ニ げ(x1),_,f(Xb))～
Nb(m',Σ')を独立 したb+1変 量標準正規分布 の確率ベ ク トルY=(yo,Y1,...Yb)
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～Nb+1(0,Ib+1)で構 成で きる。す な わち,X1=CY+m'で 変i換で きる。 た
だ し,Cはb×(b+1)の 行列
Cニ α
β10
β01
(33)
で あ り,こ こ で,
α=σVI="Tv(34)
β=(レ ーρ2)/(1一り)(35>
で あ る も の と す る 。 こ のX1=CY+mノ とYの 独 立 し た 標 準 正 規 分 布 性 か ら
ス テ ッ プ 確 率 圃 式 を
9(Co,c)
ニPr{。i∈[、
,_,b]f(Xi)>C}=Pr{∀i∈[、,_,b]yi>一の 。+(C-m')/α}
一 か{・i∈[1
,...,b]yi〉-By・+(C-m')/ψ・一・蹄 ・-S}ds
1。 。s2
=m
..exp--ll"lp・1・i∈[・・… ・・]・Yi>一 β・+¢-m')/α}ds
一毒=一 妥 滋 ∫二
.(,.m,)/a一号
一献 鶉 罐 〔一差・+α諺
と導 出す るこ とがで きる。 また,(30)式は
恥 ・)一⑳ 一添 。。))∫二・書
・
σ毒 摩 〕う∴ 一囁
ー
ー
ー
?
?
〜
?
?
〜
?
?
?
?
ー
ー
ー
ー
呵 〕小
¢-m・)〕〕bds
/
(36)
(37)
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と計算 され る。た だ し,
u--sv一 ρ2+1 ¢一ρCo+(ρ一1)μ)
σ画2-2レ
である。以上 よ り,⑳ 式 が数値計算 的 に計算可 能 となる。
㈹
5お わ り に
計算困難な組合せ最適化問題の近似解を求めるための手法としてメタヒュー
リスティックスの研究,開 発がなされている。 この手法のベース となる近傍構
造を解析することは,近 傍生成などにおける知識獲得を可能とし,メ タヒュー
リスティックスの改良へ とつなげる知見 となりうる。また,ア ルゴリズムの良
し悪 しを解析す るための確率的解析の基本的情報をも提供するものである。
そこで本論分では,近傍の分布の特性 を確率的に解析するために,解空間の構
造を統計的に明らかにした。解空間の特性を示す各種の統計量を導出するために,
解空間がAR(1)プロセスと呼ばれる特徴的な性質を有するという仮定を検証し,
そこから必要な統計量を導 き出した。さらに,AR(1)モデルから導 き出した統計
量を用いて近傍構造を確率的にモデル化 し,近傍の特性の解析に成功 した。
確率的な解析では通常,モ デルを構築 しやすいように,特 定の問題,お よび
特定の近傍などを設定 して,こ のような統計量 を導出する。 しか し,こ こで提
唱するAR(1)プロセスを用いることにより,多 くの組合せ最適化問題,あ るい
は各種の近傍などに対応する汎用的な解析が可能 となった ところに特徴があ
り,汎用性に富んだ有効 な解析方法が示されたものである。今後はさらにアル
ゴリズムの特性 を示す解析モデルの構築,お よび,本 論分で得 られた近傍構造
の情報をもとに有効な手法の開発 を試みたい。
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