Abstract. We show that every segment endpoint visibility graph on Ò disjoint line segments in the plane admits an alternating path of length ¢´ÐÓ Òµ, answering a question of Bose. This bound is optimal apart from a constant factor. We also give bounds on the constants hidden by the asymptotic notation.
Introduction
Consider a set Ë of Ò disjoint obstacles, represented by line segments, in the Euclidean plane. A mobile agent wishes to visit a maximal number of vertices (i.e., segment endpoints) under various constraints. More specifically, the agent may move along straight line segments between any two vertices, but it must not cross any of the obstacles from Ë (although it may walk along them from one endpoint to the other).
Similarly to the Euclidean traveling salesman problem (ETSP), for which it is known that the optimal solution consists of a simple circuit, we restrict the agent to walk along simple paths. But in contrast to ETSP, it is not quite obvious that there always exists a Hamiltonian circuit for the case of segment obstacles; this property was shown only recently [2] .
On the other hand, there are sets of line segments for which there is no circumscribing Hamiltonian polygon (Figure 1(a) ), that is, a polygon whose vertices are the segment endpoints and whose closure contains all the segments [5] .
In this paper, we consider alternating paths, that is polygonal paths where every other segment is one of the obstacle segments ( Figure 1 A preliminary version of this work was presented at the 18th European Workshop on Computational Geometry (Warsaw, 2002) . Supported by the joint Berlin-Zürich graduate program "Combinatorics, Geometry, and Computation", financed by the German Science Foundation (DFG) and ETH Zürich.
It is known that there are sets of segments which do not admit an alternating Hamiltonian polygon. Even more, it is NP-complete to decide whether a given set of line segments has this property, if line segments are allowed to intersect at their endpoints [3] . But for some special cases, it can be computed efficiently whether an alternating Hamiltonian circuit exists [4] . So, what is the maximal number of vertices that can be visited by a simple alternating path [1, 6] ? We prove the following lower bound. We say that two line segments cross if they have at least one common point in the relative interior of both segments. Let Ë denote the set of segment edges, and Î × the set of visibility edges. Note that the graph Vis´Ëµ is defined in geometric terms; hence, there is an associated embedding into the Euclidean plane. In our terminology, a path in Vis´Ëµ is simple, if it corresponds to a simple polygonal path in the Euclidean plane. Observe that by our definition below an alternating path is always simple. It was shown recently that every segment endpoint visibility graph is Hamiltonian [2] . Moreover, if not all segments are collinear, then Vis´Ëµ contains a simple Hamiltonian circuit À. The circuit À is not necessarily alternating, it may contain several visibility edges in a row (see Figure 2 (b) for an example). À can possibly consist of visibility edges only.
A segment × ¾ Ë which is not in À is necessarily a diagonal of À, which we call a segment diagonal. In Figure 2( Observe that is planar. Hence, a simple path in the abstract graph always corresponds to a simple path in its planar embedding.
The Lower Bound
We show in the next lemma, that one can build an alternating path from any segment edge to any vertex in . The proof of Theorem 1 then follows by elementary arguments. We define a distance function on the vertex set as follows. For any Ú ¾ Î , Ú ¼ , let ´Úµ be the length of the shortest (not necessarily alternating) path connecting Ú and along À that does not pass through ¼ . (Such a path always exists, since À is a circuit.)
Next, we orient all visibility edges in such that they are directed towards the vertex with smaller value ´¡µ. Two examples are depicted in Figure 3 . Note that we do not consider as directed graph, the orientation induced by ´¡µ is merely an aid to construct paths. We have now collected all tools to describe an algorithm to construct a balloon-path from ¶ headed towards , that will provide the proof of Lemma 1.
a vertex with´Ñ µ ¾ ´ µ and ´ µ ´Ñµ. (cf. Proposition 2) od return .
Note that Ñ Ò Û Ö Ø ´¡µ bdy´ µ is not necessarily unique, because two nodes might have the same ´¡µ value; but in this case any of them will do. Let us first consider the case that È reaches a vertex Ú ¾ Î´ µ. We claim´Ú ½ Ú µ ¾ Î × : If Ú ¼ , recall that by Proposition 7 the segment edge´Ú Ûµ incident to Ú lies in as well. Thus, Algorithm 1 stops, if È reaches Û. Similarly, the segment edge´ ¼ ½ µ incident to ¼ is part of , and the algorithm stops, if È reaches ½ . Now there are two subcases to consider.
(1) Ú ¾ Î´bdy´ µµ ( Figure 5(a) ) There is by definition an alternating path from src´ µ to Ú that ends with a segment edge. Hence, any vertex Ú ¾ Ú ½ can be reached from src´ µ on an alternating path ending with a segment edge: either via Ú and È or via the balloon-path´ µ to Ñ and then È (cf. Proposition 6 (ii)). (Note that Ú Ñ, if È forms a circuit. But the argument still goes through; one can even argue that this case does never occur during the course of Algorithm 2.) Furthermore, the same argument can be applied to the vertices in Ë ·½ Î´cor´ µµ. Thus, È Ë is a balloon with source src´ µ and heart hrt´ µ.
(2) Ú ¾ Î´cor´ µµ (Figure 5(b) ) Let cor´ µ ´Ù ½ src´ µ Ù × Ú Ù Ö µ. Since all paths in are constructed using Algorithm 1, all visibility edges in the cords of the balloons in are oriented from the source to the heart of the balloon. Hence, we can argue as in Proposition 3 that´Ù × ½ Ù × µ ¾ Ë . By the same reasoning as above, È Ë is a balloon with source src´ µ and heart hrt´ µ.
It remains to consider the else-branch, that is, the case that the path È that is constructed recursively by Algorithm 1 hits itself before reaching any vertex from Î´ µ ( Figure 5 Proof (of Lemma 1) . We simply apply Algorithm 2 to´ ¼ ½ µ and . If we can show that the algorithm always terminates, the claim follows from Propositions 8 and 6 (i). Strictly speaking, after termination ´ ½ µ will in general not form a balloon-path anymore; but´ ½ ½ µ is a balloon-path and is an alternating path whose one endpoint lies in bdy´ ½ µ and is incident to a visibility edge in . Hence, the argument from Proposition 6 goes through.
To show termination, note first that no edge is ever discarded from , that is, ´ µ is monotonely increasing over the execution of the algorithm. Moreover, this increase is strict, since in every iteration at least the edge´Ñ µ is added to ´ µ.
¾
It might be worthwhile to note that we did not use anywhere the fact that is planar. The proof of Theorem 1 is completed by the following elementary argument. 
Proof (of Theorem 1).

Proof (of Theorem 2).
We construct the sets of segments Ë , ¾ AE, recursively as follows.
All line segments are chords of a circle . Ë ½ consists of three segments arranged in a triangular fashion, i.e., such that Î × Ë½ Ã . The endpoints of the chords partition into arcs. Ë is obtained from Ë ½ by inserting a sequence of three segments (i.e., a copy of Ë ½ ) on every arc of that is bounded by only one segment from Ë ½ . Figure 6 shows Ë ½ and Ë ¾ . The two endpoints of any segment in this construction are adjacent to the same set of segment endpoints in the visibility graph Vis´Ë µ. Hence, we can interpret Ë as complete ternary tree of depth ½ where each vertex is formed by a clique of three segments (Figure 6(c) ). Let be the length of a longest alternating path in Ë , where the length of a path is defined as the number of vertices along the path. Since the longest simple path in a tree of depth ½ has length ¾ ½ and since visiting a 3-clique of segments means visiting 6 vertices, we conclude that 
¾
Note that an ª´ÐÓ Òµ bound was already known by a construction due to Urrutia [6] , but with a weaker constant coefficient.
Open questions
For our upper bound construction from Section 4 it is straightforward to find a Hamiltonian polygon. Visiting vertices along the circle gives a circumscribing polygon (i.e., where all segment edges are sides or internal diagonals). We note here that it is considerably easier to establish Theorem 1 for sets of segments which admit a circumscribing polygon.
We note also that the maximal alternating paths are contained in the graph for this example. Our algorithm from Section 3 always gives a path of maximum length, if the right starting edge is chosen.
We conclude with two open questions. Are there matching lower and upper bounds for the length of a longest alternating path that any set of Ò disjoint line segments has?
We showed that it must be between ¾ ÐÓ ¾´Ò · ¾µ ¾ and ÐÓ ¾ Ò ½ .
Our approach, using only the abstract graph , can possibly lead to the solution.
Therefore we formulate the following question: Let À and Å be a Hamiltonian circuit and a complete matching on the same set Î of ¾Ò vertices. What is the longest simple path in the abstract graph´Î À Åµ in which every second edge belongs to Å? For this problem, the best lower and upper bounds we know are the same as for alternating paths in the segments endpoint visibility graph.
