The recently introduced Response Time Variability Problem (RTVP) is a scheduling problem that has a broad range of real-life applications, for example, to sequence the models to be produced on a mixed-model assembly line. Previous studies include heuristic algorithms and mathematical programming models, whose practical limit for obtaining optimal solutions is around 40 units to be scheduled. In this paper, we propose and test new algorithms that combine heuristic procedures for obtaining initial sequences and several local optimization procedures.
Introduction
The Response Time Variability Problem (RTVP) can be formulated as follows. Let n be the number of products/jobs/messages (in this paper we will only use the term t be the difference between the numbers of the slots occupied by units 1 k + and k of product i , which we call the distance between these units. Let us assume that 1 s immediately follows D s (i.e., it is a circular sequence). Therefore, Waldspurger and Weihl (1995) and may arise in many real situations (see Corominas et al., 2007) such as isochronous applications or scheduling on a mixed-model, just-intime assembly line production (Monden, 1983 ). Herrmann uses the response time variability problem in scheduling of waste collection (Herrmann, 2007) . The scheduling of advertising slots for television (Bollapragada et al., 2004 and Brusco. 2008) leads to a problem closely related to RTVP and also does the design of sales catalogues (Bollapragada et al., 2004) .
The response time variability is a convenient metric for most of these problems, which are often considered as distance-constrained scheduling problems (Han et ). The distance-constrained models, however, suffer from a serious practical disadvantage, which is that there may not be a feasible solution that respects the distance constraints and at the same time ensures that tasks are done at given rates. The total response time variability metric instead, avoids the feasibility problem but at the same time preserves the main idea of having any two consecutive tasks at a distance that remains as constant as the existing resources and other competing jobs permit.
Several other measures have been proposed for the regularity or fairness of a sequence of products on assembly lines, based either on the difference between ideal and actual productions (Miltenburg 1989; Kubiak 1993; Steiner and Yeomans 1993) or on the difference between ideal and actual production dates (Inman and Bulfin 1991; Bautista et al. 1997) . The new measure of regularity is easier to understand by practitioners, since it use only a simple concept, the distance, and has the characteristic that the value of the measure does not depend on the position of those products of which an only unit should be sequenced. Corominas et al. (2007) studied the computational complexity of the RTVP and proved that it is NP-hard. A simple optimization algorithm was proposed for the two-product case. In order to solve the RTVP to optimality, a special case of the quadratic assignment problem recast as a quadratic integer programming (QIP) problem was considered; the QIP is linearized, but the practical limit for obtaining optimal solutions is 25 units to be scheduled (i.e., 25 D = ). Finally, five heuristics and a local optimization exchange procedure were presented. The results showed that, on average, much lower RTV values were reached whenever the exchange procedure ran on the bottleneck, insertion and random sequences. Corominas et al. (2009) solved the RTVP to optimality by means of mathematical programming. Some special features of the RTVP were analyzed and some new ideas for improving the MILP presented in Corominas et al. (2007) were proposed and tested, thus solving to optimality instances with up to 40 units to be scheduled. Nevertheless, heuristic procedures were still necessary to solve larger instances.
In this paper, we propose and test two new greedy algorithms and compare them with the previously published heuristic algorithms and with some variants of them that we propose in this paper. Having a good heuristic algorithm is useful either to obtain quickly good solutions to the RTVP or to provide an upper bound to exact algorithms.
The rest of this paper is set out as follows. First, Section 2 presents heuristic procedures for obtaining initial sequences. Section 3 introduces the exchange procedures applied to obtain local optimums. Section 4 presents the results of the subsequent computational experiment. Finally, Section 5 is devoted to conclusions and possible lines for future research.
Heuristic procedures for obtaining initial sequences
In this section, we describe the heuristic procedures used to obtain initial sequences. We will call G the set of products such that 1 i d = .
The five heuristic procedures from Corominas et al. (2007) and four variants of them
The five heuristics presented in Corominas et al. (2007) are described in the Appendix. The two apportionment methods suffer from the fact that they place together, in the middle of the sequence, all the units of products belonging to G ; therefore, when the number of such products is high the distance between a pair of units of each of the other products is obliged to take an excessively great value. This explains that, although the quality of the solutions provided by We and Je is often good when In2 is identical to In , except that the order of the products is reversed. In3 is identical to In2 , except that, when solving the two-product problems, the first copy of the product with the less number of copies is assigned to the first position and the remaining So far, nine heuristic procedures have been exposed, including the five heuristic previously published and four variants of them. Next two subsections describe three new heuristics conceived specifically to solve RTVP.
Adaptive Webster ( AWe and / g AWe d )
Parametric apportionment algorithms try to allocate the units without regard for the position occupied by the preceding unit of the same product. However, concerning RTVP, the best (locally) position for a unit of a product is the position that is at the most convenient distance (as near as possible to the average distance) from that corresponding to its preceding unit.
The algorithm that we call AWe derives from the previous remark. When a unit of a product is allocated, the ideal position for the next unit of the same product is updated.
For each product ( ) 
(whose ceiling is the ideal position of unit 1 of product i ).
Let 1
i k be the position in which the first unit of product i is sequenced. Thus,
In the event of a tie between q products, such that ( ) ( )
the first product to be sequenced is product (1), the last is product (2), the second is product (3), the second-to-last is product (4) and so on (that is:
The objective of this tie-breaking rule is to prevent all the products in with 1 i d = from being sequenced together.
/ g AWe d is the combination of AWe with the use of the fictitious product g .
Opportunity cost ( Oc )
Consider that a partial sequence has built up and including position k . Given a product, if we compare the cost of allocating a unit of it to position 1 + k and the cost of allocating it to position 2 + k , the difference between the latter and the former can be called the opportunity cost of allocating the unit to position 2 + k (instead of allocating it to position 1 + k ). It is reasonable, then, to allocate to position 1 + k the product with a greater opportunity cost. As this cost cannot be calculated exactly without an optimizing algorithm, the decision can be taken on the basis of an estimation of it, i.e., the value of parameter 
RTVLB
In this case, however, a lower bound, PLB , is needed for a partial solution, that is, a solution in which one unit of product has been assigned to each of the first k positions.
A 
For the discrepancy function considered here (the quadratic discrepancy), the resulting procedure is as follows: 
And, applying the procedure described above, the distances (3,3,3,3,2,2), (7, 3, 3, 3, 3, 3, 2) , (9,9) and (10,7,7) are obtained for products 1, 2, 3 and 4, respectively. The value corresponding to these distances, 
And, finally, 34.187 58.327 92.51
PLB RTV RTV
When breaking ties, products are selected in descending order of i .
Local optimization procedures
This section describes twelve position-exchange procedures for local optimisation that have been applied to the heuristic initial sequences introduced in Section 2.
The twelve procedures result from combining three neighbourhoods (N1: swapping two consecutive units; N2: swapping any pair of units; N3: a unit of a product i is removed from the position it occupies and inserted between a pair of consecutive positions provided that there is no another unit of i between the initial position of the unit and the position in which is inserted); two rules for replacing the current solution with a new one (R1: is replaced with the first neighbour that is better that current solution; R2: is replaced with the best neighbour, provided it is better than the current solution) and two stopping rules:
F1: When there is not a neighbour better than the current solution, the algorithm considers, as a candidates for replacing the current solution, the neighbours for which the net improvement is 0 and, to avoid cycling, such that the maximum distance is not increased for either of two products being exchanged and at least one of the maximum distances actually decreases. If there are not such neighbours, the algorithm stops.
F2:
This stopping rule differs from the preceding one only in that considers also as candidates the neighbours for which the net improvement is 0 and such that the minimum distance does not decrease for either of the two products being exchanged and, moreover, at least one of the minimum distances actually increases.
The local optimisation procedure proposed in Corominas et al. (2007) is N1/R1/F1.
Computational experiment
A computational experiment was carried out to evaluate the effectiveness of the exposed in Section 2 and 3. The heuristic algorithms were implemented in JAVA and the computational experiment was carried out on a PC Pentium IV, CPU 3.40 GHz with 512 Mb of RAM.
For each of the 600 instances, we had 12 algorithms for the initial sequence and 12 local optimisation procedures. Therefore, 86,400 tests were carried out.
The results were analyzed by considering the set of 600 instances (which we will call TS ), among them the set of 462 instances with 2 G ≥ (which we will call SG ) and the set of 138 instances with 1 G ≤ (which we will call SG ).
First, we analyzed the results obtained by calculating the initial sequences using the proposed procedures (that is, without using an exchange procedure). Table 1 shows the results obtained for the 600 instances of TS and Table 2 shows the results obtained for sets SG and SG . The notation used in Tables 1 and 2 is Table 2 . Results, without using a local optimisation procedure, for sets SG and SG .
For the 600 instances of set TS , the procedure that yields better solutions is Oc and this is true, too, for sets SG and SG . Oc gives the best values of RTV , NBS , max ∆ , ave ∆ and min ∆ . However, the average computing time is many times greater for Oc than for the other procedures, especially for the instances belonging to SG . However, the solutions obtained with this heuristic require, when the exchange procedures are applied, less time than solutions obtained with others.
Next, we analyze the overall results (see Table 3 ) of the local optimisation procedures (that is, the average results obtained by applying them to the sequences obtained with all the heuristics described in Section 2) for set TS . For set SG , the best local optimization procedure was again 3 / 1/ 1 N R F , followed closely by N3/R1/F2 . In this case, the initial sequence provided by Oc gave the best value for these parameters (see Table 5 ). (Table 4) .
RTV NBS
3 / 1/ 1 N R F 3 / 1/ 2 N R
Conclusions
This paper discusses ways of solving the Response Time Variability Problem (RTVP) using heuristic algorithms. The RTVP, recently defined in the literature, is a scheduling problem with a broad range of real-life applications that is very difficult to solve to optimality. A previous study developed a RTVP position-exchange heuristic to improving greedy initial sequences. Mathematical programming models for solving it to optimally have also been tested (although the practical limit for obtaining optimal solutions is around 40 units to be scheduled).
This paper proposes and tests new heuristic algorithms that combine heuristic procedures for obtaining initial sequences with several exchange procedures.
The results of a computational experiment show that the proposed heuristic procedures for obtaining initial sequences and exchange procedures are superior to the heuristic algorithms published in the literature. We recommend the following: first, the instances to be solved should be classified based on whether the number of products with 1 Future research may focus on designing a branch and bound procedure for the RTVP.
