THE ASSUMPTION OF PURE INSERTION
In 1868 Donders proposed estimating the duration of a cognitive process or stage by subtracting mean reaction times (RTs) from two tasks where it was thought that the first task requires all the stages of the second, plus one additional stage. This method of estimation was termed the method of subtraction and the postulate that two such tasks can be found has been called the assumption of pure insertion.
The method of subtraction has fallen into disfavor primarily because of its strong assumption of pure insertion and also because of the appearance of a method making the seemingly weaker assumption of sekctive i$'uence (Sternberg, 1969) . This latter assumption suggests that we again find two tasks, this time with the same number of stages but with some stages differing in duration across the tasks. Although there are other pos-sibilities, it is usually postulated that if two experimental factors affect mean RT in an additive manner, then two separate stages exist that are distinctively influenced by the factors. Nevertheless, in certain experimental paradigms subtraction is still heavily relied upon. For instance, in the scanning literature (both memory and visual) it is often thought that adding one item to the to-be-scanned list effectively inserts a stage into the RT process. Another example is in the letter identification task developed by Posner and his colleagues (e.g., Posner & Mitchel, 1967) in which a subject has to respond "same" or "different" depending on the identity of two simultaneously presented letters. In some conditions subjects are instructed to respond "same" only if the letters are physically identical (e.g., A and A) while in other conditions a "same" response is given if the two letters have the same name (e.g., a and A). It is often argued that processing to the level of name identity requires only additional decoding steps and thus that subtractive logic is viable (see, e.g., Hunt, 1978) .
Another modern instance where the subtractive method might apply is in a detection task where stimulus intensity is varied across experimental conditions. In one condition, stimulus intensity would be set around threshold while in another it would be placed well above threshold. It may be that the second condition reduces to something like a simple RT task without the decision stage necessary to threshold level detection. If SO, subtraction may be appropriate.
To make the method of subtraction more precise, assume that in one experimental condition we observe a random RT X and in another condition a random RT 2, where the expected value of 2, E(Z) = E(X) + E(Y). Th en subtraction simply recommends estimating E(Y) as the difference in the observed means of 2 and X, so that E?) = z -x.
We thus might denote the assumption of this method as pure insertion at the level of the mean. Models which admit this possibility sometimes imply much more. That is, given the observable random variables X and 2 and the unobservable Y, subtractive models sometimes assume z=x+y,
where X and Y are stochastically independent. It is easily seen that additivity, not only of the means but of all cumulants, follows from (1). In general, however, tests of this prediction are not powerful. Consider the case of variances (the matter becomes progressively worse with higher cumulants). The variance of the estimate @ = --& $ (Xi -X)2 2=1
is 2&/n, where u2 is the true population variance. RT variances are notoriously large and thus the standard deviation of the RT sample variance is apt to be quite large. The assumption implicit in (1) might be termed pure insertion at the level of the distribution.
The assumption is quite common to RT theorizing and is often associated with mathematical tractability. It can be found in a great number of models postulating a system which performs a set of similar processing tasks serially (as, for example, in many memory scanning models). In fact, as we shall see later, the assumption is not limited to serial models; some parallel models can also be written in the form of Eq.
(1). The present paper begins by extending subtractive logic to the level of the distribution. Then a similar type of analysis is made under the somewhat weaker assumption of selective influence. Surprisingly simple yet powerful results can be obtained which allow not only estimates of the parameters of the models but also tests of their assumptions. Before proceeding further, we make clear some relevant terminology (see also Townsend, 1974) . In Fig. 1 we see a hypothetical decomposition of the observable RT for one particular trial of an RT task in which four additive stages are included in the RT process and make up what is labeled the decomposable time. These are the stages for which subtractive logic is assumed acceptable. The base time includes all other processes and their stages for which subtraction seems inappropriate. For instance, almost all models would place a response-execution stage in this latter category.
Next we note that the decomposable time is itself decomposed into four intercompletion times (ICTs) representing the fact that the subtractive method does not require the decomposable time to be a strict serial subsystem of the RT process. The system may be strictly parallel or even hybrid. We thus define the jth ICT as the time between the completion of the (j -1)th and the jth additive stages. With a serial system each ICT represents the total processing time of a single stage. If search is instead parallel then all stages are begun simultaneously and are completed at the end of some ICT. Thus, for instance, the total processing time of the third stage completed will be the sum of the first three ICTs. Under this guise, the assumption of pure insertion at the level of the distribution becomes RT, = RT,-, + ICT, ,
where RT, is the random observable RT on trials when there are lz ICTs, ICT, is the random unobservable time of the kth ICT, and RT,-, is independent of ICT, . As a concrete example of this framework consider a standard memory scanning task (e.g., Sternberg, 1966) . In the language of a popular model of this task (see, e.g., Smith, 1968) McClelland (1979) h as recently proposed a linear systems model for simple cognitive processes based on sequential banks of parallel integrators. Additivity is predicted in some cases but not in others. Our goal in the present work is to estimate the probability density function of ICT, given a set of RT data satisfying Eq. (2). This is accomplished most elegantly in the parametric case where distributional assumptions are made about ICT, , but as will be seen nonparametric solutions can also be obtained. When RT data is modeled at the level of the mean no distributional assumptions need be made, but of the researchers who have proposed models of the RT distribution and thus have been forced to make some distributional assumptions about the ICTs, many have selected the exponential density to model this random time between the completion of successive events or stages (e.g., Christie & Lute, 1956; Restle, 1961; McGill, 1963; McGill & Gibbon, 1965; Taylor, 1976; Townsend, 1972 Townsend, , 1974 Townsend, , 1976 . The mathematical properties of this distribution are very simple and it turns out that if the added assumption of exponential ICTs is made the present analysis is greatly simplified.
Further we shall see that if exponentiality is supported then not only are simpler estimates of the ICT densities obtained but also discrimination between selfterminating and exhaustive processing is possible. As motivation we mention that results will be considered below that render the exponential distribution somewhat less far fetched than is sometimes thought.
Assuming the Distribution of ICT,( is Exponential
Let us denote the density function of RT, by gk(t) and the density of ICT, by f,c(t). Then Eq. (2) implies that gB(t) may be written as cc gl.(t) = s Rk-l(f -to)fdto) 4, = &l(t) *fir(t)? (3) ,, that is, gK(t) is the convolution of gk-i(t) andf,(t). Under the assumption of this section Eq. (3) can be rewritten as
where V, is the rate at which the &h ICT unfolds. Thus, an estimate of the kth ICT density, jk(t), requires us only to obtain an estimate of the parameter, V, . For instance, a method of moments estimate would suggest p, ==-L RT, -RT,-, since the mean of an exponential density is E(t) = l/V, . This estimate, while intuitive, ignores much available information in the RT data. Specifically, it provides no test of the assumptions inherent in Eq. (4). Th eorem 1 below suggests a way around such limitations, essentially by solving Eq. (4) for the unknown parameter V, . A result similar to Theorem 1 was proved by McGill et al. (1965) . The difference is that in addition to the assumptions made here they also assumed that all RT-stage durations were exponentially distributed. In this case gk(t) is a general gamma density and the RT process can be modeled as a generalized birth process (see, e.g., Cox & Miller, 1965) . Their result was then derived from the so-called Kolmogorov forward equation which characterizes stochastic processes of this kind.
Theorem 1 is a stronger result since it makes no distributional assumptions about the base time or even about gti,_r(t). One way to intuit the result is to note that the addition of an independent random variable (e.g., the base time) to a birth process may affect the starting time or the finishing time of the process but it will not affect the internal structure of the process (i.e., the processing rates).
As a simple example of the application of Theorem 1 assume that the base time (i.e., the nondecomposable time) is uniformly distributed over the interval (0,2] (i.e., b(t) = 4, 0 < t < 2 and b(t) = 0 otherwise) and that two ICTs are distributed exponentially, the first with rate V, = 4 and the second with V, = 3. Then Even with such an oversimplified base time the observable RT distribution, gr(t), as seen in Fig. 2 , still possesses an unlimited variate to the right and is not completely unreasonable as a model for many empirical RT distributions (e.g., Christie et al., 1956; Taylor, 1965) , particularly considering the usual experimental variability. Now let us see if Theorem 1 can recover the exponential rate V, = 3 of the observable RT distribution g2(t) as it should. First for 0 < t < 2 v, = A%(t)
Results of convolving a uniformly distributed base time with an exponentially distributed ICT.
as expected, and for t > 2, gz(t>
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and the second stage rate is successfully recovered. Although these methods will work equally well with both serial and parallel models, the parallel models satisfying the assumptions may at first appear rather unintuitive. This need not always be the case, however. Consider a model where the decomposable component is an independent parallel unlimited capacity model and where the individual item processing times are exponentially distributed. Then it is well known (see, e.g., Townsend, 1972 Townsend, , 1974 that the ICTs will be independent and exponentially distributed.2 For instance, if the individual item processing rate parameter is V then gl(t) = b(t) * Ve-vt g2(t) = b(t) * 2Ve-2vt * Ve-vt g3(t) = b(t) * 3Ve-3C't * 2Jfeczyf * Ve-vt . . . . gnit) L b(t) * nVe--nr't *' ..* * Ve-vt.
Although the density of each ICT changes with k, for the purposes we have in mind, the order of the ICTs is irrelevant since convolution is a commutative operation. Therefore, if we rearrange terms, the above equations can be rewritten as
so that the conditions of Theorem 1 are met. The fact that there is only one unknown parameter to be estimated allows a result stronger than that of Theorem 1.
COROLLARY.
If processing is independent, parallel unlimited capacity, and exponential with rate V, then k%(t) ' = kG,-,(t) -kG,(t) t > 0, k = 1, 2 ,..., n.
Proof. Simply set V, = kV in Theorem 1 to obtain the result.
Q.E.D.
It may be noted that the above parallel model is said to be of unlimited capacity because the rate V is constant as k is increased (e.g., Townsend, 1974) . Theorem 1 and it corollary should be, in practice, easy to apply; all we need available are the empirical density and distribution functions for at least two conditions, where the difference between the two conditions is the inclusion of an independent stage (or more precisely an independent ICT) to the RT process in one of them. For instance, in the typical memory scanning paradigm, gk(t) might be the RT density on target absent trials when k items are in the memory set while gkml(t) would be the RT density on target absent trials when the memory set contains k -1 items.
If the assumptions of Theorem 1 and the corollary are valid we need only select any time t = t' and we can then estimate the processing rate of the kth ICT byg,(t')/[G,-,(t') -GB(t')]. Of course, it will probably be a good idea to derive estimates of this rate at 2 In fact, this will be true no matter what the level of the capacity is. Specifically, the ICTs of any independent parallel exponential process are independent and exponentially distributed (e.g., Townsend, 1972) .
several different times to test the assumptions. Theorem 1 says these estimates should be the same for all values of t > 0. This suggests a plot of gk(t)/[G&t) -Gk(t)] vs t with, say, t as the abscissa. If the assumptions are correct, the plot should be linear, with slope zero and intercept V, . Any sizable deviations from this form imply a falsification of one or more of the assumptions.
On the other hand, if the resulting plot is flat we know from the theorem that the assumptions must be exactly true, because it is an "if and only if" statement. No other set of assumptions can deliver a flat function. Of course, in emprirical applications the flatness of the resulting function will be a statistical question. As such, there may be models, not formally equivalent to those described by Theorem 1, capable of predicting functions close enough to being flat and linear that an empirical application of the theorem could not determine that they were not. This is essentially a question of the statistical power of such a test and will be discussed as such in a later section where the sampling variability of the Theorem 1 estimate of V, is considered. The problem of determining whether a given model can predict an approximately flat and linear function will probably be more difficult to answer for models not based on the notion of the discrete processing stage. One particular example which comes to mind here is McClelland's (1979) cascade model, mentioned earlier, which proposes a deterministic, but overlapping, flow of information through the processing stages. The randomness of the observed RTs arise from the addition of a normally distributed random variable to the proposed deterministic activation.
It is unclear what sort of function such a model would predict but it is difficult at this point to imagine an exact equivalence mapping between the cascade model and the discrete stage model of Theorem 1 which would be necessary for the cascade model to generate truly flat linear functions.
Se(f-Terminating vs Exhaustive Processing
Consider RT paradigms where subjects search through some set of items for the presence of some target or critical item as in the memory scanning task. We continue to assume that the ICTs are exponential.
Until now we have considered only the case in which the observer searches through a stimulus array for the presence of a target item not contained in the presented array. This stipulation fairly ensures us that the observer will process a11 items in the display before he responds "no;" that is, that processing is exhaustive (e.g., Townsend, 1974; Ashby, 1976) . What happens when the target item is contained in the display? In this case the observer may still process all items regardless of when the target is discovered (exhaustive search) or instead may terminate processing as soon as the critical item completes processing (self-terminating search). In the latter case, with k items in the display we can no longer be sure that the comparison time consists of k ICTs. Only on those trials on which the target is the lust item completed will there be as many ICTs as items in the display.
Thus, under self-termination, the assumptions of the subtractive method are violated and our earlier results no longer apply. Fortunately we can circumvent this problem without too much difficulty. The result is a self-terminating counterpart of Theorem 1 which, as such, provides both an estimate of the kth ICT density function and a test of the requisite assumptions (namely subtraction, exponentially distributed ICTs, and self-termination). It will be assumed throughout that the target is randomly placed in the comparison set. First, define the comparison time (or decomposable time) density function when there are a total ofj ICTs as h,(t). The observed time on any given trial when j of the k items are processed will be a sample from the distribution where h,(t) = f&J *f&) * ... *f&h 1 ,<j<k.
Under our assumption of exponentiality, h,(t) = C,61t * C,e-czt * 1.. * Cje-cjt. When search is self-terminating, no matter what the search order, the observed distribution over an infinite number of trials will be a composite formed by a probability mixture of the gkSj for the various values of j. Thus, due to the linearity of the convolution operation. We can use this result to show that if search is self-terminating Theorem 1 no longer holds; that is, the ratio of g, to G,-, -Gk is not constant over t.
LEMMA 1. If the conditions of Theorem 1 are met and in addition processing is selfterminating, then on target present trials it is never true that gkw G&t) -Gk(t) = wk ' for all t > 0.
Proof. It follows from Theorem 1 that gk(t) = C,e-clt * C2e-C2t * ... * Cke-Ckt * b(t) but due to the self-terminating character of the comparisons, it is also the case that gk(t) = I i i [BleTBlt * B2eMBat * **. * B,e -""I! * b(t). j=l
Ridding the above expressions of b(t) via the Laplace transform and its inverse and setting these equal to one another, it follows that k cle-w * . . . * cke-Bt = 2 k [BleeBlt * **. * Bje-*jt], t > 0, that is, a uniform probability mixture of general gamma distributions, where the number of stages runs from 1 to R, must be equivalent to a single general gamma distribution with k stages. This is impossible as we show by evaluating an equation involving the Laplace transforms of the two sides of the above expression.
-oo~s~+co, k<co.
We rule out the possibility that k is infinite as absurd. By multiplying through by the denominator terms we arrive at an equation of the form: D,,-,s~"-~ + D,,-,s~~-~ + a.. + D,s + D, = 0, for all s E (-00, + co), where the D's are in general made up of polynomial combinations of the B's and C's. As indicated, this equation must be satisfied for all s so by the method of undetermined coefficients all coefficients have to identically equal 0. But, D,,-, = (l/k)B, implying B, = 0. Now B, = 0 only when the mean first-stage processing time is infinite which has been ruled out. We have thus shown that both hypotheses cannot hold simultaneously in a nondegenerate fashion.
It should be noted that we have not shown that no distributions fr, fa,..., fk exist such that the distribution tTz k v-l(t) * ... *hWl is equivalent to a general gamma distribution. In fact, at least for k = 2, it can be shown that they do exist but we have not yet proven it in the general case. Suppose now that g,(t)/[G,-,(t) -Gk(t)] vs time, when plotted for the target-absent data, is flat, so that the Theorem 1 assumptions are supported. We now repeat this procedure with the target-present data. If the plot is again flat we can, because of the above lemma, rule out self-termination; within the class of models under consideration an exhaustive search is supported. If the plot is not flat we can rule out an exhaustive search and thus we might suspect self-termination. Of course, there are other possibilities, for example, search could be neither exhaustive nor self-terminating but something else, or the ICT distribution might have changed (i.e., no longer exponential). In any case, a direct test of the self-terminating hypothesis would appear valuable. Specifically if exhaustive processing is not supported, we desire a way to aerifr self-termination and also to recover the processing rates; that is, we desire a result similar to Theorem 1 in the case that search is self-terminating. Now Theorem 1 is really more a result about the g&t) than about the gk(t). In the special case of an exhaustive search, the two functions are equal when j is set equal to k and interpretation of Theorem 1 becomes straightforward. Thus, what we need in order to apply Theorem 1 when search is self-terminating is a means to relate the unobservable ge,j(t) to the observable gk(t). Theorem 2 provides a solution to this problem. THEOREM 2. If the conditions of Theorem 1 are met and, in addition, processing is se& terminating, then for all t > 0
which for self-termination reduces, through Eq. (5) to
Because of the equality g&f) = gk(t), the result of Theorem 1 can be written as
Substituting the above self-terminating counterparts into this expression gives us the desired result.
We have now a method which allows us to observe the processing rates of each ICT and at the same time to test the assumptions necessary for this observability. In addition, on target-present trials, we can discriminate between self-terminating and exhaustive processing. In the case of either we can observe the target-present processing rates.
Relaxing the Exponential Assumption
Earlier it was stated that the assumption of exponential ICTs is not absolutely necessary since the TCT density can be estimated without this restriction. There are at least two general approaches we can take with regard to this problem. In the first we can make a specific nonexponential distributional assumption about the form of the ICT density. Then we can attempt to solve Eq. (3) for that parameter of fk(t) which identifies the distribution.
Under the assumption of exponentiality we solved easily for V, but in general, most solutions, in addition to being more difficult to obtain, will more importantly be more intransigent to implement with empirical data. In addition, many distributions are characterized by more than one parameter.
However, there is an alternative approach, similar to the method of moments, which can sometimes be easily realized. We illustrate it here for the special case when the kth ICT has a gamma distribution with n, stages and rate I', . In this case Eq. (3) becomes gk(t) = gkpl(t) * [ny";7:
V',ewVkt, t > 0.
If we now assume gk(t) has a well-defined moment generating function (m.g.f.) s,(O), then the m.g.f. of the above expression is Taking logarithms of both sides gives us log gk(t?) = log sk-l(@ + nk log ( VkV" 0 1
Now log g (6) is the cumulant generating function of g(t) and thus the derivative of (6) with respect to 19 and evaluated at 0 = 0 is where pk represents the mean of the observable g, distribution. Similarly,
where uk2 is the variance of gk(t). Thus in (7) and (8) we have two equations and two unknowns. Simple algebra leads us to observable estimates of the two unknown parameters of the Kth ICT, namely
These estimates hold for any base time, but do require subtraction at the level of the distribution, and that the ICTs are distributed gamma, although each may have a different number of stages and a different rate. Note that realistic estimates of Vk and nL can be obtained only if both the mean and variance of the observable RT distributions increase monotonically with K. This restriction is, in fact, implied by pure insertion at the distributional level as we earlier noted. Reliable estimates of higher-order moments of RT distributions require careful experimental procedure and a fairly large sample size (e.g., Ratcliff, 1979) . However, arguments based on RT variances are becoming more and more prevalent (e.g., Schneider & Shiffrin, 1977; Rossmeissl, Theios, & Krunnfusz, 1979) and thus the above estimates may become increasingly more feasible.
If the ICTs are gamma distributed and pure insertion holds at the distributional level then we should be able to estimate V, and rzk using third and fourth cumulants instead of first and second. If the assumptions of pure insertion and gamma distributed ICTs are true the two sets of estimates should agree, thus providing a test of the general model. Of course the estimation problems with third and fourth cumulants are even more severe than for variances. Thus, at present, such a test may not be practical. However, recent results in moment estimation (e.g., Shiffrin & Thompson, 1979) offer some hope that, at least in some cases, more reliable moment estimates may become available.
Let K,,~ be the rth cumulant of the observable RT distribution when K elements are processed. Then successively differentiating (6), three and four times, respectively, yields 2 l hk 1/,3=G -%7c-1 > and K4.k -K4.k--1).
Again we solve for V, and nk:
These two sets of estimates provide a test of the assumptions, for if they are true it must be the case that
This method will work well with many distributions. An especially simple case arises if one or more of the RT components are approximately normally distributed, since all cumulants of a normal distribution other than the first and second equal zero. Thus the higher cumulants of the RT distribution will be unbiased estimates of the cumulants of the nonnormally distributed component distributions (e.g., see Taylor, 1965) .
So far we have not dropped the third (distribution) assumption; we have merely examined the consequences of substituting some other distribution for the exponential. In general, an analytically simple estimate of the ICT density can be obtained even when no distributional assumptions are made. PYOOf.
then it is also true that G,(t) = G,-,(t) *h(t)-Taking Fourier transforms of both sides of these two equations and solving for j*(t) yields the Lemma. Q.E.D.
Thus we have an estimate of the hh ICT density function which is completely observable and yet makes no distributional assumptions. The investigator simply divides the Fourier transform of the empirical distribution (or density) function when there are K ICTs by the transform of the empirical distribution (density) function when there are K -1 TCTs and takes the inverse transform of this result. Here the method of Fast Fourier Transforms will prove useful (e.g., McGillem & Cooper, 1974) . Fourier methods employing empirical RT densities have been utilized in the past, usually with indifferent success as the resulting estimates generally turn out to be very noisy (e.g., Green & Lute, 1971) . Employing cumulative distribution functions as in Lemma 2 should reduce this problem somewhat as distribution function estimates are more stable than density estimates.
Under these same Lemma 2 assumptions, Bloxom (1979) has developed an estimate offk(t) based on cubic splines which does not seem as susceptible as the Fourier methods to the noise or higher-frequency components of the empirical density estimate and thus appears to be a promising alternative to the estimate of Lemma 2.
THE ASSUMPTION OF SELECTIVE INFLUENCE
The assumptions of the subtractive method are admittedly very strong and can be expected to hold only in certain special circumstances. There are several ways one might weaken the assumptions yet still retain enough specificity to generate testable predictions. Probably the most popular of these is to assume selective influence rather than pure insertion (e.g., Sternberg, 1969). U n d er selective influence, if we are given an RT process consisting of a base time and K ICTs then we attempt to find an experimental factor which affects only one ICT and nothing else (rather than deleting it as in subtraction).
In this section, we extend this assumption to the level of the distribution in much the same way in which we earlier extended pure insertion. The developments, however, are logically independent. In the beginning, we make no distributional assumptions about any of the RT components. on the RT data. If the two factors are found to be additive, then the assumption is that the two factors must be influencing separate stages in the RT process. If the two factors are found to interact, it is assumed that they must be influencing at least one stage in common.
This method, although widely popular, has from its inception received criticism (see, e.g., Theios, 1973; Pachella, 1974; Taylor, 1976) . F or instance, it is deemed unlikely that all of the assumptions of the ANOVA model are satisfied with typical RT data (e.g., normality, homogeneity of variance). Also the large RT variances and small number of subjects often used indicate low statistical power. This suggests that the probability of incorrectly deciding that two factors are additive may be unreasonably large. We now outline a new nonparametric method for studying RT processes when the assumption of selective influence is appropriate.
In a fashion analogous to our treatment of pure insertion we can extend selective influence to the level of the distribution by assuming that when additivity holds the processing time of the stage selectively influenced is stochastically independent of the processing times of the other stages. This extra assumption allows fairly strong nonparametric tests of the hypothesized additivities which do not require the questionable assumptions of ANOVA. The assumption that selective influence holds at the level of the distribution is stronger than assuming it holds at the mean level. Conceivably, a factor might affect the mean of only one stage but, say, the variances of several. While statistically this may be unassailable, it is not immediately clear whether it is always in the spirit of an assumption of selective influence, since the factor in question is indeed affecting more than one stage. Whether or not it does make sense is a qualitative consideration which will depend on specific empirical circumstances. To illustrate the technique assume we have two levels of two experimental factors, A and B, and each factor influences a different stage of processing at the distributional level. Then we may write the probability density function when factor i4 is at level i and factor B is at level j as
where b(t) is the density function of all stages not influenced by either factor A or factor B. Under these experimental circumstances the following result is obtained. (9) are not constrained to be true probability density functions. Thus there seem to be analytic models other than of the type we have been considering here, which can predict the result of Theorem 3. Whether any of these have realistic processing interpretations is unclear. For instance, we have elsewhere shown that a large and eminently reasonable class of independent parallel models cannot be written in this form (Townsend et al., in press, Chap. 14). Thus it may be that the class of plausible (in the sense of their processing interpretations) models predicting Theorem 3 is precisely the class of model: we considered when writing Eq. (9); namely, those assuming selective influence at the distributional level.
An extension of this approach to three factors is straightforward. If three experimental factors selectively influence three separate stages at the distributional level, then the associated RT density in condition A,B,C, is given by tY'4,BjCk@) = b(t) *f&) *fBl(t) *f&.
(10)
Instead of the one testable prediction (of Theorem 3) generated when two additive factors are postulated the completely additive three-factor model generates 6 independent testable predictions when each factor has two levels. Restriction (i) is essentially the same result as was obtained in Theorem 3 for the case when factor C is held constant at level 1 while in (ii) factor C is at level 2. Thus restrictions (i) and (ii) together reflect the additivity of factors A and B. Similarly (iii) and (iv) result from the additivity of factors ,4 and C while restrictions (v) and (vi) arise from the additivity of factors B and C. Now suppose that we perform an experiment with all possible combinations of these different factor levels and that we estimate the appropriate density and distribution functions. We are now in a position to perform the tests suggested in Lemma 3.3 If none of the six predictions can be rejected then, of course, the completely additive model of Eq. (10) becomes the model to beat in this paradigm and is thus indirectly supported. If they are all rejected, then additive factor theory assumes that all factors affect some stage in common. There are, of course, other possibilities.
For instance, the factors might influence separate stages which interact with each other through some feedback loop.
3 When performing these tests, care must be taken to control the type I error bvel. That is, the individual test type I error level should be selected so that the error level with respect to the collection of all tests made is not unreasonably large. It is important to note that even though Eq. (11) im les stochastic independence of pl' the densities fAiCJt) and fe,$t), in general the stage X and Y processing times could still evidence correlations when the data is compiled over the C conditions. For instance, assume factor C represents degree of subject motivation which is controlled by varying reward magnitudes. Now suppose that both stage X and Y processing times are faster when motivation (i.e., the reward magnitude) is high. Then we may still be able to get a stochastically independent RT decomposition along the lines of Eq. (11) and yet in conditions (via C) when the stage X processing time is short the stage Y time will also be short (and vice versa). What is required by Eq. (11) is that for any given level of factor C the stage X and Y processing times be stochastically independent.
If, though, we average over levels of C this no longer need be true. The stage X and Y processing times can, at this level, be dependent.
It may also be possible to attack the thorny problem of errors using this general methodology.
For instance in Eq. (10) suppose C, refers to correct responses and C, to incorrect responses. Then under the assumption that the errors arise from stages not influenced by either of the additive factors A or B, Lemma 3 should hold. If, on the other hand, some of the six predictions are rejected, then by observing the pattern of rejections one can still hypothesize the stage or stages which form the locus of the processing errors. This general line of research is currently being elaborated and more deeply investigated.
The preceding material outlines a general methodology for analyzing RTs when selective influence is thought to hold. The approach is freed of many assumptions inherent to the additive factor method and the ANOVA model. Specifically, no distributional assumptions about the RT need be made as is the case with ANOVA. It need not be assumed that the RT variances in the different experimental conditions are all equal. In exchange we are forced to assume that the RT can always be decomposed into a sum of independent random variables within any fixed experimental conditions. This does not mean that the individual stage processing times must be independent when conditions are varied. In general, they need not be. What it does mean, however, is that if additivity is found at the level of the mean then the additivity must also hold for all higher moments.
Theoretically, an examination of the means is not necessary with this method. If additivity exists at the distributional level, it necessarily exists at the mean level although the converse is, of course, not true. Practically speaking, however, one may wish to incorporate a means analysis in conjunction with the above approach as a time-saving strategy since firmly established interaction at the mean level could rule out an additivity at the distributional level.
Distributional Assumptions and Selective Influence
A myriad of possibilities present themselves if we permit distributional assumptions about the RT components. The methods of solution are similar to those we utilized when pure insertion was assumed and for this reason we will not attempt an exhaustive investigation. However, to illustrate the types of results one might expect to obtain, let us consider the case where some experimental factor A selectively influences a stage (i.e., an ICT) of the RT process whose completion time is exponentially distributed. Specifically assume that under level one of factor A the stage completion time density is ve-vt and under level two it is We-wt. We assume all other stages are unaffected by factor A.
Then the observable density function when factor il is at level A, is gAl(t) = b(t) * Ve-vt while at level A, , g,+,(t) = b(t) * We-wt.
In these expressions b(t) is the density function of all stages not affected by factor A. This representation admits the following result. Theorem 4 suggests that a plot of gAx@) gAkt>
should yield a linear function with slope V/W and intercept V if the assumptions of the theorem are valid. We can thus use Theorem 4 in much the same way as Theorem 1. We perform the experiment and estimate the density and distribution functions. We next plot gAl(t)/[GAg(t) -GAl( vs gAz(t)/[GAz(t) -GAl(t which allows us both to test the assumptions of the theorem and if they are supported (i.e., if the plot is linear with positive slope and intercept) to estimate both V and FV. The estimate of V is given by the intercept of the regression line while the estimate of the inverse of W is the slope of the regression line divided by the intercept. As mentioned earlier, the specific import of results of this type will depend on circumstances of the empirical application one has in mind. At any rate, we see that it is sometimes possible to both estimate model parameters and test assumptions. This appears to be the primary benefit of extending assumptions such as pure insertion and selective influence to the distributional level. At the mean level parameter estimates can often be obtained but seldom is a test of the assumptions of the model possible.
SIMULATIONS, TYPE I AND II ERRORS, AND AN EMPIRICAL

APPLICATION
We turn briefly now to empirical applications of Theorem 1. Applications of the other results, and in particular the method developed when selective influence is assumed, will be the target of future efforts.
Before one begins applying Theorem 1, there are a few things about which we need to be reassured. One which comes to mind is the specificity of the results. If, for example, the ICTs are distributed other than exponential, will the deviations from a flat linear function, when we plot l&(t) Gkml(t) -GP(t) vs t' be significant enough for us to safely conclude that at least one of the assumptions has failed ?
Ideally, of course, we would like to be able to perform a significance test on, say, the slope of the least-squares regression line fit to this set of data. Unfortunately, since we have only one data point for each value of t, standard regression theory does not provide such a test. A second alternative would be to obtain standard errors of the estimated slopes and then to construct confidence intervals or our own significance tests. Again, it unfortunately appears that the problem of calculating such standard errors is analytically intractable since it involves the exceedingly complex statistic &(t)/[ehAl(t) -&k(t)]. This state of affairs leaves us in somewhat of a lurch, a common enough situation when one encounters new and slightly exotic statistics. In our case, an attempt is made to estimate a standard error by performing a series of simulations and then calculating the standard deviation on the resulting regression-line slopes.
Monte Carlo simulations were performed in which sets of data were generated fulfilling all or only some of the earlier assumptions. In all of these simulations the density functions, gk(t), were then estimated following Parzen (1962) with a Gaussian kernel so that
where the tj are the observed RTs and n is the number of observations. If some care is taken in the selection of h, the estimate can be shown to be uniformly consistent provided gk(t) is uniformly continuous (see Parzen, 1962) . We can now use the known convergence properties (see, e.g., Roussas, 1973) 
Now we use the properties of the estimate ej(t; n); specifically we know that sup I G,(t) -Gj(t; n>l = 0, (A).
In other words, #(sup 1 G,(t) -ej(t; n)l) is b ounded for all n implying that Gj(t; n) converges in probability to G,(t) at a rate faster than l/n1i2 converges to zero. Thus, incorporating this bound into the above expansion,
so the properties of the estimate (14) follow directly from the properties of the density estimate &(t; n).
In our first simulations all assumptions hold exactly. Our goal here is to get some idea as to the standard error or the variability in the slope of a regression line fit to the pk vs t plot, when the assumptions of Theorem 1 are formally satisfied. This knowledge can then be used as a general guide in empirical applications. If the absolute value of the slope of a regression line fit to empirical data is much larger than those found in these simulations, then one may tentatively conclude that one or more of the assumptions of Theorem 1 do not hold for this particular set of data. Toward this end, it is desirable to make the manipulable details (e.g., parameter values) of the simulations conform as closely as possible to our expectations with regard to empirical data, and we have attempted to accomplish this.
The empirical application to be reported after the simulations utilizes data from a standard memory-scanning experiment which was reported by Townsend & Roos (1973) . In this type of experiment, the classically quoted mean scan time for one item is 2.5 to 30 msec (e.g., Sternberg, 1966) . Therefore, in our simulations we chose a mean of 25 msec for the ICT whose rate was to be recovered. Another parameter to be set was n, the number of trials. The Townsend et al. (1973) study used an n of about 250 so this should be the minimum value used in our simulations. We should expect, however, the variability in the slope of the regression line to decrease with increases in n. Thus if a larger n is used, the trend should be toward a narrower range of acceptable slopes and thus a more conservative test. Tf with a larger n the slope from the empirical application agrees with those from the simulations, then the assumptions of Theorem 1 gain support. So, in an attempt to make the results of these simulations generalize to memory-scanning (or visual-search) applications where more than 250 observations per condition are collected, the fairly large values of n = 1000 was selected. Some simulations with smaller ASHBY AND TOWNSEND n were performed to gain a rough idea as to the effect of sample size on the variability of the regression line slope (and intercept). In all simulations the base time was assumed uniformly distributed from 200 to 400 msec. The first ICT was exponentially distributed with a mean of 12 msec and the second ICT (to be recovered) had an exponential distribution with a mean of 25 msec. The results are contained in Table 1 . There the slopes of the least-squares regression lines (fit to the pk vs t plot) and the resulting estimates of the second ICT mean, l/V, , are given. The "mean" estimate is taken as the inverse of the mean of all estimates generated by applying Theorem 1 at different possible values of t. Although there is some variability, overall the results appear quite good. Perhaps most surprising is the relatively small effect n seems to have on the slope of the regression line. Even with only 25 observations per condition, the slope is still on the same order of magnitude as when 1000 observations are generated. The larger slope for n = 50 indicates that there will probably be more variation for the smaller values of n but nevertheless, the results do appear promising. Somewhat more puzzling are the poor estimates of l/V, obtained in simulations 3 and 4. It may be that the method provides somewhat more variability in the intercept than in the slope of the regression line. It is also possible that taking the mean of all the estimates is not the optimal method of estimating V, . An alternative approach, which appears to have some potential, is to integrate both sides of Theorem 1 and plot the result vs time. The result should be a linear function with slope V, since s t l/I, dx = I"
We will see more of this estimate somewhat later. ,4 perusal of Table 1 indicates that an acceptable decision rule (for the null hypothesis that the joint assumptions of pure insertion at the level of the distribution and exponentially distributed ICTs hold) is to reject if the absolute value of the regression line slope is greater than or equal to 1.0 x IO-*, since almost all of the slopes from the simulations fall in this interval. This strategy is also consonant with an approach based on standard errors. The sample standard deviation of the slopes obtained from all the simulations in which the sample size is at least as large as in the Townsend et al. (1973) What then of the type II error ? Can models, other than those satisfying the assumptions of Theorem I, generate slopes with absolute value less than our criterion of 1.0 x lo-* ? To attempt an answer to this question, the distribution of the second ICT was changed from the exponential. All simulations were performed with an n of 1000. Table 2 presents the results.4 A quick glance at the regression line slopes reveals that in all cases they fall in the rejection region. Thus for each of these simulations our decision would be that at least one of the assumptions of Theorem 1 had been violated. Our test, therefore, appears to have reasonable power. . An example of the decision rule we have adopted is illustrated in Fig. 4 for simulations 9 and 15. In simulation 9 (see Table 1 ) the assumptions of Theorem 1 are exactly satisfied and the resulting regression line slope appears typical of such simulations. Simulation 15 (see Table 2 ) represents a violation of the assumptions. The tubes enclosing the regression lines in Fig. 4 reflect the variability in the points about the regression line. The edges of the tubes are at plus and minus the mean absolute deviation of the points about the lines. Finally, the broken lines in the figure (with slopes 11.0 x 10d4) define the acceptance region for the null hypothesis of pure insertion at the distributional level and exponentially distributed TCTs. As can be seen the regression line for simulation 15 is clearly outside of the acceptance region.
As an empirical application of Theorem 1 we utilized data from a standard memoryscanning experiment reported by Townsend et al. (1973) from one to five alphanumeric characters. Each of three :subjects participated in 500 trials with each memory set size, 250 of these entailed "yes" responses and 250 "no" responses. The analyses reported below deal only with the target absent or "no" data. These should be sufficient to test the double assumption of pure insertion at the distributional level and exponentially distributed ICTs. The question of whether the method can discriminate between self-terminating and exhaustive search strategies will be a target for future efforts. Table 3 contains the results of applying Theorem 1 to these data. The stars on some rows indicate that the sample RT variances were larger for set size k -1 than for set size k. Of course, if these were population variances this decrease would immediately falsify pure insertion at the level of the distribution. An examination of the slopes in Table 3 shows that in all but three cases the slopes of the regression lines fell in the interval $1.0 x 10e4, which we earlier tentatively agreed upon as a conservative (because of the larger sample size used in the simulations) acceptance region for the hypothesis of pure insertion at the level of the distribution and exponentially distributed ICTs. 5 Thus, each of these regression lines rises or falls less 5 The fits of the regression lines were found to be adversely affected by outliers from the extreme tails of the RT densities.
For this reason extremely long RTs were not utilized in the regression analysis. However, the discarded data always comprised less than 1 y/, of the RTs.
steeply than the broken lines of Fig. 4 . An analysis based on the estimated standard error yields similar conclusions. We earlier calculated that the standard deviation of the regression line slopes in the simulated data was 3.62 x 10-5. Half of the slopes reported in Table 3 therefore lie within one of these standard deviations from the origin. Three others lie within 2.2 standard deviations and these nine cases represent all of the slopes falling in the interval &I .O x 1O-4 and so they are the ones for which we tentatively accepted the assumptions of Theorem 1. The three slopes falling outside this acceptance region all lie more than four standard deviations from the origin.
An illustration of what the worst case and best case actually look like is given in Figs. 5 and 6. In the first of these a plot of ,&(t)/[e,(t) -e*(t)] vs f is given for subject 1. The resulting regression line which was fit to these data has a slope of 3.56 x IO--' and was thus the steepest of all the regression lines fit. The regression line fit to the subject 2, ICT 4 data of Fig. 6 was about 6C0 times shallower, having a slope of less than 6 x 10-7. As can be seen, although the subject 1, ICT 2 data of Fig. 5 exhibits much more variability, both sets of data appear quite flat and do not, for instance, appear to display consistent nonlinear trends. These are surprising yet propitious results. They are surprising when we consider that in over half of the cases (7 out of 12) the sample variances were smaller for set size k than for k -1. They are propitious in the sense that they suggest there may be more order in the complete RT distribution data (as opposed to means alone) than is commonly believed. The exponential distribution is often derided as being too simplistic, but the present results caution against dismissing it without further hearing.
The estimates of 1 /V are in most cases reasonable, although it appears there may be more variability here than in the slopes. There appears little in Table 3 to favor either of the two estimates over the other, but it is expected that the estimate obtained after an integration has been performed (see Eq. (15)) will be more stable, since integration is itself a smoothing operation.
In any event, somewhat more troubling is a comparison of the estimates obtained from, say, Eq. (15), with the more naive estimates of I /I' obtained by subtracting the appropriate means (as in the rightmost column of Table 3 ). While these estimates are in some cases quite close in a great many they are not. There are at least several possible reasons for this discrepancy. First recall that the simulations reported in Table 1 indicated that with increases in n the regression slopes may converge more quickly than the intercepts (i.e., the l/V, estimates). Specifically note that for simulation 4 the slope is well within the acceptance region while the Va estimate is poor. Simulation 4 utilized an n of 250 which is the same as in the Townsend and Roos study, Thus it may be that while 250 trials per data point is enough to test the null hypothesis of pure insertion at the level of the distribution and exponentially distributed ICTs it may not be enough to use Theorem 1 to reliably estimate the ICT rate, V, . We can see from Table 1 that an n of 1000 should easily be large enough for this purpose and we have an indication that an n of 500 may be adequate. Howevrr, a satisfactory answer to this question necessitates performing many more simulations. Another possibility we must not forget is that RT, -RTkPl is, of course, a random variable. While the variance of the statistic m,; is not normally considered prohibitive, it must be kept in mind that the variance of RT, -RTk-i is roughly twice as large. As a rough indicant, the average sample variance for the subjects in the Townsend et al. (1973) study was about 25,000 msec2. Thus the variance of the estimate RTI, -RTk-r is roughly -_ var(RT, -RT,-,) f 2(25ooo) 250 msec2 = 200 msec2
and hence one standard deviation is just over 14 msec. We thus see that over half of the estimates obtained from Eq. (15) 1 ie within one standard deviation of the estimate FFk. -RTk--1 . All in all, the application, though tentative, seems a success. The double assumption of pure insertion at the level of the distribution and exponentially distributed ICTs received support in a memory scanning task. What is needed now are more tests of these assumptions in more varied experimental situations and that will be a target for future efforts.
