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Abstract
This paper concerns the model updating problems with no spillover of the quadratic palindromic system P(λ) =
λ2A⋆+λQ+A, where A,Q ∈ Cn×n, Q⋆ = Q, A is nonsingular and the symbol ⋆ is used as an abbreviation for transpose
or conjugate transpose for complex matrices. Model updating with no spillover has been a very challenging task in
applications. This paper provides a complete theory on when such an updating with no spillover for palindromic
quadratic system is possible and the some solvability conditions are established.
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1 Introduction
In this paper, we consider to update of a palindromic quadratic model in the form:
P(λ) := λ2A⋆ + λQ + A, (1.1)
where A,Q ∈ Cn×n with Q⋆ = Q(We call such matrix is symmetric matrix). The quadratic matrix polynomial P(λ)
is generally known as a quadratic palindromic pencil. To be specific, we summarize the names and structures of the
palindromic system P(λ) in (1.1) as follows:
⊤-palindromic P(λ) = λ2A⊤ + λQ + A, Q⊤ = Q, (1.2)
∗-palindromic P(λ) = λ2A∗ + λQ + A, Q∗ = Q, (1.3)
where Q⊤ and Q∗ are the transpose and the conjugate transpose of Q, respectively.
The palindromic quadratic eigenvalue problem (PQEP)[2, 3, 26] is to find λ and x such that
P(λ)x ≡ (λ2A⋆ + λQ + A)x = 0. (1.4)
The scalar λ and nonzero vector x satisfying (1.1) are called an eigenvalue of P(λ) and the (right) eigenvector cor-
responding to λ, respectively. Together, (λ, x) is called an eigenpair of P(λ). The PQEPs arise in the analysis and
numerical solution of high order systems of ordinary and partial differential equations, and enjoy a variety of appli-
cations. For example, PQEP (1.4) is raised in the study of the vibration analysis of high speed trains[2, 3], and its
coefficients A and Q have special structures: QT = Q is tridiagonal block Toeplitz, and the subblocks in A partitioned
in the same way as Q are all 0 except one subblock in upper-right corner, i.e,
Q =

k k k . . . k
k H0 H
T
1
k H1 H0 H
T
1
k H1
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1
k H1 H0

, A =

k . . . k k
k 0 · · · 0 H1
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...
...
...
...
k 0 · · · 0 0

, (1.5)
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where Q and A both have m block-rows and columns, n = mk and HT
0
= H0. For more examples, we refer readers to
[10, 13] and references therein.
The structure in the coefficient matrices of (1.1) results in a structure in the spectrum. Indeed, transposing the
palindromic problem (1.4) yields (λ⋆)2x⋆P( 1
λ⋆
) = 0, which implies that if λ is an eigenvalue and x an associated
eigenvector, then 1
λ⋆
is also an eigenvalue with x⋆ as left eigenvector. Then it follows that eigenvalues occur in pairs
(λ, 1
λ⋆
). This property is sometimes called as “symplectic spectral symmetry”. Moreover, the algebraic(geometric and
partial) multiplicites of eigenvalues in each pair are equal[10].
Two aspects of the palindromic quadratic pencil associated with the model (1.4) deserve attention. The direct
problem involves analysing and deriving the spectral information and, hence, inducing the dynamical behaviour of
a system from a priori known physical parameters such as mass, length, stiffness, and so on. The inverse problem
involves validating, determining or estimating the parameters of the system according to its measured or expected
behaviour. The direct problem concerns manifesting the behaviour in terms of the parameters whereas the inverse
problem concerns expressing the parameters in terms of the behaviour. Both problems are of significant importance
in applications. We have seen that the PQEP is a direct problem. The PQEP is usually solved via two steps: first,
transform the PQEP into a general eigenvalue problem (GEP) via linearization[10, 11]; second, apply certain numerical
methods for the GEP. However, the GEPmay not reflect the symplectic property of spectrum, so their use for numerical
computation in such situations may be problematic. Recently, great efforts have been made to the development of
structure-preserving numerical method that preserve the symplectic spectrum symmetry, for example, the implicit QR
method[9], the hybrid method computing the anti-triangular Schur form[12], the URV decomposition based structured
method[6, 7], and the structure preserving doubling algorithms[14, 17, 18]. Its counterpart, known as a palindromic
inverse eigenvalue problem (PIEP) can be formulated as follows:
(PIEP) Construct a nontrivial quadratic palindromic pencil P(λ) = λ2A⋆ + λQ + A so that its matrix coefficients
(A,Q) are of a specified structure and P(λ) has a specified set {(λi, xi)}pi=1 as its eigenpairs.
The inverse eigenvalue problem (IEP) is to determine the coefficient matrices with partial or entire eigenvalues and
eigenvectors prescribed. Many efforts have been devoted to the IEP of quadratic symmetric systems. For example,[4, 8,
16, 22, 23, 24, 25, 32, 33] and references therein. The IEP of palindromic systems with entire eigenvalues prescribed is
considered in [20]. The IEP for T -palindromic matrix polynomials is considered without ±1 as prescribed eigenvalues
[19].
Model updating problem(MUP) is another class of IEP of practical importance, where the purpose is to correct
the coefficient matrices in an existent model so that the updated model will have a behavior closely matching the
experimental data [5, 15, 21]. To be specific, a quadratic palindromic model updating problem can be stated as
follows.
(PMUP) Given a quadratic palindromic model (A0,Q0) and a few of its associated eigenpairs {(λ j, x j)}pj=1, p ≤ n,
where λ′
j
s are distinct simple eigenvalues, assume that new eigenpairs {(µ j, y j)}pj=1 have been measured, where µ′js are
distinct and simple. Update the quadratic palindromic pencil (A0,Q0) to a new quadratic palindromic pencil (A,Q)
such that
(i) The newly measured {(µ j, y j)}pj=1 form p eigenpairs of the new model (A,Q);
(ii) The remaining 2n − p eigenpairs of (A,Q) are kept the same as those of the original model (A0,Q0).
We stress three inherent conditions in the above statement. First, the matrix Q must remain symmetric, i.e.,
Q⋆ = Q. Second, the remaining 2n − p eigenpairs must remain invariant, a property known as the no spill-over
phenomenon [23]. Third, all the eigenvalues of λ′
j
s and µ′
j
s must appear in pair (λ, 1
λ⋆
), because of the property
“symplectic spectral symmetry” of eigenvalues of the quadratic palindromic pencil and the no spill-over phenomenon
of PMUP. Consequently, the integer p must be even.
Besides the requirements of no spill-over in MUP, the other difficulty is the structures of the coefficient matrices,
i.e., the updated matrices should preserve the structures of original model invariant, such as symmetric, positive def-
inite, and so on. In symmetric quadratic system, i.e., the coefficient matrices are all real symmetric, a mathematical
theory for the no spill-over phenomenon has been established in the work [8, 22, 23]. In this paper, we consider
the model updating problem for the quadratic palindromic model with no spill-over (PMUP). Recently, by using the
spectral decomposition of the quadratic ⋆-(anti)-palindromic system, Cai [30] concerns the PIEP with entire/partial
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eigenpairs and the model updating problems with no spill-over. Our main contribution in this paper is to offer a
complete theory on the solvability of the PMUP.
This paper is organized as follows. In section 2, by a special product for the matrices and vectors ofCn×n, we derive
the explicit expression for the symmetric solution X⋆ = X of the Sylvester equation AX − XB = C over C. In section
3, we derive a solvability condition under a parameterized structure, and give some necessary and sufficient conditions
for the solvability of PMUP. Some numerical examples are presented in section 4 to illustrate the performance of the
algorithms proposed in section 3. Some concluding remarks are drawn in section 5.
2 Preliminaries
Suppose that Λ ∈ Cn×n is nonsingular and has the following form
Λ = diag(λ1, . . . , λp) ∈ Cp×p, (2.1)
where λ2k−1λ⋆2k = 1 for k = 1, . . . , q; λiλ
⋆
j
, 1 for all i , j, i, j = 2q + 1, . . . , p. We further assume that the matrix Λ
has no exceptional eigenvalue, i.e., λλ⋆ , 1 for every eigenvalue λ of Λ. Define
ΓΛ = {T ∈ Cp×p|T⋆Λ + TΛ−1 = Λ⋆T + Λ−⋆T⋆}. (2.2)
First, we consider the structure of the parameter matrix T := (ti j)p×p ∈ ΓΛ. It follows from (2.2) that
λ⋆i (1 − λ⋆i λ j)ti j = λ j(1 − λ⋆i λ j)t⋆ji, i, j = 1, . . . , p. (2.3)
Since Λ has no exceptional eigenvalue, λiλ
⋆
i
, 1, i = 1, . . . , p, which implies that
tii = λiλ
−⋆
i t
⋆
ii , i = 1, . . . , p. (2.4)
If λi ∈ R, then tii ∈ R is arbitrary. If λ < R, it follows from (2.4) that tii = aIm(λi)λi, where a ∈ R is arbitrary and
Im(λi) is the imaginary part of λi. For i , j, if λ
⋆
i
λ j = 1, then (2.3) holds for arbitrary ti j, t ji ∈ C; if λ⋆i λ j , 1, then
λ⋆
i
ti j = λ jt
⋆
ji
, which implies that ti j = λ
−⋆
i
λ jt
⋆
ji
. Clear, the freedom of parameter matrix T is p(p + 1)/2 + q. Hence, we
have proved the following result.
Lemma 2.1 Let Λ ∈ Cp×p be the matrix defined by (2.1) and T = (ti j) ∈ Cp×p. If T ∈ ΓΛ, then the freedom of
parameter matrix T is p(p + 1)/2 + q and
(1). tii =
{
a, if λi ∈ R,
aλi/Im(λi) if λi < R,
,∀a ∈ R, i = 1, . . . , p;
(2). ti j, t ji ∈ C are arbitrary, i = 2k − 1, j = 2k, k = 1, . . . , q;
(3). ti j = λ
−⋆
i
λ jt
⋆
ji
, ∀t ji ∈ C, i = 1, . . . , p, j = 2q + 1, . . . , p.
Lemma 2.2 Suppose thatA,Q ∈ Ck×k, Q⋆ = Q, and that all eigenvalues of the diagonal matrix Ω ∈ Ck×k are distinct
and nonzero. Then the equation
A⋆Ω2 + QΩ +A = 0 (2.5)
holds if and only if
Q = −AΩ−1 −A⋆Ω, (2.6)
for some matrixA ∈ ΓΩ.
Proof. The sufficient is obviously. We only need to prove the necessity. Suppose that (2.5) holds for some matrix
A,Q ∈ Ck×k and Q⋆ = Q, then
Q = −A⋆Ω −AΩ−1, (2.7)
Since Q⋆ = Q, it follows from (2.2) and (2.7) thatA ∈ ΓΩ.
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Lemma 2.3 [1] The matrix equation Ax = b, with A ∈ Rm×n and b ∈ Rm×1, has a solution x ∈ Rn×1 if and only if
AA+b = b,
and in this case it has the general solution
x = A+b + (I − A+A)y,
where y ∈ Rn×1 is arbitrary.
Next, we consider the symmetric solution X⋆ = X of the following matrix equation over C.
AXB +CXD = E, (2.8)
where A,C ∈ Cm×n, B,D ∈ Cn×s and E ∈ Cm×s. In recent years, the solvability condition and the explicit express of the
solution of the matrix equation (2.8) have been widely investigated. For example, Tian[31] and Mitra[28] considered
the solvability condition for the real and complex matrix equation AXB + CXD = E, respectively. Herna´ndez and
Gasso´[29] obtained the explicit solution of the matrix equation AXB + CXD = E. Recently, by a new product of
matrices and the vectors of Cm×n, Yuan and Liao [27] considered the least squares Hermitian solution of the complex
matrix equation AXB + CXD = E with the least norm. In this section, we adopt the product of matrices and vectors
defined in [27] to derive the explicit express of the symmetric solution X⋆ = X of the equation (2.8).
Definition 2.4 [27] Let x = (x1, . . . , xk)
T ∈ Ck, y = (y1, . . . , yk)T ∈ Ck and M = (M1,M2, . . . ,Mk), Mi ∈ Cm×n
(i = 1, 2, . . . , k). Define
(i) M ⊙ x = x1M1 + x2M2 + · · · + xkMk;
(ii) M ⊙ (x, y) = (M ⊙ x,M ⊙ y).
By Definition 2.4, we have: D(M⊙ x) = (DM)⊙ x, (M⊙ x)D = (M1D,M2D, . . . ,MkD)⊙ x. The other properties of
the product⊙ defined by Definition 2.4, one can see [27]. We now analyze the structure of AX−XB over X ∈ Cn×n. For
X = ReX+
√
−1ImX ∈ Cn×n with X⋆ = X, we have (ReX+
√
−1ImX)⋆ = ReX+
√
−1ImX. Thus we get ReX⋆ = ReX,
ImX⋆ = ǫImX, where
ǫ =
{
1 if ⋆ = ⊤;
−1 if ⋆ = ∗.
In order to give the explicit express of the symmetric solution of (2.8), we need the following notations. For matrix
A ∈ Rn×n, let a1 = (a11, a21, . . . , an1), a2 = (a22, a32, . . . , an2), . . . , an−1 = (a(n−1)(n−1), an(n−1)), an = ann, and denote by
vecS (A) the following vector:
vecS (A) = (a1, a2, . . . , an−1, an)T ∈ Rn(n+1)/2.
For matrix B ∈ Rn×n, let b1 = (b21, b31, . . . , bn1), b2 = (b32, b42, . . . , bn2), . . . , bn−2 = (b(n−1)(n−2), bn(n−2)), bn−1 = bn(n−1),
and denote by vecA(B) the following vector:
vecA(B) =
√
2(b1, b2, . . . , bn−2, bn−1)T ∈ Rn(n−1)/2.
Let Ei j be the n × n matrix that the (i, j)-entry is 1 and all the other entries are 0. Let
KS = (E11, E21 + E12, . . . , En1 + E1n, E22, E32 + E23, . . . , En2 + E2n, . . . , E(n−1)(n−1), En(n−1), Enn),
and
Kǫ = (E21 + ǫE12, . . . , En1 + ǫE1n, . . . , E32 + ǫE23, . . . , En2 + ǫE2n, . . . , En(n−1) + ǫE(n−1)n).
Note that KS ∈ Rn×n2(n+1)/2 and Kǫ ∈ Rn×n2(n−1)/2. Similar to the proof of [27, Lemma 5,Lemma 6], we can get the
following lemmas.
Lemma 2.5 Suppose X = ReX +
√
−1ImX ∈ Cn×n, then
X⋆ = X ⇔ X = KS ⊙ vecS (ReX) +
√
−1Kǫ ⊙ vecA(ImX),
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Lemma 2.6 [27] Suppose A,C ∈ Cm×n, B,D ∈ Cn×s, and X = ReX +
√
−1ImX ∈ Cn×n with X⋆ = X. Let
A = (A1, A2, . . . , An), C = (C1,C2, . . . ,Cn), where Ai, Ci are the i-th column of A and C, respectively, and B =
(BT
1
, BT
2
, . . . , BTn )
T , D = (DT
1
,DT
2
, . . . ,DTn )
T , where B j, D j are the j-th row of B and D, respectively. Then
AXB +CXD = (F11, F21, . . . , Fn1, F22, F32, . . . , Fn2, . . . , F(n−1)(n−1), Fn(n−1), Fnn,
G21,G31, . . . ,Gn1,G32, . . . ,Gn2, . . . ,Gn(n−1)) ⊙
[
vecS (ReX)
vecA(ImX)
]
,
where
Fi j =
{
AiB j + CiD j, i = j,
AiB j + A jBi +CiD j + C jDi, i > j,
Gi j =
{
0, i = j,√
−1[AiB j + ǫA jBi +CiD j + ǫC jDi)], i > j.
We now discuss the conditions for the matrix equation (2.8) that has symmetric solutions. Denote
N =
[
N1
N2
]
, c =
[
vec(ReE)
vec(ImE)
]
where
N1 = [vec(Re(F11)), vec(Re(F21)), . . . , vec(Re(Fn1)), vec(Re(F22)), . . . , vec(Re(Fn2)), . . . ,
vec(Re(F(n−1)(n−1))), vec(Re(Fn(n−1))), vec(Re(Fnn)), vec(Re(G21)), . . . , vec(Re(Gn1)),
vec(Re(G32)), . . . , vec(Re(Gn2)), . . . , vec(Re(Gn(n−1)))],
N2 = [vec(Im(F11)), vec(Im(F21)), . . . , vec(Im(Fn1)), vec(Im(F22)), . . . , vec(Im(Fn2)), . . . ,
vec(Im(F(n−1)(n−1))), vec(Im(Fn(n−1))), vec(Im(Fnn)), vec(Im(G21)), . . . , vec(Im(Gn1)),
vec(Im(G32)), . . . , vec(Im(Gn2)), . . . , vec(Im(Gn(n−1)))].
We can see from Lemma 2.6 that
AXB +CXD = E ⇔ N
[
vecS (ReX)
vecA(ImX)
]
= c. (2.9)
Thus, by (2.9), Lemma 2.3 and Lemma 2.5, we can get the following result.
Theorem 2.7 The matrix equation (2.8) has a symmetric solution X⋆ = X ∈ Cn×n if and only if
NN+c = c, (2.10)
and in this case the equation (2.8) has the general symmetric solution
X = KS ⊙ vecS (ReX) +
√
−1Kǫ ⊙ vecA(ImX), (2.11)
where [
vecS (ReX)
vecA(ImX)
]
= N+c + (I − N+N)y,
for arbitrary y ∈ R2n2 . Furthermore, if the condition (2.10) holds, then the equation (2.8) has a unique symmetric
solution if and only if
rank(N) = n2.
In this case [
vecS (ReX)
vecA(ImX)
]
= N+c.
For a matrix Z ∈ Cn×n, define
SZ = {S ∈ Cn×n|S ⋆ = −S , S = Z⋆S Z}.
Similar to the proof of Theorem 2.1 in [30] we can prove the following result
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Lemma 2.8 Let (Xˆ, Λˆ) ∈ Cn×2n × C2n×2n. Denote
S =
(
Xˆ
XˆΛˆ
)⋆ (
0 −A⋆
1
A1 0
) (
Xˆ
XˆΛˆ
)
. (2.12)
If (Xˆ, Λˆ) is a standard pair of a regular palindromic quadratic pencil P(λ) = λ2A⋆
1
+ λA2 + A1, Then S ∈ SΛˆ.
Proof. Since (Xˆ, Λˆ) is a standard pair of P(λ), we have
A⋆1 XˆΛˆ
2 + A2XˆΛˆ + A1Xˆ = 0. (2.13)
Let
W =
(
Xˆ
XˆΛˆ
)
, L =
(
0 I
A1 0
)
, J =
(
0 I
−I 0
)
, M =
(
A⋆
1
0
A2 −I
)
.
It is easy to verify that (2.13) is equivalent to
W⋆M = −Λˆ⋆W⋆L. (2.14)
Direct calculations show that the matrices M, L and J satisfy
MJM⋆ =
(
0 −A⋆
1
A1 0
)
= LJL⋆. (2.15)
We can obtain from (2.12), (2.14) and (2.15) that
S = W⋆LJL⋆W = W⋆MJM⋆W = Λˆ⋆W⋆LJL⋆WΛˆ = Λˆ⋆S Λˆ,
which implies that S ∈ SΛˆ.
3 Solvability of the PMUP
In this section, we consider the solvability of the PMUP, which can be seen as a PIEP with 2n − p eigenpairs fixed
(though maybe unknown) and p eigenpars specified. Let the eigenvectors and eigenvalues of the original system
(A0,Q0) be partitioned as X = [X1, X2] ∈ Cn×2n and Λ = diag{Λ1,Λ2} ∈ C2n×2n, respectively, where (Λ1, X1) ∈
Cp×p × Cn×p is to be updated by a measured eigenpair (Σ, Y). Actually, PMUP with no spill-over means finding
matrices ∆A and ∆Q (∆Q⋆ = ∆Q) such that
(A0 + ∆A)
⋆X2Λ
2
2 + (Q0 + ∆Q)X2Λ2 + (A0 + ∆A)X2 = 0, (3.1)
(A0 + ∆A)
⋆YΣ2 + (Q0 + ∆Q)YΣ + (A0 + ∆A)Y = 0, (3.2)
are satisfied simultaneously. It is easy to see from (3.1) that the pencil
∆P(λ) := λ2∆A⋆ + λ∆Q + ∆A, (3.3)
has the 2n − p eigenpairs (Λ2, X2) as part of its eigenstructure. Clearly, if too few eigenpairs (Λ1, X1) of the original
pencil are to be updated, then the PIEP for ∆P(λ) may be over-determined and can have only trivial solution. However,
in our setting for the PMUP the original triple (A0,Q0) is itself a nontrivial solution to the PIEP associated with
(Λ2, X2). Thus, the PIEP for ∆P(λ), though over-determined, does have nontrivial solutions. The main question is how
to characterize the general solution (∆A,∆Q) for (3.1) so as to further specify conditions on (Σ, Y) for (3.2).
Without loss of generality, we adopt the following notations and make some assumptions throughout this section.
A1. Assume that A0 ∈ Cn×n is nonsingular and all the eigenvalues of the original pencil P0(λ) = λ2A⋆0 + λQ0 + A0
are nonzero and distinct.
A2. Assume that the number p of eigenpairs to be updated is less than n and X1 is of full rank.
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A3. Assume further that the spectral of Σ and Λ1 are disjoint and
Λ1 = diag{λ1, . . . , λp},
Σ = diag{σ1, . . . , σp},
where λ2k−1λ⋆2k = 1, σ2k−1σ
⋆
2k
= 1, for k = 1, . . . , q, which means that p = 2q is even.
Let σ(B) denote the spectrum of the matrix B. Assumption A2 is for practical purpose since typically n is large
and p is small. Assumption A3 is for the purpose of no spill-over in PMUP since every eigenvalue of the palindromic
quadratic pencil has the property “symplectic spectral symmetry”, i.e., every eigenvalue occurs in pairs (λ, 1
λ⋆
). Other-
wise, if λ1 ∈ σ(Λ1) and 1/λ⋆1 < σ(Λ1), then we must have 1/λ⋆1 ∈ σ(Λ2). In order to update the palindromic quadratic
model with no spill-over, it is easy to see from (3.1) and (3.2) that λ1 ∈ σ(Σ), which means that the eigenvalue λ1 need
not to be updated. Hence, the eigenvalues of Λ1 which will be updated must occur in pairs.
Let
S =
(
X
XΛ
)⋆ (
0 −A⋆
0
A0 0
) (
X
XΛ
)
. (3.4)
Clearly,
S =
(
Λ⋆
1
X⋆
1
A0X1 − X⋆1 A⋆0 X1Λ1 Λ⋆1 X⋆1 A0X2 − X⋆1 A⋆0 X2Λ2
Λ⋆
2
X⋆
2
A0X1 − X⋆2 A⋆0 X1Λ1 Λ⋆2 X⋆2 A0X2 − X⋆2 A⋆0 X2Λ2
)
:=
(
S 11 S 12
S 21 S 22
)
.
From the assumption A1, we know that A0 is nonsingular. Hence, the palindromic quadratic pencil P0(λ) = λ
2A⋆
0
+
λQ0 + A0 with (Λ, X) as its eigenpair is regular. Then, we can see from Lemma 2.8 that S ∈ SΛ, which implies that
Λ⋆i S i j − S i jΛ−1j = 0, i, j = 1, 2. (3.5)
By A1, it is easy to see from (3.5) that S 12 = S 21 = 0, which implies that
X⋆1 A
⋆
0 X2Λ2 = Λ
⋆
1 X
⋆
1 A0X2, (3.6)
The PIEP associated with the eigenpair (Λ2, X2) for the incremental pencil ∆P(λ) defined in (3.3) is equivalent to
solving the following equation system,
{
∆A⋆X2Λ
2
2
+ ∆QX2Λ2 + ∆AX2 = 0,
∆Q⋆ = ∆Q,
(3.7)
for matrices ∆A and ∆Q. Clearly, the matrix pair (A0,Q0) of the original pencil is already a particular solution.
3.1 General solution to (3.7)
In this subsection, we characterize the general solution to (3.7).
Theorem 3.1 Define,
∆A = A0X1ΦΛ
⋆
1 X
⋆
1 A0, (3.8)
∆Q = −A⋆0 X1Λ1ΦΛ⋆1 X⋆1 A0 − A0X1ΦX⋆1 A⋆0 , (3.9)
where Φ⋆ = Φ ∈ Cp×p is arbitrary. Then each pair (∆A,∆Q) is a solution to the system (3.7).
Proof. It is easy to verify that ∆Q⋆ = ∆Q. Using (3.6), we obtain that
∆A⋆X2Λ
2
2
+ ∆AX2 = (A
⋆
0
X1Λ1ΦX
⋆
1
A0)X2Λ
2
2
+ (A0X1ΦΛ
⋆
1
X⋆
1
A0)X2
= (A⋆
0
X1Λ1ΦΛ
⋆
1
X⋆
1
A0)X2Λ2 + (A0X1ΦX
⋆
1
A⋆
0
)X2Λ2
= −∆Qi jX2Λ2.
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Next, we prove that for given original models (A0,Q0), almost all the other solutions to (3.7) are of the form (3.8)
and (3.9). Partition X2 and Λ2 as follows.
X2 = [X21, X22], Λ2 = diag(Λ21,Λ22).
Then (3.6) and (3.7) can be rewritten equivalently as{
X⋆
1
A⋆
0
X21Λ21 = Λ
⋆
1
X⋆
1
A0X21,
X⋆
1
A⋆
0
X22Λ22 = Λ
⋆
1
X⋆
1
A0X22,
(3.10)
and 
∆A⋆X21Λ
2
21
+ ∆QX21Λ21 + ∆AX21 = 0,
∆A⋆X22Λ
2
22
+ ∆QX22Λ22 + ∆AX22 = 0,
∆Q⋆ = ∆Q,
(3.11)
respectively. First, we consider the second equation in (3.11) as a PIEP with eigenpairs (Λ22, X22) ∈ Cn×n × Cn×n. For
simplicity, we make the following further assumption.
A4. Assume that X22 ∈ Cn×n is nonsingular and the eigenvalue matrix Λ22 is of form
Λ22 = diag{λˆ1, . . . , λˆn},
where λˆ2k−1λˆ⋆2k = 1 for k = 1, . . . , r; and λˆiλˆ
⋆
j
, 1, for i = 1, . . . , n, j = 2r + 1, . . . , n.
By A1 and A3, it follows from the property “symplectic spectral symmetry” of eigenvalues of Λ that the numbers
n, p, rmust satisfy n−2r ≤ n− p and 2r ≤ n, i.e., p ≤ 2r ≤ n. Obviously, since X22 is nonsingular, the second equation
of (3.11) is equivalent to
X⋆22∆A
⋆X22Λ
2
22 + X
⋆
22∆QX22Λ22 + X
⋆
22∆X22 = 0.
We can obtain from Lemma 2.2 that that the solution to the PIEP of the second equation of (3.7) with prescribed
eigepairs (Λ22, X22) is
∆A = X−⋆22 TX
−1
22 , ∆Q = −X−⋆22 (T⋆Λ22 + TΛ−122 )X−122 , (3.12)
where T ∈ ΓΛ22 is arbitrary. By assumption A4 and Lemma 2.1, we know that the freedom of T is n(n + 1)/2 + r. The
free parameters matrix T ∈ ΓΛ3 must be further restricted in order to satisfy the first equation in (3.7). Denote
Tˆ := X⋆22A0X1ΦΛ
⋆
1 X
⋆
1 A0X22, (3.13)
where the new parameter matrix Φ = Φ⋆ ∈ Cn×n is arbitrary. Now, we show that Tˆ ∈ ΓΛ22 . Using (3.10) and (3.13),
we have
Λ⋆
22
Tˆ + Λ−⋆
22
Tˆ⋆ = Λ⋆
22
X⋆
22
A0X1ΦΛ
⋆
1
X⋆
1
A0X22 + Λ
−⋆
22
X⋆
22
A⋆
0
X1Λ1ΦX
⋆
1
A⋆
0
X22
= (X⋆
22
A⋆
0
X1Λ1ΦX
⋆
1
A⋆
0
X22)Λ22 + (X
⋆
22
A0X1ΦΛ
⋆
1
X⋆
1
A0X3)Λ
−1
22
= Tˆ⋆Λ22 + TˆΛ
−1
22
,
which implies that Tˆ ∈ ΓΛ22 for any matrix Φ = Φ⋆ ∈ Cn×n. Substituting (3.13) into (3.12) and using (3.10), we get
that
∆A = X−⋆22 Tˆ X
−1
22 = A0X1ΦΛ
⋆
1 X
⋆
1 A0, (3.14)
and
∆Q = −X−⋆
22
(Tˆ⋆Λ22 + TˆΛ
−1
22
)X−1
22
= −X−⋆
22
[X⋆
22
A⋆
0
X1Λ1ΦX
⋆
1
A⋆
0
X22Λ22 + X
⋆
22
A0X1ΦΛ
⋆
1
X⋆
1
A0X22Λ
−1
22
]X−1
22
= −X−⋆
22
[X⋆
22
A⋆
0
X1Λ1ΦΛ
⋆
1
X⋆
1
A0X22 + X
⋆
22
A0X1ΦX
⋆
1
A⋆
0
X22]X
−1
22
,
= −A⋆
0
X1Λ1ΦΛ
⋆
1
X⋆
1
A0 − A0X1ΦX⋆1 A⋆0 .
(3.15)
Obviously, ∆Q⋆ = ∆Q. Similar to the proof of Theorem 3.1, using (3.10), we can prove that the matrices ∆A
and ∆Q given by (3.14) and (3.15), respectively, can solve the first equation in (3.7) for any matrix Φ. Note that the
arbitrary symmetric matrix Φ has n(n + 1)/2 freedom and the freedom of T in (3.12) is n(n + 1)/2 + r(p ≤ 2r ≤ n).
Thus, there may be some other solutions to (3.7) which are not of form (3.8) and (3.9). Therefore, we have proved that
the general solution to (3.7) is almost given by (3.8) and (3.9) with arbitrary Φ = Φ⋆ ∈ Cn×n.
We have just provided a solution for the possible incremental pencil (3.3) which maintain no spillover to the
original pencil (A0,Q0). It is critically important to note that the solution given by Theorem 3.1 does not require any
knowledge of the remaining 2n − p eigeninformation (Λ2, X2).
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3.2 Necessary and sufficient condition for the solvability of PMUP
In this subsection, we desire to update the original model P0(λ) = λ
2A⋆
0
+ λQ0 + A0 by replacing (Λ1, X1) by the
measured eigenpairs (Σ, Y) ∈ Cp×p × Cn×p while the remaining eigenpairs (Λ2, X2) invariant, and characterize the
condition on (Σ, Y) under which the PMUP is solvable.
First, we consider the necessary condition for solving (3.2). Let (λ, x) be a eigenpair of P0(λ) and λ , 0, i.e,
P0(λ)x = (λ
2A⋆
0
+ λQ0 + A0)x = 0. Then, for any scalar µ we have
P0(µ)x = (µ
2A⋆
0
+ µQ0 + A0)x
= µ2A⋆
0
− µ
(
λA⋆
0
+ 1
λ
A0
)
x + A0x
= (µ − λ)
(
µA⋆
0
− 1
λ
A0
)
x.
It follows from that if µ < σ(Λ), then
P0(µ)
−1
(
µA⋆0 −
1
λ
A0
)
x =
1
µ − λ x. (3.16)
Recall that in order to solve PMUP, both equations (3.1) and (3.2) must be satisfied simultaneously. In Theorem
3.1, we have given a general solution to (3.1). Now, similar to the proof of [22, Theorem 4.1]we derive the necessary
condition for solving (3.2).
Theorem 3.2 Suppose that (Σ, Y) ∈ Cp×p × Cn×p is the measured eigenpairs. If
(A0 + ∆A)
⋆YΣ2 + (Q0 + ∆Q)YΣ + (A0 + ∆A)Y = 0, (3.17)
then there exists a matrix T ∈ Cp×p such that
Y = X1T. (3.18)
If Y is of full rank, then T is invertible. In this case, for the PMUP to be solvable, it is necessary that Range(Y) =Range(X1).
Proof. Write
Y := [y1, . . . , yp].
It follows from (3.17) and the assumption A3 that
P0(σ j)y j = −(σ2j∆A⋆ + σ j∆Q + ∆A)y j
= −(σ2
j
A⋆
0
X1Λ1ΦX
⋆
1
A⋆
0
+ A0X1ΦΛ
⋆
1
X⋆
1
A0
−σ jA⋆0 X1Λ1ΦΛ⋆1 X⋆1 A0 − σ jA0X1ΦX⋆1 A⋆0 )y j
= (σ jA
⋆
0
X1 − A0X1Λ−11 )Λ1Φ(Λ⋆1 X⋆1 A0 − σ jX⋆1 A⋆0 )y j,
for j = 1, . . . , p. From (3.16) we obtain
y j = X1diag
{
1
σ1 − λ1
, · · · , 1
σ j − λp
}
Λ1Φ(Λ
⋆
1 X
⋆
1 A0 − σ jX⋆1 A⋆0 )y j
for j = 1, . . . , p. It follows that Y = X1T , where
T = diag
{
1
σ1 − λ1
, · · · , 1
σ j − λp
}
Λ1Φ(Λ
⋆
1 X
⋆
1 A0 − σ jX⋆1 A⋆0 )Y ∈ Cp×p.
Obviously, we can see from Theorem 3.2 that, in order to update the palindromic quadratic model (A0,Q0) with
no spill-over, the newly measured eigenvectors Y cannot be too arbitrary, and the vectors of Y must reside in the range
space of the original eigenvectors X1. Suppose now that Y = X1T for some nonsingular matrix T ∈ Cp×p. From
Theorem 3.1, we know that (3.7) can be solved by (3.8) and (3.9) for any matrix Φ = Φ⋆. Thus, (3.2) is yet to be
satisfied. Our goal is to characterize the more general matrix Φ for the PMUP.
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Let
X1 = (P1, P2)
(
R1
0
)
(3.19)
be the QR factorization of X, where (P1, P2) ∈ Cn×n is unitary, P1 ∈ Cn×p and R1 ∈ Cp×p is nonsingular. Since (Λ1, X1)
is the eigenpair of the original system, we must have
A⋆0 X1Λ
2
1 + Q0X1Λ1 + A0X1 = 0. (3.20)
Applying the congruence transformation via the nonsingular matrix (P1R1, P2) to A0 and Q0, we shall examine the
equations (3.20), (3.1) and (3.2). This will provide us with a handle to set the conditions that the parameter matrix Φ
must satisfy in order to solve the PMUP.
Let (
Aˆ11 Aˆ12
Aˆ21 Aˆ22
)
:= (P1R1, P2)
⋆A0(P1R1, P2), (3.21)
(
Qˆ11 Qˆ12
Qˆ⋆
12
Qˆ22
)
:= (P1R1, P2)
⋆Q0(P1R1, P2), (3.22)
where Aˆ11, Qˆ11 ∈ Cp×p. Then (3.20) is equivalent to(
Aˆ⋆
11
Aˆ⋆
12
)
Λ21 +
(
Qˆ11
Qˆ⋆
12
)
Λ1 +
(
Aˆ11
Aˆ21
)
= 0.
By Lemma 2.2, we have Aˆ11 ∈ ΓΛ1 and {
Qˆ11 = −Aˆ⋆11Λ1 − Aˆ11Λ−11 ,
Qˆ12 = −Λ⋆1 Aˆ12 − Λ−⋆1 Aˆ⋆21.
(3.23)
Similarly, apply the same congruence transformation to (∆A,∆Q), and let
(
∆A11 ∆A12
∆A21 ∆A22
)
:= (P1R1, P2)
⋆∆A(P1R1, P2), (3.24)
(
∆Q11 ∆Q12
∆Q⋆
12
∆Q22
)
:= (P1R1, P2)
⋆∆Q(P1R1, P2), (3.25)
It follows from (3.8) and (3.9) that

∆A11 = Aˆ11ΦΛ
⋆
1
Aˆ11,
∆A21 = Aˆ21ΦΛ
⋆
1
Aˆ11,
∆A12 = Aˆ11ΦΛ
⋆
1
Aˆ12,
∆Q11 = −Aˆ⋆11Λ1ΦΛ⋆1 Aˆ11 − Aˆ11ΦAˆ⋆11,
∆Q12 = −Aˆ⋆11Λ1ΦΛ⋆1 Aˆ12 − Aˆ11ΦAˆ⋆21.
(3.26)
Next, we consider the (3.2). Defining Σ˜ = TΣT−1 and substituting (3.18) into (3.2), we get that
(A0 + ∆A)
⋆X1Σ˜
2 + (Q0 + ∆Q)X1Σ˜ + (A0 + ∆A)X1 = 0, (3.27)
which is equivalent to
(
(Aˆ11 + ∆A11)
⋆
(Aˆ12 + ∆A12)
⋆
)
Σ˜2 +
(
Qˆ11 + ∆Q11
(Qˆ12 + ∆Q12)
⋆
)
Σ˜ +
(
Aˆ11 + ∆A11
Aˆ21 + ∆A21
)
= 0.
By Lemma 2.2 again, we have
{
Qˆ11 + ∆Q11 = −(Aˆ11 + ∆A11)⋆Σ˜ − (Aˆ11 + ∆A11)Σ˜−1,
(Qˆ12 + ∆Q12)
⋆ = −(Aˆ12 + ∆A12)⋆Σ˜ − (Aˆ21 + ∆A21)Σ˜−1. (3.28)
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Since (Q11 + ∆Q11)
⋆ = Q11 + ∆Q11, we have
Aˆ11 + ∆A11 ∈ ΓΣ˜, (3.29)
Substituting (3.23) and (3.26) into (3.28), we conclude that
{
Aˆ⋆
11
(Λ1 − Σ˜) + Aˆ11(Λ−11 − Σ˜−1) = Aˆ11ΦW − Aˆ⋆11Λ1ΦWΣ˜,
Aˆ⋆
12
(Λ1 − Σ˜) + Aˆ21(Λ−11 − Σ˜−1) = Aˆ21ΦW − Aˆ⋆12Λ1ΦWΣ˜,
(3.30)
where
W = Λ⋆1 Aˆ11Σ˜
−1 − Aˆ⋆11. (3.31)
We can see from the first equation of (3.26) that (3.29) can be rewritten as
Σ˜⋆Aˆ11ΦΛ
⋆
1 Aˆ11 − Aˆ⋆11Λ1ΦAˆ⋆11Σ˜ + Σ˜−⋆Aˆ⋆11Λ1ΦAˆ⋆11 − Aˆ11ΦΛ⋆1 Aˆ11Σ˜−1 = F, (3.32)
where F = Aˆ⋆
11
Σ˜ − Σ˜⋆Aˆ11 + Aˆ11Σ˜−1 − Σ˜−⋆Aˆ⋆11. Clearly, in order to solve the PMUP, the equations (3.30) and (3.32)
must hold simultaneously for some symmetry matrix Φ. Adding (3.32) to the first equation of (3.30), we get that
Aˆ⋆
11
Λ1 − Σ˜⋆Aˆ11 + Aˆ11Λ−11 − Σ˜−⋆Aˆ⋆11 = (Σ˜−⋆Aˆ⋆11λ1 − Aˆ11)ΦAˆ⋆11 + (Σ˜⋆Aˆ11 − Aˆ⋆11Λ1)ΦΛ⋆1 Aˆ11
= W⋆ΦAˆ⋆
11
− Σ˜⋆W⋆ΦΛ⋆
1
Aˆ11
we can obtain from Aˆ11 ∈ ΓΛ1 that Aˆ⋆11Λ1− Σ˜⋆Aˆ11+ Aˆ11Λ−11 − Σ˜−⋆Aˆ⋆11 = (Λ1− Σ˜)⋆Aˆ11+ (Λ−11 − Σ˜−1)⋆Aˆ⋆11, which implies
that (3.30) and (3.32) hold if and only if (3.30) holds.
We can see from the QR factorization of X1 and the partition of A0 in (3.21) that (3.30) is equivalent to
A0X1ΦW − A⋆0 X1Λ1ΦWΣ˜ = D, (3.33)
where D = A⋆
0
X1(Λ1 − Σ˜) + A0X1(Λ−11 − Σ˜−1). What we have proved that if the equation (3.33) can be solved by some
symmetric matrix Φ = Φ⋆, then the PMUP is solved. Clearly, we can see from Theorem 2.7 that (3.33) has symmetric
solution if and only if (2.10) holds, and in this case (3.33) has the general solution (2.11). In the discussion thus far,
we have get the following result
Theorem 3.3 Suppose that the outgoing eigenpairs (Λ1, X1), the updated eigenpairs (Σ, Y) and the matrices A0,Q0 of
the original model satisfy the following conditions:
(i) Y = X1T for some nonsingular matrix T ∈ Cp×p,
(ii) The matrix equation (3.33) is consistent.
Then the matrix pair (∆A,∆Q) in the form (3.8) and (3.9) with Φ being determined by the equation (3.33) solves
the two equations (3.1) and (3.2).
By Theorem 3.3, we can construct a solution to PMUP as in the following Algorithm.
Algorithm 3.4 Input: The original system P(λ) = λ2A⋆ + λQ + A, some of its eigenpairs in (Λ1, X1) ∈ Cp×p ×Cn×p,
an invertible matrix T ∈ Cp×p and the measured eigenpairs (Σ, X1T ) ∈ Cp×p × Cn×p.
Output: A + ∆A and Q + ∆Q.
(1). Compute the QR decomposition of X1 by (3.19);
(2). Get the matrix Aˆ11 by the partition (3.21);
(3). Compute the matrices Σ˜ = TΣT−1 and invertible matrix W by (3.31);
(4). Compute the matrices W and D as in (3.33);
(5). Compute the matrices N and c as in (2.9);
(6). If (2.10) holds, compute the symmetric matrix Φ by (2.11);
(7). Compute the matrices ∆A and ∆Q by (3.8) and (3.9), respectively.
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