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Abstract. A conservative semi-Lagrangian method is developed in or-
der to solve three-dimensional linear advection equation. It based on bal-
ance equation in integral form. Main feature of proposed method consists
in way of computation of integral at lower time level. To compute inte-
gral, we decompose a domain of integration into several tetrahedrons and
approximate integrand by trilinear function.
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1 Introduction
Semi-Lagrangian methods was developed from idea of applying a characteristic
trajectories in problems for weather prediction [1]. Elaboration of this approach
led to a new wide family of semi-Lagrangian methods for solving advection dom-
inated problems [2{7]. Semi-Lagrangian algorithms do not involve the time step
restriction [8] which traditionally ensues from the Courant-Friedrichs-Lewy con-
dition for Eulerian schemes. Most of the semi-Lagrangian methods [9{11] are
based on the integral equality for unknown function between two neighboring
time levels. This integral equality express conservation low. In general case algo-
rithm consists of three main steps: calculation of the integral of an approximate
solution at the upper time level; computation of trajectories backward in time
to the lower time level; calculation of the integral at the lower time level. There
are many ways to implement each step. The improvement of properties of a nu-
merical method usually leads to computational complications. This is especially
valid for three-dimensional problems [12, 13]. Despite of that there is a wide
variety of semi-Lagrangian algorithms, only some of them can be conveniently
employed for three-dimensional problem.
We present the semi-Lagrangian algorithm for three-dimensional problem.
It is based on the conservation low. The focus of described investigation is on
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constructing conservative algorithm without weight coecients. Another aim
of research is to create method algorithmically accessible for three dimensional
problem. For with purpose we make several simplications. Firstly, we use only
uniform cubic space grid. Algorithm can be generalized into space grid with
dierent grid steps only for dierent space axes. So, we can use only one xed
grid step for one space direction. Therefore, space grid should be uniform. Sec-
ondly, we construct method of rst order of convergence. There are many semi-
Lagrangian methods of convergence order higher than one. All these methods
use weight coecients to make valid the conservation low for numerical solu-
tion. Such approach distorts numerical solution. To avoid this weakness, we
construct method of rst order of convergence. Thirdly, we use time step which
is twice smaller than time step corresponding to Courant-Friedrichs-Lewy condi-
tion for Eulerian schemes. This restriction reduces the algorithm of integration at
lower time level substantially. The algorithm became more convenient for three-
dimensional problem. We nd numerical solution of problem as a grid function.
To make algorithm explicit, we set domain of integration at the upper time level
as cube neighborhood of a grid node and approximate this integral by the mid-
point cubature rule. Domain of integration at the lower time level is dened by
trajectories which are issued out from the domain of integration at the upper
time level. To compute integral, we approximate integrand by trilinear function.
Due to restriction for time step, domain of integration at the lower time level is a
curved cuboid. To approximate it, we compute coordinates of its vertices by one
step of Euler method. We decompose this cuboid by planes into several parts. In
general case the number of parts is eight. Each part we decompose into several
tetrahedrons. To compute integral over a tetrahedron, we use Gauss quadrature
rule which is accurate for trilinear function. Dierent numerical experiments
conrm the rst-order convergence and validity of conservation low.
2 The Formulation of the Problem
We use computational region D = [0; 1] [0; 1] [0; 1] and its boundary @D. In
the cylinder [0; T ]D we consider three-dimensional advection equation
@
@t
+
@(u)
@x
+
@(v)
@y
+
@(w)
@z
= f: (1)
We suppose that components u(t;x), v(t;x), w(t;x), x = (x; y; z), of the velocity
vector u = (u; v; w) and function f(t;x) are known and suciently smooth in
[0; T ]  D. Function (t;x) is unknown. We denote the inow boundary by
 in = @D

x=0
, the outow boundary by  out = @D

x=1
, and the rigid boundary
by  rig = @D n
 
 in [  out

. For the velocity functions we use the conditions
u(t;x)

 rig
= 0; u(t;x)

 in
 0; u(t;x)
 out
 0 8 t 2 [0; T ]: (2)
Also we set the following boundary and initial conditions for function (t;x):
(t;x)

 in
= in(t; y; z) 8 t 2 [0; T ]; y 2 [0; 1]; z 2 [0; 1]; (3)
(0;x) = init(x) 8 x 2 D: (4)
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Functions in(t; y; z) and init(x) are known and suciently smooth.
To solve problem (1){(4), we construct grid Dh with mesh-size h = 1=N
Dh = f(xi; yj ; zk) : xi = ih; yj = jh; zk = kh; i; j; k = 0; 1; : : : ; Ng :
We denote xi;j;k = (xi; yj ; zk) ; i; j; k = 0; : : : ; N , and dene neighborhood

i;j;k = ([xi   h=2; xi + h=2] [yj   h=2; yj + h=2] [zk   h=2; zk + h=2]) \D
and grid cell
Di;j;k = [xi; xi+1] [yj ; yj+1] [zk; zk+1]:
We introduce time grid T  = ftm : tm = m;m = 0; : : : ;Mg with time step  =
T=M . We nd solution of problem (1){(4) as grid function h dened on ThDh.
3 The Numerical Algorithm
We introduce notations gmi;j;k = g(tm;xi;j;k) and g
h;m
i;j;k = g
h(tm;xi;j;k) for a
function g and a grid function gh dened in T D and T  Dh, respectively.
We suppose that h is already dened at time level tm 1 and we need to compute
h at next time level tm. To construct numerical algorithm, we suppose that
  h
2 max ju (t;x)j ; (5)
where ju (t;x)j =pu2 (t;x) + v2 (t;x) + w2 (t;x).
3.1 The Local Integral Equality
To calculate h;mi;j;k, i = 1; :::; N ; j; k = 0; :::; N , we consider 
i;j;k and its boundary
@
i;j;k. For a point B = (Bx; By; Bz) 2 @
i;j;k at the time level tm we construct
trajectory to the previous time level tm 1 backward in time. This trajectory is
solution of Cauchy problem for the system of ordinary dierential equations
x^0(t) = u (t; x^; y^; z^) ; y^0(t) = v (t; x^; y^; z^) ; z^0(t) = w (t; x^; y^; z^) (6)
with the initial condition
x^(tm) = Bx; y^(tm) = By; z^(tm) = Bz (7)
and t 2 [tm 1; tm]. Denote solution of problem (6){(7) by x(t;B). Set of all
points B 2 @
i;j;k forms boundary @Vmi;j;k (t) = fx(t;B) : B 2 @
i;j;kg of a
region Vmi;j;k (t). Thus, V
m
i;j;k(tm) = 
i;j;k. The following statement is available.
Statement. For each i = 1; :::; N ; j; k = 0; :::; N is validZ

i;j;k
(tm;x) d
 =
Z
Vmi;j;k(tm 1)
 (tm 1;x) dV +
tmZ
tm 1
Z
Vmi;j;k(t)
f (t;x) dV dt: (8)
To construct numerical method, we approximate each term of this equality.
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3.2 The Integration at the Upper Time Level
We compute integral over 
i;j;k in (8) approximately in the following way:Z

i;j;k
(tm;x) d
  h;mi;j;k meas (
i;j;k) ; (9)
where meas (
i;j;k) is volume of 
i;j;k. To approximate the integral for integrand
f(t;x) in (8), we employ the rectangle rule in t-direction. After that, we get
tmZ
tm 1
Z
Vmi;j;k(t)
f (t;x) dV dt  
Z
Vmi;j;k(tm)
f (tm;x) dV  fmi;j;k meas (
i;j;k) : (10)
3.3 The Integration at the Lower Time Level
To compute integral over V mi;j;k(tm 1) in (8), we consider eight vertices An =
(An;x; An;y; An;z) of 
i;j;k. We consistently useAn as initial condition for system
(6). Thus we get eight Cauchy problems. To nd numerical solution of Cauchy
problem, we use Euler method. We denote by W hn =
 
Whn;x;W
h
n;y;W
h
n;z

value
of numerical solution at the time level tm 1. Therefore
Whn;x = A
h
n;x    u (tm;An) ; Whn;y = Ahn;y    v (tm;An) ;
Whn;z = A
h
n;z    w (tm;An) :
NodesWhn ; n = 1; : : : ; 8; form an octagon V
h;m
i;j;k (tm 1). We decompose V
h;m
i;j;k (tm 1)
by planes x = xi, y = yj , and z = zk into several octagons Rn. If xi;j;k =2 @D,
then due to (5) the number of octagons is eight If xi;j;k 2 @D, then the number
of octagons is four or two. Here and after we consider case with eight octagons
(see Fig. 1). For other cases the reasoning is similar. Due to (5), any Rn lies in
Fig. 1. Decomposition of octagon V h;mi;j;k (tm 1)
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one corresponding cell Dp;q;r. We dene trilinear function 
h
I (tm 1;x) on Dp;q;r
hI (tm 1;x) =
p+1X
a=p
q+1X
b=q
r+1X
c=r
'a(x) b(y)c(z)
h;m 1
a;b;c ; (11)
where
'a(x) =
8<:
(x xa 1)
h ; if x 2 [xa 1; xa);
(xa+1 x)
h ; if x 2 [xa; xa+1];
0; otherwise;
 b(y) =
8<:
(y yb 1)
h ; if y 2 [yb 1; yb);
(yb+1 y)
h ; if y 2 [yb; yb+1];
0; otherwise;
c(z) =
8<:
(z zc 1)
h ; if z 2 [zc 1; zc);
(zc+1 z)
h ; if z 2 [zc; zc+1];
0; otherwise:
Thus we construct the following approximation:Z
Vmi;j;k(tm 1)
 (tm 1;x) dV 
8X
n=1
Z
Rn
hI (tm 1;x) dR: (12)
To compute integral over Rn, we unscramble Rn into two prisms. Each prism
we decompose into three tetrahedrons (see Fig. 2). Therefore
Fig. 2. Decomposition of Rn into six tetrahedrons
Z
Rn
hI (tm 1;x) dR =
6X
s=1
Z
Rsn
hI (tm 1;x) dR: (13)
We denote vertices of a tetrahedron Rsn by Pl = (P
x
l ; P
y
l ; P
z
l ; ) ; l = 0; 1; 2; 3, and
vectors el = Pl   P0; l = 1; 2; 3. We consider unit tetrahedron E with vertices
in points (0; 0; 0) ; (1; 0; 0) ; (0; 1; 0) ; (0; 0; 1). To compute integral over Rsn, we
change variables x; y; z to ; ;  in the following way:0@xy
z
1A =
0@P x0P y0
P z0
1A+
0@ ex1 ex2 ex3ey1 ey2 ey3
ez1 e
z
2 e
z
3
1A 0@ 

1A : (14)
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This formula signies transformation of the unit tetrahedron E to tetrahedron
Rsn. Therefore we getZ
Rsn
hI (tm 1;x) dR =
Z
E
hI (tm 1;x (; ; )) J dE; (15)
where J is Jacobian of transformation. To compute the integral over E, we use
the following Gauss quadrature ruleR
E
g (; ; ) dE  124g

5+3
p
5
20 ;
5 p5
20 ;
5 p5
20

+ 124g

5 p5
20 ;
5+3
p
5
20 ;
5 p5
20

+
1
24g

5 p5
20 ;
5 p5
20 ;
5+3
p
5
20

+ 124g

5 p5
20 ;
5 p5
20 ;
5 p5
20

:
This quadrature rule is accurate for a trilinear function g.
4 A Numerical Experiment
To test algorithm, several numerical experiments were carried out. The main
purpose was to study order of convergence. We take the components of velocity
u = 11y(1  y)z(1  z) [=2  arctg(x)] ;
v = w = arctg (x(1  x)y(1  y)z(1  z)(1 + t)=10)
and consider the function  = 1:1 + sin(t x y z), t 2 [0; 1]. We substituted these
functions into (1) and get the function f . To study the convergence of proposed
scheme, we use the discrete analogue of the L1-norm
h;m
Lh1
=
NX
i;j;k=0
h;mi;j;kmeas (
i;j;k) :
We compute numerical solution h on the set of space grids with dierent grid
steps. Denote by hn a numerical solution 
h;M computed on the grid Dh with
parameter N = 10  2n, n = 0; : : : ; 5. Since order of convergence depends on h
and  , we put  = c h. To make inequality (5) valid, we set c = 0:5. We dene
(n) = log2
   hn 1Lh1
k  hnkLh1
!
to evaluate the order of convergence. As shown in Fig. 3, the scheme has the
rst order of convergence.
In next numerical test we check validity of conservation low for numerical solu-
tion. For this purpose we consider level set equation for the Enright test [14]
init(x) =

1; if jx  xcj  R2;
0; otherwise;
f = 0 (16)
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Fig. 3. The order of convergence
where R = 0:1;xc = (0:35; 0:35; 0:35), t 2 [0; 1]. The velocity functions we dene
in the following way:
u = 2 cos(t) sin2(x) sin(2y) sin(2z);
v =   cos(t) sin(2x) sin2(y) sin(2z);
w =   cos(t) sin(2x) sin(2y) sin2(z):
(17)
Computations are performed under condition  = h=5. To check the validity of
conservation low, we consider two integrals
I0 =
Z
D
hI (0;x) dx; IN =
Z
D
hI (T;x) dx: (18)
Since velocity functions u; v; w are equal to zero on boundary @D, then values
I0 and IN should be the same for conservative method. It is easy to understand
that if h;mi;j;k  0, thenZ
D
hI (tm;x) dx =
NX
i;j;k=0
h;mi;j;kmeas (
i;j;k) = h;mLh1 :
Therefore to evaluate the validity of conservation low, we consider two items
I0 =
h;0
Lh1
; I =
h;0
Lh1
  h;0
Lh1

kh;0kLh1
:
This values presented in the table below. The items of I are equals to zero
Table 1. The numerical result for second test problem
n N I0 I
0 10 8:00E   03 3:89E   09
1 20 3:37E   03 8:50E   10
2 40 3:92E   03 1:88E   10
3 80 4:11E   03 3:02E   11
4 160 4:17E   03 4:26E   12
with precision of computational error.
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5 Conclusion
We develop new algorithm from the family of semi-Lagrangian methods for the
three-dimensional advection equation. The main feature of the scheme consists
in the technique of the computation of an integral at the previous time level.
The described approach allows to avoid algorithmic complexity and to decrease
resource-intensive computations. The numerical experiments show the rst-order
convergence and validity of conservation low for numerical solution.
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