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Starke Erdbeben stellen weltweit ein hohes Risiko für urbane Zentren dar, dem unter anderem 
durch Methoden der aseismischen Bauwerksbemessung begegnet wird. Grundlage hierfür bilden 
Annahmen und Erfahrungswissen über die lokale seismische Bodenbeschleunigung, Grenzen sind 
hingegen durch die zusätzlichen Kosten gesetzt. Die Schadensbilanz der Starkbeben der letzten 
Jahre, auch in den Industrieländern, verdeutlicht die Notwendigkeit, die Konzepte und Methoden 
des erdbebensicheren Bauens weiter zu verfeinern.
In dieser Arbeit wird ein neuer Ansatz zur stochastischen seismischen Lastmodellierung vorge-
stellt, der über die übliche Annahme eines stationären, eindimensionalen Prozesses für die Boden-
beschleunigung hinausgeht. Ziel ist eine standort- und wellenspezifische räumliche Lastmodellie-
rung, die durch Nutzung von Informationen über physikalische Invarianten eine transparente und 
kostengünstige aseismische Bauwerksbemessung erlaubt, zumindest aber das Risiko gegenüber 
gebräuchlichen Bemessungsmethoden reduziert. Solche seismische und geotechnische Invari-
anten sind die gesetzmäßige Struktur des seismischen Wellenfeldes sowie die Resonanzeigen-
schaften der Bodenschichtung am Standort. 
Das vorgeschlagene Lastmodell bildet das Wellenfeld am Standort als Komposition stochastischer 
evolutionärer Teilprozesse auf zeitveränderlichen Hauptachsen ab, die zu Wellenzügen mit jeweils 
spezifischer Lastcharakteristik korrespondieren. Diese Lastcharakteristik wird sowohl im Frequenz- 
und Zeitbereich als auch räumlich durch wellenspezifische Formfunktionen beschrieben, deren Pa-
rameter stark zu seismischen und geotechnischen Größen korrelieren.
Schwerpunkt der Arbeit sind neuartige, korrelationsbasierte Schätzverfahren zur empirischen Spe-
zifikation der Modellparameter für die Baupraxis. Das spektraladaptive Korrelations-Hauptachsen-
schätzverfahren (SAPCA) sichert die optimale Erfassung der räumlichen Wellenzüge durch Transfor-
mation der Messung auf Referenzkomponenten. Gleichzeitig liefert es - in Verbindung mit einem 
Korrekturverfahren für den Streichwinkel der Hauptachse - prägnante, assoziierte Hauptachsenver-
laufsmuster, anhand derer Dominanzphasen für drei verallgemeinerte Wellenzüge zuverlässig iden-
tifiziert werden können. Innerhalb dieser Dominanzphasen werden die wellenzugspezifischen Para-
meter des Lastmodells bestimmt. Außerdem wird ein Algorithmus angegeben, um Rayleighwellen 
in Einzelmessungen zu identifizieren. Die Eignung des Modellansatzes und die Effizienz der Schätz-
verfahren wird anhand von Starkbebenmessungen des Northridge-Erdbebens 1994 verifiziert.
Mit dem vorgestellten nichtstationären Modellansatz werden in herkömmlichen stochastischen 
Lastmodellen unterschätzte Lastanteile des Starkbebenwellenfeldes genauer abgebildet. Bisher 
unterschlagene oder pauschal modellierte Lastanteile werden erstmals der Analyse und Model-
lierung zugänglich gemacht. Das stochastische Modell wird bezüglich der wichtigsten lastgenerie-
renden Effekte physikalisch transparent und dadurch - trotz höherer Komplexität - in der Ingenieur-
praxis besser handhabbar. Die Hauptachsenmethode eignet sich auch für seismologische Analysen 
im Nahbereich, etwa zur Analyse von Bruchprozessen und topographischen Standorteffekten.
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Thesen 
1. Die durch Starkbeben verursachte seismische Bauwerksbelastung wird durch 
Modelle auf Basis eines unkorrelierten, stochastisch stationären Prozesses, 
wie sie in vielen nationalen Normen zur erdbebensicheren Bemessung vorge-
schrieben sind, nur unzureichend beschrieben. 
2. Die seismische Schädigung der Tragwerke erfolgt durch Resonanzeffekte, 
Kurzzeitermüdung und Schadenakkumulation. Sie wird wesentlich durch Fre-
quenzbereich, Gesamtenergieeintrag und Dauer sowie die räumliche und 
zeitliche Charakteristik der seismischen Anregung beeinflußt. 
3. Das lokale seismische Wellenfeld ist nicht chaotisch, sondern strukturell und 
quantitativ durch physikalische Invarianten geprägt und daher vorhersagbar. 
Wichtige Invarianten sind die räumlich und zeitlich teilweise überlagerten, 
transienten Wellenzüge mit ihrer wellentypspezifischen Partikeldynamik und 
lokalen spektralen Charakteristik sowie regionale und lokale Geometrien. 
4. Das Risiko bzw. die Kosten der aseismischen Bemessung können gesenkt 
werden, wenn die seismische Last unter Berücksichtigung physikalischer und 
geotechnischer Invarianten als stochastisch instationärer Prozeß modelliert 
wird, dessen räumliche Komponenten voll korreliert sind. 
5. Es wird vorgeschlagen, den seismischen Lastprozeß als Komposition fre-
quenz- und amplitudenmodulierter evolutionärer Teilprozesse zu modellieren, 
die zu lastprägenden, wiederkehrenden Wellenzügen korrespondieren. 
6. Es wird vorgeschlagen, die modulare Struktur und die Kenngrößen dieser 
lastprägenden Wellenzüge auf Basis der Komponentenkorrelation zu model-
lieren. Hierdurch wird eine selektive Erfassung von Lastanteilen auf Haupt-
achsen und eine wellentypspezifische Beschreibung der Last erreicht.  
7. Für die dominante räumliche Hauptachse, das zugehörige Spektrum und die 
zugehörige Amplitudenmodulation werden Formfunktionen mit wellenzugbe-
zogenen Parametern vorgeschlagen, die physikalisch interpretierbar sind und 
zu lastrelevanten Invarianten des lokalen Untergrundes, des Bruchvorgangs 
sowie der regionalen Topographie korrelieren. 
8. Es werden Schätzverfahren vorgestellt, um die Modellparameter aus Boden-
beschleunigungsmessungen zu ermitteln und allgemeingültige Vorhersagere-
lation abzuleiten. Insbesondere wird ein Verfahren zur spektraladaptiven 
Schätzung zeitveränderlicher, räumlicher Korrelations-Hauptachsen dargelegt 
und empirisch verifiziert. 
9. Die auf Basis der Komponentenkorrelation definierte Referenzkomponente 
stellt für viele Anwendungen der Ingenieurseimologie eine bessere Alternative 
dar, weil sie die bodendynamischen Kennwerte unverfälscht wiedergibt und 
erstmals ihre standort- und bebenunabhängige Vergleichbarkeit sicherstellt. 
10. Das nichtstationäre stochastische Lastmodell ermöglicht durch seinen modu-
laren Aufbau und die physikalische Transparenz eine für die Ingenieurpraxis 
handhabbare, konservative, nach Anforderungen und Datenlage flexible und 
kostengünstige Berücksichtigung der wellenspezifischen Risikofaktoren bei 
der seismischen Bemessung für den Starkbebenbereich. Das Konzept ist auf 
den Nahbereich sowie auf spezielle Gefährdungslagen erweiterbar.  
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Theses 
1. Seismic load upon structures caused by strong earthquakes is not adequately 
described by models based on uncorrelated, stochastic stationary processes, 
as prescribed in many national building codes and regulations for earthquake 
resistant design. 
2. Seismic structural damage is a process steered by resonance effects, short 
cycle fatigue and damage accumulation. Main factors of influence from the 
excitation side are its spectral domain, total input of energy and duration, as 
well as spatial and temporal characteristics. 
3. The local seismic wave field is not a chaotic process, but both structurally and 
quantitatively determined by physical invariants and hence predictable. Impor-
tant invariants are transient wave fields, which are partially overlaid in space 
and time, their wave type specific particle dynamics, order and angle of inci-
dence and spectral characteristics, as well as regional and local geometries. 
4. Either risk or costs of aseismic design can be decreased, if seismic load is 
modelled, incorporating physical and geotechnical invariants, by a stochastic 
non-stationary process whose spatial components are fully correlated. 
5. It is proposed to model the seismic load process as a composition of evolu-
tionary stochastic sub-processes, which are modulated both in frequency- and 
amplitude and correspond to generalized, load-relevant, recurring wave fields. 
6. It is proposed to model the modular structure and the parameters of these 
relevant wave fields on the base of component correlation, which enables se-
lective modelling of load shares upon principal axes and a description of the 
load processes in wave-type specific terms.  
7. Shape functions with physically transparent and interpretable parameters re-
lated to wave fields are proposed for the dominant spatial principal axis, the 
corresponding power spectrum and temporal amplitude modulation. Parame-
ters relate to load-relevant invariants of the local site, regional (sub) surface 
topography and rupture characteristics as well. 
8. Methods are introduced and empirically verified to estimate the model pa-
rameters from ground acceleration records and to derive general predictive 
relations. Especially, a new method is presented to estimate time-dependent 
spatial principal correlation axes adaptively with respect to spectral content. 
9. The 1D Reference Component defined by component correlation axes estab-
lishes a better alternative base and benchmark for many applications in CE 
and engineering seismology, as it maps seismic ground parameters unbiased 
and ensures their comparability independently with respect to site and event. 
10. The evolutionary stochastic load model enables both conservative and cost-
effective design in a flexible way with respect to data availability and regula-
tory requirements, by its modular design and physical transparency, consider-
ing wave specific risk factors, especially for the wider strong motion zone. The 
concept is extensible to the inner strong motion zone as well as specific high 
risk area in a straightforward way. 
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1 Starkbebenlastmodellierung – Ziele und Lösungsansatz  
Erdbebensicheres Bauen erfährt weltweit wachsende Bedeutung durch die fortschrei-
tende Urbanisierung, die steigende Vernetzung der Kommunikations- und Produktions-
prozesse und die zunehmende Abhängigkeit immer größerer Populationen von der Ver-
fügbarkeit wirtschafts- und lebenswichtiger Infrastrukturen, die sich in privatwirtschaftli-
chen oder öffentlichen Bauwerken befinden oder selbst Bauwerke sind. Gleichzeitig 
steigt der Kostendruck für die Errichtung dieser Infrastrukturen durch das globalisierte 
Wirtschaften und die begrenzten Siedlungsflächen enorm. Diese Entwicklung trifft zu-
nächst die Industrieländer, aber auch immer mehr Schwellen- und Entwicklungsländer. 
Erdbebensicherheit im Sinne der Unzerstörbarkeit eines Bauwerks ist sowohl aus theo-
retischen als auch praktischen Gründen nicht erreichbar. Zum einen sind Voraussagen 
bei einem so komplexen Naturphänomen wie Erdbeben aufgrund der Unvorhersehbar-
keit vieler dynamischen Einflußgrößen und der Unvollständigkeit der verfügbaren Infor-
mation prinzipiell unsicher. Zum anderen ist es teils technisch unmöglich, notwendige 
Informationen zu beschaffen, teils auch ökonomisch unsinnig, sie mit der notwendigen 
Genauigkeit zu bestimmen, denn die Kosten des Erdbebenschutzes dürfen gewöhnlich 
den Nutzwert des Bauwerks nicht übersteigen.  
Bei der Bemessung und Sicherheitsbewertung von Bauwerken muß somit generell ein 
gewisses, unvermeidbares Risiko in Kauf genommen werden. Ziel bei der Modellierung 
und Vorhersage der seismischen Bauwerksbelastung kann daher nicht absolute Erdbe-
bensicherheit sein, vielmehr ist eine hohe Widerstandsfähigkeit der Bauwerke gegen-
über Erdbebeneinwirkungen während einer projektierten Lebensdauer anzustreben.  
Seismische Lastmodelle beschreiben die Fußpunktanregung eines Bauwerks durch 
Erdbeben-Beschleunigungen des Baugrundes. Anhand einer Prognose wichtiger Last-
faktoren soll durch entsprechende Konstruktion und Bemessung eine solche Wider-
standsfähigkeit des Bauwerks erreicht werden, so daß im Ereignisfall, je nach Erdbe-
benstärke, bestimmte Schadensniveaus nicht überschritten werden. Die unvermeidliche 
Unsicherheit sowohl bezüglich der Lage und Dynamik künftiger Erdbeben als auch bei 
der Beschreibung der geometrischen und Materialparameter des Untergrundes erfor-
dert hierfür eine stochastische Lastmodellierung. Rein deterministische Simulationen 
sind für die Analyse von Erdbebenprozessen und das Verständnis ihrer physikalischen 
Komplexität wichtig, für die Lastprognose jedoch unzureichend. 
Die in internationalen Bauvorschriften vorgeschriebenen Verfahren zur stochastischen 
Modellierung der seismischen Last beruhen explizit oder implizit auf dem Modellansatz 
eines eindimensionalen und stochastisch stationären Prozesses. Die leichte Handha-
bung und empirische Verifizierbarkeit dieser Verfahren wird jedoch durch Vernachlässi-
gung und Nivellierung der tatsächlich hochgradigen, räumlichen und zeitlichen Instatio-
narität der Starkbebenbodenbeschleunigungen erkauft. Die mangelnde Transparenz 
dieses stark vereinfachten Ansatzes gegenüber dem physikalischen Prozeß führt auf 
eine systematische und signifikante Lastunterschätzung, die durch pauschale Sicher-
heitsfaktoren nur in Teilbereichen ausgeglichen wird. Die Schadensbilanz bei Starkbe-
ben in Kalifornien, Japan und Taiwan hat dies auch in den letzten Jahren bewiesen.  
Seismische Baugrundanregung ist ein komplexes, aber nicht chaotisches Wellenphä-
nomen. Verschiedene seismische Wellentypen führen am Bauwerk entsprechend ihrer 
charakteristischen Unterschiede auf unterschiedliche Belastungen und Schadensmu-
ster. Zur Gewährleistung der Standfestigkeit ist es wesentlich, in die Sicherheitsbemes-
sung alle für das Bauwerk potentiell gefährlichen Lastkomponenten einfließen zu lassen 
und ihre zu erwartende Stärke realistisch abzuschätzen. Die destruktiven Komponenten 
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der seismischen Bodenbeschleunigung wurden in den letzten Jahrzehnten zunehmend 
erforscht, in Simulationen identifiziert und quantifiziert, sie gingen jedoch nur vereinzelt 
in die Modellbildung bei der stochastischen Lastvorhersage ein. Um das spezifische Ri-
siko und/oder die Baukosten senken zu können, muß aber mehr Wissen über den phy-
sikalischen Prozeß in die stochastische Lastmodellierung eingebracht werden. Pau-
schale Regeln, die nur auf eindimensionalen Anregungen und somit auf der 
Charakteristik eines einzigen Wellentyps aufbauen, können dies auch bei großzügigen 
Sicherheitsfaktoren nicht oder nur unter hohem Risiko leisten.  
Die Zielsetzung dieser Arbeit ist es daher, die seismische Last wellenspezifisch zu 
quantifizieren, ohne den stochastischen Modellansatz zu verlassen. Auf diese Weise 
soll die aseismische Bemessung von Tragwerken grundlegend sicherer, aber nicht teu-
rer werden. Der Ingenieur soll durch Kenntnis des lokalen Resonanzregimes und ma-
kroseismischer Risikofaktoren in der Lage sein, das spezifische Risiko am Standort ge-
nauer einzugrenzen, um das Bauwerk in risikoarmen Bereichen schlanker und damit 
kostengünstiger bemessen zu können 
Die Grundidee besteht darin, Invarianten des physikalischen Prozesses der Entstehung, 
Fortpflanzung und lokalen Modulation seismischer Starkbebenwellen explizit im stocha-
stischen Lastmodell zu berücksichtigen. Das kombinierte und akkumulative Schadens-
potential der am Bauwerk zeitlich versetzt eintreffenden, teilweise überlagerten Wellen-
züge soll bereits bei der Auslegung transparent gemacht werden.  
Hierzu wird ein modulares, parametrisches Lastmodell vorgeschlagen, das belastungs-
relevante Wellenzüge als räumliche, evolutionäre stochastische Teil-Prozesse be-
schreibt und auf einer durchgehenden Modellierung der Komponenten-Kreuzkorrelation 
der räumlichen Bodenbeschleunigung aufbaut. Wellen- und standortspezifische Para-
meter sollen es dem Ingenieur erlauben, den Lastbeitrag der typischen zu erwartenden 
Wellenzüge mit seinem Wissen über lokale und regionale Risikofaktoren modular, 
standortbezogen und physikalisch transparent zu modellieren. 
Es werden solche Wellenzüge berücksichtigt, die im Bauwerk unterscheidbare, gefähr-
dende Belastungen hervorrufen können und im zeitlichen Verlauf  zumindest teilweise 
versetzt auftreten. Hierzu zählen direkte Longitudinalwellen und Transversalwellen, ho-
rizontale und rollende Oberflächenwellen (Love- bzw. Rayleighwellen) sowie standort-
spezifische Schwingungsmoden. Das Lastmodell fokussiert auf Stahlbetontragwerke, 
die den überwältigenden Großteil aller modernen Großbauwerke ausmachen und gene-
rell einen höheren Widerstand gegenüber dynamischen Belastungen aufweisen. 
Als Grundlage des Lastmodells werden Referenz-Komponenten vorgestellt, welche die 
Lastanteile aller typischen Wellenzüge mit Schadenpotential energiebezogen und un-
verfälscht abbilden. Diese Referenz-Komponenten beruhen auf einer zeitabhängigen 
Korrelationshauptachsentransformation und ermöglichen erstmals die ereignis- und 
standortunabhängige Vergleichbarkeit von Erdbebenmessungen. Bereits damit können 
herkömmliche Lastmodelle verbessert werden, welche die Bemessungskennwerte sy-
stematisch unterschätzen und substantielle Lastanteile vernachlässigen. 
Für die energiereichste Referenz-Komponente wird dann anhand eines ingenieurseis-
mologisch begründeten Ansatzes für den Erregerprozeß ein modulares, stochastisch 
nichtstationäres Modell der räumlichen Freifeldbeschleunigung entwickelt und begrün-
det. Seine Teilmodelle Wellenfeld-, Lastform- und Hauptachsenmodell bilden die nicht-
stationären, invarianten Eigenschaften, das determinierte Grundgerüst des stochasti-
schen Lastprozesses ab.  
Das Wellenfeldmodell strukturiert den Lastprozeß und erfaßt in seiner einfachsten Form 
drei typische, verallgemeinerte Wellenzüge – direkte P- und S-Wellen sowie indirekte 
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Wellen, weitere Wellenzüge – z.B. Oberflächenwellen – können durch zusätzliche Mo-
dule explizit berücksichtigt werden.  
Das Lastformmodell beschreibt die dominanten Lastanteile dieser Wellenzüge im Fre-
quenz- und Zeitbereich durch Formfunktionen mit physikalisch interpretierbaren Para-
metern, es orientiert sich hierzu am Evolutionsspektrum. 
Das Hauptachsenmodell erweitert das bis dahin eindimensionale Lastmodell auf 3D, in-
dem jedem Wellenzug eine räumliche Hauptachse zugewiesen wird. Die Hauptachsen 
können physikalisch begründet und durch Kovarianzanalyse in Messungen identifiziert 
werden. Die zugehörigen Formfunktionen beruhen auf Mustern im Hauptachsenverlauf, 
die zu prominenten, lastrelevanten Wellenzügen korrespondieren. Anhand des Haupt-
achsenmodells ist es möglich, beliebig viele realistische 3D-Akzelerogramme mit vor-
gegebenen Eigenschaften zu generieren, was den Anwendungsbereich über die Be-
messung hinaus erweitert, etwa auf seismische Analyse und aktive Bauwerkskontrolle.  
Die stochastische Unsicherheit der Einflußgrößen des Lastprozesses wird durchgehend 
berücksichtigt. Zunächst fokussieren die auf Basis zeitabhängiger Kovarianzen berech-
neten Referenzkomponenten, ebenso wie die Hauptachsen, auf mittlere, energetisch 
relevante Größen. Auch das Lastformmodell legt mit dem Evolutionsspektrum als Ba-
sismodell für die transienten stochastischen Teilprozesse der Wellenzüge eine stocha-
stische Größe zugrunde. Schließlich werden die Modellparameter im Prognosemodell 
als Zufallsgrößen – bezogen auf statistische Momente – ermittelt bzw. sind bei der Er-
mittlung von Bemessungskennwerten als solche anzusetzen. 
Zur Bestimmung der Parameter des Lastmodells anhand von Einzelmessungen werden 
in dieser Arbeit neuartige Schätzverfahren detailliert vorgestellt und verifiziert. Auf 
Grundlage dieser Schätzungen für einen statistisch signifikanten Datensatz von Stark-
bebenmessungen können dann Gültigkeitsbereiche bzw. Skalierungsgesetze der Mo-
dellparameter zu makro- und mikroseismischen Meß- und Ansatzgrößen empirisch er-
mittelt werden, um das Lastmodell als Prognosemodell zu spezifizieren.  
Das Schätzverfahren für die Hauptachsen und Referenz-Komponenten beruht auf ei-
nem physikalisch begründeten Ansatz mit spektraladaptiver Zeitfensterlänge. Ein neues 
Verfahren zur automatischen Identifikation und Abgrenzung von Dominanzphasen an-
hand der Hauptachsenmuster liefert gleichzeitig Hinweise für notwendige Verfeinerun-
gen des Wellenfeldmodells. Auch zur Approximation der Wellenphasen-Evolutions-
spektren und zur Schätzung der wellenbezogenen Parameter des Lastformmodells 
werden neue Verfahren dargelegt und diskutiert. Eine verfeinerte Methodik zur Streich-
winkelkorrektur und ein neuartiger Ansatz zur Identifikation von Rayleighwellen anhand 
der Kreuzkorrelation runden die Palette der Hauptachsenschätzverfahren ab, die in 
Form der SPAX (Seismic Principal Axes) Toolbox unter MATLAB  zur Verfügung stehen. 
Die Anwendbarkeit und Stringenz des Lastmodellansatzes und die Eigenschaften der 
Schätzverfahren werden anhand einer willkürlich ausgewählten Referenzmessung und 
weiterer Beispiele aus dem umfangreichen und gut dokumentierten CDMG-Datensatz 
vom Northridge-Erdbeben 1994 demonstriert und verifiziert. Abschließend werden Ein-
schränkungen und notwendige oder sinnvolle Ergänzungen benannt. 
Es ist zu erwarten, daß durch die Lastvorhersage mit wellenbasierten stochastischen 
Modellen das seismische Auslegungsrisiko und/oder die Baukosten signifikant gesenkt 
werden können. Die hier vorgestellten Ansätze und Verfahren stellen wichtige Schritte 
in diese Richtung dar. Um diese Ziele zu erreichen, sind sie jedoch durch weitere Er-
kenntnisse und entsprechende Verfahren aus Geophysik und Geotechnik zu ergänzen 
und insbesondere in das Instrumentarium der Baudynamik zu integrieren. 
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2 Charakteristik der seismischen Last 
Die Bodenbeschleunigung bei Erdbeben ist kein chaotischer Prozeß, sondern durch 
wohlbekannte physikalische Gesetzmäßigkeiten verursacht und bestimmt. Diese führen 
zu wiederkehrenden Abläufen und bestimmten typischen Eigenschaften, die zur Model-
lierung der Bodenbeschleunigung ausgenutzt werden können.  
Die vordergründige Willkürlichkeit und Zufälligkeit bei der Ausprägung seismischer Frei-
feldbeschleunigungen wird durch die Komplexität und Inhomogenität der beteiligten Sy-
steme erzeugt, die eine große Vielfalt an Kombinationsmöglichkeiten tatsächlich oder 
scheinbar zulassen und durch Störungen und Unregelmäßigkeiten die gesetzmäßigen 
Abläufe und Formen überdecken. 
Bei der Modellierung der Bodenbeschleunigung am Standort sind drei Teilsysteme zu 
unterscheiden – der Bruch als Quelle der Energiefreisetzung (source), die Übertra-
gungswege im Untergrund zwischen Bruch und Standort (path) und die lokale Modulati-
on durch die relativ weichen, obersten Bodenschichten am Standort (site) und die To-
pographie in dessen unmittelbarer Umgebung (siehe Bild 2). Beim Durchlaufen dieser 
Teilsysteme wird die Schwingungsenergie entsprechend deren Eigenschaften teilweise 
gedämpft, teilweise verstärkt, in andere Frequenzbereiche transformiert und gefiltert. 
Die Gewichtung des Einflusses dieser Teilsysteme wird durch die relative Lage des 
Standorts zur Quelle bestimmt. In unmittelbarer Nähe der Bruchzone ist die Mechanik 
und Ausdehnung des Bruchs bestimmend, während mit der Entfernung auch der Ein-
fluß des Übertragungsweges und des Standorts zunehmen.  
2.1 Bruchprozeß und Wellenzug 
Erdbeben werden durch tektonische Spannungen in der Erdkruste erzeugt, wenn diese 
großflächig die Bruchfestigkeit des Gesteins erreichen bzw. überschreiten. Im Bruch-
vorgang wird diese Spannung innerhalb sehr kurzer Zeit teilweise oder vollständig ab-
gebaut, indem sich – idealisiert – zwei Gesteinsblöcke entlang einer Bruchfläche in ent-
gegengesetzter Richtung verschieben. Dieser Bruchvorgang erfolgt nicht homogen und 
gleichzeitig auf der gesamten Fläche, sondern in einer Vielzahl kleiner Brüche, die an 
einer oder mehreren Stellen beginnen und sich in einer Kettenreaktion von diesen Hy-
pozentren aus fortpflanzen, wobei sie teilweise stocken und wieder neu beginnen, um 
schließlich relativ schnell auszulaufen. Die abgestrahlte seismische Gesamtenergie 
bemißt sich nach der Gesamtfläche, dem Spannungsabbau und der Dauer des Bruchs. 
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Bild 1 Abstrahlcharakteristik der idealisierten Punktquelle bzw. Bruchfläche (links), verschiedene
 Bruchformen (Mitte) und -parameter (Streichen ϕ, Fallen δ, Neigung λ)  
Die Abstrahlung der Bruchenergie erfolgt durch Raumwellen, die in zwei Wellentypen 
auftreten. In Richtung der Verschiebungen wird die Energie vornehmlich in Form von 
Kompressionswellen (auch als Longitudinalwellen bezeichnet) transportiert, senkrecht 
dazu in Form von Scherwellen (Transversalwellen). Diese Wellentypen unterscheiden 
sich durch ihre Partikeldynamik und ihre Fortpflanzungsgeschwindigkeit. Sie werden 
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daher auch Primär- oder P-Wellen bzw. Sekundär- oder S-Wellen genannt (Bild 3). 
Streng mathematisch werden noch horizontal und vertikal polarisierte Scherwellen un-
terschieden, dies hat jedoch für die Lastmodellierung untergeordnete Bedeutung, da 
sich diese Wellen bis auf die Abstrahlcharakteristik nicht unterscheiden. 
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Bild 2  Partikeldynamik wichtiger Wellentypen, oben im Kontext der Entstehung und Ausbreitung 
für die idealisierte Punktquelle (Lambs Problem), unten relativ zum Wellenstrahl (Ausbrei-
tungsrichtung): Kompressions- und Scherwellen sowie Oberflächenwellen vom Love- und 
Rayleigh-Typ (v.l.n.r.) 
Aufgrund der Vielzahl der gleichzeitig und aufeinander folgenden Mini-Brüche, die na-
turgemäß nicht alle exakt die gleiche Mechanik aufweisen, strahlen Starkbeben in der 
Regel beide Wellentypen in sämtliche Richtungen ab und zeigen einen mehr oder we-
niger gerichteten Verlauf einer oder mehrerer Bruchfronten innerhalb einer großflächige 
Bruchzone. Erst entsprechend der globalen Geometrie des Gesamtbruchs ergeben sich 
richtungsabhängig unterschiedliche Anteile (Abstrahlcharakteristik) von P- und S-
Wellen. Aus dem gleichen Grund wird die Energie in einem sehr hohen Frequenzbe-
reich abgestrahlt, da es sich jeweils um sehr kurze Impulse handelt. Das Herdspektrum 
ist daher relativ breit und liegt im Bereich sehr hoher Frequenzen.  
Gerät der Bruchvorgang zwischenzeitlich ins Stocken, ergeben sich mehrere Bruchab-
schnitte, die jeweils eigene Charakteristik aufweisen können, je nachdem, in welche 
Richtung sich der Bruch fortsetzt. Die Gesamtzahl der durch einen räumlich und zeitlich 
zusammenhängenden Bruchabschnitt freigesetzten Schwingungen desselben Wellen-
typs wird im folgenden als Raumwellenzug bezeichnet. Die Raumwellenzüge sind die 
primären Träger der Energie vom Bruch zum Standort. Die Gesamtheit aller Wellenzü-
ge bildet das räumliche Wellenfeld eines Erdbebens, analog bezeichnet das lokale Wel-
lenfeld im weiteren die Gesamtheit der an einem Standort eintreffenden Wellenzüge.  
Die Schwingungsenergie eines Erdbebens breitet sich durch die direkten Raumwellen 
in sämtliche Richtungen im Gestein aus, sowohl in der Erdkruste nach oben und seit-
lich, aber auch zu einem großen Teil nach unten. Dabei entsteht eine Vielzahl sekundä-
rer oder indirekter Wellenzüge durch Reflexionen und Konversion an starken Unstetig-
keiten des Steifigkeits- und Dichtegradienten, z.B. an der Conrad- und der Mohorovicic-
Diskontinuität sowie den Übergängen zum Erdmantel und zum Erdkern (siehe Anhang 
Kap.8.2). Diese sogenannten teleseismischen Wellenzüge, die teilweise erst in sehr 
großer Entfernung vom Bruch und mit sehr geringen Amplituden die Oberfläche errei-
chen, sind in der Seismologie von großer Bedeutung zur Lokalisierung der Erdbeben-
Epizentren, aber auch zur Untersuchung der Tiefenstruktur der Erdkruste, des Erdman-
tels und des Erdkerns. Aufgrund der Laufzeitunterschiede und der großen Entfernungen 
sind sie meist vollständig zeitlich separiert und daher relativ leicht zu identifizieren. 
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Als Lastfaktor für Bauwerke spielen teleseismische Wellenzüge aufgrund ihrer sehr ge-
ringen Amplituden keine Rolle. Nur die nach oben und seitlich abgestrahlten Anteile der 
Raumwellenzüge weisen an Standorten in einer gewissen Umgebung des Bruchs, die 
im weiteren als Starkerregerbereich1 bezeichnet wird, genügend Energie auf, um ge-
fährliche Reaktionen des Untergrundes und der Bauwerke selbst hervorzurufen. Die 
hier betrachteten Raumwellenzüge umfassen daher im wesentlichen die nach oben ab-
gestrahlten Anteile der seismologischen Krustenphasen Pg und Pb, PmP und Pn sowie 
die S- Entsprechungen (siehe Bild 73 im Anhang 8.2 , S-Wellen analog). 
Während der Fortpflanzung durch die Erdkruste werden die Raumwellen in Richtung 
abnehmender Steifigkeits- und Dichtegradienten, d.h. in Richtung der Erdoberfläche, 
gebeugt. Die Wellenstrahlen der Raumwellen neigen sich daher sehr bald zur Oberflä-
chennormalen auf, so daß die direkten Raumwellen bereits in relativ geringer Herdent-
fernung senkrecht von unten am Standort einfallen. Entsprechend ihrer Partikeldynamik 
führen P-Wellen daher zu vertikalen Beschleunigungen, S-Wellen hingegen zu vor-
nehmlich horizontalen Beschleunigungen (siehe Bild 2 und Bild 3). 
Aufgrund der abnehmenden Dichte nimmt die Fortpflanzungsgeschwindigkeit der Wel-
len mit der Nähe zur Oberfläche ab, sie beträgt für P-Wellen in der Erdkruste durch-
schnittlich ≈5.8km/s, an der Oberfläche sinkt sie je nach Bodenart auf bis zu 300m/s ab. 
Außerdem verlagert sich die Schwingungsenergie durch Dispersion und Dämpfung in 
den niedrigen Frequenzbereich unter 25Hz. Das Raumwellenspektrum gelangt damit in 
den typischen Resonanzbereich von Tragwerken. 
Die Raumwellen unterliegen vor dem Eintreffen unter dem Bauwerk einem Modulati-
onsprozeß durch die im Verhältnis zu größeren Tiefen sehr weichen Gesteins- oder Se-
dimentschichten an der Oberfläche. Dabei werden durch mehrfache Reflexionen an 
Schichtgrenzen mit hohem Impedanzkontrast bestimmte spektrale Anteile verstärkt, 
nämlich die, deren Perioden mit der charakteristischen Länge der Schicht übereinstim-
men. Diese Länge ist durch Materialkennwerte und Schichtdicke eindeutig bestimmt.  
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Bild 3  Entstehung und Ausbreitung lastrelevanter Erdbebenwellenzüge im Starkerregerbereich
 mit wesentlichen Wellenphänomenen – Abstrahlung, Brechung, Konversion sowie 
 Reflexion mit den bedeutsamen Spezialfällen Schichtenresonanz und Fokussierung 
 – im Kontext des Systems Herd – Übertragungsweg – Standort 
                                            
1 Die Begriffe Starkbeben- oder Starkerregerbereich werden in der Literatur uneinheitlich gebraucht. Hier wird damit 
im weitesten Sinne das geographische Gebiet bezeichnet, in dem Erdbebenwellen Schäden an Stahlbetonbauwer-
ken verursachen können (Bild 5 auf Seite 12). Dieser Bereich ist deutlich größer als das Nahfeld nach seismologi-
scher oder geotechnischer Definition (z.B. ≈70km vom Epizentrum beim Northridge-Erdbeben 1994, singulär ≈400km 
beim Michoacan-Erdbeben 1985 in Mexico City) und nicht notwendig konzentrisch um das Epizentrum.  
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Schichtenresonanz ist ein wesentlicher Lastfaktor, häufig der größte, und er ist nahezu 
unabhängig vom konkreten Bebenereignis, sofern eine gewisse Felsgrundbeschleuni-
gung überschritten wird (nichtlineare Bodenreaktion). Die Geometrie der lokalen Schich-
tung darf über die Bauwerkslebensdauer als unveränderlich angenommen werden, die 
Materialkennwerte können sich durch Setzungen und Wassersättigung nur innerhalb 
gewisser Grenzen ändern. Daher stellt die Schichtenresonanz näherungsweise eine lo-
kale Invariante der Belastung dar, die für die Lastvorhersage genutzt werden kann. 
Die sogenannten direkten Raumwellen, die vom Bruch aus relativ ungestört den Stand-
ort erreichen, sind jedoch nicht die einzigen Wellenzüge, die am Standort gefährliche 
Bauwerksreaktionen hervorrufen können. Sie können unterwegs weitere, indirekte Wel-
len erzeugen, die ebenfalls ein hohes Schadenpotential besitzen. Zunächst könnten 
sich auf dem Übertragungsweg im Untergrund Reflektoren befinden, d.h., Gesteins-
grenzen, welche die Wellen nicht vollständig passieren lassen, sondern größere Anteile 
zurückwerfen. Diese reflektierten Anteile überlagern sich an Standorten im Fokus des 
Reflektors mit den direkten Wellen. In ungünstigen Fällen kann es an bestimmten 
Standorten zu Fokussierungseffekten kommen, wenn mehrere Wellenstrahlen gebün-
delt werden (Bild 3) Ein solcher Effekt wurde beim Northridge-Erdbeben durch Gao et 
al. [48] für den Stadtteil Santa Monica in Los Angeles plausibel beschrieben.  
Außerdem können Wellen in bestimmten Schichten durch Totalreflexion quasi einge-
fangen werden („trapped waves“), so daß diese Schichten unverhältnismäßig große An-
teile der Schwingungsenergie übertragen und über größere Entfernungen transportie-
ren, wo direkte Wellen bereits stark gedämpft sind. Dies wurde z.B. von Chavez-Garcia 
etc. [38] als mögliche Ursache für die ungewöhnlich starken Bodenbeschleunigungen 
während des Michoacan-Erdbebens 1985 in Mexico City angeführt, das ≈400km vom 
Epizentrum entfernt liegt.  
Wesentlich häufiger und in der Breite der Bauwerksstandorte relevanter sind entlang 
von Schichtgrenzen geführte Wellen („guided/interface waves“), insbesondere die an 
der freien Oberfläche geführten und daher so genannten Oberflächenwellen (Bild 3 
oben). Geführte Wellen entstehen an Schichtgrenzen, wenn direkte Wellen unter einem 
kritischen Einfallswinkel auftreffen, und pflanzen sich nur entlang dieser Schichtgrenze 
fort, wobei ihre Eindringtiefe eine Wellenlänge nicht wesentlich überschreitet.  
Oberflächenwellen weisen geringere geometrische Dämpfung (1/√R) und stärkere Dis-
persion als Raumwellen auf, d.h., unterschiedliche spektrale Anteile pflanzen sich mit 
unterschiedlicher Wellengeschwindigkeit fort. Dies führt dazu, daß der relative Energie-
anteil der Oberflächenwellen am lokalen Wellenzug mit der Entfernung wächst, daß sich 
ihre Energie auf ein sehr schmales Band im niedrigen Frequenzbereich konzentriert, 
und daß die Anregung durch Oberflächenwellen meist beträchtlich länger andauert als 
die Anregung durch direkte Wellen. 
Oberflächenwellen sind aufgrund dieser Eigenschaften wesentliche Lastfaktoren für 
Bauwerke, auch wenn ihre maximalen Amplituden in der Regel beträchtlich geringer 
sind als bei Raumwellen. Sie treffen während und nach den direkten Wellen und damit 
am bereits eingeschwungenen, ggf. schon geschädigten Bauwerk ein. Eine solche 
Schädigung bewirkt in der Regel eine Herabsetzung der Steifigkeit des Tragwerks, mit-
hin eine Verlagerung seiner Grundmoden zu niedrigeren Frequenzen. Trifft ein Oberflä-
chenwellenzug ein, der einem dieser Grundmoden entspricht, wird das Tragwerk über 
eine längere Zeit in diesem angeregt und zur Resonanz gebracht.  
Speziell im Übergangsbereich zwischen frei anstehendem Felsgrund und Sediment-
schichten, z.B. Am Rand von Sedimentbecken und Tälern, sind Bedingungen für die 
Entstehung starker Oberflächenwellen im Starkerregerbereich relativ häufig gegeben. 
Aktuell haben Koketsu et al. [63] ein solches Szenario für das M8.3 Hokkaido Seebeben 
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2003 nachgewiesen, bei dem durch mehrere Rayleigh- und Love-Wellenzüge Erdöl-
tanks in über 250km Entfernung zum Epizentrum massiv beschädigt wurden. 
Abschließend sind noch Leaky-Moden und Airy-Phasen zu erwähnen, die durch Dopp-
ler- bzw. Dispersionseffekte entstehen können. Sie sind, ungeachtet ihrer starken Am-
plitudenüberhöhung, wegen ihrer kurzen Dauer für die Gefährdung von Tragwerken 
nicht so relevant wie bei Mauerwerksbauten, sie werden hier nicht gesondert modelliert. 
Zusammenfassend ist zu sagen, daß das lokale seismische Wellenfeld der Bodenbe-
schleunigung aus zeitlich und räumlich teilweise überlagerten Wellenzügen besteht, die 
sowohl direkt durch den Bruch als auch indirekt durch Interaktion der direkten Raum-
wellen mit starken Inhomogenitäten des Untergrundes entstehen. Diese Wellenzüge 
weisen aufgrund ihrer unterschiedlichen Entstehungsorte und Fortpflanzungsgeschwin-
digkeiten eine gesetzmäßige Abfolge auf.  
2.2 Charakteristische Eigenschaften der Erdbebenwellen 
Die im Starkerregerbereich auftretenden Wellentypen weisen eine Reihe wesentlicher, 
lastbestimmender Unterscheidungsmerkmale auf, die sich aus der unterschiedlichen 
Partikeldynamik, dem unterschiedlichen Entstehungsort und der unterschiedlichen Aus-
breitungsgeschwindigkeit im Untergrund ergeben. Diese Merkmale erlauben und erfor-
dern eine wellenspezifische Lastmodellierung.  
Direkte Raumwellen transportieren die am Bruch freigesetzte Energie entlang eines ge-
krümmten oder stellenweise leicht geknickten, direkten Wellenpfades zum Standort. Da 
sie sich in der Erdkruste mit hoher Geschwindigkeit ausbreiten, treffen sie zuerst am 
Bauwerk ein. Die im Verhältnis zu den Longitudinalwellen (P-Wellen) geringere Ausbrei-
tungsgeschwindigkeit   cS = √(μ/σ) <  cP = √(λ+μ)/σ)   der Scherwellen führt zu einem mit 
der Herdentfernung wachsenden Versatz ihres Eintreffens am Standort2. 
Die Partikeldynamik der direkten Raumwellen ist axial, d.h., sie erzeugen eine eindi-
mensionale Partikelbeschleunigung entlang einer 
Beschleunigungsachse. Diese Achse liegt bei P-
Wellen parallel, bei S-Wellen jedoch senkrecht zur 
Ausbreitungsrichtung, wobei die horizontale (SH) 
oder vertikale (SV) Polarisation keinen wesenhaf-
ten Unterschied bezeichnet.  
Die charakteristische Wirkungsrichtung der Be-
schleunigung (bei Raumwellen) bzw. die Fortpflan-
zungsrichtung (bei Oberflächenwellen) ist für jeden 
Wellenzug wegen der physikalischen Massenträg-
heit relativ stabil. 
Abhängig von der Entfernung und ggf. relativen 
Bewegung der Erregerquelle ist sie konstant bzw. 
ändert sich nur stetig (z.B. bei lateral fortschreiten-
der Bruchfront in geringer Entfernung). Die Haupt-
richtung der Partikeldynamik kann daher als weiteres, wesentliches Unterscheidungskri-
terium der Wellenzüge dienen. 
Bild 4 Räumliche Partikeldynamik     
         der wichtigsten Wellenarten 
         am Bauwerks-Standort 
Standort
Bauwerk
Oberflächen-
Wellen:
Wellenstrahl
SV
P SH
R L
Direkte 
Raumwellen:
 
Auch die Spektraleigenschaften der Wellentypen unterscheiden sich aufgrund der Ge-
schwindigkeitsunterschiede. Sind die Herdspektren noch identisch – es handelt sich ja 
                                            
2 hier bezeichnen  λ, μ und σ die Lamé’schen Materialparameter sowie die Massendichte, auf deren Basis Kennwerte 
wie Schermodul, Elastizitätsmodul, Wellengeschwindigkeiten etc. definiert werden. Sie sind bei Festkörpern konstant. 
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um ein und denselben Impuls – so haben S-Wellen aufgrund der geringeren Ausbrei-
tungsgeschwindigkeit mit zunehmender Entfernung niedrigere Frequenzen als P-Wellen 
der gleichen Quelle. Der Frequenzbereich von P-Wellen liegt daher um den Faktor 
√((λ+2μ)/μ) proportional höher als bei den S-Wellen. Oberflächenwellen haben typi-
scherweise einen schmalbandigen, niedrigen Frequenzbereich. 
Indirekte Wellen entstehen auf dem Weg zum Standort durch die direkten Raumwellen, 
indem diese an Schichtgrenzen teilweise konvertiert oder reflektiert werden (vgl. kon-
vertierte und geführte Wellen in Bild 3). Diese Schichtgrenzen rühren aus geologischen 
Vorgängen her, im Felsgrund vor allem von Bruch- und Faltungsprozessen, in Oberflä-
chennähe von Sedimentationsprozessen. Indirekte Raumwellen haben die gleiche Cha-
rakteristik wie direkte Raumwellen, jedoch beträchtlich geringere Energie.  
Auch Oberflächenwellen sind indirekte Wellen, sie entstehen bei Vorliegen bestimmter 
topographischer Bedingungen in der weiteren Umgebung des Standorts durch Konver-
sion aus direkten Raumwellen, nachdem diese sämtliche Schichten durchquert haben. 
Sie sind spezielle geführte Wellen, die sich entlang der freien Oberfläche (einer span-
nungsfreien Schichtgrenze) ausbreiten. Wegen der geringeren Geschwindigkeit setzen 
sie später als direkte Wellen ein, dauern aber aufgrund ihrer geringeren geometrischen 
Dämpfung länger an und erreichen größere Entfernungen. 
Es sind zwei Typen von Oberflächenwellen zu unterscheiden. Love-Wellen weisen eine 
axiale Partikeldynamik lotrecht zur Laufrichtung auf, sie sind geführte Scherwellen. Falls 
ihre Vorzugsrichtung mit der von direkten S-Wellen koinzidiert, verlängert sich die 
Starkbebendauer drastisch. Rayleighwellen stellen mit ihrer zweidimensionalen Parti-
keldynamik (Rollen) eine Momentenlast dar. Beide Wellentypen besitzen ein extrem 
hohes, spezifisches Gefährdungspotential für Bauwerke, weniger aufgrund hoher Ampli-
tuden, sondern wegen ihres niedrigen, die Fundamentalfrequenzen moderner Tragwer-
ke einschließenden Frequenzbereichs, der Fokussierung auf ein schmales Frequenz-
band sowie der hohen Reichweite und langen Dauer. Nicht zuletzt treffen sie auf ein 
teilweise eingeschwungenes, möglicherweise bereits vorgeschädigtes Tragwerk. 
Die longitudinalen und transversalen Raumwellenanteile werden vom Herd radial in alle 
Richtungen abgestrahlt, jedoch nicht gleichmäßig, sondern unterschiedlich stark ent-
sprechend der Geometrie des generierenden Bruchsegments. Diese Abstrahlcharakte-
ristik, die in der Seismologie vereinfacht durch einen globalen Momenten-Tensor aus-
gedrückt wird, ist für die meisten Standorte eine nicht vorhersagbare Zufallsgröße. In 
der Lastvorhersage ist hier die jeweils ungünstigste Konstellation anzusetzen. 
Die Einfallsrichtung der direkten Wellen am Standort ist hingegen nur in unmittelbarer 
Herdnähe von dessen relativer Lage zum Bruch (Azimut) beeinflußt. Bereits ab einer 
der Herdtiefe entsprechenden Entfernung führt der zur Oberfläche hin gerichtete Stei-
figkeits- und Dichtegradient der Erdkruste zu einer Beugung des Wellenstrahls nach 
oben. An den meisten außerhalb der Bruchzone gelegenen Standorten fallen daher die 
direkten Wellen nahezu senkrecht von unten ein (Bild 4). 
Im Starkerregerbereich reichen die Laufzeitunterschiede für eine signifikante zeitliche 
Separation der P- und S-Raumwellenzüge noch nicht aus. Daher ergeben sich mehr 
oder weniger breite Überlagerungsbereiche, in denen Wellen beider Typen gleichzeitig 
am Standort einfallen. Ebenfalls bereits während der direkten Wellen treten in Standort-
nähe generierte indirekte Wellenzüge auf.  
Die stark überlagerten Wellenzüge im Starkerregerbereich sind mit den Methoden der 
Fernfeldseismologie nicht mehr identifizierbar. 
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Zusammenfassung 
Die lokale seismische Bodenbeschleunigung ist aufgrund der unterschiedlichen dyna-
mischen Charakteristik der verschiedenen Wellentypen durch zeitlich und räumlich teil-
weise separierte Teilprozesse charakterisiert, die zu Wellenzügen korrespondieren. Die  
Bauwerksanregung ist daher mehrdimensional und einem gewissen, invarianten zeitli-
chen Regime unterworfen. Direkte Raumwellen und Love-Wellen bewirken axiale 
Schwingungen, Rayleighwellen hingegen Momenten-Beschleunigungen. Ähnliche Ef-
fekte können durch topographische Besonderheiten und die Kombination phasenver-
setzter Raumwellen auftreten. Regionale Untergrundstrukturen können Wellenzüge 
streuen, reflektieren und fokussieren. Die Dauer der Anregung wird durch den lokalen 
Untergrund stark beeinflußt und kann die Bruchdauer erheblich übersteigen. Die Wel-
lenzüge sind entsprechend ihrer räumlichen Partikeldynamik auf alle drei Komponenten 
von Bodenbeschleunigungsmessungen verteilt. 
2.3 Seismische Schädigung von Tragwerken 
Für die Modellierung der seismische  Last werden hier nur solche Bauwerke betrachtet, 
die aufgrund ihrer Reaktionscharakteristik als „potentiell erdbebensicher“ eingeordnet 
werden, also Tragwerke mit zähem und elastischem Materialverhalten. Durch Spröd-
bruch gefährdete Tragwerke, z.B. reine, unverstärkte Mauerwerksbauten, können prin-
zipiell nicht sicher gegen Erdbeben bemessen werden.  
Die Schädigung der Tragwerke durch seismische Lasten ist ein dynamischer, im Ver-
hältnis zur Lebensdauer des Tragwerks zeitlich eng begrenzter Vorgang. Für die Last-
funktion spielen die Aspekte Resonanz, Gesamtenergieeintrag, Energiestandzeit und 
Schadensakkumulation eine tragende Rolle (Aki 1967 [14]).  
Tragwerke können als Schwingungssysteme vereinfacht durch die mechanischen Mo-
delle des Ein- oder Mehrmassenschwingers beschrieben werden. Sie reagieren fre-
quenzabhängig auf dynamische Anregung – nur die im Bereich ihrer Eigenfrequenzen 
liegenden spektralen Anteile der Schwingungsenergie werden aufgenommen und füh-
ren zu Eigenschwingungen (Resonanz), welche die Last auf einzelnen Tragwerksteilen 
erhöhen. Gegenüber Schwingungsanteilen außerhalb dieser Eigenfrequenzen verhalten 
sich Tragwerke insgesamt träge. Direkte seismische Tragwerksschäden werden fast 
immer durch solche Resonanzerscheinungen verursacht. 
Die Stärke der Resonanzreaktion hängt in nichtlinearer Weise sowohl von der Fähigkeit 
des Tragwerks zur Dissipation von Energie (Hysterese) als auch vom Gesamtenergie-
eintrag im Resonanzband ab. Die modernen Erkenntnisse und Methoden der Struktur-
dynamik erlauben heute einen gezielten Entwurf für bestimmte Grundmoden sowie die 
Ausnutzung der Energiedissipation durch plastische Verformung (Fließgelenke). 
Der Gesamtenergieeintrag wird sowohl von der Amplitude als auch von der Dauer der 
spektralen Beschleunigungen bestimmt. Starke Anregungen in nur wenigen Zyklen oder 
vereinzelte hohe Amplituden sind aufgrund der Massenträgheit für elastische Tragwerke 
von weit geringerer Bedeutung als länger andauernde dynamische Lasten. Erst wenn 
der Gesamtenergieeintrag durch hohe Amplituden oder lange Anregungsdauer die 
Bruch- bzw. Kurzzeit-Ermüdungsfestigkeit einer Verbindung oder eines tragenden Teils 
übersteigt, kommt es dort zum Versagen und ggf. in einer Kettenreaktion zum Kollaps.  
Die seismische Last wird maßgeblich durch das räumliche und zeitliche Ablaufregime 
der Anregung mitbestimmt. Ein im statischen Gleichgewicht befindliches Tragwerk rea-
giert anders als ein bereits teilweise oder weitgehend eingeschwungenes System, denn 
die Bruchfestigkeit ist selbst keine unveränderliche Größe. Auch wenn die Bruchspan-
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nung zunächst nicht überschritten wird, senken plastische Materialverformung und Er-
müdung die Belastungsgrenze für weitere Zyklen irreversibel herab.  
Ist das Versagen eines Einzelelements in der Regel noch nicht kritisch, so vermindert 
es doch – entsprechend dessen Bedeutung – die statische und dynamische Belastbar-
keit des Gesamttragwerks. Daher können im Verlauf eines Erdbebens auch entspre-
chend geringere Belastungen als die ursprüngliche Tragfähigkeit kritisch werden, z.B. 
durch Oberflächenwellen. Für die aseismische Bemessung ist es daher sinnvoll, die 
Schadensakkumulation ausdrücklich zu berücksichtigen. In dieser Arbeit wird deshalb 
der Ansatz verfolgt, die Lastanteile der einzelnen Wellenzüge getrennt zu modellieren. 
Auf diese Weise sollen realistische Werte für wellenbezogene Starkbebendauern ermit-
telt und der Lastprognose zugrundegelegt werden. 
Diese Arbeit befaßt sich mit der nichtstationären, stochastischen Modellierung der direk-
ten seismischen Bauwerkslast durch starke Beschleunigungen des Baugrundes, wie sie 
in seismischen Freifeldmessungen beobachtet werden. Das vorgestellte Lastmodell ist 
konzipiert als Eingangsgröße für die Bemessung und zur Verbesserung der dynami-
schen Analyse von Tragwerken. 
Die Tragfähigkeit von Bauwerken wird jedoch auch durch starke Verschiebungen ge-
fährdet, wie sie z. B. durch Baugrundversagen verursacht werden. Dieses Problem ist 
mit dem hier gezeigten Ansatz nicht lösbar, sondern mit geotechnischen Modellen zu 
behandeln. Bei Bauwerken, deren Ausdehnung die potentielle Wellenlänge der Erdbe-
benwellen übersteigt, werden einzelne Tragwerksteile gleichzeitig sehr unterschiedlich 
belastet. Diese differentiellen Belastungen können durch Modelle der räumlichen Korre-
lation des lokalen Wellenfeldes beschrieben werden, wie sie in den letzten Jahren mit 
Arrays und Simulationen zunehmend erforscht wurde, z.B. für die Horizontalkomponen-
ten der Auflagerpunkte parallel zur Gebäudelängsachse [31][66]. Baugrundversagen, 
Fundament-Boden-Wechselwirkung oder räumliche Korrelation werden hier nicht in die 
Modellierung einbezogen, da sie im Rahmen einer Gesamtbetrachtung modularisiert 
und durch geeignete andere Modelle abgebildet werden können.  
Epizentrum
Bruchfläche
Bruchbereich
Spezielle 
Gefährdungslagen
Starkerregerbereich
B
A
C
 
Bild 5 schematische Skizze: Bruch- und Starkerregerbereich. Der Starkerregerbereich umfaßt 
sowohl das durch die prognostizierte oder berechnete Bruchmechanik und allgemeine 
Abminderungsgesetze (z.B. [12] [77], [96], [28] ) definierte Gebiet A als auch spezielle, lo-
kale Gefährdungszonen wie B,C, für die bestimmte zusätzliche Gefährdungsfaktoren (z.B. 
Sedimente, topographische Besonderheiten) bekannt sind 
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Für die Spezifikation des Lastmodells wird in dieser Arbeit zwischen dem Starkerreger- 
oder Starkbebenbereich und einem sogenannten Bruchbereich unterschieden. Als 
Starkerregerbereich wird das territoriale Gebiet verstanden, in dem ein Erdbeben auf-
grund seiner lokalen Bodenbeschleunigung das Potential besitzt, direkte Schäden am 
Bauwerk zu verursachen. Indirekte Schäden durch Erdrutsche, Flutwellen und Boden-
verflüssigung werden nicht mitbetrachtet, auch wenn diese vorrangig im Starkbebenbe-
reich auftreten. Sie haben andere Ursachen und erfordern entsprechend andere Model-
le. 
Der Starkerregerbereich ist nicht konzentrisch durch die Epizentralentfernung bestimmt, 
wie es die üblichen, allgemeinen Abminderungsgesetze der Bodenbeschleunigungs-
kennwerte nahelegen. Auf seine Ausdehnung bei einem konkreten Ereignis haben ne-
ben der freigesetzten Energie (seismisches Moment, Magnitude) des Erdbebens vor al-
lem auch die Abstrahlcharakteristik und der Verlauf des Bruchs sowie das 
Vorhandensein lokaler Gefährdungszonen bestimmenden Einfluß. Letztere können sich 
sogar weit außerhalb des Gefährdungsbereichs befinden, der etwa durch Abnahmege-
setze der maximalen Felsgrundbeschleunigung definiert wird, weil der lokale Unter-
grund (Stratigraphie) oder die regionale Topographie eine überdurchschnittliche Last-
verstärkung (Amplitude und/oder Dauer) bewirken. 
Als Bruchbereich wird hier hingegen ein Bereich bezeichnet, der in etwa durch die Pro-
jektion der Bruchfläche auf die Erdoberfläche zuzüglich der Tiefe des Bruchs in jeder 
Richtung definiert ist. Der Bruchbereich macht nur einen kleinen Flächenanteil des 
Starkerregerbereichs aus, und ist dadurch charakterisiert, daß sich Details der Bruch-
mechanik noch sehr stark auf die lokalen Bodenbeschleunigungen auswirken, insbe-
sondere Abstrahlcharakteristik, Dauer und Überlagerungen einzelner Bruchabschnitte. 
Er deckt sich in etwa mit dem seismologischen Nahfeld.  
Für den hinsichtlich des Wellenfeldes komplexeren Bruchbereich wird ein Lastmodell für 
die Fußpunktanregung anders zu konzipieren sein als für den sonstigen Starkerreger-
bereich, in dem auch mit einer einfacheren Struktur realistische, hinreichend allgemeine 
Ingenieurmodelle zu erwarten sind. Dies wird in Kap. 0 zum Wellenfeldmodell näher 
ausgeführt. 
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3 Seismische Lastmodelle 
3.1 Deterministische Simulationen 
Prinzipiell ist es heute möglich, auf Basis mechanischer Ansätze wirklichkeitsnahe Bo-
denbeschleunigungen für beliebig genaue Modelle des lokalen und regionalen Unter-
grundes sowie des Bruchprozesses zu generieren. Es wurden realistische Bruchmodel-
le entwickelt, die dem ungleichmäßigen Spannungsabbau auf ausgedehnten und 
nichtplanaren Bruchflächen Rechnung tragen (z.B. [126], Composite Source Model 
[141], Dynamic Asperity Source Models [59], [42], [125]) und über die klassischen me-
chanischen Ansätze (Brune [33], Haskell [51]) hinausgehen. Mit numerischen Methoden 
(z.B. FEM) können Lösungen für vorgegebene geometrische Konfigurationen der loka-
len Untergrundstruktur beliebig genau approximiert und mittels der heute zur Verfügung 
stehenden Rechenleistung in vertretbarer Zeit simuliert werden (z.B. [67], [13]). 
 
Quelle: Greg Foss, PSC, J. Bielak, CMU, mit frdl. Genehmigung 
Bild 6 Simulation der Bodenverschiebungen im San-Fernando-Tal für ein Nachbeben des Nor-
thridge Erdbebens 1994, realisiert auf einer T3E Maschine mit 3000 Prozessoren am Pitts-
burg Supercomputing Center (PSC), Auf dem Bild, das auf ein Landsat-Satellitenfoto über-
lagert wurde, sind deutlich die konzentrischen Wellenfronten der Oberflächenwellen zu 
erkennen, im Zentrum Reflexionen von den Randgebirgen des San-Fernando-Tales.       
Simulationen auf Basis solcher deterministischer Modelle des Erregerprozesses und 
des Untergrundes beschreiben die räumliche und zeitliche Komplexität des seismischen 
Wellenfeldes – entsprechend der gewählten Modellgranularität – nahezu vollständig 
und in großer Detailtiefe. Sämtliche primären und sekundären Wellenzüge können dar-
gestellt und analysiert werden, um beobachtete Effekte zu erklären und so das Wissen 
über die kausalen Zusammenhänge zu vertiefen. Für die Lastvorhersage sind sie je-
doch ungeeignet, denn die Bruchmechanik und Energiefreisetzung künftiger Erdbeben 
im Umfeld eines zu bemessenden Bauwerks entziehen sich aus grundsätzlichen Grün-
den einer seriösen Vorhersage selbst über kurze Zeithorizonte. Weder die zugrundelie-
genden Spannungen noch die geometrische Struktur der potentiellen Bruchzonen, nicht 
einmal die Stabilität des aktuellen Zustandes können direkt ermittelt werden.  
Zudem beruhen die tomographischen Verfahren, die zur indirekten Analyse der Unter-
grundstruktur sowohl in der Geotechnik als auch in der Teleseismik zum Einsatz kom-
men, auf der Lösung inverser Probleme, die typischerweise mathematisch inkorrekt ge-
stellt sind. D.h. unter anderem, daß ihre Lösungen nicht stetig von den Eingangsgrößen 
abhängen und damit aufgrund unvermeidlicher Meßfehler höchst unzuverlässig sind. 
Hinzu kommt, daß teleseismische Bescheunigungsmessungen für eine ganze Reihe 
erdbebengefährdeter Gebiete gar nicht vorliegen, weil sich in den letzten 50 Jahren dort 
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kein schweres Erdbeben ereignet hat. Ein Beispiel ist die New-Madrid-Zone im mittleren 
Westen der USA, aber auch ganz Mitteleuropa hat in historischer und prähistorischer 
Zeit nachweislich katastrophale Erdbeben erlebt3). Die heute angewandten Methoden 
zur langfristigen Erdbebenvorhersage finden daher mit der Bestimmung einer Wieder-
kehrwahrscheinlichkeit von Erdbebenmagnituden im Referenzgebiet und während einer 
potentiellen Bauwerkslebensdauer ihre Grenze [49].  
In der Baupraxis ist die Beschaffung aller für zuverlässige Simulationen notwendigen 
Daten oft auch aus ökonomischen Gründen unmöglich. Die fehlende Information – so-
wohl bezüglich der Freisetzung der seismischen Energie am Erdbebenherd, ihrer Aus-
breitung und Eintragung in das modellierte Bodengebiet, als auch bezüglich der Konfi-
guration des Bodenmodells und seiner geometrischen und mechanischen Parameter – 
muß daher durch zahlreiche Annahmen mit hoher Streubreite ersetzt werden. Hierzu 
muß auch bei pragmatischer Vorgehensweise eine sehr große Zahl möglicher Kombi-
nationen als zutreffend angenommen und analysiert werden, ein Problem, das selbst 
mit sehr hohem rechentechnischem Aufwand und den heute bereits sehr weitentwickel-
ten Methoden des verteilten Rechnens noch nicht befriedigend gelöst ist. Deterministi-
sche Simulationen sind daher für eine Langzeit-Lastprognose an einem ganz bestimm-
ten Standort im Starkerregerbereich nicht ausreichend. Sie sind nicht genügend 
verallgemeinerbar, da sie die Komplexität des Untergrundes nur stichprobenhaft erfas-
sen und so nur einen Teil der wahrscheinlichen Szenarien abdecken [30]. 
3.2 Stationäre stochastische Modelle  
Die in den internationalen Baunormen vorgeschriebenen Bemessungsverfahren für 
seismische Lasten berücksichtigen die hohe Unsicherheit bei der Vorhersage des Or-
tes, der Stärke und Mechanik des potentiellen Bruchs sowie die nur eingeschränkt ver-
fügbare Information über Struktur und Beschaffenheit des regionalen und lokalen Un-
tergrundes durch eine stochastische Modellierung der Lastgröße – meist der 
seismischen Bodenbeschleunigung. Der physikalische Prozeß wird durch einen stocha-
stisch stationären Prozeß ersetzt und auf wenige Kennwerte reduziert. Üblicherweise 
handelt es sich um Leistungs- oder Antwortspektralverfahren (Bild 7), wobei die Para-
meter auf Basis von Gefährdungskarten mittels Intensitäts-Abnahmegesetzen (RMS, 
PGA) sowie durch regionale und lokale Bodenklassen skaliert bzw. klassifiziert werden 
(DIN 4149, EC8, UBC2003, [28] [29] [14] [15] [16] [17]).  
TCTA TB TD
aG S
ag S  η β0
ag   Bemessungswert der Bodenbeschleunigung
S    Bodenparameter
η    Dämpfungsbeiwert (1 für 5% visk.D.)
β0   Verstärkungsbeiwert für 5% visk.D.
.
...
 
Bild 7 Bemessungs-Antwortspektrum des Eurocode 8: Hohe Widerstandsfähigkeit in sehr breiten 
Frequenzbereichen (nach Europäische Vornorm ENV 1998 1-1). 
Diese stochastischen Verfahren sind deterministischen Simulationen überlegen, da sie 
das breite Mittel der zu erwartenden Belastung zuverlässig beschreiben. Die stationäre 
Lastvorhersage ist für den niedrigen bis mittleren Magnitudenbereich mit hoher Wahr-
                                            
3 Die New-Madrid Erdbebenserie von 1811/12 wird auf zwei Ereignisse mit Magnituden 8.1 und 8.3 geschätzt. Das 
Lissabon-Erdbeben 1.11.1755 hatte ebenfalls eine Magnitude >8. Das Baseler Erdbeben 1356 hatte immerhin eine 
geschätzte Magnitude zwischen 6 und 7 . Für den Raum Köln wurde ein prähistorisches Erdbeben mit einem 
Bruchversatz von mehr als zehn Metern nachgewiesen, was der höchsten Magnitude 9 entspricht 
[75]
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scheinlichkeit ausreichend, jedoch in der Regel teuer, weil die Bauwerke für hohe Bela-
stungen in sehr breiten Frequenzbereichen (mind. TB…TC) bemessen werden müssen. 
Für hohe Magnituden hingegen haben sich diese stark vereinfachten Modelle nicht be-
währt [37]. Zwar wurde das Schadenausmaß im Mittel über den Bauwerksbestand deut-
lich gesenkt, die beabsichtigte hohe Erdbebenwiderstandsfähigkeit für das einzelne 
Bauwerk konnte jedoch nicht gesichert werden [52]. Bei einer Reihe von Starkbeben 
der letzten Jahre war das Schadenausmaß immens, sowohl in Nordamerika als auch in 
Taiwan und Japan. Das Northridge-Erdbeben 1994 verursachte zwar aufgrund der 
glücklichen Uhrzeit (04:31 Ortszeit) nur sehr geringe Verluste an Menschenleben, war 
jedoch das bis dahin teuerste Schadenereignis in der Geschichte der Vereinigten Staa-
ten, mit versicherten Schäden in Höhe von 50 MRD US$4.  Trotz der nach dem San-
Fernando-Erdbeben 1971 grundlegend überarbeiteten Vorschriften für aseismische 
Bemessung im UBC5 wurde eine Vielzahl neuerer und nachträglich verstärkter Stahlbe-
tonbauwerke schwer beschädigt oder zerstört.  
 
Zerstörte Gebäude in L.A., Northridge Erdbeben 1994    Dabei deckten sich die 
Schadensmuster erstaun-
lich deutlich mit den Stark-
schadensgebieten des 
1971’er Bebens [138]. 
Dies zeigt, daß die de-
struktiven Lasten, die über 
die mit stationären Be-
messungsspektren pro-
gnostizierten Werte teil-
weise um mehrere 
Größenordnungen hinaus-
gingen [117], von der 
Bruchmechanik weitge-
hend unabhängig sind, 
vielmehr durch regionale und lokale Lastverstärkungen verursacht werden. 
                                            
4 Quelle: SCEC-Website: http://www.earthquakecountry.info/roots/socal-costs.html  
5 Amerikanische Baunorm Universal Building Code (UBC) 
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Die Antwort- und Leistungsspektralverfahren beruhen implizit in mehrfacher Hinsicht auf 
der Annahme, daß die Bodenbeschleunigung im Starkerregerbereich durch einen sto-
chastisch stationären Prozeß6 ausreichend gut approximiert werden kann. Umgangs-
sprachlich werden solche dynamischen Prozesse auch als „eingeschwungen“ bezeich-
net. Diese Stationaritätsannahme ist für Bodenbeschleunigungen im Starkerreger-
bereich augenscheinlich nicht zutreffend, wie aus Bild 8 leicht zu erkennen ist.  
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Bild 8 Gemessenes Akzelerogramm 7 des Northridge-Erdbebens vom 17.01.1994 am Standort 
DOWN (CDMG8 Nr. 14368), nach Bandpaßfilterung, Trendkorrektur und Digitalisierung 
Auch dem ungeübten Betrachter erschließt sich im Vergleich zu einer klassischen sta-
tionären Zeitreihe, wie etwa der Schwingungsmessung an einer Maschine im Dauerbe-
trieb, daß Bodenbeschleunigungen im Starkbebenbereich sehr verschiedene spektrale 
Anteile enthalten, die jedoch nicht über dem gesamten Verlauf, sondern jeweils nur in 
bestimmten Teilbereichen sichtbar sind. Auch ist die Energiefreisetzung im Zeitbereich 
nicht homogen, sondern erfolgt schrittweise und zu unterschiedlichen Anteilen durch re-
lativ kurze, starke Impulse und auch längere Anregungen mit schwächeren Amplituden. 
Tatsächlich weisen fast alle Messungen hohe Frequenzen eher am Beginn auf, wäh-
rend der weitere Zeitverlauf durch mittlere und niedrige Frequenzen gekennzeichnet ist. 
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Bild 9 (Auto-)Leistungsspektraldichte (PSD) und Kreuzleistungsspektraldichte (CSD) der Kom-
ponenten der Messung DOWN, ermittelt über dem gesamten Zeitverlauf (vgl. Bild 8).  
Leistungsspektren von Erdbebenmessungen (Bild 9) haben meist mehrere Spitzen auf 
hohem Niveau, deren Frequenzen in den verschiedenen Komponenten zum Teil stark 
streuen. Eine Analyse der Zeitverteilung der Last, und damit die Zuordnung der spektra-
len Lastspitzen zu gewissen Lastphasen, ist nicht möglich, über die Korrelationsfunktio-
nen wird ja auch explizit ein stationärer, also zeitinvarianter Prozeß vorausgesetzt. 
Die stationäre Approximation beinhaltet eine unzulässige Mittelwertbildung, durch die 
lastrelevante physikalische Einflüsse wie regionaltopographische und vor allem stand-
ortspezifische Lastmodulationsfaktoren nivelliert werden. Daher wirken diese Verfahren 
stark pauschalierend. Die Modellfehler führen in bestimmten Frequenzbereichen auf ein 
signifikantes Risiko, in anderen Bereichen hingegen wird die Belastung unnötig und mit 
hohen Kosten überschätzt.  
                                            
6 genauer: stochastisch schwach stationär, d.h., seine Zustände sind translationsinvariant und seine Momente bis 
mindestens zweiter Ordnung existieren 
7 Als Akzelerogramm werden hier dreidimensionale Zeitreihen Bodenbescheunigung an einem bestimmten Standort 
bezeichnet, z.B. aus Messungen oder Simulationen 
8 CDMG California Department of Mining & Geology, Strong Motion Intrumentation Program, siehe Anhang 8.3 
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3.3 Nichtstationäre stochastische Modelle 
In den letzten Jahrzehnten wurden immer wieder Versuche unternommen, die seismi-
sche Energiefreisetzung nicht nur im Frequenzbereich, sondern auch in ihrer zeitlichen 
Veränderung stochastisch zu beschreiben. Die Forschung ist jedoch nur zögerlich und 
vereinzelt in den Bereich nichtstationärer Prozesse vorgedrungen, wozu die naturge-
mäß große Vielfalt und Variabilität dieser Prozesse zweifellos beigetragen hat, deren 
Theorie nur selektiv und sehr anwendungsspezifisch entwickelt wurde, z.B. in der Si-
gnaltheorie. Generell wird in Ingenieurkreisen zunächst versucht, probabilistische Pro-
bleme mit dem bequem handhabbaren und vertrauten Instrumentarium für stationäre 
stochastische Prozesse anzugehen. Dieser Weg ist jedoch mit einem hohen Risiko be-
haftet, wie bereits dargestellt wurde.  
Beginnend mit Page’s „Instantaneous Power Spectrum“ 1952 [85], das lediglich zur Be-
schreibung der Anlaufphasen ansonsten stationärer Prozesse geeignet war, wurden 
verschiedene Modelle zur Beschreibung der Energieverteilung spezieller nichtstationä-
rer Prozesse im Zeit- und Frequenzbereich entwickelt, u.a. das Wigner-Spektrum, lokal 
stationäres Spektrum nach Silvermann [116], physikalisches Spektrum von Mark 1970 
[73]. Der Nachteil dieser Modelle war, daß sie entweder auf die stochastischen oder die 
physikalischen Eigenschaften des jeweiligen Prozesses fokussierten.  
Dieser Nachteil wurde durch den signaltheoretischen Ansatz des Evolutionsspektrums 
von Priestley [91] aufgelöst, mit dem oszillierende Prozesse beschreibbar sind, die ei-
nem Produktansatz aus (deterministischen) Amplitudenmodulationsfunktionen A(t,f)  
und stochastisch stationären Prozessen Z(f) genügen. (Siehe Anhang 8.5). Erst dieser 
Ansatz, der u.a. von Riera & Scherer [93] und Kameda [62] aufgegriffen wurde, ermög-
lichte realistische, physikalisch interpretierbare Beschreibungen der Energieverteilung 
seismischer Signale im Frequenz-Zeitbereich. 
Scherer [101] hat 1984 nach Untersuchungen der katastrophalen 1976er Erdbebenserie 
im norditalienischen Friaul ein Modell vorgeschlagen, daß auf dem Evolutionsspektrum 
(Kap. 8.5) der PHA-Komponente aufbaut. Der Gesamtprozeß wird dabei durch Teilpro-
zesse für hohe, mittlere und niedrige Frequenzen approximiert, die sich im Frequenz- 
und Zeitbereich überlagern und stark verallgemeinerten Wellenzügen zugeordnet sind. 
2004 wurde von Scherer & Bretschneider [8],[3] eine Konkretisierung des Modells vor-
gelegt, die in dieser Arbeit substantiell erweitert wird. 
1985 entwickelten Sugito & Kameda [120] erstmals parametrisierte Modelle für Fels-
grundbeschleunigungen auf Basis des Evolutionsspektrums. Diese enthielten frequenz-
abhängige Amplitudenmodulationsfunktionen, die durch empirische Regression, abhän-
gig von Herdentfernung und Magnitude, ermittelt wurden. Für das Starkbeben-Nahfeld 
schlugen sie ein verfeinertes Modell vor, das jedem Segment der Bruchfläche einen 
überlagerten Evolutionsprozeß zuordnet, um den Einfluß des Bruchverlaufs zu berück-
sichtigen. Für weiche Böden empfahlen sie, Oberflächenwellen zusätzlich zu modellie-
ren. Sugito et al. stellten auf der WCEE 2000 ein weiterentwickeltes Modell vor [121]. 
1988 wiesen Elghadamsi et. al. [44] nach, daß man Starkbebenbeschleunigungen als 
lokal stationäre Prozesse modellieren kann und schlugen für die zeitfensterabhängigen 
Spektraldichten ein Produkt aus Amplitudenmodulationsfunktion und Leistungsspektrum 
vor. Auch dieser Ansatz wurde jedoch nicht weitergeführt. 
1998 schätzte Tan [124] ein evolutionäres Prognosemodell, das mit dem PGA skaliert 
wird, durch statistische Mittelung über klassenweise normalisierte Evolutionsspektren 
gemessener Daten aus Taiwan. Die Vorteile der Evolutionsspektralanalyse werden je-
doch durch diese rein statistische Vorgehensweise wieder zunichte gemacht, die Insta-
tionarität wird wiederum nivelliert, anstatt ihre Struktur zu erfassen und zu modellieren. 
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Mobarakeh et al. [78] approximierten 2002 den instationären Lastprozeß durch ARMA-
Modelle und erzielten dabei für Nahfeldstandorte gute Übereinstimmung sowohl der si-
mulierten Beschleunigungen als auch zugehöriger Antwort- und Fourierspektren. Erste 
Ansätze in dieser Richtung wurden bereits von Preumont [90], [115] aufgestellt. Die 
Vielzahl von abstrakten Parametern für die ARMA-Prozesse in jedem Zeitfenster ist je-
doch für eine praktikable Verallgemeinerung als Prognosemodell nicht geeignet. 
 
Bild 10 Evolutionsspektren der Originalkomponente aus Bild 8 als Konturgrafik.   
 Der Balken rechts markiert die Schattierungen entsprechend der Werte relativ zum Maxi-
mum aller drei Spektralfunktionen, das sich bei [10s,2.3Hz] in der 0°- und etwas schwächer 
am selben Ort in der 90°-Komponente abzeichnet.               
 Mögliche Teilprozesse mit spezifischem Frequenz- und Zeitbereich deuten sich an im Be-
reich [0-15s, 5-12Hz] in der Vertikalkomponente (unten) sowie im Bereich [8-16s, 1.5-7Hz] 
und [14-45s,0-3Hz] in den horizontalen Komponenten (Mitte und oben). 
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Nach wie vor fehlt jedoch auch diesen evolutionären Modellansätzen ein in der Ausle-
gungspraxis nachvollziehbarer, transparenter Bezug zum physikalischen Erregerpro-
zeß. Es wurde weiterhin davon ausgegangen, daß Erdbebenbeschleunigungen ein 
weitgehend homogenes Belastungsfeld darstellen und daher durch Mittelwerte reprä-
sentiert werden können, die höchstens regional skaliert oder nach elastischen Boden-
parametern klassifiziert sind. Wellenzüge wurden bisher nie explizit einbezogen. 
Auch in neueren Ansätzen wie dem Performance-based Design wird der physikalische 
Prozeß der Bauwerksanregung nur sehr allgemein modelliert. Hori & Inoue [57] berech-
neten 2004 Antwortspektren im Rahmen eines solchen Ansatzes, um schädigende Ei-
genschaften der Bodenbeschleunigungen zu erfassen, kamen aber dabei über die be-
kannten Fakten nicht hinaus, z.B. daß für Stahlbetontragwerke lange zyklische 
Belastungen gefährlicher sind als einmalige starke Beschleunigungsimpulse. 
Zwar ist seit den Arbeiten von Penzien & Watabe 1975 bekannt [88], daß die Instationa-
rität der seismischen Bodenbeschleunigungen im Starkerregerbereich durch die ge-
setzmäßige Aufeinanderfolge, teilweise Überlagerung, die Transienz und relativ kurze 
Wirkungsdauer verschiedener seismischer Wellenzüge verursacht wird. Der Bodenbe-
schleunigungsprozeß stellt vielmehr eine Komposition und teilweise Überlagerung meh-
rerer, mit verschiedenen Wellentypen assoziierter, transienter Teilprozesse mit ausge-
prägten Wechseln der Charakteristik (Arrivals), insbesondere unterschiedlichen 
Wirkungsrichtungen dar. 
Generell fehlen aber Ansätze, die dieses Wissen über physikalisch bedingte Invarian-
ten, also quasi deterministische Eigenschaften des Prozesses, in die stochastischen 
Prognosemodelle zur Lastvorhersage einführen und auf diese Weise die generalisierte 
stochastische Modellierung mit den mechanisch-seismologischen Ansätzen verbinden.  
3.4 Komponenten-Kreuzkorrelation 
Für eine realistische, physikalisch transparente stochastische Modellierung ist es not-
wendig, die bisher generell vernachlässigte Korrelation der 3D Beschleunigungs-
Komponenten in Analyse und Vorhersage der Last einzubeziehen. Üblicherweise be-
ziehen sich die empirischen Abnahmegesetze, nach denen Parameter des Bemes-
sungsspektrums skaliert werden, auf nur eine von drei gemessenen Komponenten. 
Diese wird wiederum anhand einzelner Kennwerte, etwa der totalen (PGA) oder hori-
zontalen Maximalbeschleunigung (PHA), oder auch radial bzw. transversal zur Epizen-
tralrichtung des jeweiligen Bebens, ausgewählt und approximiert lediglich die Wellen mit 
den stärksten Amplituden – häufig, aber nicht immer direkte S-Wellen. Die räumliche 
Bezugsachse des Bemessungsspektrums wird in der Regel zur Bauwerksgeometrie 
ausgerichtet. Die beiden anderen Komponenten, die fast immer signifikante, häufig 
auch nahezu gleichstarke Lastanteile enthalten, werden pauschal durch Skalierung des 
Auslegungsspektrums der PHA-Komponente modelliert, die Kreuzspektren und damit 
die Komponenten-Kreuzkorrelation werden vernachlässigt. 
Diese Vorgehensweise wird mit dem hohen Lastanteil der S-Wellen begründet, dabei 
wird angeführt, daß sich bei gemessenen Akzelerogrammen immer sehr niedrige Werte 
der Komponenten-Kreuzkorrelation ergeben (Bild 11). Daraus wird auf die stochasti-
sche Unabhängigkeit und damit auf die Zulässigkeit der Betrachtung einzelner Kompo-
nenten geschlossen. Diese klassische Schlußweise, auf welcher die Normen und die 
mit ihnen die gängige Baupraxis implizit aufbauen, beruht jedoch auf einer falschen 
Prämisse, weil diese niedrigen Komponenten-Kreuzkorrelationen unzulässig über den 
gesamten Zeitverlauf ermittelt wurden.  
Korrelations- bzw. Kovarianzfunktionen sind aber nur für solche stochastischen Prozes-
se überhaupt definiert, die stochastisch schwach stationär sind. Bereits die Schätzung 
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der Kreuzkorrelation aus dem gesamten Zeitverlauf impliziert daher diese Stationarität-
sannahme zwingend für die zugrundegelegten Zeitreihen, mithin den gesamten Prozeß 
der Bodenbeschleunigung. Die Korrelationswerte sind grundsätzlich verfälscht, wenn 
der zugrundeliegende Prozeß die Stationaritätsvoraussetzung verletzt.  
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Bild 11 Auto- und Kreuzkovarianzfunktionen der Messung DOWN aus Bild 8, ermittelt über dem 
gesamten Zeitverlauf. Die Kreuzkovarianzen CORXY,XZ,YZ sind vernachlässigbar klein.  
Diese bisher übliche Annahme der Stationarität des 3D-Prozesses über den gesamten 
Zeitverlauf, die bei der Reduktion der Lastprognose auf Einzelkomponenten implizit ge-
troffen wird, ist im Starkerregerbereich zu vereinfachend. Die starke zeitliche Variabilität 
des Lastprozesses und die im zugrundeliegenden physikalischen Modell – den dreidi-
mensionalen Bewegungsgleichungen – zwingend gegebene Kopplung der Komponen-
ten [105] werden vernachlässigt. 
Hadjian wies bereits 1978 nach, daß für seismische Freifeldmessungen Achsen existie-
ren, auf denen die Komponenten-Kreuzkorrelation verschwindet  und die Maximalampli-
tuden um bis zu 80% (Faktor √3) größer ausfallen als auf den Meßgerätachsen [50]. 
Dies ist zu erwarten, da Meßwerte eines 3D-Prozesses auf einer beliebigen 1D-
Meßgerätachse nur eine Projektion darstellen und daher die 3D-Amplituden generell 
unterschätzen. Die festgestellte Erhöhung entspricht einem Ausgleich des maximalen 
Projektionsverlusts 3D 1D von √3≈1,732:1. Athanatopoulou [20] hat die Größenord-
nung der Unterschätzung aktuell für zugehörige Bauwerksantwortgrößen bestätigt.  
Solche Hauptkorrelationsachsen wurden 1979 von Kubo, Penzien & Watabe als kon-
zeptioneller Modellansatz für die hochkorrelierten Starkbebenbeschleunigungen vorge-
schlagen ([64],[88]), allerdings wurden für diese Achsen wie auch in [50] keine über Tri-
al-&-Error hinausgehenden Schätzverfahren angegeben.. Bond [26] berechnete 1980 
eine zeitabhängige Hauptachse und identifizierte anhand einer Projektion ihres Verlaufs 
erstmals S-Wellen-Einsätze sowie einen Rayleighwellenzug beim San-Fernando-
Erdbeben 1971. Das Verfahren wurde 1984 von Scherer aufgegriffen [101][103][105]. 
Eine umfassende Interpretation der Hauptachsen bzw. eine Weiterentwicklung des Ver-
fahrens erfolgte seitdem jedoch nicht. 
Tatsächlich ist leicht nachweisbar, daß beliebige Starkbeben-Akzelerogramme hochkor-
reliert sind, indem die Kreuzkorrelationsfunktion nicht über den gesamten Verlauf, son-
dern in kürzeren Zeitbereichen ermittelt wird. Diese Vorgehensweise entspricht einer 
Abschwächung der Stationaritätsannahme auf ebendiese Zeitbereiche, was der Realität 
weit eher gerecht wird. Bild 12 demonstriert dies für die Messung DOWN. Der Absolut-
maximalwert für XCORRxy steigt von 0.28 auf 0.53 stetig an, wenn das Schätzfenster 
vom gesamten Zeitverlauf (0-60s, vgl. Bild 11) schrittweise auf 3 sec verkleinert wird.  
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Bild 12 Komponenten von DOWN mit schrittweise von 30s auf 12 und 3s eingeschränkten Zeitfen-
stern (oben, vgl. Bild 8) und darunter zugehörige Kreuzkorrelationsfunktionen (v.o.n.u).    
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Bild 13 Stat. Kennwerte (Max,Min,Median, STD) des Absolutmaximalwerts der Kreuzkorrelations-
funktion in 50% überlappenden Zeitfenstern von 1s für die Ost/West-Vertikal-Komponenten 
aller CDMG-Messungen vom Northridge-Erdbeben. Die Zeitachse schneidet beim entspre-
chenden Mittelwert bei rein stationärer Analyse (gesamter Zeitverlauf) Unten ist die Anzahl 
der Messungen angegeben, die im betreffenden Zeitbereich noch Werte haben. 
Dieses Verhalten kann für beinahe jedes kurze Schätzfenster beobachtet werden. Für 
den CDMG-Datensatz des Northridge-Erdbebens (Bild 13) steigt der absolute Maxi-
malwert der Kreuzkorrelation von ≈25%, wenn der gesamte Zeitbereich einbezogen 
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wird, auf im Mittel 50% in Zeitfenstern von 1s (Bild 13). Beinahe jede Messung weist in 
Zeitfenstern von 1s maximale Kreuzkorrelationswerte über 80% auf. Bei einer digitalen 
Abtastrate von 50Hz bzw. teilweise sogar 100Hz sind selbst diese scheinbar kurzen 
Zeitbereiche statistisch ausreichend signifikant. Die Komponenten-Kreuzkorrelation 
steigt zum Ende der Messungen hin stetig an. Auch bei bandpaßgefilterten Akzelero-
grammen steigt die Komponentenkorrelation [105] [109]. Weitere Einzelheiten finden 
sich im Anhang 8.4.2. 
Hohe Kreuzkorrelationswerte entstehen, wenn die Hauptwirkungsrichtung eines Wel-
lenzuges wesentlich von den fixierten Meßgerätachsen abweicht, so daß ähnlich starke 
Anteile – Projektionen – desselben Wellenzuges in zwei Komponenten aufgezeichnet 
werden. Da die Hauptbeschleunigungsrichtungen der Wellenzüge verschieden und 
während eines Bebens veränderlich sind, ist die gemischte Aufzeichnung und starke 
Kreuzkorrelation bei Starkbeben-Akzelerogrammen die Regel.  
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Bild 14 Projektion eines simulierten (2D) Raumwellenzuges mit Hauptschwingungsrichtung X* auf 
fixierte Achsen X und Y (Lageskizze links unten, Amplitudenverlauf oben), wie sie den üb-
lichen Meßverfahren mit fixierten Geräteachsen entspricht, die zugehörige Kreuzkorrelati-
onsfunktion zeigt hohe Absolutmaximalwerte bei Zeitversatz τ = 0 (rechts unten) 
Die übliche 1D-Approximation der 3D-Beschleunigung durch eine einzige, feste Raum-
achse stellt daher eine wesentliche Vereinfachung dar und führt auf einen beträchtli-
chen, nichtkonservativen Modellfehler. Die Unterschätzung der Amplituden (um Fakto-
ren bis zu √3 ≈ 1,732 für 3D-Modellierung) setzt sich in allen nachgeordneten Analyse- 
und Prognoseverfahren fort, z.B. bei der Bestimmung der Abnahmegesetze auf Basis 
von PGA oder vergleichbaren Kenngrößen, aber auch von Antwortspektren. Im wesent-
lichen entspricht sie einer Beschränkung der Modellierung auf einen einzigen Wellen-
zug mit axialer Partikeldynamik, eben denjenigen, der die amplitudenstärkste Projektion 
auf einer der fixierten Meßgerätachsen geliefert hat. In vielen Fällen wird dieser mit SH-
Wellen zu identifizieren sein, in vielen anderen wird es sich aber um Love- oder Ray-
leighwellen oder um topographische Schwingungsmoden handeln (siehe Kap. 3.5). 
Diese besitzen andere Entstehungs- und Ausbreitungsmechanismen, genügen anderen 
Abminderungsgesetzen und generieren dynamische Lasten mit sehr unterschiedlicher  
Charakteristik. Das verbleibende Risiko bei der Lastvorhersage kann daher nicht wirk-
lich durch Sicherheitsfaktoren (Konstanten) abgedeckt werden. 
Da sich die bisherigen stationären wie instationären Modelle bei der Ermittlung der Last-
parameter auf eine Komponente beschränken und die Kreuzkorrelation vernachlässi-
gen, können sie die spezifischen Lasten der seismischen Wellenzüge, die sich in ande-
ren Komponenten abbilden, nur unvollständig und fehlerhaft erfassen. Die vereinfachte, 
eindimensionale stochastische Modellierung führt zu niedrigeren prognostizierten Ampli-
tuden und zur systematischen Vernachlässigung von Lastanteilen, z.B. von Wellenzü-
gen mit nichtaxialer Partikeldynamik. Eine durchgängige und vollständige stochastisch 
instationäre Modellierung, welche das Wellenfeld unverfälscht und der baudynamischen 
Konsequenz entsprechend erfassen soll, erfordert eine Berücksichtigung der Kompo-
nenten-Kreuzkorrelation im Modell. 
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Im direkten Ansatz müßten hierzu bei Verwendung der originalen, instrumentenkorri-
gierten Akzelerogramme die evolutionären Auto- und Kreuz-Leistungsspektren aller drei 
Komponenten modelliert und gemeinsam betrachtet werden. Das entstehende Modell 
wäre aufgrund der hohen Komplexität (sechs Spektralfunktionen, entsprechende Para-
metersätze für jeden Wellenzug) wenig transparent und unpraktisch.  
Ein Weg, die höhere, reale Last bei korrelierten Komponenten indirekt zu kompensie-
ren, wäre eine deterministische Abhängigkeit der Komponenten im Modell, etwa durch 
entsprechend höhere Sicherheitsfaktoren ( 3 ≈1,732 für 3D-Modellierung). Dies würde 
jedoch auf sehr konservative, kostenintensive und möglicherweise auch architektonisch 
einschränkende Bemessung führen, die mit dem angestrebten Modell ja gerade ver-
mieden werden soll. Die prognostizierte Last soll nicht im Mittel, sondern nur in spezifi-
schen Bereichen höher ausfallen, durch entsprechende Konstruktion soll dann vermie-
den werden, daß das Bauwerk in diesen Bereichen überhöht auf Anregungen reagiert. 
Die Komponenten-Kreuzkorrelationsfunktion enthält wichtige Information über die räum-
liche und zeitliche Charakteristik der Belastung. Um diese sichtbar zu machen, müssen 
die Zeitbereiche zur Schätzung der Korrelationswerte so gewählt werden, daß sie den 
näherungsweise stationären Phasen in den Komponenten – den Wellenzügen – ent-
sprechen, insbesondere deren spektraler Charakteristik. Um eine tatsächliche 3D-
Modellierung der baudynamisch relevanten Belastung zu ermöglichen, sollte diese In-
formation mit einem Komponenten-Korrelationsmodell direkt abgebildet werden.  
3.5 Lastmodelle für spezifische lastrelevante Wellenzüge 
Unter Erdbebeningenieuren ist die Bedeutung der regionalen Oberflächentopographie 
und der lokalen Untergrundschichtung als einflußreiche Modulationsgrößen der seismi-
schen Belastung unumstritten. Der Schwerpunkt umfangreicher Forschungen zum 
Standorteinfluß (z.B. Bonilla et al. [27], Archuleta [52], Trifunac [135], [136]) liegt auf der 
Amplitudenüberhöhung gegenüber makroseismischen Abnahmegesetzen (Mikrozonie-
rung, IBC97, UBC2002, EC8)  sowie auf direkten und indirekten Verfahren zur Bestim-
mung von Q-Faktor- bzw. Scherwellengeschwindigkeitsprofilen [84], [65], [111]. Be-
stimmte makroseismische Effekte wie der Bruchverlauf und die Abstrahlcharakteristik 
[59] [42] [125] [126] [141], Fokussierung [48] und Oberflächenwellen ([27][32][30] 
[38][74][81]) werden zunehmend als signifikante, regional oder lokal relevante Lastbei-
träge verstanden. Schmid et al. [71] haben aktuell nachgewiesen, daß vertikale Stark-
bebenbeschleunigungen die 3D-Bauwerksantwort signifikant beeinflussen und daß die-
se durch lokale Geometrien verstärkt werden. Der eindimensionale Status quo 
vernachlässigt somit signifikante Lastanteile und Wellenzüge, die in den anderen Kom-
ponenten wirken.  
In den Normen werden Oberflächenwellen nicht erwähnt. Gelegentlich wird sogar der 
Standpunkt vertreten, daß sie im Starkerregerbereich nicht signifikant wären, da ihre 
Entstehung an das Vorliegen spezieller regionaler Untergrundstrukturen gebunden und 
daher relativ selten sei. Tatsächlich entstehen Rayleigh- und vor allem Love-Wellen in 
jedem Erdbebenepizentrum und dessen Umgebung, jedoch werden sie durch die dort 
amplitudenstärkeren direkten Wellen überdeckt, und die Standardverfahren der seismi-
schen Ein-Komponenten-Spektralanalyse können diese Wellen nicht identifizieren. Im 
erweiterten Starkbebenbereich nimmt jedoch der Anteil der Oberflächenwellen an der 
Gesamtlast stetig zu, da sie beträchtlich geringer gedämpft werden als Raumwellen. 
Die Wellenpfade der Oberflächenwellen sind an durchgehende Schichten gebunden. 
Topographische Hindernisse wie Berge oder Schichtenversatz im Untergrund reflektie-
ren sie und können so die Wirkungsdauer dieser Wellen lokal stark verlängern, wenn 
sie z.B. in einem Talbecken „eingefangen“ sind. 
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Love-Wellen haben im Starkerregerbereich meist geringere Amplituden als die erzeu-
genden S-Wellen und zudem eine abweichende, durch lokale Geometrien vorgegebene 
Polarisation. Daher sind ihre Anteile in der zur Ermittlung der Auslegungskennwerte 
verwendeten PHA-Komponente im Verhältnis zu den dort dominanten S-Wellen häufig 
sehr gering. Damit werden sie bei der empirischen Ermittlung der Kennwerte des Be-
messungsspektrums nur unzureichend berücksichtigt. 
Bei Rayleighwellen ist die Approximation aufgrund der senkrechten elliptischen Trajek-
torien der Partikelbeschleunigung noch schlechter, weil sich die Lastanteile dieser Wel-
len periodisch wechselnd in mindestens zwei, meist jedoch allen drei Komponenten 
niederschlagen. In der PHA-Bemessungskomponente, einer willkürlichen horizontalen 
Projektion, finden sich nur zufällige, meist wenig signifikante Lastanteile dieser Wellen. 
Zum Nachweis von Oberflächenwellen ist bisher eine spezielle Instrumentierung mit Ar-
rays notwendig, wie z.B. aktuell (2005) von Stephenson [118] beschrieben, der Szena-
rien der Entstehung von Oberflächenwellen an einem Talstandort mit hohem Impedanz-
kontrast der Sedimentauflage zum Felsgrund diskutiert. 
Methoden zur Analyse von Starkbeben-Oberflächenwellen sind im Bereich der Ingeni-
eurseismologie wenig bekannt. Die Verfahren der geotechnischen Untergrundtomogra-
phie oder der Fernfeldseismologie hingegen sind meist nicht auf die Identifikation sol-
cher Wellen fokussiert, sondern gehen schlichtweg und völlig zu Recht von ihrer 
Existenz und Dominanz aus. Diese Verfahren sind aber im Starkeregerbereich nicht 
anwendbar. Scherer hat 1984  [101] durch abschnittsweise Darstellung der Verschie-
bungs-Trajektorie der Friauler Erdbebenserie 1976 Oberflächenwellen in norditalieni-
schen Alpentälern nachgewiesen. Das Verfahren ist jedoch nicht automatisierbar. 
Das Bewußtsein für das in bestimmten Lagen beträchtliche Schadenpotential von ge-
führten Wellen und Oberflächenwellen ist jedoch in den letzten Jahrzehnten gewach-
sen, insbesondere nach den desaströsen Auswirkungen des Michoacan-Erdbebens 
1985 auf die über 400km vom Epizentrum entfernte Innenstadt von Mexico City. Eine 
Reihe von Autoren (zusammengefaßt in [38]) macht hierfür geführte Wellen bzw. Ober-
flächenwellen verantwortlich. 
Die Brisanz der Oberflächenwellen für Bauwerksschäden hat mehrere Ursachen. Zum 
einen konzentriert sich ihre Energie wegen der starken Dispersion9 dieser Wellen auf 
ein schmales Band im niedrigen Frequenzbereich – dem typischen Resonanzbereich 
großer Tragwerke – und sie weisen eine längere Wirkungsdauer auf [69], so daß trotz 
relativ geringer Amplituden beträchtlich Energie ins Bauwerk eingetragen wird. Zum an-
deren transportieren Oberflächenwellen durch ihre geringere geometrische Dämpfung 
Energie erheblich weiter als Raumwellen. Hinzu kommt die verringerte Belastbarkeit 
des Bauwerks durch Schadensakkumulation [46] [57] [40] von vorangehenden P- und 
S-Wellen und bei Rayleigh-Wellen die mehrdimensionale Anregung.  
Beim Northridge-Erdbeben finden sich Love-Wellen in fast allen (!), Rayleighwellen in 
einer ganzen Reihe von Messungen (z.B: HERA, PALM), insbesondere auch im Bruch-
bereich (ARLE 10km vom Epizentrum). Das Kobe-Erdbeben 1995 erzeugte ebenfalls 
starke Oberflächenwellen [71]. Das Wellenfeld im Zentrum von Mexico City war bei den 
M6.1 Guerrero Erdbeben vom 10.08.2001 und dem M7.6 Colima Erdbeben vom 
22.01.2003 durch mehrere Wellenzüge von niedrigfrequenten Oberflächenwellen ge-
prägt (<0.2Hz), einmal direkt vom Epizentrum, sowie gebrochene Wellen, die durch den 
Südrand des Mexikanischen Vulkangürtels (MVB) erzeugt wurden. Diese Wellen sorg-
ten für eine langanhaltende Grundlast, die dann durch die Resonanz der obersten Ton-
                                            
9 Dispersion bezeichnet eine wellenlängen- bzw. frequenzabhängige Phasen(Fortpflanzungs)geschwindigkeit  
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schicht in höheren Frequenzbereichen massiv verstärkt wurde. Diese Ergebnisse dek-
ken sich mit dem Resumé, das von Chavez-Garcia [38] bereits eher gezogen wurde 
Da die Ausbreitungsrichtung von Oberflächenwellen nicht primär durch die (per se un-
bekannte) Lage des Herds, sondern durch analysierbare, invariante, regionale Geome-
trien determiniert ist, erscheint es sinnvoll, diese Invarianten zur Spezifikation von Ober-
flächenwellen im Rahmen eines wellenbasierten Lastmodells zu nutzen. 
Ähnliches gilt für sogenannte topographische Resonanz durch exponierte Hügel- und 
Hanglagen. Eine Reihe von Messungen des Northridge-Erdbebens weisen nach den di-
rekten P- und S-Wellen extreme Lastspitzen auf, welche die Amplituden der direkten 
Wellen zum Teil um das 7-fache übersteigen. Solche Effekte finden sich sowohl im 
Bruchbereich als auch in größerer Entfernung. Für TARZ haben Spudich et al. [117] 
den Zusammenhang dieser extremen Lastüberhöhung (>1.3g in der Vertikalen, >1.7g in 
der Horizontalen) mit der Geometrie des Hügelstandorts nachgewiesen. Es gibt bisher 
keine brauchbaren, einfachen Ansätze zur Modellierung topographischer Resonanz. 
Die seismische Bodenbeschleunigung weist sogar für dasselbe Bebenereignis mitunter 
eine extrem hohe lokale Variabilität auf (siehe Einzelbeispiel TARZ im Anhang 8.3), die 
sich aus unterschiedlichen, aber nicht unerklärbaren Einflußfaktoren speist. Dies unter-
streicht die Bedeutung der gezielten Modellierung solcher wellenspezifischen und 
Standorteffekte im Rahmen der Lastprognose. 
3.6 Zusammenfassung 
Gerade für Erdbeben im mittleren bis höheren Magnitudenbereich sind die in den Nor-
men vorgegebenen Bemessungswerte der Bodenbeschleunigung unzureichend, weil 
die zugrundeliegenden stationären Modelle zu stark pauschalierend wirken und die ho-
he Komplexität und Instationarität des lokalen Wellenfeldes im Starkbebenbereich nur 
ungenügend auflösen. In der Belastungskonsequenz signifikante physikalische Einflüs-
se sowohl des Bruchvorgangs, vor allem aber regionaltopographische und standortspe-
zifische Lastmodulationsfaktoren, werden nivelliert und teilweise um Größenordnungen 
zu gering erfaßt, weil die Komponenten-Kreuzkorrelationen vernachlässigt werden. Um 
die stationären Modelle dennoch anwenden zu können, wird die große Streubreite des 
gemittelten Modells im Rahmen einer konservativen Herangehensweise10 kostenträch-
tig durch großzügige Sicherheitsfaktoren ausgeglichen. Dennoch verbleibt ein relativ 
hohes Risiko der Überschreitung der Prognosewerte. 
Die Komplexität der lokalen Bodenbeschleunigungen wird durch transiente Wellenzüge 
verursacht, die sowohl vom Bruch selbst als auch nachgeordnet auf dem Ausbrei-
tungsweg erzeugt werden, die spezifische dynamische Eigenschaften besitzen und am 
Standort in wohldefinierter Abfolge, jedoch teilweise stark überlagert, eintreffen. Für die 
Bauwerksreaktion sind nicht alle Wellenzüge von Bedeutung, jedoch deutlich mehr als 
die durch die bisherigen Modelle erfaßten S-Wellen. Die seismische Schädigung von 
Tragwerken erfolgt durch Resonanz und Kurzzeitermüdung, wesentliche Lastfaktoren 
sind Frequenzbereich, Gesamtenergieeintrag (Dauer) und Schadensakkumulation. 
 
                                            
10 konservativ im Sinne einer sicherheitsorientierten Auslegung, die auf Worst-Case-Szenarien und großzügigen 
Beiwerten für Risikobereiche abhebt. Aufgrund der auf den physikalischen Prozeß ausgerichteten, nichtstationären 
stochastischen Modellierung sollte eine gezielte und damit deutlich weniger kostenintensive Auslegung bzw. Verstär-
kung einzelner, ausgewählter Tragwerksteile ermöglicht werden als die allgemeine Sicherheitsauslegung bzw. nach-
trägliche Bewehrung bei stationärer Lastvorhersage. 
 27 
28         
 28   
Dissertation – Ein wellenbasiertes, stochastisches Erdbebenlastmodell        29 
4 Wellenbasiertes, evolutionäres Lastmodell 
Herkömmlichen Lastmodellen weisen durch Unterschätzung und Vernachlässigung von 
Lastanteilen signifikante Risikobereiche auf. Um diese Risikobereiche gezielt stocha-
stisch modellieren und in der Bauwerksbemessung berücksichtigen zu können, ist die 
für den Prozeß der lokalen seismischen Bodenbeschleunigung mehrfach implizit getrof-
fene Stationaritätsannahme durch realistische Annahmen auf Basis von physikalischem 
und Erfahrungswissen zu ersetzen. Dabei liegt der Fokus nicht auf einer seismologisch 
vollständigen Erfassung aller möglichen Wellen, sondern auf einer transparenten Abbil-
dung solcher Bestandteile und Eigenschaften des lokalen Wellenfeldes, die baudyna-
misch für Tragwerke signifikant sind.  
Ein stochastisches Modell für die zuverlässige, standortbezogene Vorhersage der Erd-
bebenlast muß sowohl die allgemeinen Invarianten des Bodenbeschleunigungsprozes-
ses, d.h. seine durch den physikalischen Prozeß bestimmte Grundstruktur, als auch 
spezifische Lastmodulationsfaktoren des Standorts und der regionalen Topographie 
abbilden.  
Als allgemeine, makroseismische Invarianten dieses stochastischen Prozesses sind die 
gesetzmäßige Abfolge, die Transienz und die typspezifische Partikeldynamik der Wel-
lenzüge zu sehen, aus denen sich das lokale Wellenfeld zusammensetzt. Zu berück-
sichtigende mikroseismische Invarianten sind das Resonanzregime der lokalen Boden-
schichten, die Topographie des Standorts sowie regionale Geometrien.  
Das Lastmodell soll nach Identifikation der makro- und mikroseismischen Invarianten 
die Ausprägung und Intensität der zu erwartenden, baudynamisch relevanten seismi-
schen Wellenzüge am Standort stochastisch beschreiben, dabei ist eine gezielte Mo-
dularisierbarkeit und Skalierbarkeit zu fordern. Die nach Berücksichtigung aller Invarian-
ten verbleibende Unsicherheit ist in Form stochastischer Parameter im Modell zu 
integrieren. Für die praktisch Handhabbarkeit und Überprüfbarkeit des Modells müssen 
diese Parameter physikalisch transparent sein und empirisch eindeutig durch gemesse-
ne Daten belegt werden bzw. objektiven Festlegungskriterien genügen.  
Es ist unrealistisch, allgemein gültige statistische Kennwerte dieser Parameter für belie-
bige Standorte und Erdbeben zu gewinnen. Vielmehr wird es nötig sein, das Lastmodell 
anhand repräsentativer, gut dokumentierter Starkbeben für verschiedene 
Standortklassen, Topographien sowie regional oder global typische Bebenszenarien zu 
spezifizieren, wobei eine konservative Herangehensweise notwendig bleibt. Da eine 
solche umfassende Spezifikation den Umfang dieser Arbeit erheblich übersteigt, wird 
sie hier in Kapitel 6 nur exemplarisch aufgezeigt. 
Unter den angeführten Zielsetzungen wird im Folgenden ein modulares, räumliches, 
stochastisches Lastmodell vorgeschlagen, das mittels parametrisierter Formfunktionen 
die Modellierung wesentlicher, lastrelevanter Wellenzüge im Starkerregerbereich er-
möglicht, insbesondere deren charakteristische zeitlichen Abfolge und Dauer, spektrale  
Charakteristik und dreidimensionale Partikeldynamik. Hierzu wird das Modell konsistent 
und durchgängig auf die Kreuzkorrelation der Beschleunigungskomponenten aufgebaut. 
Das vorgeschlagene Lastmodell setzt sich aus den Teilmodellen Wellenfeld-, Haupt-
achsen- und Lastformmodell zusammen und baut, wie im folgenden Bild 15 skizzenhaft 
dargestellt, auf einer tatsächlich unkorrelierten, energetisch dominanten 1D-Referenz-
komponente auf. Dieser kombinierte Ansatz ermöglicht eine wesentlich detailliertere 
und vor allem vollständige Beschreibung des lokalen Wellenfeldes, als dies mit stationä-
ren stochastischen Ansätzen, aber auch bisherigen evolutionären Modellen möglich ist.  
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Bild 15  Wellenbasiertes stochastisches Lastmodell - Übersicht über die Teilmodelle und Definiti-
onsbasis – eine energetisch dominante, tatsächlich unkorrelierte Referenzkomponente. 
 
Das Wellenfeldmodell beschreibt Art, Anzahl und Aufeinanderfolge (Topologie) der 
baudynamisch relevanten Wellenzüge, die separat als evolutionäre, stochastische Teil-
Lastprozesse angesetzt werden und in ihrer Summe bzw. Überlagerung den Gesamt-
Lastprozeß ergeben.  
Das Hauptachsenmodell beschreibt die räumliche Charakteristik der Last sowie die zeit-
liche Lage und Dauer jedes Teilprozesses anhand von Formfunktionen für wellenspezi-
fische räumliche Verlaufsmuster der Korrelations-Hauptachsen der Lastfunktion.  
Das Lastformmodell beschreibt die Stärke und Modulation der Last jedes Teilprozesses 
im Zeit- und Frequenzbereich in Form eines evolutionären Leistungsspektrums mit pa-
rametrischen Formfunktionen, die den physikalischen Prozeß der Anregung und Reso-
nanz des Baugrundes durch transiente Wellenzüge transparent wiedergeben.  
Als Grundlage des Lastmodells wird eine neuartige 1D-Referenzkomponente vorge-
stellt, welche auf den zeitabhängigen Korrelations-Hauptachsen beruht und die domi-
nanten Lastanteile11 sämtlicher Wellenzüge sowohl im Zeit- als auch im Frequenzbe-
reich enthält. Sie stellt eine vom Lastmodell unabhängige Vorstufe zur Datenreduktion 
dar und hat – im Gegensatz zur herkömmlichen PHA-Komponente, aufgrund ihrer 
standort- und bebenunabhängigen Definition – den Vorzug der direkten Vergleichbarkeit 
mit anderen Messungen. Damit werden lastrelevante Wellenzüge, die sich anteilig auf 
verschiedenen Originalkomponenten befinden, nicht mehr unterschätzt oder unter-
                                            
11 Der Dominanzbegriff wird im Zusammenhang mit dem Wellenfeldmodell in Kapitel 0 erläutert 
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schlagen, sondern in einer gezielten mehrstufigen Approximation nach Dominanzkriteri-
en in das Modell eingeführt. 
Zur Spezifikation des Lastmodells werden in Kap. 5 neuartige Schätzverfahren für die 
verschiedenen Teilmodelle vorgestellt und in Kap. 6 an ausgewählten Starkbebendaten 
demonstriert. Diese Verfahren sind 
- ein spektraladaptives Schätzverfahren für zeitfensterabhängige Korrelations-
hauptachsen, das eine signifikante Schärfung der 3D-Hauptachsenmuster ermög-
licht, welche die Grundlage für das Hauptachsenmodell bilden 
- ein verfeinertes Korrekturverfahren für die Hauptachsen-Streichwinkel, das erstmals 
eine Analyse und Interpretation der zugehörigen Musterprojektionen ermöglicht 
- ein Schätzverfahren zur automatischen Identifikation der dominanten Wellenzüge in 
Starkbebenakzelerogrammen, mit hoher Trefferquote für die Massenauswertung 
- ein Schätzverfahren zur automatischen Identifikation und Spektralanalyse von Ray-
leighwellen auf Basis einer Einzelmessung. 
Alle diese Schätzverfahren nutzen, neben Erfahrungswissen, die in den Kreuzkorrelati-
onsfunktionen der gemessenen Daten kodierte Information, die bei den herkömmlichen, 
stochastisch stationären Methoden ganz oder teilweise vernachlässigt wird. 
In den folgenden Abschnitten werden die Teilmodelle beschrieben sowie die zugehöri-
gen Konzepte dargelegt und ausführlich begründet.  
4.1 Wellenfeldmodell 
Der physikalische Prozeß der lokalen Bodenbeschleunigung geht zwar letztlich auf ein 
Grundereignis – einen mehr oder weniger homogenen Bruch im Untergrund –  zurück, 
kann aber durch einen einzigen stationären oder transienten stochastischen Prozeß 
nicht angemessen abgebildet werden. Die transienten Wellenzüge, aus denen er sich 
zusammensetzt, weisen so viele eigenständige, lastformende Eigenschaften auf, daß 
eine statistisch separate Modellierung gerechtfertigt und auch erforderlich ist.  
Diese Wellenzüge stellen Invarianten des Gesamtprozesses dar, die im Rahmen allge-
meiner, typischer Erdbebenszenarien an jedem beliebigen Ort im Starkbebenbereich 
sowohl theoretisch als auch praktisch nachweisbar sind. Sie werden deshalb im hier 
vorgeschlagenen Lastmodell als eigene statistische Grundgesamtheiten angesehen 
und als evolutionäre, d.h. hier im weiteren Sinne zeit- und frequenzmodulierte, Teilpro-
zesse modelliert. Zunächst wird angenommen, daß die Teilprozesse voneinander stati-
stisch unabhängig sind, diese leichte Beschränkung der Allgemeinheit kann später 
leicht korrigiert werden, indem im Rahmen der empirischen Verifikation der Parameter 
etwaige Abhängigkeiten12 erkannt und gegebenenfalls nachträglich integriert werden, 
dadurch wird das Modell lediglich weiter vereinfacht. 
Im Wellenfeldmodell wird die Anzahl, Art und Abfolge der zu modellierenden stochasti-
schen Teilprozesse festgelegt, die einzelnen oder verallgemeinerten Wellenzügen ent-
sprechen. Der Gesamtprozeß wird als Superposition der Teilprozesse modelliert. Hier 
wird zunächst eine Basis-Variante des Lastmodells vorgestellt, die so einfach wie mög-
lich aufgebaut ist. Dieses Basis-Lastmodell stellt gewissermaßen den allgemeinsten 
Ansatz, den kleinsten gemeinsamen Nenner aller möglichen lokalen Bodenbeschleuni-
                                            
12 Insbesondere wären solche Abhängigkeiten für die dominante(n) Frequenz(en) sowie die Dauer und Form der 
Amplitudenmodulation der direkten Raumwellen zu erwarten, da diese Wellenzüge auf gleichem Wege aus dersel-
ben Quelle kommen und die Parameter durch die Bodenschichtung nach einem einheitlichen Muster vorgegeben 
sind (z.B. Eins durch Schichtdicke mal Wellengeschwindigkeit mal Kosinus des Einfallswinkels für die Resonanzfre-
quenz der Raumwellen bei einer Schicht) 
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gungsprozesse dar. Der modulare Gesamt-Ansatz ist jedoch in mehrfacher Hinsicht fle-
xibel. Sofern entsprechende Information verfügbar ist, erlaubt er ohne weiteres eine Er-
weiterung oder Differenzierung durch weitere Teilprozesse für baudynamisch signifi-
kante Effekte und Wellenzüge, um die Approximation gezielt zu verfeinern. 
Durch den Bezug auf die Referenzkomponente ist gewährleistet, daß die energiereich-
sten Wellenzüge zu wesentlichen Anteilen bereits in einer 1D-Komponente modelliert 
werden können. Welche Wellenzüge sind nun für dieses Basis-Lastmodell zu erfassen? 
Verallgemeinerte Wellenzüge 
Zunächst wird ein zusammenhängender (einphasiger) Bruchverlauf vorausgesetzt. Die-
ser vereinfachte Ansatz ist zulässig, weil in vielen Fällen mit mehreren abgesetzten 
Bruchphasen entweder eine dominante Bruchphase existiert oder die zu den gleichwer-
tigen Bruchphasen gehörigen direkten Wellenzüge im Starkerregerbereich –  aufgrund 
der nur kurzen Unterbrechung und der relativ zum Standort beweglichen Bruchfront – 
verschmelzen bzw. auf das Bauwerk wie ein zusammenhängender Wellenzug wirken.  
Wie in Abschnitt 2 dargestellt, erzeugt jeder zusammenhängende Bruchabschnitt zwei 
Raumwellenzüge, die am Standort im Starkerregerbereich aufgrund ihres Laufzeitver-
satzes in physikalisch gesetzmäßiger Reihenfolge eintreffen, zunächst direkte P-
Wellen, dann direkte S-Wellen, wobei sie sich immer teilweise überlagern. Auf die direk-
ten Wellenzüge folgen, ebenfalls stark überlagert, durch diese generierte indirekte Wel-
len. Diese Abfolge findet sich in allen vollständigen Starkbebenmessungen, sie stellt ei-
ne gesetzmäßige Invariante des seismischen Bodenbeschleunigungsprozesses dar. 
Im hier fokussierten Starkerregerbereich außerhalb des Bruchbereichs eines einphasi-
gen Bruchs werden deshalb für die Basis-Variante des Lastmodells drei verallgemeinert 
Wellenzüge P, S und C in dieser Reihenfolge angesetzt: 
P direkte P-Wellen, die sich vom Herd seitlich und nach oben ausbreiten (dies sind 
Anteile der seismologischen Phasen Pg, Pb, Pn, je nach Herdtiefe, vgl. Kap. 2.1) 
S direkte S-Wellen, dito 
C Coda und andere indirekte Raumwellen, Oberflächenwellen, Standorteffekte 
Im Teilprozeß C werden konvertierte, gestreute, gebrochene und reflektierte Raumwel-
len sowie Oberflächenwellen und topographische Standorteffekte zusammengefaßt. 
Diese Wellenarten werden im allgemeinen Basis-Lastmodell nicht unterschieden. 
Wellenarten, die nur unter bestimmten Bedingungen und nicht an jedem Standort auf-
treten, können berücksichtigt werden, indem das Wellenfeldmodell um weitere Wellen-
züge (Module oder Teilprozesse) ergänzt wird. Hierzu gehören spezielle Bruch- und 
Standorteffekte sowie Oberflächenwellen. Im Lastformmodell und im Hauptachsenmo-
dell werden spezifische Ansätze für Love- und Rayleighwellen (L und R) angegeben.  
Auch eine Erweiterung des Basis-Lastmodells auf stark abgesetzte und mehrdirektiona-
le Bruchformen, etwa für eine Lastmodellierung im Bruchbereich, ist leicht vorstellbar, 
indem eine Überlagerung solcher Abfolgen P,S,C mit entsprechendem zeitlichem Ver-
satz vorgenommen wird. Es bleibt abzuwarten, ob der Gewinn an Genauigkeit die Er-
höhung der Komplexität und Einschränkung der Allgemeingültigkeit rechtfertigen kann. 
Die Parameter des Wellenfeldmodells sind die Anzahl N der Teilprozesse sowie die N 
Marken W∈{P, S, C, R, L} für die Wellentypen der verallgemeinerten Wellenzüge.  
 32   
4 Wellenbasiertes, evolutionäres Lastmodell               33 
time
P S
C
 
Bild 16 Wellenfeldmodell mit drei Teilprozessen, Transienz und Überlagerungen sind anhand der 
Einhüllenden angedeutet, der dritte Teilprozeß C umfaßt alle indirekten Wellenzüge  
4.2 3D 1D-Approximation – Referenzkomponente 
Das vorgeschlagene stochastische Lastmodell ist herkömmlichen, stationären Modellen 
insofern ähnlich, als es die seismische Last ebenfalls auf Basis einer 1D-Referenzkom-
ponente beschreibt. Diese 1D-Approximation des räumlichen Prozesses ist nur bei un-
korrelierten 3D-Komponenten zulässig. Der neue Ansatz besteht darin, daß die Unkor-
reliertheit nicht wie bisher (PHA-Komponente, Kap. 3.4) wider besseres Wissen einfach 
vorausgesetzt, sondern durch direkte Einbeziehung der tatsächlichen Komponenten-
Korrelation sichergestellt wird. Das Hauptachsenmodell (Kap. 4.3) definiert solche un-
korrelierten Komponenten, wobei die Lage der zugehörigen Koordinatenachsen im 
Raum nicht wie bisher fixiert (z.B. Nord-Süd, Ost-West, transversal, vertikal), sondern 
im Zeitverlauf veränderlich ist. Außerdem liefert es eine parametrisierte Beschreibung 
des Verlaufs einer dieser Koordinatenachsen. Die zugehörige Komponente mit dem lo-
kal und global stärksten Energieanteil wird als Referenzkomponente vorgeschlagen. 
Ziel ist es, trotz der Dimensionsreduktion die wesentlichen Lastanteile möglichst aller 
baudynamisch relevanten Starkbeben-Wellenzüge zu erfassen. Hierzu sind diese zu-
mindest teilweise räumlich und zeitlich zu trennen. Im folgenden Abschnitt wird begrün-
det, warum und wie eine solche Trennung möglich ist. Im Kapitel 4.3.2.2 wird darge-
stellt, wie diese Lastanteile Wellentypen zugeordnet werden können. 
4.2.1 Komponenten-Korrelations-Hauptachsen 
Die zu demselben Bruchsegment gehörenden direkten Raumwellenzüge (P, SH/SV) 
weisen eine axiale, jeweils zueinander orthogonale Partikeldynamik auf (Kap. 2.2, 2.3). 
Sie verhalten sich quasi wie die Achsen eines orthogonalen Dreibeins, das der Laufrich-
tung der Wellen folgt. Dieses definiert am Standort ein vom Koordinatensystem des 
Meßgeräts abweichendes, zeitveränderliches Koordinatensystem, auf dessen Achsen 
die Maximalamplituden der gleichzeitig aktiven direkten Raumwellen auftreten. Gelingt 
es, dieses Koordinatensystem zu identifizieren, können die entsprechenden Wellenzüge 
amplitudengetreu und separat modelliert werden. Der Ansatz kann auch direkt auf die 
horizontalen Oberflächenwellen (Love-Wellen) übertragen werden, die ebenfalls axiale 
Partikeldynamik besitzen. Ihre Hauptwirkungsrichtungen liegen jedoch nicht notwendig 
orthogonal zu denen der Raumwellen, damit ist die Approximation nur dann vergleich-
bar gut, wenn die Love-Wellen dominant sind, was aber in weiten Bereichen der Fall 
sein dürfte. Komplizierter ist die planare Partikeldynamik der rollenden Oberflächenwel-
len (Rayleighwellen), auf die weiter hinten eingegangen wird. 
Die stochastische Größe zur Identifikation dieses durch die Partikeldynamik der Wellen 
definierten, zeitveränderlichen Koordinatensystems ist nicht der gleitende Mittelwert13, 
sondern die zeitveränderliche Komponenten-Korrelation des Beschleunigungsvektors. 
Zur Verdeutlichung sei zunächst eine idealisierte Bodenbeschleunigungsmessung auf 
fixierten Meßgerätachsen angenommen, die nur einen Wellenzug mit axialer Dynamik 
                                            
13 Untersuchungen zum Mittelwert in [8] brachten tendenziell ähnliche, jedoch sehr stark verrauschte Ergebnisse. 
Dies ist zu erwarten, da der Mittelwert als Größe erste Ordnung keinen direkten Bezug zur Energie herstellen kann. 
Der mittlere Beschleunigungsvektor definiert im Unterschied zu Korrelation nur eine Hauptachse, nicht drei. 
 33 
34         
und ansonsten zufällige, deutlich untergeordnete Störungen enthält, und der Korrelati-
onszeitversatz τ sei auf Null beschränkt. Zwei Komponenten dieser Messung wären, da 
dieser Wellenzug eine stabile Partikeldynamik besitzt, genau dann maximal korreliert, 
wenn beide etwa gleichgroße projizierte Amplitudenanteile enthalten,. Umgekehrt wären 
sie minimal korreliert, wenn die axiale Schwingung exakt und vollständig von einer ein-
zigen Komponente erfaßt ist und die andere lediglich von diesem Wellenzug unabhän-
gige Schwingungsanteile anderer Wellen enthält (vgl. Bild 14).  
Im allgemeinen Fall gilt diese Aussage nicht mehr für das gesamte Akzelerogramm, 
aber zumindest für seine näherungsweise stationären Phasen. Die Kreuzkorrelation in-
nerhalb solcher Phasen wird maximal, wenn zwei Komponenten ähnlich große projizier-
te Amplitudenanteile desselben dominanten Wellenzuges enthalten. Auf Basis dieses 
Zusammenhangs wird nun das durch die Partikeldynamik der Wellenzüge definierte, 
zeitveränderliche Koordinatensystem der Hauptbeschleunigungsrichtungen auf Basis 
der Komponenten-Korrelation in geeigneten, der zeitlichen Dauer und dominanten Fre-
quenz des jeweiligen Wellenzuges entsprechenden Zeitfenstern modelliert und ge-
schätzt. Dieser Ansatz liefert die Grundlage zur räumlich und zeitlich getrennten Model-
lierung der Wellenzüge, er entspricht einer Abschwächung der Stationaritätsannahme 
vom gesamten Zeitverlauf auf stationäre Phasen oder Zeitfenster.  
Für diese Zeitfenster sind entsprechend dem Charakter der Instationarität zwei Ebenen 
zu unterscheiden. Auf der ersten Ebene werden Wechsel der Grundgesamtheiten (Wel-
lenzüge) unterschieden, dies wurde bereits in Kap. 0 über das Wellenfeldmodell darge-
stellt. Der Bodenbeschleunigungsprozeß ist hier im Frequenzbereich stationär – jeder 
Wellenzug besitzt stabile Schwingungsmoden – im Zeitbereich jedoch nicht, die Ampli-
tuden der Wellen variieren stark. Diese Transienz der Wellenzüge ist auf der zweiten 
Ebene durch hinreichend kurze Zeitfenster aufzulösen, die zwar selbst kein Bestandteil 
des Lastmodells sind, jedoch im Rahmen der empirischen Spezifikation eine tragende 
Rolle spielen. Ein spektraladaptives Schätzverfahren zur unverfälschten Ermittlung der 
zeitveränderlichen Hauptachsen aus gemessenen Daten wird im Kap. 5.1 vorgestellt. 
Die Kreuzkorrelation von Vektorkomponenten hängt aufgrund ihrer mathematischen De-
finition von der Koordinatendarstellung der Vektoren ab, oder mit anderen Worten, von 
der Lage der Koordinatenachsen. Es existieren Achsen maximaler bzw. minimaler 
Kreuzkorrelation. Letztere werden in der Mathematik als Hauptachsen oder kanonische 
Basis bezeichnet, die zugehörige Darstellung des Vektors als Hauptachsendarstellung. 
Die Kreuzkorrelation zweier zufälliger Zeitreihen X = x(t) und Y = y(t) ist eine normierte, 
relative Größe, die direkt aus der Kreuzkovarianz abgeleitet ist (corrXY = covXY/(σXσY)). 
Für die drei Komponenten des Bodenbeschleunigungsvektors ergibt sich eine symme-
trische, positiv semidefinite 3x3-Matrix C =((corrXY)) (d.h., C=CT und für beliebige Vekto-
ren X gilt XTCX≥0). Solche Matrizen können mittels Hauptachsentransformation14  
C* := TTCT (1)  
auf Diagonalgestalt transformiert werden, wobei die Eigenwerte auf der Diagonale er-
scheinen (C* = diag(eig(C))) und die Transformationsmatrix T:=(T1,T2,T3) aus den zuge-
hörigen Eigenvektoren gebildet wird, den Hauptachsen des neuen Koordinatensystems.   
                                            
14 Hauptachsentransformationen sind mathematisch grundlegende Verfahren und werden in vielen Wis-
senschaftsgebieten angewandt, etwa zur Berechnung von Spannungstensoren in der Mechanik, zur Mo-
dell-Reduktion bei der Anwendung der Randelementmethode (BEM) [95], in der Bildverarbeitung 
[18][143], und generell zur Datenanalyse. Andere Bezeichnungen bzw. ähnliche Verfahren sind Proper 
Orthogonal Decomposition (POD) [36], Principal Component Analysis (PCA) [21] und Karhunen-Loewe-
Transformation (KLT) [35][142]. In vielen Anwendungsfällen sind die Systeme aber nicht zeitabhängig. 
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Wesentlich ist, daß in der transformierten Korrelationsmatrix C* die Kreuzkorrelationen 
verschwinden (c*XY = 0 für X≠Y). Somit liefert die zugehörige Koordinatentransformation 
A* = TTA  (2) 
eines Beschleunigungsvektors A = (ax,ay,az)T eine unverfälschte, andere Koordinaten-
darstellung dieses Vektors, deren Werte nicht mehr korreliert sind. Die Hauptachsen-
transformation erlaubt somit ohne Informationsverlust oder Verfälschung eine Separati-
on der Komponenten, sofern diese einem stationären Prozeß entstammen.   
Da diese Voraussetzung für seismische Bodenbeschleunigungen im Zeitbereich nicht 
zutrifft, wird eine Serie von zeitabhängigen Kreuzkorrelationsmatrizen Ci = C(ti) verwen-
det. Diese werden mit ε>0 in einer Umgebung [ti±ε] der Zeitpunkte ti definiert, in der der 
Prozeß näherungsweise als stationär angenommen werden darf. Entsprechend muß 
sich die Koordinatendarstellung (2) nicht auf feste Achsen, sondern auf zeitveränderli-
che Korrelations-Hauptachsen (T1(ti),T2(ti),T3(ti)) beziehen, die auf maximale unkorrelier-
te Amplituden ausgerichtet sind. Wie bereits gezeigt wurde, entsprechen diese Achsen 
näherungsweise den Hauptrichtungen der Partikeldynamik der seismischen Wellen.  
Durch das mit den Transformationsmatrizen T = T(ti) zeitabhängige Korrelations-
Hauptachsen-Akzelerogramm (2)  wird die separate Spezifikation von Wellenzügen mit 
axialer Partikeldynamik im Lastmodell ermöglicht, da diese Wellen aufgrund der charak-
teristischen Unterschiede in der Partikeldynamik auf verschiedene orthogonale Achsen 
abgebildet werden. Dies gilt insbesondere auch dann, wenn sich die Wellenzüge zeitlich 
überlagern. Die Modellierung kann teilweise (nur Dominanzphasen) oder vollständig 
(gesamte Wellenphasen) erfolgen, je nachdem, wie viele der drei Hauptachsen model-
liert werden. Auf den Hauptachsen bilden sich sämtliche lokal dominanten Wellenzüge 
mit ihren tatsächlichen 3D-Amplituden ab. 
Bild 17 zeigt anhand der originalen (oben) und der Hauptachsenkomponenten (Mitte) 
die Separation der Lastanteile in der ersten Hauptachsenkomponente. Im unteren Be-
reich sind Verlaufskurven von Projektionen der zugehörigen Hauptachse dargestellt, die  
im nächsten Abschnitt eingeführt werden. Einige prominente Muster wurden hervorge-
hoben, anhand derer Dominanzphasenwechsel und Wellentypen identifizierbar sind. 
Die Hauptachsenkomponente T1, die dem jeweils größten Eigenwert λmax(ti) der Kova-
rianzmatrix zugeordnet ist, wird nun als eindimensionale Referenzkomponente  und 
Grundlage für das Lastmodell gewählt. Diese 1D-Approximation erfaßt zum einen alle 
3D-Wellenzüge, die zeitweise den größten Energieanteil haben, zum anderen gezielt 
die Dominanzphasen dieser Wellenzüge, also diejenigen zeitlichen Anteile, die einen 
Großteil der Belastung repräsentieren. 
Sie bildet die räumliche Bodenbeschleunigung auf eine wohldefinierte, standort- und er-
eignisunabhängig vergleichbare Projektionsachse ab, welche durch die Wellencharakte-
ristik des physikalischen Prozesses vorgegeben und zeitlich veränderlich ist. Die Model-
lierung der Last auf Basis der Auslegungs-Referenzkomponente ermöglicht trotz 
Dimensionsreduktion eine konservative Lastvorhersage, die sämtliche Raumwellen und 
zumindest partiell auch Oberflächenwellen einschließt, weil die Lastskalierungs- und 
modulationsgrößen nicht mehr pauschal über einen Gesamt-Zeitverlauf, sondern bezo-
gen auf sämtliche dominanten Wellenzüge ermittelt werden.  
Ein erster Ansatz für eine Referenzkomponente auf Basis des Hauptachsenakzelero-
gramms wurde von Bretschneider & Scherer bereits 2000 veröffentlicht [1] und in [8] für 
das Lastmodell genutzt. Weil das zugehörige Schätzverfahren Zeitfenster mit fester 
Länge nutzte, wurde das Spektrum dieser Referenzkomponente gerade im für Bauwer-
ke so wichtigen niedrigen Frequenzbereich verfälscht und so der konservative Modell-
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ansatz teilweise wieder aufgegeben. In Kap. 5.1.2 wird daher ein spektraladaptives 
Schätzverfahren für die Korrelations-Hauptachsen angegeben, das diese Nachteile 
nicht aufweist. Dieses Verfahren liefert zudem eine konsistente Grundlage für die Mo-
dellierung von Lastanteilen auch auf der zweiten und dritten Hauptachse.  
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Bild 17 Separation dominanter Wellenzüge und Erfassung ihrer Hauptrichtungen durch zeitab-
hängige Komponentenkorrelationshauptachsen:      
 A) Komponenten der originalen Messung (OZR) CDMG 14368 DOWN, Northridge 1994  
B) Hauptachsenkomponenten (TZR) mit Auslegungs-Referenzkomponente T1.   
 C) Hauptachse T1 bzw. ihre Winkelprojektionen (Vertikalwinkel ϕ, Streichwinkel θ)  
 D) zugehörige Hauptvarianz (Eigenwert λT1),       
 Abgrenzung von Wellenzügen P, S und C anhand von Mustern im Verlauf von ϕ, θ und λ. 
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Im folgenden wird dargestellt, wie die im Verlauf der ersten Korrelations-Hauptachse T1 
enthaltene Information genutzt werden kann, um den Wellentyp des aktuell dominanten 
Wellenzuges zu identifizieren. Außerdem wird in Kap. 4.3.2.3 erstmals ein parametri-
scher, wellenzugspezifischer Modellansatz für den Verlauf der räumlichen Hauptbe-
schleunigungsrichtung bei Starkbeben angegeben und begründet. 
4.3 Wellenfeldmuster und Hauptachsenmodell 
Die Referenzkomponente nutzt die Komponenten-Kreuzkorrelation bzw. -Kreuzkovari-
anz zur vollständigen und unverfälschten Erfassung der Amplituden aller signifikanten 
Wellen. Die Kreuzkovarianzen gemessener Beschleunigungskomponenten enthalten 
jedoch weitere Information über Wellenzüge, und zwar in Form der Hauptachsen und 
Hauptvarianzen. Die Hauptachsen sind die den Eigenwerten (Autokovarianzen) zuge-
ordneten Eigenvektoren und stellen daher ausgezeichnete Richtungen dar, in denen die 
Varianz der entsprechenden Beschleunigungskomponente lokal den jeweils größten 
möglichen Wert annimmt. Lokal bezieht sich hier auf das Zeitfenster, in dem die Kovari-
anzmatrix und deren Eigenwerte berechnet werden. 
Es handelt sich also um Informationen über den räumlichen Verlauf der Hauptrichtun-
gen und, da die Varianz die Energie eines Signals repräsentiert, über die Intensität der 
Beschleunigungen in diesen Richtungen. Diese Information ist für die Spezifikation der 
Belastungsfunktion signifikant aus mehreren Gründen. Zum einen weist auch die Bau-
werksantwort charakteristische Hauptachsen auf und erreicht ihre maximalen Amplitu-
den dann, wenn diese mit den Hauptrichtungen der Belastung koinzidieren [20]. Zum 
anderen reagieren Tragwerke bei seismischen Belastungen oft nichtlinear, wenn näm-
lich Bauteile jenseits der Elastizitätsgrenze beansprucht werden. Die Bauwerksantwort 
hängt dann nicht nur von der unmittelbaren Krafteinwirkung ab, sondern von der unmit-
telbaren Belastungsvorgeschichte und dabei ggf. erfolgten Schäden (vgl. Kap.2.3). 
Um diese Information in das stochastische Lastmodell zu integrieren, sind die allgemei-
nen Invarianten, also die wiederkehrenden, weitgehend vom konkreten Bebenereignis 
und der Lage des Standorts unabhängigen Anteile dieser Information, zu identifizieren 
und durch geeignete Formfunktionen zu beschreiben. Bisher war die Komplexität der 
3D-Korrelation für die Zwecke der Lastmodellierung zu hoch –  auf fixierten Achsen wä-
ren sechs Korrelationsfunktionen zu modellieren, die willkürliche Anteile der Wellenzüge 
repräsentieren – und eine angemessene Erfassung der Invarianten daher nicht möglich. 
Die Modelle der Normen stellen daher eine sehr grobe Näherung dar, welche nur die 
Autokorrelationsfunktion der PHA-Komponente (bzw. deren Fouriertransformierte, das 
Leistungsspektrum) über das Antwortspektrum berücksichtigen, andere Korrelationen 
werden nur pauschal berücksichtigt oder ganz vernachlässigt (Kap. 3.4). 
Durch die zeitabhängigen Korrelations-Hauptachsen kann nun die Komplexität gezielt 
reduziert werden, weil sich die Wellenzüge auf diesen Achsen, wie oben ausgeführt, 
nach Energie- und damit Lastanteilen getrennt abbilden. Es wird eine Erfassung dieser 
Information getrennt für dominante und subdominante Anteile ermöglicht. Zunächst 
werden hier dominante Lastanteile behandelt, in einer weiteren Modellierungsstufe 
dann subdominante Anteile (siehe Bild 18). Es wird gezeigt, daß eine Zuordnung der 
Lastanteile zu spezifischen Wellentypen möglich ist. Neben der Lastmodellierung ist ei-
ne Anwendungen der Korrelations-Hauptachsen auch in anderen Bereichen denkbar, 
etwa in der Analyse von Bruchprozessen im Starkbeben-Nahbereich. 
Voraussetzung für eine Modellierung des räumlichen Verlaufs der Hauptachsen ist, daß 
er nicht völlig zufällig, sondern im Mittel durch die Invarianten des physikalischen Pro-
zesses geprägt ist. Wie in Kap. 2 gezeigt wurde ist mit gutem Grund anzunehmen, daß 
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vor allem die gesetzmäßige Aufeinanderfolge der Wellenzüge und die wellenspezifische 
Partikeldynamik solche Invarianten darstellen. 
Eine weitere Invariante ist der Wellencharakter der Bodenbeschleunigung selbst. Ein 
Wellenzug wird definiert als eine Anzahl aufeinanderfolgender Schwingungsmoden aus 
derselben primären oder sekundären Quelle. Plötzliche Änderungen der Schwingungs-
achse desselben Wellenzuges sind aufgrund der Trägheit der schwingenden Masse (es 
handelt sich ja um Oszillationen) unmöglich15, d.h., diese Schwingungsachse muß sta-
bil sein oder kann sich nur stetig ändern16. Diese Invariante führt daher zur Ausprägung 
zeitweise stabiler Zustände und charakteristischer Zustandswechsel der Beschleuni-
gungshauptrichtungen, sozusagen zu räumlichen Wellenfeldmustern (vgl. [53]-[56]), 
denn die Struktur dieser Muster wird wesentlich durch die Wellenzüge bestimmt.  
Die Zustände bzw. lokalen Trends dieser Wellenfeldmuster werden geprägt durch den 
am Standort nahezu senkrecht von unten einfallenden Wellenstrahl, die Partikeldynamik 
des jeweiligen Wellentyps sowie durch seismische Geometrien (z.B. Streichen des 
Bruchs bzw. von Reflektoren, Schichtenlagerung etc.) und auch die Dynamik des 
Bruchverlaufs. Sie korrelieren daher zu entsprechenden makroseismischen und topo-
graphischen Einflußgrößen, sind also in gewissen Grenzen vorhersagbar. Die Abfolge 
der Wellenzüge erzeugt charakteristische Übergänge zwischen diesen Zuständen, da 
ihre Hauptrichtungen häufig senkrecht zueinander liegen (z.B. zwischen P- und S-
Wellen oder Rayleigh- und Love-Wellen), welche die Struktur der Muster bestimmen.  
Das einfachste und prägnanteste dieser Wellenfeldmuster ist bereits direkt in Beschleu-
nigungsmessungen erkennbar (z.B. Bild 17 oben), nämlich die Dominanz der Vertikal-
komponente über die beiden Horizontalkomponenten in der Anfangsphase jeder Mes-
sung, die auf die alleinige Präsenz direkter P-Wellen zurückzuführen ist. Vergleichbare 
Muster werden im seismologischen Fernfeld zur Analyse und Identifikation von Erdbe-
benwellen genutzt, diese sind jedoch durch die langen Laufzeiten zeitlich gut separiert. 
Im Starkbebenbereich war eine Wellenidentifikation aufgrund der Vielzahl der Wellen-
züge sowie ihrer starken Überlagerung bisher nicht möglich.  
Diese Wellenfeldmuster sollen durch das Hauptachsenmodell abgebildet werden, um 
die räumliche Dimension der 1D-Bemessungskomponente zu ergänzen. Dies ermög-
licht dem Ingenieur eine Zuordnung der wellenzugspezifisch modellierten Belastung zu 
bestimmten Vorzugsrichtungen des Bauwerks bzw. des Standorts, und somit eine drei-
dimensionale, nichtstationäre Lastmodellierung und -vorhersage.  
Eine solche 3D-Bemessungskomponente stellt grundsätzlich eine bessere Approximati-
on der räumlichen Belastungsfunktion dar als die übliche pauschale Modellierung, weil 
wellenspezifische, lasterhöhende Effekte gesondert und auf Basis eines transparenten 
physikalischen Modells abgebildet werden. Dies ist eine Voraussetzung, um die Be-
messungskennwerte der Normen wellenspezifisch definieren und auf resonanzfreie Be-
reiche beziehen zu können, wodurch sich die Bemessungsspektralamplituden deutlich 
verringern und entsprechend Baukosten einsparen lassen. 
                                            
15 Ausnahmen hiervon sind durch starke Störungszonen möglich, in denen sich das Beugungs- und Brechungsver-
halten auch bei stetigem Einfallswinkel plötzlich ändern kann. Solche Störungszonen stellen einen Spezialfall mit 
komplexen, singulären Mustern dar und werden im hier vorgeschlagenen Hauptachsenmodell nicht explizit berück-
sichtigt. Vielmehr wird im Interesse eines praktikablen, konservativen Lastmodells verallgemeinert von einer stetigen 
Polarisation pro Bruchsegment ausgegangen. 
16 Zum Beispiel ist die Lage der Hauptrichtung bei direkten Wellenzugern stabil im Fall eines auf den Standort zu- 
oder von ihm weglaufenden Bruchsegments, und stetig veränderlich, wenn der Bruchverlauf relativ zum Standort ei-
nen signifikanten Azimutbereich durchläuft. Letzteres ist eher im Bruchbereich wahrscheinlich als für den gewöhnli-
chen Standort im Starkerregerbereich. Für Oberflächenwellen und Reflexionen gilt sinngemäß das gleiche mit Bezug 
auf die generierende Linie. 
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Die 3D-Approximation allein durch die Referenzkomponente ist nicht vollständig, weil 
nichtmarginale subdominante Anteile, insbesondere die An- und Ablaufphasen der do-
minanten Wellenzüge, nicht auf der ersten Hauptachse liegen. Insbesondere wird da-
durch die Dauer der Wellenzüge im Schätzverfahren nicht korrekt abgebildet. Dieser 
Nachteil wird aber im Schätzverfahren für das Lastformmodell ausgeglichen, das eine 
Extrapolation der Amplitudenmodulations-Formfunktionen auf diese Phasen im Rahmen 
der Parameteranpassung zuläßt. Diese Extrapolation kann so gestaltet werden, daß ei-
ne konservative Approximation gewährleistet ist. Es wird zu prüfen sein, ob durch expli-
zite Einbeziehung der zweiten und dritten Hauptachsenkomponente in das Schätzver-
fahren ein signifikanter Zugewinn an Information möglich ist. Hierauf wird in den Kap. 
4.3.3 und 6.2.2 näher eingegangen. 
4.3.1 Wellenphasen 
Durch die starke Überlagerung der Wellenzüge im Starkerregerbereich ergeben sich für 
jeden Wellenzug zeitliche Abschnitte – Wellenphasen – die durch seinen spezifischen 
relativen Anteil an der momentan17 freigesetzten Beschleunigungsenergie gekenn-
zeichnet sind. Bei Bodenbeschleunigungsmessungen im Starkerregerbereich sind die 
Wellenzüge, wie bereits dargestellt, willkürlich auf unterschiedliche Komponenten ver-
teilt und durch Überlagerung stark vermischt. In dem in Kap. 4.2 vorgestellten Referen-
zakzelerogramm hingegen separieren sich die Wellenphasen jedes Wellenzuges nach 
energetischen Kriterien auf bestimmte Komponenten. Diese gesonderte Erfassung der 
Energieanteile für jede Wellenphase ermöglicht es, sich auf bestimmte, wichtige Lastan-
teile zu konzentrieren und andere, weniger wichtige, pauschal zu modellieren oder zu 
vernachlässigen. Die Wellenphasen sind das grundlegende Strukturelement der Wel-
lenfeldmuster und stellen nach der Approximation durch endlich viele Wellenzüge eine 
zweite Approximationsebene für den Lastprozeß dar. 
Die für die Lastmodellierung zweifellos wichtigste Phase ist die Dominanzphase, in der 
der Wellenzug sämtliche anderen, zeitgleich auftretenden Wellen energetisch überla-
gert, sozusagen den relativ größten Energieanteil ausmacht. Die Dominanzphase wird 
begrenzt von Subdominanzphasen, in denen der Wellenzug von anderen Wellen über-
lagert wird, aber noch immer den relativ zweitstärksten Lastanteil ausmacht (Bild 18). 
Die Subdominanzphasen sind unter anderem zur Ermittlung der tatsächlichen Wir-
kungsdauer von Bedeutung, die sich neben dem tragenden Frequenzband maßgeblich 
auf die Stärke der Bauwerksreaktion (Resonanz) auswirkt. Bei Überlagerung von drei 
oder mehr Wellenzügen ergeben sich entsprechend weitere Subdominanzphasen.  
Ein Modell der Wellenfeldmuster muß grundsätzlich zwei Gruppen von Parametern ent-
halten, einmal markante Zeitpunkte, welche die Wellenphasen abgrenzen, zum anderen 
Zustandsvariable, die den Zustand bzw. die Dynamik der Hauptachsen innerhalb der 
Wellenphasen beschreiben. Als potentielle Zeitparameter bieten sich zunächst der Be-
ginn tW = t0,W und das Ende te,W eines modellierten Wellenzuges W an, die als erstes 
Über- bzw. Unterschreiten eines baudynamisch marginalen, jedoch über dem Rausch-
pegel liegenden Schwellwerts einer Erregergröße für diesen Wellenzug zu definieren 
wären. Gebräuchliche Erregergröße wie absolute oder RMS-Beschleunigungsampli-
tuden haben den Nachteil, daß sie nicht ohne weiteres bestimmten Wellenzügen zuge-
ordnet werden können. Im Lastmodell werden daher die zeitabhängigen Hauptvarian-
zen σmax,med,min(t) (Abschnitt 4.2.1) als Erregergröße verwendet, da sie ein verallgemei-
nertes Energiemaß der Wellenprozesse darstellen (siehe hierzu Kap. 6.2.2) und über 
die Hauptachsen deutlich zu einzelnen Wellenzügen korrespondieren.  
                                            
17 momentan im Sinne eines lokalen Zeitbereichs, in dem der stochastische Prozeß näherungsweise stationär ist 
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Bild 18 Wellenphasen eines Wellenzugs W2 und Definition der Wellenphasenparameter t0,1,p,2,e an-
hand der drei Hauptvarianzen als Erregergrößen. In der Dominanzphase hat W2 die größte 
Hauptvarianz λmax, vorher und nachher die zweitgrößte λmed. Analoge Überschneidungsbe-
reiche ergeben sich für die angrenzenden Wellenzüge, teils auch in der dritten Hauptach-
se. λmax repräsentiert immer den momentan energiereichsten Wellenzug. 
Weitere markante Parameter sind die Grenzen t1,W und t2,W der Dominanzphase eines 
Wellenzuges W. Sie werden wiederum über die Erregergröße definiert, und zwar als die 
Zeitpunkte, an denen W zum ersten bzw. letzten Mal der zur ersten Hauptachse T1 kor-
respondierenden Hauptvarianz σ1 = σmax zugeordnet ist. Diese Dominanzphasengren-
zen werden mit dem in Abschnitt 5.2.1 vorgestellten Schätzverfahren identifiziert. Der 
Zeitpunkt tp,W des maximalen Werts der Erregergröße spielt für die Amplitudenmodula-
tionsfunktion des Lastformmodells eine wichtige Rolle. 
Die Werte der Wellenphasenparameter t0,1,p,2;e haben für die Lastfunktion keine Bedeu-
tung. Bauwerksdynamisch signifikant und statistisch ausreichend scharf sind erst abge-
leitete Größen wie Starkbebendauer dS := (te − t0) oder Anregungsdauer dA := (tp − t0) 
der Wellenzüge, sowie die relative zeitliche Lage der Wellenzüge zueinander18.  
Das Wellenfeldmodell hat also die Parameter Anzahl N der Wellenzüge, die Marken 
W = P,S,C… für die Wellentypen sowie Beginn t0,W und Anregungs- bzw. Starkbeben-
dauer dA,W bzw. dS,W. 
Die Parameter t0 und te, aus denen sich Gesamtdauer und -lage eines Wellenzuges er-
geben, können auch mit dem neuen Schätzverfahren in Kap. 5.2.1 nicht identifiziert 
werden, da dieses nur Verlaufsmuster der ersten Hauptachse auswertet und der Wel-
lenzug zu diesen Zeitpunkten in der Regel von anderen Wellen überlagert wird. Ent-
sprechende Muster wären dann bei prinzipiell gleichem Ansatz im Verlauf der zweiten 
und dritten Hauptachse zu erwarten, nur gestaltet sich die Identifikation schwieriger. 
Um dennoch realistische Werte sowohl für die wellenzugbezogene Starkbebendauer dS 
als auch für die entsprechenden Amplitudenmodulationsparameter des Lastformmodells 
zu erhalten, sind die Dauern der subdominanten Phasen (t1 − t0 bzw. te − t2) vor bzw. 
nach der Dominanzphase durch Extrapolation der Lastformfunktion zu gewinnen oder 
durch andere sinnvolle Näherungen zu approximieren, wie sie im Rahmen des Schätz-
verfahrens für das Lastformmodell (Kap.5.3.2) vorgeschlagen werden.  
Das Lastmodell beschreibt in der hier vorgestellten Form die Referenzkomponente und 
die erste Korrelations-Hauptachse, um die dominanten Hauptanteile der Last zu erfas-
sen. Daher ist es zunächst ausreichend, nur die Dominanzphase jedes Wellenzuges zu 
                                            
18 z.B. ließe sich aus einer beobachteten Anregungsdauer dA,P eines direkten P-Wellenzuges auf die Dauer des zu-
gehörigen Bruchsegments und damit auf die Anregungsdauer dA,S des nachfolgenden S-Wellenzuges schließen. 
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spezifizieren. Für Subdominanzphasen wären in weiterführender Forschung verfeinerte 
Ansätze zu entwickeln, z.B. auf Basis der zweiten und dritten Korrelationshauptachse. 
Die stationären Modelle der Normen beschreiben nur einen dominanten Wellenzug 
(welcher den PHA-Wert geliefert hat), und diesen nur anteilig entsprechend des Projek-
tionswinkels seiner Hauptachse auf eine der fixen Meßgerätachsen. Zufällige, meist 
marginale Anteile weiterer Wellenzüge auf dieser Achse gehen als Grundlast ein, ande-
re Wellenzüge entfallen in ihrer Charakteristik vollständig und gehen nur pauschal in die 
Bemessung ein.  
Im Vergleich beschreibt das vorgeschlagene Lastmodell die Dominanzphasen von drei - 
oder entsprechend des angesetzten Wellenfeldmodells auch mehr - lastprägenden Wel-
lenzügen unverfälscht, d.h. ohne Projektionsverluste, es erfaßt dabei alle drei Original-
komponenten. Die korrelationsbasierten Referenzkomponente besitzt somit eine bedeu-
tend höhere physikalische Signifikanz. 
4.3.2 Wellenfeldmuster in der ersten Hauptachse 
Eine formale Beschreibung und der empirische Nachweis von Wellenfeldmustern in 
Korrelationshauptachsen wurden, aufbauend auf Ansätze von Bond [26], von Bret-
schneider & Scherer im Rahmen eines DFG-Projekts [8] erarbeitet und in [3] veröffent-
licht. Auf Grundlage dieser Muster, die nachfolgend erläutert werden, wird hier erstmals 
ein parametrisiertes Modell des Verlaufs der ersten Hauptachse vorgeschlagen. 
Die erste Hauptachse ist der zur größten Hauptvarianz (Eigenwert) gehörige Eigenvek-
tor der zeitveränderlichen Komponenten-Korrelationsmatrix C(ti) (vgl. Seite 35 und (18) 
auf Seite 59). Ihre Lage und Intensität wird daher durch denjenigen Wellenzug maßgeb-
lich geprägt, der aktuell das räumliche Wellenfeld dominiert. Die erste Hauptachse bil-
det die Hauptrichtung jedoch nicht über die gesamte Dauer des Wellenzuges ab, son-
dern nur während der Dominanzphase (siehe Bild 18, S. 39). Es wurde schon begrün-
det, warum die Schwingungsachse desselben Wellenzuges relativ stabil sein muß. 
Plötzliche, starke Änderungen (Sprünge) im Verlauf der ersten Hauptachse können da-
her nur dann auftreten, wenn ein neuer Wellenzug die dominante Rolle übernimmt. 
Umgekehrt wären solche Sprünge als Dominanzwechsel zu interpretieren. Der Über-
gang der Dominanz von einem Wellenzug zum nächsten stellt sich im Verlauf der er-
sten Hauptachse als eine Folge von zwei im Mittel stabilen Zuständen oder Trends mit 
charakteristischem Übergang dar und definiert somit ein räumliches Wellenfeldmuster. 
ϕ
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Bild 19 Formale Wellenfeldmuster im Verlauf einer Projektion der 3D-Hauptachse:    
Intervallfolge [Ik, Ik+1] mit charakteristischen Zustands- bzw. Trendwechseln Zk   Zk+1  
Eine Formalisierung dieser Wellenfeldmuster ist prinzipiell möglich, z.B. in Form allge-
meiner Lage- und Trendkategorien wie „senkrecht“, „horizontal“, „ansteigend“, „kon-
stant“ etc.). Solche Kategorien sind jedoch bei räumlicher Darstellung der Hauptachse 
zu unkonkret. Es ist günstiger, wesentliche Teilaspekte der Muster durch geeignete 1D-
Projektionen der Hauptachse hervorzuheben und getrennt zu modellieren.  
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4.3.2.1 Hauptachsenprojektionen  
Es liegt nahe, zunächst die kartesischen Koordinaten T1 = (x1,y1,z1)T als solche Projek-
tionen zu betrachten. Allerdings erhärtet der empirische Befund die Vermutung, daß die 
Muster hier zum Teil wenig prägnant sind, weil sie sich auf drei Koordinaten verteilen. 
Zur Interpretation der Muster und für die Transparenz der Parameter bei der Bau-
werksauslegung ist es außerdem sinnvoll, die Hauptrichtung in einem unabhängigen 
natürlichen Bezugssystem zu erfassen. Es zeigt sich, daß eine Darstellung in Kugelko-
ordinaten günstiger ist, weil sich die Muster in nur zwei Koordinatenfunktionen (Winkeln) 
abbilden lassen (Betrag der Hauptachse ist immer gleich eins (normierter Eigenvektor). 
Hier werden nun spezielle Kugelkoordinaten ϕ und θ vorgeschlagen, die den Verlauf 
der ersten Hauptachse transparent im System Bruchverlauf-Regionaltopographie-
Standort abbilden (Bild 20).  
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Bild 20 Hauptachsenkoordinatensystem (T1, T2, T3) der Eigenvektoren im Kontext des natürlichen, 
kartesischen Koordinatensystems (x=NS, y=EW, VT) und Definition der Hauptachsenprojek-
tionen ϕ (elevation) und θ (strike) für die Hauptachse T1, analog für T2, T3. 
Der sogenannte Vertikalwinkel ϕ (engl. elevation) gibt die Aufrichtung der Hauptrichtung 
aus der geodätischen Horizontalen an, d.h. aus der idealisierten ebenen Erdoberfläche. 
Durch die Betragsbildung werden negativer und positiver Richtungssinn zusammenge-
faßt, da ihre Unterscheidung für die Belastung nicht relevant ist. ϕ nimmt Werte zwi-
schen 0 und 90° an, diese Grenzen entsprechen einer Oberflächentangente (Hauptrich-
tung parallel zur Oberfläche) bzw. –Normale (Hauptrichtung senkrecht zur Oberfläche). 
Der horizontale Winkel oder Streichwinkel gibt das Streichen der Hauptrichtung (also 
den Winkel zur geographischen Bezugsrichtung (z.B. 0° == Nord) innerhalb der Ober-
flächenebene, engl. strike) an. Dies erlaubt es, einen Bezug zum Streichen der Erre-
gerquelle (Bruch bei Raumwellen, Talkante bei Oberflächenwellen [118], Hang bei to-
pographischer Resonanz [117]) herzustellen.  
Mit diesen beiden Winkeln ist eine vollständige Beschreibung der ersten Hauptachse 
gegeben. Die Definition (3) lehnt sich an einen Vorschlag von Bond [26] an, der 1980 
mittels eines ähnlich definierten Vertikalwinkels Daten des San-Fernando-Erdbebens 
1971 untersuchte, um den Einsatz von S-Wellen zu identifizieren. 
Der Winkel θ erstreckt sich per Definition (3) zunächst nur auf die Hauptwerte, also zwi-
schen 0° (Nord) und 180° (Süd). Dieser Definitionsbereich ist jedoch für die Modellie-
rung und Interpretation des Winkelverlaufs in der Regel nicht ausreichend. In Messun-
gen zeigen sich sehr häufig Verlagerungen der Polarisationsrichtung über diese Grenze 
hinaus, auch innerhalb eines Wellenzuges, insbesondere wenn der Azimut der Station 
senkrecht zur Streichrichtung des Bruchs oder lokaler Geometrien verläuft. Das führt zu 
einem nominalen Wiedereintritt im gegenüberliegenden Quadranten und damit zu ei-
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nem künstlichen Sprung im Verlauf des Winkels, der im Modell durch die entsprechen-
de Formfunktion nur sehr schwer zu erfassen wäre.  
Um einen glatten Verlauf zu erzielen und die Trends korrekt erfassen zu können, auf 
denen das Korrelationsmodell beruht, muß daher der Definitionsbereich des Polarisati-
onswinkels stetig fortgesetzt werden. Erst bei der Interpretation des Verlaufs ist die 
Identität der um 180° versetzten Richtungen dann wieder zu berücksichtigen. Diese 
Hauptwerterweiterung bzw. -korrektur wird im Rahmen des Schätzverfahrens für das 
Hauptachsenmodell (Kap.5.2) genauer behandelt. 
Die Winkelkoordinaten wurden so gewählt, daß die Zustände möglichst unverfälscht die 
charakteristische Partikeldynamik der Wellenzüge wiedergeben können. Die Domi-
nanzwechsel erzeugen Unstetigkeiten im Verlauf der Winkel, sofern die beteiligten Wel-
lenzüge ausreichende Unterschiede ihrer Wirkungsrichtung aufweisen, die auch ihre 
Unterscheidung im Lastmodell rechtfertigen können. 
4.3.2.2 Einfache Wellenfeldmuster in Hauptachsenprojektionen 
Die räumlichen Wellenfeldmuster werden durch die Hauptachsenwinkel auf assoziierte 
eindimensionale Muster abgebildet (vgl. [53] [56]). Es wird nun hergeleitet, welche as-
soziierten Muster in den Hauptachsenwinkeln der ersten Hauptachse zu erwarten sind. 
Wie bereits beim Wellenfeldmodell wird zunächst ein unidirektionaler einphasiger Bruch 
angenommen. 
Szenario für den Vertikalwinkel ϕ:  ϕ beschreibt die Abweichung der Hauptachse 
von der geodätischen Horizontalebene und erlaubt daher die Unterscheidung der Do-
minanzphasen von Wellen mit senkrechten Vorzugsrichtungen an der Erdoberfläche (P-
Wellen und Rayleigh-Wellen), von denen mit horizontalen Vorzugsrichtungen (S-
Wellen, Love-Wellen).  
Direkte P-Wellen:  im Mittel konstanter Verlauf, sehr hohe Werte (um 90°) auf-
grund des senkrecht von unten einfallenden Wellenstrahls und der zum 
Wellenstrahl parallelen Partikeldynamik 
Direkte S-Wellen:  im Mittel konstanter Verlauf, sehr niedrige Werte (um 0°) 
aufgrund der zum Wellenstrahl orthogonalen Partikeldynamik 
Reine Coda:   uneinheitlicher Verlauf, niedrige bis mittlere Werte  
Die durch direkte Wellen induzierten indirekten Wellenzüge sind stark durch die lokale 
Untergrundtopographie geprägt. Diese stark überlagerte Folge gebrochener, konvertier-
ter und reflektierter Raumwellenzüge unterschiedlichster Art (z.B. PSV, SVP,...), die je-
weils nur kurze Dauer und geringe Energie besitzen, werden im einfachsten Fall als ein 
verallgemeinerter Coda-Wellenzug modelliert, der keine signifikanten Muster besitzt.  
Falls entsprechende topographische Bedingungen vorliegen, ist jedoch mit Oberflä-
chenwellen zu rechnen bzw. sind diese zu modellieren. Diese Wellenzüge weisen oft 
eine signifikante Dauer auf und erzeugen charakteristische Muster:  
Love-Wellen: Im Mittel konstant, sehr niedrige Werte, geringe Fluktuation 
Rayleighwellen : periodische Pulse von niedrigen auf mittlere bis hohe Werte  
Das räumliche Muster für Rayleighwellen (retrograde Ellipsen) bildet sich grundsätzlich 
auf zwei Hauptachsen ab. Falls weitere Wellenzüge (z.B. Love-Wellen) mit vergleichba-
rer Energie vorliegen, wird dieses Muster jedoch sehr leicht verfälscht und kann dann 
nicht mehr erkannt werden. Hier eröffnen sich weitere Forschungsansätze, u.a. könnte 
bei Vorliegen geeigneter Indikatoren für Rayleighwellen mit Hauptachsen gearbeitet 
werden, deren Korrelationszeitversatz τ>0 ist (siehe Kap. 4.3.3 ab Seite 46). 
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Der Streichwinkel θ ist der Azimut der Projektion der Hauptachse auf die Erdoberfläche, 
ihre horizontale Projektion. Er eignet sich daher zur Beschreibung der Richtungscharak-
teristik von Wellenzügen mit horizontaler Wirkungsrichtung, wie S-Wellen und Love-
Wellen, im Kontext der lokalen und regionalen Topographie und potentieller Epizentren.  
Szenario für den Streichwinkel θ: 
Direkte P-Wellen: In der Anfangsphase (P-Dominanzphase) sind noch keine anderen 
Wellen vorhanden, die durch θ repräsentierte horizontale Komponente der 
ersten Hauptachse enthält nur solche Energieanteile, die sich aus der Ab-
weichung des P-Wellenstrahls von der Vertikalen ergeben. In der Regel 
zeigt der Verlauf von θ kein signifikantes Muster.  
Im Nahbereich, wo der P-Wellenstrahl stärker von Lage und Verlauf des 
Bruchs bestimmt ist, könnte θ monoton sein und dann als Azimuth des 
Wellenstrahls und somit als Welleneinfallsrichtung interpretiert werden.  
Direkte S-Wellen: In der Dominanzphase direkter S-Wellen liegt die Hauptachse par-
allel zur Oberfläche. Der Verlauf von θ ist monoton: 
• steigend oder fallend bei Meßstationen die senkrecht zur Bruchrichtung 
liegen (die wandernde Bruchfront wird sichtbar) 
• (im Mittel) konstant bei Stationen in Linie mit der Bruchrichtung. Der mittle-
re Wert gibt Auskunft über Abstrahlcharakteristik und Polarisation  
Reine Coda: uneinheitlicher, kaum signifikanter Verlauf, da die zugehörigen Phasen 
sehr kurz sind und sich stark überlagern. 
Rayleigh-Wellen: die horizontalen Anteile zeigen sich als wiederkehrende kurze kon-
stante Phasen, während der vertikalen Anteile ist der Verlauf indifferent. 
Um Rayleighwellen zu identifizieren, sind assoziierte Muster im Vertikal-
winkel und weitere Indikatoren hinzuzuziehen, (Kap. 4.3.3) 
Love-Wellen: konstant, orthogonal zur Laufrichtung. Lokale Reflexionen (z.B. an 
Talkanten) erzeugen einen stückweise konstanten Verlauf mit Sprüngen.  
Der Verlauf der Hauptvarianz σ1 gibt keine Auskunft über direktionale Charakteristiken, 
sondern gibt die Variation der lokalen Bodenbeschleunigungsenergie wieder. Er eignet 
sich daher ganz allgemein für die Definition einer wellenbezogenen bzw. globalen 
Starkbebendauer. Bei hinreichend hoher Auflösung sind zudem die Höhepunkte der 
einzelnen Wellenzüge unterscheidbar. Diese Energiekurve ist baudynamisch interes-
sant, da nicht eine allgemeine, gemittelte Energie, sondern der Energieeintrag in der 
Hauptschwingungsrichtung sichtbar gemacht wird. Die Hauptvarianz σ1 wird daher als 
Bezugsgröße für die Amplitudenmodulationsfunktion des Lastformmodells gewählt. 
Die beschriebenen Szenarien werden durch Bild 21 auf Seite 46 verdeutlicht. 
4.3.2.3 Formfunktionen 
Um die räumlichen Wellenfeldmuster im Verlauf der ersten Hauptachse parametrisch 
modellieren zu können, sind Formfunktionen für den Verlauf dieser beiden Winkel zu 
entwerfen. Aus den obigen Szenarien ergibt sich, daß hierfür segmentweise stetige  
Funktionen zu wählen sind, wobei die Segmente den Dominanzphasen entsprechen. 
Da die Winkel Projektionen derselben Achse darstellen, sind die drei zeitlichen Seg-
mente für beide Winkel identisch, und werden durch die vier Parameter 
τ := (τP := t1,P,     τS := t1,S = t2,P,      τC := t1,C = t2,S,      T :=t C,end)  (4) 
eindeutig beschrieben, der allen Hauptachsenformfunktionen zugrundegelegt wird.  
Die Formfunktionen für die Winkel sind im einfachsten Fall konstant oder linear, sie 
können also in jedem Segment durch eine Anfangslage und ggf. einen Anstieg be-
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schrieben werden. Entsprechend dem Wechsel der Dominanzphasen werden Sprünge 
des Winkels zum neuen Wert angesetzt. Die Starkbebendauer T wird anhand eines 
Schwellwertes, z.B. eines Quantils der Gesamtenergie (Arias-Intensität [19], Mercalli-
Intensität [82], [83]) oder einem anderen geeigneten Kriterium [25] [104][108][110] defi-
niert. Im Rahmen des allgemeinen korrelationsbasierten Ansatzes wird hier als Ener-
giegröße konsequent die Hauptvarianz der entsprechenden Hauptachse gewählt. 
Für den Verlauf des Vertikalwinkels der ersten Hauptachse wird die Formfunktion  
ϕ(t, τ, ϕP|S|C, TR, αR):= 
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vorgeschlagen, wobei die Konstanten ϕP/S die stabilen Lagen des Winkels bei direkten 
Raumwellen darstellen. Diese starke Vorgabe ist sinnvoll, da sich dieses Muster jeweils 
konstanter, durch einen Sprung verbundene Zustände der Hauptachse für direkte P- 
und S-Wellen physikalisch ableiten läßt und in den empirischen Befunden durchgehend 
ausgeprägt ist. Bild 21 zeigt beispielhaft die Hauptachsenformfunktionen.  
Für die Coda-Phase C wird eine flexiblere Funktion vorgeschlagen, die sowohl konstan-
te Verläufe (für Love-Wellen und indirekte S-Wellen) als auch die typischen, quasi-
periodischen Muster von Rayleighwellen abbilden kann. ϕC ist dabei der maximale Be-
trag des Winkels, der durch die vertikalen Anteile der Rayleighwellenbeschleunigung 
erzeugt wird, und ωR die Kreisfrequenz der Rayleighwelle. Der Phasenversatz αR hat im 
Lastmodell selbst keine Bedeutung und kann dort gleich Null gesetzt werden, er wird 
nur für das Schätzverfahren gebraucht, weil für beliebige Daten nicht davon ausgegan-
gen werden kann, daß der Dominanzwechsel synchron zur Periode TR = 2π/ωR der (po-
tentiellen) Rayleighwelle liegt. Die in Bild 21 dargestellte Form des Rayleighwellenmu-
sters ergibt sich nur für Korrelationszeitversatz 0.  
Die gewählte Formfunktion stellt einen ersten Ansatz dar, der sich im Schätzverfahren 
zur Ableitung des empirischen Modells als Indikator für die Prüfung auf Rayleighwellen 
eignet. Größere Werte von ϕC >45° können nur durch starke periodische Pulse im Ver-
lauf des Vertikalwinkels entstehen und weisen damit auf potentielle Rayleighwellen-
Kandidaten hin, die dann zur Schärfung der Parameterschätzung zu einer eigenständi-
gen Grundgesamtheit zusammengefaßt werden können. Für die restlichen Messungen 
bildet der Parameter ϕC = konst.<< 30° die Modellierungsgrundlage für eine stabile, 
niedrige Lage der Hauptachse. Der Vertikalwinkel wird mit der Formfunktion (5) also im 
Normalfall (Basismodell ohne Rayleighwellen) durch drei, bei Modellierung von Ray-
leighwellen durch fünf Parameter beschrieben. 
Die Formfunktion für den Streichwinkel wird auf denselben Segmenten (Dominanzpha-
sen) definiert, jedoch werden hier durchweg lineare Verläufe mit Sprüngen angesetzt, 
um relative Bruchverläufe ebenso wie starke regionale und lokale Invarianten (Tal- & 
Hügelachsen, Hangneigung etc.) unabhängig vom Wellentyp abbilden zu können. 
θ(t,τ, γP,S,C, δP,S,C):= 
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Hierbei sind γP,S,C die von der Länge der Dominanzphase unabhängigen linearen An-
stiegsparameter und δP,S,C mögliche Polarisationssprünge zwischen den Wellenzügen. 
Der lineare Ansatz ist gerechtfertigt, da der Streichwinkel auch bei Rayleighwellen stabil 
bleibt. Für die räumliche Lastfunktion selbst sind nicht alle diese Parameter von Bedeu-
tung, sie dienen aber der Schärfung der Schätzung für die S-Phase, weil sie die Seg-
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mente voneinander entkoppeln. So sind während der P-Phase in der Starkbebenzone 
üblicherweise noch gar keine weiteren Wellen vorhanden, daher enthält die horizontale 
Projektion der Hauptachse – der Streichwinkel – höchstens Störungen (Rauschen) und 
früh konvertierte P-S-Wellen, die den P-Wellen deutlich untergeordnet sind. Für die P-
Dominanzphase könnte der Streichwinkel daher mit einem zufälligen konstanten Wert 
δP (γP=0) belegt werden. Es erscheint sinnvoll, aber nicht zwingend, für δP den An-
fangswert des Streichwinkels in der S-Dominanzphase zu wählen, da dieser die Polari-
sationscharakteristik der S-Wellen wiedergibt, die mit Sicherheit bereits vor dem Domi-
nanzwechsel auftreten, in diesem Fall wäre δS = 0 zu setzen. Der Streichwinkel wird mit 
der Formfunktion (6) somit durch vier signifikante Parameter beschrieben. 
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Bild 21 Formfunktionen für den Vertikal- und Streichwinkel mit typischen Parameterwerten 
Über den räumlichen Verlauf der Hauptrichtung hinaus liefert die Kovarianzfunktion In-
formation über den Verlauf der Anregungsenergie in dieser Richtung, und zwar in Form 
der Hauptvarianzen (Eigenwerte). Wie in Kap. 6.2.2 gezeigt wird, sind die Hauptvarian-
zen Energie- oder Intensitätsgrößen, welche die Amplitudenmodulation der Hauptach-
senkomponenten sowohl von der Form als auch von der Höhe der Amplituden her un-
verfälscht repräsentieren. Ihr Verlauf innerhalb der Wellenphasen bildet die Transienz 
der Wellenzüge sehr gut ab. Sie sind daher nicht nur als Wichtungsfunktionen nutzbar, 
sondern sind eine im Rahmen des Korrelationsansatzes konsequente Ergänzung. 
Deshalb wird der Verlauf der größten Hauptvarianz σ1 = √λ1 im Rahmen des Lastform-
modells als Grundlage zur Modellierung der Amplitudenmodulation der Wellenzüge 
verwendet, die entsprechende Formfunktion wird im Kap. 4.4.2 vorgestellt.  
4.3.3 Weitere Hauptachsen 
Bei der Interpretation der Formfunktionen, insbesondere der Segmentlängen, ist grund-
sätzlich zu beachten, daß die erste Hauptachse die dominanten Wellenzüge nicht voll-
ständig wiedergibt, sondern nur die jeweiligen Dominanzphasen. In der An- bzw. Ab-
laufphase sind die Wellenzüge in der Regel subdominant, da sie vom vorhergehenden 
bzw. nachfolgenden dominanten Wellenzug überlagert werden. Diese Anteile schlagen 
sich folglich nicht in der ersten, sondern in der zweiten oder sogar dritten, subdominan-
ten Hauptachse nieder. Ihr Beitrag zur Gesamtenergie könnte aus Lastmodellsicht ver-
nachlässigbar sein, wenn es sich um relativ kurze Wellenzüge mit hohen Amplituden 
handelt, wie etwa bei direkten oder reflektierten/fokussierten Wellenzügen, deren ei-
gentliche Dauer in etwa der Dauer des zugehörigen Bruchvorgangs entspricht.  
Für Oberflächenwellen, deren Energie sich in einem sehr schmalen, im kritischen Ant-
wortspektralbereich vieler Bauwerke liegenden Frequenzband konzentriert, ist die 
Vernachlässigung subdominanter Anteile generell kritisch, da diese Wellenzüge 
dispersionsbedingt eine unverhältnismäßig größere Dauer haben und bei relativ 
niedrigen Amplituden zu großen Anteilen oder sogar vollständig subdominant sein 
können. 
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Die Lastfunktion von Rayleighwellen läßt sich prinzipiell nicht 
durch eine einzige Achse beschreiben, weil sie durch die el-
liptische Beschleunigungstrajektorie auf einer Hauptebene 
der Beschleunigung wirkt. Subdominante Hauptachsen er-
öffnen eine direkte und konsistente Möglichkeit, die Laufrich-
tung eines Rayleighwellenzuges zu modellieren. Da Oberflä-
chenwellen häufig durch regionale Geometrien (z.B. in 
asymmetrischen Tal-Lagen) verstärkt bzw. verlängert wer-
den (z.B. Reflexion an gegenüberliegenden Hängen), stellt 
diese Laufrichtung eine mögliche Invariante der Last dar. 
Daher stellen subdominante Hauptachsen auch für ein Inge-
nieurmodell eine sinnvolle Erweiterung des Lastmodells dar.  
Δτ
x ...horizontal
z ...vertikal
Ansätze für die Projektionen der zweiten Hauptachse sind identisch zu denen der er-
sten Hauptachse in (3) zu wählen. Diese Vorgehensweise ergibt sich direkt, wenn man 
in Betracht zieht, daß sich die Lage der Wirkungsrichtung eines Wellenzuges überhaupt 
nicht ändert, wenn ein anderer Wellenzug die dominante Rolle übernimmt. Es ändert 
sich lediglich die Rolle der Hauptachse von der ersten zur zweiten/dritten.  
θi = arcsin
( )2i
i
z1
y
−
                      ϕi = |arcsin zi| (7) 
Gleiches gilt für die Formfunktionen, denn der Trend der Wirkungsrichtung bleibt 
zwangsläufig erhalten. Es wird lediglich ein verfeinertes Wellenfeldmodell benötigt, das 
die zusätzlichen, subdominanten Wellenzüge und Wellenphasen genauer spezifiziert. 
Um die Zahl der Parametern nicht unnötig zu erhöhen, werden die subdominanter An- 
und Ablaufphasen der direkten Raumwellen im Lastmodell indirekt durch Extrapolation 
der Amplitudenmodulationsfunktionen der Dominanzphasen abgeleitet. Der Fehler dürf-
te gering bleiben, weil diese Phasen aufgrund der meist starken Transienz im Verhältnis 
zur Dominanzphase relativ kurz ausfallen. Alternativ könnte die Dauer subdominanten 
Phasen vereinfacht als Prozentwert der Dominanzphasen angegeben werden. 
Für Wellenzüge mit weniger steilen Anstiegs- und Dämpfungsphasen (z.B. Oberflä-
chenwellen) ist dieser Ansatz nicht zielführend, da sie häufig in einem signifikanten 
Zeitbereich subdominant sind. 
Die Granularität der Segmente ist für die zweite Hauptachse mindestens doppelt so 
hoch wie für die erste, für jede Dominanzphase ergeben sich wenigstens zwei Segmen-
te aus den subdominanten Anschlußphasen des vorhergehenden und nachfolgenden 
dominanten Wellenzuges. Kommt in den Anschlußphasen ein dritter Wellenzug hinzu, 
so bildet sich im Überschneidungsbereich das energetisch stärkste in der ersten, das 
subdominante in der zweiten, der energetisch schwächste Wellenzug hingegen in der 
dritten Hauptachse ab. Dieser Fall ist im Interesse einer praktikablen Modellierung ver-
einfacht durch einen pauschalen Ansatz für die dritte Komponente zu berücksichtigen. 
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4.4 Lastformmodell 
Das Lastformmodell ist das Teilmodell, welche die baudynamisch relevanten Eigen-
schaften der Starkbeben-Wellenzüge am Standort im Frequenz- und im Zeitbereich 
wiedergibt. Als diese wellen- und standortspezifischen Invarianten der seismischen Be-
lastung werden im Frequenzbereich die Verstärkung der Felsgrunderregung durch wei-
che Bodenschichten – Resonanzüberhöhung – und im Zeitbereich der Aufbau und das 
Abschwellen der Resonanzreaktion – Transienz - angenommen. Das Antwortverhalten 
der lokalen Bodenschichten auf seismische Anregungen ist im Gesamtkontext Bruch  
Wellenausbreitung  Standort als wichtigste Lasteinflußgröße zu sehen, deren Modula-
tionspotential die Variabilität der Felsgrundanregung ab gewisser Herdentfernung um 
einige Größenordnungen übersteigt (vgl. TARZ [117]). 
Die seismische Last an der Erdoberfläche wird durch einen evolutionären, d.h., fre-
quenz- und amplitudenmodulierten, stochastischen Prozeß modelliert. Als Vorbild und 
Grundlage für das Lastformmodell wird das in Kap. 3.3 eingeführte Evolutionsspektrum 
gewählt, weil damit die Energieverteilung des stochastischen Prozesses gleichzeitig im 
Frequenz- und Zeitbereich beschrieben werden kann.  
Tatsächlich kommt es nicht darauf an, das Evolutionsspektrum in seiner ganzen Kom-
plexität (siehe Bild 22) abzubilden. Vielmehr soll das Lastformmodell den Einfluß der 
wesentlichen Lastfaktoren – Frequenzgehalt (Spektrum) und Verstärkung (Spektralam-
plitude) sowie zeitliche Form und Dauer der Anregung – physikalisch transparent abbil-
den und anhand seismologischer und geotechnischer Parameter skalierbar sein, um ei-
ne sachgerechte Anwendung und einfache Handhabung zu gewährleisten. 
Um die zeitliche und spektrale Grundform des Evolutionsspektrums der Teilprozesse im 
Lastformmodell abzubilden, wird ein Produktansatz mit zwei Formfunktionen gewählt, 
deren Parameter diese Anforderungen erfüllen und die zufälligen Formschwankungen 
im Rahmen des stochastischen Modells im Mittel beschreiben. Als Formfunktionen dient 
für den Frequenzbereich ein Multi-Kanai-Tajimi-Spektrum, für den Zeitbereich eine Am-
plitudenmodulationsfunktion, die durch polynomialen Anstieg und exponentielle Dämp-
fung die Zeitverlaufs-Grundform eines transienten Wellenzuges abbildet (Bild 22).  
ESW(f,t,pW,qW) = MKTS(f,pW) ⋅ AMF(t,qW),    W = P, S, C (8) 
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Bild 22 Superpositions- und Produktansatz des Lastformmodells am Beispiel der Dominanzphase 
des S-Wellenzuges: Produkt der Amplitudenmodulationsfunktion AMFS(t) und des Multi-
Kanai-Tajimi-Spektrums MKTSS(f).  Im Hintergrund angedeutet das Evolutionsspektrum 
der Referenzkomponente (Kontur) und Dominanzphasen der Wellenzüge P,S und C  
Die wesentlichen Annahmen für diesen Ansatz des Lastformmodells, die Formfunktio-
nen und ihre Parameter werden nachfolgend im Detail vorgestellt und begründet. 
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4.4.1 Formfunktion für das Spektrum des Wellenzuges 
Die Formfunktion für das Spektrum soll die Modulation der im Felsgrund über einen 
breiten Frequenzbereich verteilten Energie des Wellenzuges durch den lokalen Unter-
grund (für die Raumwellen) bzw. durch lokale und regionale topographische Resonanz 
(z.B. bei Oberflächenwellen) im Frequenzbereich abbilden. Es wird angenommen, daß 
diese Modulation bei Raumwellen – die außerhalb der Bruchzone hauptsächlich von un-
ten einfallen – vor allem in Interferenzerscheinungen besteht, die durch mehrfache Re-
flexionen und selektive frequenzabhängige Materialdämpfung beim Durchlaufen einer 
(oder mehrerer) annähernd horizontaler Deckschicht(en) über dem Felsgrund entste-
hen, innerhalb derer die Materialeigenschaften annähernd homogen sind. Für Oberflä-
chenwellen wird angenommen, daß die Modulation in der Fundamentalreaktion der 
obersten Bodenschicht auf die im kritischen Winkel entlang einer generierenden Linie 
(z.B. Talrand oder Streichlinie des Bruchs an der Oberfläche) einfallenden Raumwellen 
besteht, die sich in dieser Schicht von der generierenden Linie hinweg ausbreitet.  
Diese Annahmen sind für das angestrebte Lastmodell gerechtfertigt, weil die meisten 
Tragwerke auf Standorten stehen bzw. errichtet werden, deren Untergrund aus einer – 
mehr oder weniger starken – Verwitterungs- oder Sedimentdecke über dem Felsgrund 
besteht, die sich aufgrund der natürlichen geomorphologischen Prozesse zumeist in 
Form horizontaler Bodenschichten gebildet hat. Eine oder mehrere dieser Schichten 
können aufgrund eines hohen Impedanzkontrasts signifikante Resonatoren darstellen, 
die im Frequenzbereich der üblichen Bauwerksreaktion aktiv und daher für potentielle 
Erdbebenlasten relevant sind.  
Bodenschicht
(geringe Impedanz)
Oberfläche
(keine Impedanz)
Felsgrund
(hohe Impedanz)
Wellenstrahl
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Bild 23 Verstärkung der Felsgrunderregung durch Bodenschichten mit hohem Impedanzkontrast 
Für den Starkerregerbereich außerhalb des Bruchbereichs wird mit Blick auf den 
Bruchprozeß sowie die Länge und Inhomogenität des Übertragungsweges (Kap. 2.1) 
davon ausgegangen, daß sich die Felsgrundbeschleunigung jedes Wellenzuges nähe-
rungsweise als ein bandbegrenztes weißes Rauschen darstellt, das Spektrum also über 
ein ganzes Frequenzband im Mittel und gleichmäßig konstant ist. Diese Näherung ist 
für die Modellierung von Bauwerksanregungen zulässig und seit den Arbeiten von Ka-
nai [60] 1957 weithin akzeptiert. In Bruchnähe wird sie durch geeignete Annahmen über 
das Herdspektrum zu ergänzen sein. 
Die Modulation eines Wellenzuges mit bandbegrenztem weißen Rauschen durch hori-
zontale Schichten führt im Spektrum zur Herausbildung ausgeprägter, relativ schlanker 
Spitzen an den Fundamentalfrequenzen dieser Resonatoren sowie schwächerer Spit-
zen an deren höheren Moden. Da die Schichten in der 1D-Durchquerungsrichtung der 
Wellen deutlich abgegrenzt sind, ist es durchaus gerechtfertigt, von Resonanz und Re-
sonanzfrequenzen zu sprechen. Diese ergeben sich aus der Schichtdicke H sowie der 
material- und wellentypabhängigen Wellengeschwindigkeit C zu fk = (2k−1) C/(4H).  
Das lokale Schichtpaket kann als ein verstärkender Filter gesehen werden, der nur be-
stimmte Frequenzanteile verstärkt, andere jedoch ungehindert passieren läßt.  
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Für eine im zeitlichen Ereignishorizont relativ stabile Lage (Invarianz) dieser Resonanz-
frequenzen an einem Standort mit geschichtetem Sedimentgrund sprechen zunächst 
geologisch-physikalische Gründe. Weder verschwinden Schichten noch ändern sich 
Schichtstärke und Materialzusammensetzung wesentlich. Da Raumwellen an den mei-
sten Standorten senkrecht von unten einfallen, bleibt die Schichtdicke als wirksame 
Länge unverändert, unabhängig davon wo sich der Bruch ereignet. Auch der Impe-
danzkontrast an der resonanzerzeugenden Schichtgrenze kann sich nur geringfügig 
ändern. Kompressions- und Schermodul hingegen können aufgrund laufender Sedi-
mentationsprozesse (Setzung, wechselnde Sättigung mit Grundwasser) in gewissen 
Grenzen variieren, die jedoch relativ eng sein dürften. Dadurch verursachte Resonanz-
verschiebungen sollten im Rahmen der Betrachtung der Resonanzfrequenz als Zufalls-
größe erfaßbar sein. 
Einen wesentlich größeren Beitrag zur Ungenauigkeit dürften der nichtlineare Charakter 
der Bodenreaktion und die Ungenauigkeit jedes Mehr-Schichtmodells gegenüber der 
realen Schichtung leisten, welche dafür sorgen, daß bei einem potentiellen Starkbeben 
in Standortnähe andere Resonatoren aktiviert werden als bei entfernteren oder magni-
tudenschwächeren Beben, deren Wellen mit viel geringeren Amplituden im Felsgrund 
ankommen. Die dadurch verursachten Resonanzverschiebungen sind nicht mehr durch 
einfache Betrachtung einer Resonanzfrequenz als Zufallsgröße erfaßbar. Sie erfordern 
einen Ansatz mit mehreren, voneinander unabhängigen Resonanzfrequenzen. 
Für das Lastformmodell wird daher angenommen, daß pro Wellenzug mehrere stabile 
Resonanzfrequenzen existieren, d.h., diese sind über dem Ereignishorizont der Bau-
werkslebensdauer wiederkehrende, näherungsweise invariante Größen. 
Diese Annahme wird durch empirische Untersuchungen von Scherer [101] und Trifunac 
[135] [139] gestützt, die an einer Reihe von Standorten in europäischen und amerikani-
schen Erdbebengebieten starke Übereinstimmungen der Hauptresonanzfrequenzen bei 
verschiedenen Beben festgestellt haben. Diese stellten sich immer wieder innerhalb 
gewisser Frequenzbänder ein. Auch im Rahmen dieser Arbeit [8] konnten wiederkeh-
rende Resonanzbänder für Südkalifornien nachgewiesen werden. 
Die Resonanzfrequenzen sind daher im Modell stochastische Größen, also durch Mit-
telwert und Standardabweichung definierte Frequenzbänder, in denen mit hoher Wahr-
scheinlichkeit die Reaktion des Untergrundes am stärksten ausfällt.  
Für die Dominanzphase eines Wellenzuges darf angenommen werden, daß die wesent-
lichen Lastanteile auf Schwingungen in derselben Frequenz bzw. einem sehr engen 
Frequenzband entfallen. Diese Annahme wird durch die Evolutionsspektralanalyse von 
Starkbebenbeschleunigungen bestätigt, welche nahezu durchgehend zeigen daß die 
Last im Frequenzbereich in sehr schmalen Bändern konzentriert ist. 
Der für die Lastauslegung wesentliche Punkt ist nicht die exakte Modellierung der Re-
sonanzfrequenzen selbst, sondern der Bereiche, in denen keine Resonanz und damit 
keine Lastverstärkung zu erwarten ist. Diese können abgegrenzt werden, sofern die 
Resonanzfrequenzen des Standorts mit einiger Genauigkeit bestimmt wurden. 
Ein anerkanntes, bewährtes Modell für die Resonanzreaktion einer Schicht auf einfal-
lende Raumwellen ist das Kanai-Tajimi-Spektrum (KTS), das von Kanai [60] und Tajimi 
[123] für den Grundmode einer aus dem starren Halbraum in eine viskos gedämpfte 
Schicht einfallenden SH-Welle abgeleitet wurde. Es beschreibt die Verstärkung der 
Spektralamplituden an der freien Oberseite der Schicht (vgl. Bild 23).  
Das KTS ist aber, bei Wahl entsprechender Parameterwerte, auch für andere Raumwel-
lentypen und deren höhere Moden als Modell anwendbar, da es die charakteristischen 
Modulationseigenschaften dieser Wellentypen – Resonanz und frequenzabhängige 
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Dämpfung – transparent wiedergibt und sowohl Material- als auch Abstrahldämpfung 
näherungsweise abbildet. Das von Kanai gewählte Ersatzmodell war der scherelasti-
sche, biegesteife Kragarm. Die typische Form und Definition der Parameter des KTS 
sind aus Bild 24 ersichtlich.  
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Bild 24 Definition, Parameter und Schätzgrößen des Kanai-Tajimi-Spektrums 
Das KTS bedeutet im Starkbebenbereich eine Vereinfachung, die nur bezogen auf ei-
nen einphasigen Bruch bzw. ein einzelnes, zusammenhängendes Bruchsegment zuläs-
sig ist. Für die Bruchzone müßte das Wellenfeldmodell stärker differenzieren und ggf. 
mehrere Bruchsegmente berücksichtigen. Dies wird hier jedoch nicht ausgeführt.  
Der Anregungsparameter S0 des KTS stellt die mittlere Spektralamplitude der im Fels-
grund einfallenden Raumwellen dar, deren Spektrum als weißes Rauschen angenom-
men wurde. S0 ist offenbar ein reiner Skalierungsparameter, der die Energie der einfal-
lenden Welle repräsentiert, jedoch ohne Beschränkung der Allgemeinheit durch eine 
externe Skalierungsgröße ersetzt werden kann. Ein Vorzug liegt auch darin, daß sich S0 
auf den Felsgrund bezieht und daher relativ sicher aus wellentypspezifischen, empiri-
schen Abnahmegesetzen der Felsgrundkennwerte stationärer Prozeßmodelle ermitteln 
läßt, die in einer Vielzahl von Studien ermittelt und verifiziert wurden [14][19][16][17]. 
Die Resonanzfrequenz fg des ungedämpften Mediums ist notwendig ein lokal determi-
nierter Parameter, der durch die materialabhängige Wellengeschwindigkeit, die 
Schichtdicke und den Welleneinfallswinkel eindeutig bestimmt ist. Für die Bauwerksbe-
lastung signifikant ist die etwas niedrigere Resonanzfrequenz fmax des gedämpften Me-
diums, an der sich das Maximum der Lastspitze des Kanai-Tajimi-Spektrums befindet. 
Sie beschreibt die tatsächliche Resonanzstelle, die im Lastmodell erfaßt werden soll. 
Die Beziehung zwischen beiden Parametern lautet annähernd    
fmax ≈ √(1-ζ²)⋅fG.   (10) 
Der Parameter ζ ist das Lehr’sche Dämpfungsmaß, ein Kennwert, der ebenso wie die 
Resonanzfrequenz die lokalen Modulationseigenschaften der Schicht repräsentiert, wo-
bei er die Auswirkungen der mechanischen Materialdämpfung und der Abstrahldämp-
fung durch das in der horizontalen Ebene offene Gebiet der Schicht zusammenfaßt. 
Dies ist für die empirische Verifikation des stochastischen Modells wichtig, da hierbei 
beide Dämpfungsarten nicht unterscheidbar sind – die seitlichen Schichtgrenzen sind i. 
d. R. unbekannt und auch die Materialkennwerte können nur indirekt und mit relativ ho-
her Schwankungsbreite ermittelt werden.  
Der für die Belastung signifikante Kennwert ist nicht die max. Spektralamplitude Smax 
selbst, sondern ihr Verhältnis zur Anregung S0. Dieses Verhältnis beschreibt die Ver-
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stärkung der Anregung durch die modellierte Schicht im Bereich der Resonanzfrequenz. 
Es kann aus Formel (9) für kleines ζ näherungsweise abgeleitet werden19 zu  
Smax/S0 ≈ (¼ + ζ2)/ζ  ≈ 1/(4ζ)             (11) 
und ist von der Resonanzfrequenz unabhängig. Bild 25 verdeutlicht dies anhand der 
Variation der Resonanzfrequenz fG, die maximale Spektralamplitude bleibt konstant. 
Dieses allein vom Dämpfungswert ζ abhängige Verhältnis eignet sich daher als Normie-
rungsfaktor und wird im Lastformmodell als solcher eingeführt.  
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Bild 25 Funktionscharakteristik des Kanai-Tajimi-Spektrums bezüglich der Parameter fg und ζ.  
Die Dämpfung ζ übt einen komplexen Einfluß aus. Sinkende Werte erhöhen die max. 
Spektralamplitude Smax = KTS(fmax) stark und vergrößern gleichzeitig die Differenz zwi-
schen der gedämpften und ungedämpften Resonanzfrequenz. Vor allem im höheren 
Frequenzbereich und bei geringer Dämpfung(<5%) weichen fG und fmax beträchtlich 
voneinander ab. Um eine Lastspitze mit derselben Halbwertsbreite zu modellieren, sind 
je nach Resonanzfrequenz verschiedene Dämpfungswerte notwendig. Die Dämpfung ζ 
ist somit keine reine Materialkonstante, sondern ein Resonanzparameter.    
Tatsächlich liegen an Sedimentstandorten oft mehrere Schichten mit starkem Impe-
danzkontrast vor, deren potentielle Resonanzfrequenzen verschieden sind. In einem 
allgemeinen Lastformmodell sollten daher Resonanzfrequenzen mehrerer Schichten 
abgebildet werden können. Hierzu könnten unabhängige Kanai-Tajimi-Spektren für jede 
potentiell verstärkende Schicht angesetzt und additiv zu einem Multi-Kanai-Tajimi-
Spektrum überlagert werden, wie etwa von Scherer [103] vorgeschlagen.  
MKTS(f) = Σi=1,...,n KTS(f,S0,i,fG,i,ζi)   (12)  
 
Bild 26  Multi-Kanai-Tajimi-Spektrum für vier Resonanzmoden 
                                            
19 max(KTS) = KTS(fmax) ≈ KTS(fG) = S0⋅(1+4ζ²1²)/((1-1²)²+4ζ1² = S0⋅(1+4ζ²)/(4ζ)= S0⋅(¼ + ζ2)/ζ.    
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Dieses Multi-KTS erlaubt die gezielte Modellierung von Bodenresonanzen, einschließ-
lich höherer Moden, sofern sich diese im empirischen Befund als signifikant darstellen. 
Auch im Schätzverfahren ist dieser Ansatz vorteilhaft, da er eine verfeinerte Anpassung 
der Resonanzstellen mit hohem Lastverstärkungspotential ermöglicht. Weniger signifi-
kante Lastspitzen hingegen werden im Vorhersagemodell vernachlässigt. So erhöht 
sich indirekt die Vorhersagequalität der geschätzten Parameter. 
Die Superpositions-Modellierung (12) ist auf den ersten Blick einleuchtend, da die 
Schichten übereinander liegen und die Wellen diese Schichten nacheinander durchlau-
fen. Allerdings führt dieser Ansatz auf mehrere Anregungsspektralamplituden S0,i, deren 
physikalische Bedeutung unklar bleibt, da die Anregung für jeden Mode bzw. jeden Re-
sonator auf denselben Erreger – den einfallenden Wellenzug – zurückgeht. Jede 
Schicht(grenze) reagiert ja aufgrund ihrer spezifischen Eigenschaften auf andere Antei-
le des Felsgrundspektrums, während sie die Energie außerhalb ihrer Resonanzen größ-
tenteils unmoduliert passieren läßt.  
Es ist daher physikalisch transparenter, das Multi-KTS mit einheitlicher Anregungsspek-
tralamplitude S0 für alle Schichten zu definieren. Nur die tatsächlichen Schichtparame-
ter fG,i und ζG,i sollten für jede Schicht einzeln im Modell enthalten sein. Dieser Ansatz 
ist auch praktikabler, da das Modell dadurch weniger Parameter enthält. 
MKTS(f) = S0⋅Σi=1,...,n KTS(f, S0,i=1, fG,i,ζi)  (13)  
Tatsächlich soll die Skalierung des Lastmodells allein auf Basis der Amplitudenmodula-
tionsfunktion erfolgen, die über die Hauptvarianzen auf die Bodenbeschleunigungen zu-
rückgeführt wird. Daher wird das Multi-KTS mittels Division durch seinen Fast-
Maximalwert S(fG) = S0⋅(¼ + ζ2)/ζ als normierte Funktion modelliert, wobei ζ = ζmax,i den 
Dämpfungswert der stärksten Resonanzstelle bezeichnet (vgl. (11)).  
MKTS(f) = (ζ / (¼ + ζ2))⋅Σi=1,...,n KTS(f, fG,i,ζi)  (14) 
Diese Normierung erlaubt zudem, die große Unsicherheit der Spektralamplituden bei 
den bekannten Schätzverfahren für das Leistungsspektrum auszugleichen. Der Para-
meter S0 entfällt ganz. Tatsächlich liegt das Maximum bei fmax = √(1-ζ²)fG und außerdem 
gehen die (moderaten bis vernachlässigbar kleinen) Spektralamplituden der weiteren 
Lastspitzen außerhalb ihrer Resonanzstelle in den tatsächlichen Maximalwert ein. Der 
Maximalwert von (14) ist daher immer etwas größer als 1, jedoch bei sehr beschränkter 
Variation – im Rahmen des konservativen Modellansatzes eine zusätzliche Sicherheit. 
4.4.2 Formfunktion für die Amplitudenmodulation 
Die Amplitudenmodulationsfunktion (AMF) soll als zentrale Charakteristik die Dauer und 
den transienten Charakter (Anstiegs- und Abklingphase) der Starkbeben-Wellenzüge im 
Zeitbereich angemessen wiedergeben. Diese werden durch Bruchdauer, Herdentfer-
nung, und lokale Effekte bestimmt und sind frequenzabhängig [25], [83].  
Die Transienz der Wellenzüge wird im Lastformmodell durch die Formfunktion (15) ab-
gebildet, die eine polynomiale Anstiegsphase und eine exponentielle Abklingphase be-
sitzt. Beide Verhaltensweisen kommen bei vielen natürlichen Impulsprozessen vor und 
geben die physikalisch-mechanischen Ursachen sowohl des seismischen Schwin-
gungsimpulses – eines nichtelastischen Spannungsbruchs – als auch seines Abklin-
gens –  durch mechanische Dämpfung – sehr gut wieder.  
Aw(t) = c⋅tα⋅e−βt,    t,α,β > 0  (15) 
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Die Formparameter α und β beschreiben den polynomialem Anstieg und die exponenti-
elle Dämpfung der Energie bei direkten Wellen, wobei die Positivitätsbedingungen in 
(15) die Konvexität und damit die für die Modellierung benötigte Grundform der Funktion 
sichern. Es ist leicht zu sehen, daß sich das Maximum der Funktion bei t = τ := α/β be-
findet20. Über diesen Quotienten läßt sich also der Zeitpunkt der maximalen Amplitude 
relativ zum Beginn des Wellenzuges direkt modellieren.  
Der Parameter c dient ausschließlich der Skalierung der Funktion. Insbesondere kann 
(15) auf 1 normiert werden, indem c = (β/α⋅e)α gewählt wird21. Dies eröffnet die Mög-
lichkeit, die Amplitudenmodulationsfunktion und damit das Lastmodell mit einem einzi-
gen Parameter zu skalieren. Als dieser Parameter wird der Maximalwert σmax,W = maxW 
√λ1 der Wurzel aus der Hauptvarianz in der jeweiligen Dominanzphase gewählt. Er stellt 
einen RMS-Wert für die Referenzkomponente dar, wie später in Kap 6.2.2 gezeigt wird. 
(15) impliziert, daß der Erregungszeitpunkt in t = 0 liegt. Tatsächlich liegt der Beginn der 
Erregung der einzelnen Wellenzüge je nach Laufzeitversatz bzw. Entstehungsort später 
im Gesamtverlauf der Beschleunigung. Dies ist durch eine zeitliche Translation t→t−t0,W 
zu berücksichtigen, welche die Parameter α und β auf den entsprechenden Erregungs-
punkt t0,W bezieht, jedoch am Funktionswert nichts ändert. Zu beachten ist, daß sich 
auch der Gültigkeitsbereich als Modell auf den Bereich [t0,W,∞) verlagert. Der Maximal-
zeitpunkt verschiebt sich auf t0,W + α/β und für den Parameter τ = α/β wird deutlich, daß 
es sich um eine Dauer handelt, nämlich die Dauer der Aufbauphase. Es ist zu erwarten, 
daß dieser Parameter zu makroseismischen Einflußgrößen, insbesondere der Herdent-
fernung, aber auch zu lokalen Materialparametern wie Dichte und Steifigkeit der wirk-
samen Schichten in enger Beziehung steht. 
Bereits bei den Wellenphasen im Teilprozeßmodell wurde die Schwierigkeit erwähnt, 
den tatsächlichen Beginn t0,W der Erregung zu schätzen. Strenggenommen ist dies nur 
bei den direkten P-Wellen möglich, bei allen anderen Wellenzügen fällt die Ankunft des 
Wellenzuges am Standort nicht mit dem Beginn der Dominanzphase (t1,W) zusammen, 
sondern liegt etwas davor, weil sich die Wellenzüge teilweise überlagern. Gleiches gilt 
für das endgültige Abklingen der Erregung, das erst während der Dominanzphase des 
nächsten Wellenzuges erfolgt. Da der Wellenzug zu diesen Zeitpunkten noch nicht bzw. 
nicht mehr dominant ist, liegen die zugehörigen Schwingungen im Referenzakzelero-
gramm nicht auf der ersten Hauptachse, sondern auf der zweiten oder sogar der dritten. 
Sie sind also in der Referenzkomponente, die mit dem Lastmodell abgebildet werden 
soll, gar nicht enthalten und sollten daher auch nicht dort modelliert werden.  
Für das Lastmodell auf Basis der Referenzkomponente bedeutet dies, daß die Amplitu-
denmodulationsfunktion an den Dominanzwechseln abgeschnitten wird. Für die unver-
fälschte Schätzung des Formparameters α wir nicht der gesamte Wellenzug benötigt, 
es reicht aus, t0,W bei der Anpassung nicht durch die Dominanzphase zu beschränken. 
Die Amplitudenmodulationsfunktion des Lastformmodells wird also wie folgt definiert: 
Aw(t,α, β,t0,W) = (β/α⋅e)α⋅(t−t0,W)α⋅e−β(t−t
0,W),    α,β > 0, t∈[t1,t2) (16) 
bzw. nach Einsetzung von τ = α/β: 
Aw(t,α, τ,t0,W) = (e/τ)α⋅(t−t0,W)α⋅e−α/τ(t−t
0,W),    α,τ > 0, t ∈[t1,t2) (17) 
                                            
20 die Extremwerte von (15) sind           
 0  ==  ∂/∂t Aw(t) = c⋅(α⋅ t −1− β)⋅tα⋅e−βt  | /c⋅ tα⋅e−βt ;  ⇒ τ1 = 0 
   = α⋅ t −1− β    ⇒ τ2 = α/β  
21 Der maximale Funktionswert ergibt sich in (15) zu  κ:= Aw(t=α/β,α,β) = c⋅(α/β)α⋅e−α = c⋅(α/β/e)α   . 
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Bild 27 Definition und Bedeutung der Parameter der Amplitudenmodulationsfunktion (17). Als 
Skalierungsparameter wurde σmax,W = 1 gesetzt und der Formparameter α variiert (Legen-
de). Die feine Linie zeigt die Auswirkung einer verdoppelten Aufbauphase für α=10. 
Bild 27 verdeutlicht, daß die Form dieser Amplitudenmodulation gleichermaßen durch 
die Parameter τ und α gesteuert wird. Große Werte von α entsprechen schmale Spitzen 
mit kurzer Dauer, kleinere breiteren Spitzen von langer Dauer. Die Absolutwerte von α 
sind außerdem in offensichtlicher Weise von der Anregungsdauer τ abhängig – eine 
längere Aufbauphase impliziert auch eine längere Dämpfungsphase. Die Kombination 
dieser Formeigenschaften liefert beste Voraussetzungen, mit der Amplitudenmodulati-
onsfunktion (17) sowohl sehr breite, langgezogene Wellenzüge mit langer Anlauf- und 
Ablaufphase als auch sehr kurze Wellenzüge zu modellieren. Auf diese Weise können 
spezielle Szenarien, etwa der Bruchmechanik, im Rahmen der stochastischen Lastpro-
gnose berücksichtigt werden. Die geringe Anzahl der Parameter und deren klarer, an-
schaulicher Bezug zum physikalischen Prozeß sollten die Handhabung in der Bemes-
sungspraxis erleichtern.  
4.5 Zusammenfassung  
Es wird ein modulares, seismisches Lastmodell vorgeschlagen, das sich in Wellenfeld-
modell, Lastformmodell und Hauptachsenmodell gliedert. Das Wellenfeldmodell defi-
niert stochastische Teilprozesse (Module) im Zeitbereich, die zu physikalischen Wellen-
zügen korrespondieren. Im allgemeinen Fall sind dies zwei direkte Raumwellenzüge P 
und S sowie ein verallgemeinerter Coda-Wellenzug, der durch Oberflächenwellenzüge 
weiter differenziert werden kann. Das Evolutionsspektrum der Teilprozesse wird im 
Lastformmodell durch Formfunktionen für Frequenz- und Amplitudenmodulation model-
liert, die physikalisch transparente Modelle der wesentlichen lastgenerierenden Effekte 
darstellen. Diese Effekte sind bei Raumwellen die Resonanz der obersten Bodenschich-
ten, bei indirekten Wellen stratigraphische und topographische Resonanz, Fokussierung 
und vergleichbare Effekte, die ebenfalls durch ein Resonanzmodell abgebildet werden. 
Das Lastformmodell bezieht sich auf eine Auslegungskomponente mit veränderlicher 
Koordinatenachse, die der Hauptbeschleunigungsrichtung der modellierten Wellenzüge 
folgt. Diese Referenzkomponente wird auf Basis von drei zeitabhängigen Korrelations-
Hauptachsen anhand einer Energiegröße definiert und ist gegenüber den weiteren 
Hauptachsenkomponenten tatsächlich unkorreliert. Daher ist ihre Einzelbetrachtung zu-
lässig und ihre Vergleichbarkeit für verschiedene Standorte und Erdbeben gewährlei-
stet. Mögliche Erweiterungen des Modells auf weitere Hauptachsen wurden diskutiert. 
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Im Hauptachsenmodell wird die veränderliche räumliche Orientierung der energiereich-
sten Hauptachse, auf der die Auslegungskomponente beruht, durch stückweise lineare 
Formfunktionen modelliert. Die Segmente der Formfunktionen entsprechen den Domi-
nanzphasen der im Wellenfeldmodell angesetzten Wellenzüge, ihre Parameter stehen 
im direkten Zusammenhang zum natürlichen geographischen Bezugssystem. Das 
Hauptachsenmodell erweitert das Lastmodell von 1D auf 3D und erlaubt die Zuordnung 
der Lastfunktion jedes Teilprozesses zu bestimmten Vorzugsrichtungen. 
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Bild 28 Lastmodell mit Wellenfeldmodell (einfachste Form P,S,C implizit durch die Dominanz-
wechsel), Hauptachsenmodell (PA) und Lastformmodell (ES) 
Die Lastformfunktionen der Teilprozesse sind jeweils ein Multi-Kanai-Tajimi-Spektrum 
mit den Parametern Anzahl n der Resonanzen, n Resonanzfrequenzen fR und 
Lehr’schen Dämpfungsmaßen ζR der zugehörigen Schichten, sowie eine Amplituden-
modulationsfunktion mit den Parametern Welleneinsatz tW = t0,W, Dauer der Aufbaupha-
se τW und Form der Anregung α, aus denen die Gesamtdauer der Wellenzüge indirekt 
abgeleitet werden kann. Die maximale Evolutionsspektralamplitude ist explizit durch ei-
nen wellenzugspezifischen, maximalen RMS-Wert σmax,W gegeben, die tatsächlichen 
Beschleunigungsamplituden werden durch den Ausgleichsfaktor 1.8 erreicht, der in 
Kap 5.3.2 auf Seite 78 begründet wird.  
 ES = ΣW 1.8⋅σmax,W ESW(f,t,pW,qW) = ΣW MKTS(f,pW) ⋅ AMF(t,qW),    W = P, S, C 
MKTS(f) = (ζ / (¼ + ζ2))⋅Σi=1,...,n KTS(f, fG,i,ζi) 
AMFw(t,α, τ,t0,W) =  (e/τ)α⋅(t−t0,W)α⋅e−α/τ(t−t0,W),    α,τ > 0, t ∈WDom := [t1,W,t2,W) 
Anwendungsbereich des Lastmodells als Lastvorhersage- und Auslegungsmodell ist 
der gesamte Starkerregerbereich. Soll das Lastmodell zur seismischen Analyse einge-
setzt werden, ist für den Bruchbereich ggf. eine Verfeinerung der Module P und S vor-
zunehmen, um abgesetzte Bruchphasen, Direktivität und Abstrahlcharakteristik geson-
dert berücksichtigen zu können. Auch im weiteren Starkerregerbereich kann eine 
Spezifikation weiterer Module im Bereich des Coda-Wellenzuges C notwendig sein, et-
wa um explizit Oberflächenwellen zu berücksichtigen.  
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5 Schätzverfahren 
Im Folgenden werden Verfahrensschritte und anzuwendende Methoden beschrieben, 
um die Parameter des im Kapitel 4 vorgestellten wellenbasierten Lastmodells aus ge-
messenen Bodenbeschleunigungsdaten zu schätzen. Die jeweiligen Approximationen 
werden erläutert und begründet. Ziel ist eine im Sinne der Bauwerksdynamik konserva-
tive, auch für repräsentative Datenmengen durchführbare Schätzung, welche das Wis-
sen über invariante Einflußgrößen umfassend berücksichtigt und ausnutzt, um die hohe 
physikalische Transparenz der stochastischen Modellparameter durch geringe Streuung 
der empirischen Größen zu erhalten.  
Die Schätzverfahren können in zwei Stufen gegliedert werden. In der ersten Stufe geht 
es darum, die Parameter des Lastform- und des Hauptachsenmodells aus Einzelmes-
sungen möglichst unverfälscht zu schätzen (Bild 29). In der zweiten Stufe werden auf 
der Grundlage dieser Schätzungen Skalierungsgesetze und Vorhersagerelationen für 
die Lastmodellparameter in Abhängigkeit von makro- und mikroseismischen Einfluß-
größen, wie Bruchmechanik, Magnitude, Entfernung, relative Lage des Standorts, loka-
ler Untergrund, regionale Topographie etc. abgeleitet. 
In der ersten Stufe zur Schätzung der Lastmodellparameter sind zunächst die Original-
daten geeignet aufzubereiten und Approximationen der den Formfunktionen zugrunde-
liegenden Größen zu gewinnen. Wesentlichen Teilverfahren sind die spektraladaptive 
Schätzung der Korrelations-Hauptachsen sowie ihrer Winkel-Projektionen und die 
Hauptachsentransformation (Kap. 5.1), die Identifikation der signifikanten Teilprozesse 
(Kap. 5.2) sowie geeignete Approximationen der Evolutionsspektren dieser Teilprozes-
se (Kap. 5.3). An die auf diese Weise aufbereiteten Daten können dann die parametri-
schen Formfunktionen der Teilmodelle mittels geeigneter nichtlinearer Optimierungsver-
fahren angepaßt werden, um empirische Werte ihrer Parameter zu schätzen (5.4). 
Diese Stufe eignet sich auch als Analyseverfahren für Erdbeben- und Standortanalysen. 
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Bild 29 Teilschritte der ersten Stufe des Schätzverfahrens:       
 - Schätzung der zeitabhängigen Hauptkorrelationsachsen (PCA, Kap. 5.1),   
 - ihre Nutzung • für die 3D-1D-Approximation (PAT, Referenzkomponente T1) sowie  
  • zur Identifikation und Abgrenzung der Teilprozesse (Wellenzüge) P,S,C 
     anhand der Hauptachsenmuster (WaveDomain, Kap. 5.2),   
  • zur wellenspezifischen Lastapproximation im Zeitbereich (σ1, σmax,W) 
 - Lastapproximation im Frequenzbereich (PSDW, Kap. 5.3), sowie     
 - Anpassung der Formfunktionen (AFF, Kap. 5.4) 
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Für die zweite Stufe, die Ableitung empirischer Vorhersagerelationen aus den geschätz-
ten Parametern, werden repräsentative, signifikant klassifizierte Datensätze gemesse-
ner Starkbeben benötigt. Hierfür eignen sich gebräuchliche Regressionsmethoden der 
empirischen Statistik, denn im wesentlichen geht es um Mittelwerte und Standardab-
weichungen der Parameter und um die Klassifikation der Standorte und Bebenereignis-
se. Auf dieser Ebene muß das Lastmodell so allgemein wie möglich bleiben, um für 
durchschnittliche Standorte signifikante Lastprognosen liefern zu können.  
Die zweite Stufe wird in Kap. 6.5 nur exemplarisch durchgeführt, da eine repräsentative 
Untersuchung den Umfang dieser Arbeit wesentlich übersteigt. Im Rahmen des ersten 
Modellansatzes einer Referenzkomponente und eines evolutionären Lastformmodells 
wurde eine umfangreiche empirische Untersuchung für vier südkalifornische Erdbeben 
durchgeführt, deren Ergebnisse in [8] dargestellt sind.  
Im folgenden werden die Schätzverfahren der ersten Stufe vorgestellt.  
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5.1 Schätzung zeitfensterabhängiger Korrelationshauptachsen 
Der grundlegende erste Schritt der Schätzverfahren besteht darin, die zeitlich veränder-
lichen Korrelations-Hauptachsen aus den drei gemessenen und instrumentenkorrigier-
ten Komponenten zu ermitteln und die gemessenen Beschleunigungszeitreihen auf die-
se Achsen zu transformieren. Dieser Schritt kann, nach der üblichen Basislinien-
korrektur und Bandpaßfilterung zum Ausgleich von Meßgerätstörgrößen, als weiterer 
Datenvorverarbeitungsschritt aufgefaßt werden. Er ist prinzipiell auch auf Geschwindig-
keits- oder Verschiebungsdaten anwendbar. 
Der wesentliche kritische Aspekt bei der Bestimmung und Anwendung von Korrelations-
Hauptachsen ist die Wahl der richtigen Länge und des Versatzes der gleitenden Zeit-
fenster. Hierbei sind zwei scheinbar widersprüchliche Ziele zu erreichen. Einerseits dür-
fen die spektrale und die räumliche Charakteristik nicht verzerrt werden, denn diese mi-
kro-seismischen Invarianten der Lastfunktion sollen ja modelliert werden. Andererseits 
ist die zeitliche Instationarität der zu modellierenden Wellenzüge hinreichend gut aufzu-
lösen, um die Dominanzphasen der Wellenzüge hinreichend scharf abgrenzen und so 
die Lastformparameter für jeden Wellenzug unverfälscht schätzen zu können.  
Diese Ziele sind mit einheitlicher Fensterlänge nicht erreichbar, da sich die Wellentypen 
hinsichtlich der entsprechenden Eigenschaften zu stark unterscheiden. Es werden da-
her hier erstmals spektraladaptive Zeitfenster zur Ermittlung der Komponenten-
Korrelations-Hauptachsen definiert  und zur Schätzung des Lastmodells angewandt.  
5.1.1 Zeitfenster  
Die Stationarität22 des dreidimensionalen stochastischen Prozesses ist eine notwendige 
Bedingung für die Zulässigkeit der Kovarianzberechnung. Sie für die gesamte Länge 
der gemessenen Bodenbeschleunigungen anzunehmen ist grundsätzlich nicht zulässig, 
wie nichtstationäre Korrelationsanalysen (Kap. 3.4, Kap. 8.4.2) zeigen. Die Stationari-
tätsannahme wurde bereits mit dem Wellenfeldmodell abgeschwächt, indem die Be-
trachtung auf Wellenzüge als eigenständige statistische Grundgesamtheiten einge-
schränkt wurde. Für die entsprechenden Teilprozesse darf die Beschränktheit der 
Varianz angenommen werden, allerdings ist die notwendige Translationsinvarianz noch 
nicht gegeben, weil es sich um transiente Prozesse handelt. Für die Schätzung der Ko-
varianzfunktion ist daher die Stationaritätsannahme weiter einzuschränken. 
Unter diesen Voraussetzungen ist es eine bewährte Analysemethode, den Zeitverlauf in 
Teilabschnitte zu unterteilen, für welche die Stationaritätsannahme glaubhaft erfüllt ist. 
Diese Zeitfenster müssen ausreichend lang sein, um die statistische Signifikanz der zu-
gehörigen Stichproben-Kovarianzfunktionen zu gewährleisten. Andererseits können die 
Wellenfeldmuster (Kap. 4.3), insbesondere die Phasenwechsel, um so genauer identifi-
ziert werden, je kürzer die Fenster und der Fensterversatz gewählt werden. Es stellt 
sich die Aufgabe, eine optimale Parametrisierung der Fenster für die gewünschte Auflö-
sung der Instationarität zu finden. 
Die Kreuzkovarianz zweier Komponenten AX und AY des Bodenbeschleunigungsvektors 
in einem Zeitfenster Wk = tk ± ½·Lk ist gemäß 
cXY(Wk,τ) =  A∫
kW
X(t)⋅AY(t + τ) dt, k=0,…,N (18) 
                                            
22 Der Prozeß X(t) ist stochastisch schwach stationär, wenn er translationsinvariant ist, X(t) = x(t+τ), und endliche 
Momente zweiter Ordnung besitzt, E(X-EX)2 < ∞. 
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definiert. Zur Schätzung der Hauptachsen wird der Korrelationszeitversatz τ im weiteren 
zunächst auf Null beschränkt, da Raumwellenprojektionen ohne Versatz korreliert sind. 
Die Güte sowohl der Referenzkomponente als auch der Hauptachsenmuster hängt we-
sentlich davon ab, daß der Korrelationsschätzer tatsächlich die aktuell dominante 
Schwingung erfaßt. Für Spektralschätzer sind allgemein Zeitfenster gerade noch geeig-
net, welche die niedrigste Fundamentalperiode wenigstens zur Hälfte abdecken (Analo-
gie zur Nyquist-Grenzfrequenz fN = (2T)−1 bzw. -Grenzperiode TN = (2fN)−1).  
Für die Korrelationsschätzung haben sich so kurze Fenster als nicht ausreichend erwie-
sen, weil die Hauptrichtung durch kleinere Überlagerungen innerhalb gewisser Grenzen 
lokal schwankt. Solche Schwankungen, die bei der Spektralschätzung lediglich Neben-
maxima bzw. eine Verbreiterung des globalen Maximums im Spektrum bewirken, haben 
bei Fensterlängen LN entsprechend der Nyquist-Frequenz zu starken Einfluß. Für Korre-
lationsschätzungen sollte daher die Fensterlänge wenigstens eine volle Schwingungs-
periode abdecken. Es ist also LN := 1/fN zu wählen. 
Zeitfenster mit über dem gesamten Zeitverlauf konstanter Länge können nur dann alle 
relevanten Wellenzüge erfassen, wenn diese Länge entsprechend der niedrigsten an-
zunehmenden Resonanzfrequenz fN gewählt wird. Für Bauwerke handelt es sich dabei 
um Frequenzen zwischen 0.1 und 1 Hz, mit korrespondierenden Fensterlängen von bis 
zu 10 Sekunden. Für entsprechende Studien im Rahmen dieser Arbeit ([3] [8]) wurde 
LN = L = 1sec konstant gewählt.  
Diese Wahl war ein Kompromiß zwischen Genauigkeit und statistischer Signifikanz und 
beruhte hauptsächlich auf einem Vergleich von Hauptachsenverlaufskurven bei ver-
schiedenen Fensterlängen. Dabei wurden für die Raumwellen gute Ergebnisse in Form 
interpretierbarer Muster und sehr guter Erhaltung der Form des Evolutionsspektrums 
erzielt, sofern die Frequenzen groß genug waren. Für Frequenzen unter 1Hz waren die 
Ergebnisse insofern befriedigend, daß die Evolutionsspektren vor und nach der Trans-
formation noch Ähnlichkeiten aufwiesen. Die Form der Amplitudenmodulation wurde je-
doch zerstört, und im Verlauf der Winkel waren keine signifikanten Muster erkennbar.  
Ein natürlicher Ausweg wäre, die konstante Zeitfensterlänge entsprechend der kleinsten 
hypothetischen Bauwerksfundamentalfrequenz fM bis auf L = fM−1 zu vergrößern. Der 
Nachteil der entsprechend langen Zeitfenster (5-10sec) besteht darin, daß die Wellen-
Muster stark geglättet werden. Dadurch sind die Dominanzwechsel der Wellenzüge 
nicht mehr so gut erkennbar und die Hauptachsen würden für die Identifikation der Wel-
lendominanzphasen unbrauchbar. 
Gerade im niedrigen Frequenzbereich liegt jedoch ein hohes Gefährdungspotential 
durch Oberflächenwellen, weil diese aufgrund der niedrigen geometrischen Dämpfung 
häufig lange Anregungsdauern in einem schmalen Frequenzband aufweisen. Die kor-
rekte Erfassung dieser Wellenzüge ist für ein wellenbasiertes Lastmodell unbedingt an-
zustreben. Hier wird daher eine Methode vorgestellt, welche die Zeitfensterlänge im 
Hauptachsen-Schätzverfahren den charakteristischen Eigenschaften des zu erfassen-
den Wellentyps, insbesondere seinem typischen Spektralbereich, anpaßt.  
5.1.2 Spektraladaptive Zeitfenster  
Die invarianten spektralen Eigenschaften der Wellentypen – allgemein hohe bis mittlere 
Frequenzen bei P-Wellen, mittlere bis niedrige Frequenzen bei S-Wellen und meist 
niedrige Frequenzen bei Oberflächenwellen – und der gesetzmäßige zeitliche Versatz 
der Wellenzüge können ausgenutzt werden, um für jeden Wellenzug geeignete, wellen-
typbezogene Zeitfensterlängen zu wählen. Hierbei sind verschiedene Ansätze denkbar, 
die im folgenden diskutiert werden (vgl. Bild 33 links). 
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Eine direkte Erweiterung wären konstante Fensterlängen für jede Dominanzphase. Der 
Vorteil besteht in einem einfachen, praktikablen Schema ähnlich wie bei der Verwen-
dung einer global konstanten Fensterlänge. Allerdings ist hierzu eine á-priori-Schätzung 
der Wellenphasengrenzen notwendig, die auf Basis von Erfahrungswissen erfolgen 
muß. Diese Verfahrensweise ist insofern inkonsequent, als daß die korrekten Wellen-
phasengrenzen ja erst noch identifiziert werden müssen, z. B: anhand des Hauptach-
senverlaufs. Die willkürlichen Dominanzphasengrenzen führen zu künstlichen Sprüngen 
der Korrelations-Zeitfensterlänge, die Fehler sind schwer abschätzbar. Die Zuverlässig-
keit der Schätzung könnte zwar durch eine rekursive Verfeinerung der Wellenphasen-
grenzen erhöht werden, allerdings mit erheblichem Aufwand.  
Alternativ könnte ein linear ansteigender Verlauf der Fensterlänge gewählt werden, da 
die niedrigen Frequenzen der Scher- und Oberflächenwellen erfahrungsgemäß erst 
später wirksam werden als die hohen Frequenzen der direkten P-Wellen. Das Problem 
der willkürlich zu setzenden Phasengrenzen stellt sich hier nicht, jedoch ändert sich die 
Fensterlänge beständig auch innerhalb der Dominanzphasen, die vom Modell her durch 
eine stabile Fundamentalfrequenz charakterisiert sind. Das kann nicht erwünscht sein. 
Das aufwendigste Verfahren wäre, Auto- und Kreuzevolutionsspektren aller Komponen-
ten zu schätzen und die maximal notwendige Fensterlänge entsprechend zeitabhängig 
anhand der gefundenen Lastspitzen festzulegen. Aus der Vielzahl der lokalen Lastspit-
zen in sechs solchen Funktionen müssen zunächst lastrelevante Spitzen ausgewählt 
werden. Diese Auswahl kann allerdings aufgrund der Komplexität der Evolutionsspek-
tralfunktionen S(f,t) relativ kompliziert werden, da per se kein lokaler zeitlicher Kontext 
definiert ist. Man könnte zu jedem Zeitpunkt die Lastspitzen der jeweils niedrigsten Fre-
quenz aller Komponenten oder der pro Komponente niedrigsten Frequenz mit maxima-
ler Spektralamplitude wählen. Dadurch ergeben sich jedoch häufig nichtmonotone Ver-
läufe mit hoher Variabilität der Fensterlänge. Definiert man einen festen globalen 
Schwellwert der Spektralamplitude, ergeben sich hingegen Bereiche in denen entweder 
gar keine oder wiederum zu viele Lastspitzen das Kriterium erfüllen. (Vgl. das Evoluti-
onsspektrum in Bild 22). 
Um die Nachteile der stückweise konstanten bzw. linearen Fensterlänge auszugleichen, 
ohne die Einfachheit des Ansatzes und die Übertragbarkeit zum Modell zu verlieren, 
wird hier ein vereinfachtes spektraladaptives Verfahren vorgeschlagen. Dieses besteht 
darin, die Frequenzen der aktuell dominanten Schwingungen fensterweise aus den 
sechs Auto- und Kreuzleistungsspektren der Originalkomponenten, jeweils in ausrei-
chen langen, überlappenden Zeitfenstern mit konstanter Länge, zu schätzen und aus 
diesen eine untere Grenzfrequenz fN,k auszuwählen. Hierfür werden einfache und damit 
schnelle Spektraldichteschätzer eingesetzt, z.B. Welch’s gemittelte Periodogramme. 
VT
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Bild 30 Spektraldichte-Schätzfenster WS,k für drei Originalkomponenten von DOWN 
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Die Länge LS der Spektraldichte-Schätzfenster wird nach der Periode der niedrigsten 
anzunehmenden Bauwerksresonanzfrequenz bemessen, um das gesamte relevante 
Spektrum zu erfassen. Eine realistische Schranke dürfte für die meisten Bauwerke bei 
0.1Hz liegen, die Spektralschätzung erfolgt entsprechend in Zeitfenstern von 10s. Um 
Schätzfehler durch ungünstige Fenstergrenzen auszugleichen, werden die Fenster zu 
50% überlagert. Bild 30 zeigt schematisch die ersten drei Schätzfenster.  
Damit ist der lokale zeitliche Kontext definiert, in dem sämtliche für die Ermittlung der 
Grenz-Fensterlängen LN,k, k = 1, ..., nS, des Kovarianzschätzers in Frage kommenden 
Schwingungen mit mindestens einer vollständigen Periode enthalten sind. In jedem 
Spektralschätzfenster WS,k ergeben sich drei Auto- und drei Kreuzleistungsspektren Sij, 
i,j=1,2,3, von denen jedes 1 oder mehrere Maxima aufweist (Bild 31).   
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Bild 31 Auswahl der Lastspitzen zur Bestimmung der Grenzfrequenz fN,k aus den Spektraldichte-
schätzungen Sij, im Schätzfenster Wk: f3 optimal für alle Hauptachsen mit Smin,k = 30%SMAX, 
f2 bei 50% für dominante Hauptachsen, fMAX,k optimal für die erste Hauptachse bei 80%. 
Kreuzspektralfunktionen sind aus Gründen der Übersichtlichkeit nicht dargestellt  
Welche dieser Lastspitzen zur Festlegung der Grenz-Fensterlänge des Kovarianzschät-
zers zu wählen ist, hängt von der gewünschten Anwendung ab.  
Interessiert nur die Schätzung der Referenzkomponente (erste Hauptachse), so dürfte 
das größte Maximum fMAX,k der sechs Auto- und Kreuz-Leistungsspektren grundsätzlich 
ausreichen, da das Leistungsspektrum die Fouriertransformierte der entsprechenden 
Korrelationsfunktion ist und die Referenzkomponente die größte Auto-Kovarianz auf-
weist. Diese Schätzung führt auf vergleichsweise kurze Kovarianzschätzfenster und wä-
re somit für eine möglichst genaue Erfassung der Dominanzwechsel in der ersten 
Hauptachse gut geeignet. Sekundäre Anteile auf der zweiten und dritten Hauptachse 
werden jedoch verfälscht, weil die Fenster für subdominante Lastanteile mit niedrigeren 
Frequenzen als fMAX,k zu kurz sind. 
Um sämtliche Hauptachsen optimal schätzen zu können erscheint es günstiger, für je-
des Spektralschätzfenster WS,k einen relativen Schwellwert Smin,k bezogen auf fMAX,k zu 
definieren und aus den Lastspitzen, die diesen Schwellwert überschreiten, diejenige mit 
der niedrigsten Frequenz auszuwählen. (Bild 31). Durch geeignete Wahl des Schwell-
werts läßt sich das obige erste Kriterium ebenfalls nach diesem Schema realisieren. 
Mit diesem Verfahren erhält man eine diskrete Fensterlängenschätzung {L(tk)} = {1/fN,k}, 
bezogen auf die k=1,...,n Mittelpunkte tk der Spektral-Schätzfenster. Der Vorteil einer 
stetigen Anpassung an den tatsächlichen Spektralgehalt besteht in dem sehr geringen 
Fehler bei der Erfassung niedriger Fundamentalfrequenzen einerseits und einer den-
noch ausreichend genauen Eingrenzung der Dominanzphasenwechsel. 
In der Regel ergeben sich leicht ansteigende Fensterlängen wie in Bild 32, es treten je-
doch auch nichtmonotone Verläufe auf, etwa bei DOWN in Bild 41. Für ein konsistentes 
Schätzverfahren sollte aber ein einheitlicher, monotoner Fensterverlauf gewählt werden, 
der mit wenigen Parametern gesteuert werden kann. Er sollte zu dem anvisierten Last-
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modell passen, insbesondere zum Wellenfeldmodell. Daher werden für das Grundmo-
dell mit drei Wellenzügen aus der geschätzten Fensterlängenfolge {L(tk)} zwei signifi-
kante Punkte ermittelt; tPS als das letztmalige Auftreten des kürzesten Fensters am An-
fang, und tSC das erstmalige Auftreten des längsten Fensters (Bild 32).  
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Bild 32 Grenz-Frequenzen fN (Symbole) geschätzt mit 50% überlappenden Fenstern von LS = 10s 
bei verschiedenen Schwellwerten SMIN =30,50,80%, sowie entsprechende Grenzfensterlän-
gen LN (Linien, signifikant sind die zu den fN,k korrespondierenden Punkte 
Die Werte tPS und tSC stellen – sehr grobe – Schätzungen der Dominanzphasenwechsel 
t2,P = t1,S von direkten P- zu S-Wellen und schließlich t2,S zum Coda-Wellenzug dar. Die 
zugehörigen Fensterlängen liefern Schranken für eine geglättete parametrisierte Fen-
sterlängefunktion zur Schätzung der Hauptachsen. Da die zeitliche Lage dieser Para-
meter durch die Spektralschätzung vorgegeben wird, ist es unwahrscheinlich, daß die 
Änderung der Fensterlänge innerhalb einer Dominanzphase erfolgt, was im Wider-
spruch zur spektralen Stationaritätsannahme innerhalb der Wellenzüge stünde. Aller-
dings wird die S-Wellenphase mit einer ansteigenden Fensterlänge geschätzt. Die 
Auswertung der Fensterlängenschätzungen (siehe auch Bild 41) zeigte aber, daß ein 
solches Verhalten eher typisch ist. 
Aus möglichen vereinfachten Fensterlängefunktionen (vgl. Bild 33 links) wird die „Sinus-
Rampe“ als optimale Wahl vorgeschlagen, da sie einerseits für weite Bereiche eine ein-
heitliche Fensterlänge und damit eine konsistente Schätzgrundlage bietet und anderer-
seits den Übergang zwischen diesen Bereichen ohne abrupte Änderungen realisiert, 
der zu Verfälschungen bei der Korrelationsschätzung führen könnte. 
Die Fenster werden am Anfang und Ende des Akzelerogramms verkürzt, um die Zen-
trierung der Fenster und damit den korrekten zeitlichen Bezug der Hauptachsenwerte 
zu gewährleisten (Randkorrektur in Bild 33 rechts), der für die Schätzung der Domi-
nanzwechsel wesentlich ist (Kap.5.2.1). 
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Bild 33 Vereinfachte Zeitfensterfunktionen (links) und „Sinusrampe“ mit vorläufigen Phasenwech-
seln tPS und tSC sowie Randkorrektur (rechts). 
Eine weitere Differenzierung innerhalb der Phasen wird aufgrund der empirischen Be-
funde der hier untersuchten Datenbasis nicht vorgeschlagen, könnte jedoch für andere 
Erdbebenszenarien oder im unmittelbaren Bruchbereich sinnvoll sein. 
Um die statistische Signifikanz der Kovarianzschätzung zu gewährleisten, ist eine von 
der Abtastrate dtt des Akzelerogramms abhängige Mindestfensterlänge festzulegen. Ei-
ne Mindestzahl von 50 Werten erscheint für eine konsistente Schätzung realistisch, dies 
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ergibt bei üblichen Abtastraten von 50 oder 100Hz Mindestlängen der Kovarianzschätz-
fenster von 1 bzw. 0.5 Sekunden. 
Der Fensterversatz wird relativ zur Fensterlänge so gewählt, daß die Überlappung 20% 
des aktuellen Fensters beträgt. Diese Wahl berücksichtigt zwei Aspekte. Zum einen 
sollte die Überlappung nicht zu groß sein, um die Abhängigkeit der Schätzungen in auf-
einanderfolgenden Fenstern zu begrenzen. Diese Abhängigkeit führt zu einer Glättung 
des Hauptachsenverlaufs, die innerhalb der Wellenphasen erwünscht ist, bei einem 
Wechsel der Dominanzrolle zwischen den Wellenzügen jedoch zur Verschmierung der 
Richtungswechsel führt. Bei geringerer Überlappung ergeben sich zu wenige Stütz-
punkte, wenn die Zeitfenster relativ groß werden. Dann können Richtungswechsel nicht 
genauer bestimmt werden, die Trennschärfe ist beeinträchtigt. 
Für die Hauptachsenbestimmung wird der Korrelationszeitversatz τ auf Null beschränkt.  
Die Hauptachsen fokussieren damit auf Wellen mit axialer Partikeldynamik, da diese 
Wellen den Beginn und Verlauf der Starkbebenphase dominieren und mit einer (1) Kor-
relationshauptachse approximiert werden können. Für Rayleigh-Wellen, die erst nach 
dem Höhepunkt der Starkbebenphase, aber nicht immer signifikant auftreten, wird ein 
gesondertes Verfahren vorgeschlagen, das sowohl ihre Existenz nachweist als auch ei-
nen optimalen Zeitversatz ermittelt, der beide Halbachsen der elliptischen Bewegung 
und damit eine Korrelationshauptebene (planare Partikeldynamik) erfaßt (Kap 5.2.2). 
 
 
 
Algorithmus zur Bestimmung der spektraladaptiven Zeitfenster 
• Lege max. Fensterlänge LMAX = 1/fMIN fest anhand globaler unterer 
Grenzfrequenz fMIN (i.d.R. 0.1Hz) 
• Lege Relevanzlevel lvl fest (für 1. Hauptachse 80%, für alle 
30%). 
• Teile Zeitverlauf in 50% überlappende Abschnitte Wk der Länge 
LMAX. 
• Für jeden Abschnitt Wk und Komponenten i,j = 1,...,3: 
- schätze Auto- und Kreuzleistungsspektren Sk,ij  
- ermittle lokale Maxima Smax,k,ij aller Spektralfunktionen Sk,ij 
mit mind. lvl% des Maximums SMAX,k,* bzw. zugehörige Frequenzen 
fmax,k,ij  
- wähle niedrigste Frequenz davon als lokale untere Grenzfre-
quenz:  fN,k = mini,j{ fmax,k,ij } bzw. lokale Fensterlänge LN,k 
= 1/fN,k 
- Korrigiere ggf. zu kurze Fenster (stat. insignifikant) auf 
Mindestlänge LMIN = 1/(50⋅dt). 
• Finde letzten Zeitpunkt tPS >=0, an dem LN,PS ≤ LN,1 gilt 
• Finde ersten Zeitpunkt tSC >= tPS, an dem LN,SC = maxk(LN,k) gilt 
• Berechne Fensterlänge: L(t) = rampsin(tPS, 1/fN(tPS), tSC, 
1/fN(tSC)) 
• Führe Randkorrekturen aus 
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5.2 Schätzung von Dominanzphasen 
Mit dem Ansatz des Basismodells oder eines verfeinerten Modells für das Wellenfeld ist 
die Granularität des Lastmodells gewählt und die Anzahl der zu modellierenden Wellen-
züge festgelegt. Im Rahmen des Schätzverfahrens sind nun die angesetzten Wellenzü-
ge im Zeitbereich zu spezifizieren, d.h., für jede Messung sind die tatsächlichen Wel-
lenphasen der Wellenzüge zu ermitteln.  
Hierfür sind die Korrelationshauptachsen das geeignete Mittel, weil sie die Invarianten 
Wirkungsrichtung (über die Winkel) und Transienz (über die Hauptvarianzen) der Wel-
lenzüge optimal erfassen und zusätzlich die überlagerten Wellenphasen nach relativen 
Lastanteilen separieren. Dadurch ergeben sich im Verlauf der Hauptachsenprojektionen 
phasenweise charakteristische, stabile Trends sowie typische Trendwechsel, welche 
die Dominanzwechsel der Wellenzüge identifizieren. Diese wiederkehrenden, zeitlich 
assoziierten Muster im Verlauf der zueinander korrespondierenden Hauptachsenprojek-
tionen bilden die Grundlage sowohl zur Identifikation des Wellentyps als auch zur Ab-
grenzung der Teilprozesse. 
Da im Rahmen dieser Arbeit nur die Referenzkomponente T1 modelliert und das Ba-
sismodell verwendet wird, beschränkt sich die Darstellung hier auf die Schätzung der 
Dominanzphasenwechsel P  S und S C im Verlauf der Projektionen der ersten, do-
minanten Hauptachse T1. Die Muster setzen sich jedoch bis in die zweite und teils so-
gar die dritte Hauptachse fort, wie in Kap. 6.2.2 und 6.3.1 gezeigt wird. 
Im folgenden wird ein auf Filterverfahren, Trend- und Gradientenanalysen basierender 
Algorithmus vorgestellt, der für Akzelerogramme im Starkbebenbereich eine automati-
sche Identifikation der in Kap. 4.3.1 eingeführten Wellenphasenparameter t1, tp, und t2 
anhand der Muster des Vertikalwinkels ϕ1 und der Hauptvarianz σ1 leistet. Außerdem 
wird eine verbesserte Hauptwertkorrektur beim Streichwinkel θ1 vorgestellt, eine not-
wendige Vorstufe, um entsprechende Muster auch in dieser Hauptachsenprojektion er-
kennen und interpretieren zu können. 
5.2.1 Automatische Identifikation von Wellendominanzphasen 
Für die Wellenphasen werden stabile Zustände oder Trends angenommen, die insbe-
sondere während der Dominanzphasen prägnant sind und daher im Verlauf der ersten 
Hauptachse erkennbar sein sollten. Für das Basismodell wurden diese Muster bereits in 
Kap. 4.3.2.2 (Seite 43) dargestellt. Bei Wellen mit axialer Partikeldynamik (P- und S-
Wellen) führen Dominanzwechsel zu charakteristischen, zeitlich synchronen Trend-
wechseln in Form von „Sprüngen“ oder „Knicken“ im Verlauf der Hauptachsenprojektio-
nen, und zu abgesetzten Spitzen im Verlauf der Hauptvarianzen. Diese Merkmale lie-
fern einen Ansatz zur Identifikation der Dominanzwechsel in den geschätzten 
Hauptachsenwinkeln θ1 und ϕ1 bzw. der geschätzten Hauptvarianz σ1. 
Im Rahmen dieser Arbeit wurde zunächst eine manuelle Wellenphasenidentifikation 
vorgenommen, indem der Sprung von stabil hohen Werten des Vertikalwinkels auf sta-
bil niedrige Werte per Inaugenscheinnahme identifiziert und als P-S-Dominanzwechsel 
gedeutet wurde ([7] [8]). Dieses sehr aufwendige Verfahren ist jedoch sowohl subjektiv 
als auch objektiv fehlerbehaftet - die Schätzungen waren auch durch die konstante 
Fensterlänge verfälscht. Zur Ableitung der empirischen Skalierungsrelationen für das 
Vorhersagemodell (Stufe 2 der Schätzverfahren) sind Massenauswertungen notwendig. 
Daher sind robuste, zumindest halbautomatische Verfahren ein wichtiges Hilfsmittel zur 
Spezifikation des Lastvorhersagemodells.  
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Durch die spektraladaptiven Fenster (Kap. 5.1.2) werden die Wellenzüge deutlich bes-
ser erfaßt, was zu einer größeren Stabilität und Prägnanz der Muster führt. Damit kann 
erstmals eine automatische Identifikation der Trendwechsel ins Auge gefaßt werden. 
Hierzu kommen verschiedene Methoden in Frage.  
Für das Basis-Lastmodell erscheinen Wavelet-Analyse-Methoden23 zu aufwendig, u.a. 
auch weil die hohe erreichbare Granularität gar nicht notwendig ist. Wavelet-Ansätze 
könnten aber für verfeinerte Lastanalysen im unmittelbaren Bruchbereich und für Echt-
zeit-Identifikatoren eine realistische Option darstellen. 
Einen Data-Mining-basierten Ansatz bieten nichtüberwachte Lernverfahren zur Muster-
erkennung. Ein Verfahren, bei dem in assoziierten Zeitreihen Intervalle mit ähnlichen 
Trends akkumuliert werden, hat Höppner 2001 vorgestellt [53][54][55][56]. Die Stärken 
dieser Verfahren liegen vor allem bei Daten, über deren Struktur wenig bekannt ist. Für 
die Schätzung der Wellenphasen des Lastmodells gilt jedoch das gleiche Argument wie 
bei den Wavelets. Diese Verfahren enthalten zu viele Freiheitsgrade, um ein allgemein-
gültiges Lastmodell zu schätzen. 
Die Struktur der Daten ist im Fall der Starkbebenakzelerogramme nicht unbekannt, sie 
stellt vielmehr wesentliches Wissen über den Prozeß dar und liegt mit der Festlegung 
des Teilprozeß-Basismodells bereits vor bzw. wird vorausgesetzt. Die Anzahl und unge-
fähre Lage der zu suchenden Muster ist damit bereits vorgegeben und gewährleistet die 
für das Fernziel – Lastprognose – notwendige Allgemeingültigkeit der Schätzung. Ab-
weichungen liefern dann charakteristische Schätzfehler, die eine feinere Analyse des 
Lastprozesses, etwa im Nahbereich, ermöglichen. In einem Vorhersage-Lastmodell 
können für die Belastung erhebliche Schätzfehler ggf. durch Ausgleichsfaktoren be-
rücksichtigt werden. 
Im Basis-Wellenfeldmodell ist eine Abgrenzung der verschiedenen indirekten Raumwel-
lenzüge innerhalb der Coda-Wellenphase C nicht erforderlich oder erwünscht. Es sind 
also nur drei Zeitpunkte τP = t1,P,  τS = t2,P = t1,S  und τC = t2,S = t1,C zu ermitteln. 
Eine Möglichkeit zur automatischen Schätzung dieser Zeitpunkte wäre, sie als Parame-
ter in die kleinste-Quadrate-Anpassung der Hauptachsen-Formfunktionen einzubezie-
hen und zeitgleich mit den Trend- bzw. Lageparametern der Formfunktionen für den 
Vertikal- und Streichwinkel zu schätzen.  
Dieser zunächst einleuchtende Ansatz hat aber mehrere Nachteile, die in den speziel-
len Eigenschaften der Formfunktionen begründet sind. Die wesentlichen Erkennungs-
merkmale sind ja Trendwechsel (Sprünge) im Verlauf der Winkel. Die Formfunktionen 
(5) und (6) (ab Seite 45) sind an diesen Punkten unstetig und nicht differenzierbar. Dies 
führt dazu, daß auf Gradientenabstiegsverfahren beruhende Optimierungsverfahren 
(Kap. 5.4.1) zwar die Trend- bzw. Lageparameter der Formfunktionen erwartungsge-
mäß gut an die Daten anpassen, bei den Trendwechseln tP, tS und tC hingegen auf den 
Startwerten verharren.  
Es wird daher ein im folgenden ein Algorithmus vorgestellt, der die gesuchten Trend-
wechsel nach objektiven Kriterien im Verlauf des Vertikalwinkels ϕ1 automatisch identi-
fiziert. Er stützt sich auf zeitlich assoziierten Merkmalen im Verlauf der Hauptvarianz σ1 
                                            
23  Diskrete Wavelet-Analyse kann lokale Änderungen in oszillierenden Prozessen sehr scharf auflösen [39][63][99]. 
Die Wavelet-Analyse beruht im Gegensatz zur Fourier-basierten Spektralanalyse nicht auf der Annahme, daß sich 
das zu analysierende Signal aus Sinusoiden zusammensetzt, sondern benutzt spezifische, nichtperiodische Basis-
funktionen mit sehr begrenztem Support, die durch Skalierung und Verschiebung (shift) an das Signal angepaßt wer-
den. Aus der Analyse der Skalierungs- und Verschiebungskoeffizienten können Rückschlüsse über Art (Frequenz) 
und zeitliche Lokalisierung eines Signalereignisses – z.B. eines Trendwechsels – gezogen werden. Das einfachste 
Haar-Wavelet ähnelt stark der Heavyside’schen Sprungfunktion. 
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und auf Erfahrungswissen zur Bestätigung und Justierung des Phasenwechsels ab. 
Dieses Verfahren fokussiert auf die erste Hauptachse, der Ansatz ist jedoch grundsätz-
lich auf die anderen Hauptachsen erweiterbar. Das hier vorgestellte  
Schätzverfahren für Wellen-Dominanzwechsel 
ist ein heuristisches Verfahren zur Mustererkennung und besteht aus einer Grob-
Schätzung sowie weiteren Verfeinerungsschritten, die im folgenden erläutert und be-
gründet werden. Im weiteren bezeichnen Indikatoren Muster, die zu einem bestimmten 
Merkmal im Verlauf in einer Indikatorgröße korrespondieren. Diese Indikatorgrößen sind 
die Hauptachsenprojektionen bzw. von ihnen abgeleitete Größen (z. B. der Gradient).  
Das markante, eindeutig zu identifizierende Muster für den Dominanzwechsel P S 
zwischen direkten P-Wellen und S-Wellen ist das Plateau hoher Werte von fast 90° am 
Beginn und der plötzliche Abfall auf eine Phase niedriger Werte von fast 0° im Verlauf 
des Vertikalwinkels ϕ (Seite 43, Bild 34). Diesem Muster, genauer dem darin enthalte-
nen Sprung, entspricht ein zeitlich synchroner Übergang zwischen einem auslaufenden 
P-Wellen-Amplitudenpuls in einen ansteigenden S-Wellen-Puls im Verlauf der Hauptva-
rianz σ1. Dieses zweite Muster, das „Tal“, ist also zu dem ersten Muster, dem „Sprung“, 
assoziiert. Der zu erwartende, relativ stabile Verlauf innerhalb der Raumwellenphasen P 
und S erlaubt außerdem die Nutzung des Gradienten von ϕ als weitere Indikatorgröße. 
 
Bild 34 Assoziierte Muster (fett)  für den P-S-Dominanzwechsel τPS im Verlauf der Hauptachsen-
projektionen ϕ1 und σ1 (fein) 
Der Dominanzwechsel S-C ist hingegen nicht notwendig mit einem signifikanten Merk-
mal im Vertikalwinkel erkennbar, etwa wenn die Coda-Phase durch konvertierte S-
Wellen und Love-Wellen geprägt ist, die ebenfalls eine horizontale Hauptachse besit-
zen. Allerdings bildet sich die Transienz der Wellenzüge im Verlauf der Hauptvarianz σ1 
ab und sollte zwischen dem Auslaufen der S-Wellen und dem Einsetzen von Oberflä-
chenwellen ebenfalls ein Tal oder zumindest einen Knick aufweisen. 
Für einen Erfolg des automatischen Schätzverfahrens ist eine hinreichende Glattheit 
der Indikatorgrößen notwendig, die allein aufgrund der spektraladaptiven Hauptachsen 
nicht immer bereits gegeben ist. Eine Tiefpaß-Filterung der geschätzten Hauptachsen-
projektionen ist daher zu empfehlen. Die Anforderungen an die Filter sind für die jewei-
lige Indikatorgröße verschieden und hängen von dem zu identifizierenden Muster ab. 
Für den Vertikalwinkel ist dieses Muster ein Sprung. Deshalb kommen pauschal glät-
tende Filter wie der gleitende Mittelwert nicht in Frage. Optimal hat sich ein Medianfilter 
mit einem Filterfenster von 1sec erwiesen, da er lineare Trends verstärkt (glättet) ohne 
Trendwechsel zu verwischen. Der Medianfilter ist zudem phasentreu, verschiebt also 
die Sprünge nicht. Die Anzahl der lokalen Minima des Gradienten von ϕ wird dadurch 
drastisch reduziert, es verbleiben nur signifikante Sprünge. 
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Bei der Hauptvarianz sind die Anforderungen genau umgekehrt. Das ideale Muster für 
die Transienz der Wellenzüge sind gleichmäßig ansteigende und wieder auslaufende 
Amplituden. Gesucht sind signifikante „Täler“ zwischen großen Lastspitzen. An den 
„Hängen“ sollten kleinere Stufen und Spitzen entfernt werden. Eine leichte Nivellierung 
der Amplituden wäre kein Nachteil, wichtig ist jedoch auch hier die Phasentreue. Der 
gleitende Mittelwert besitzt diese Eigenschaft nicht und scheidet daher auch hier aus.  
Es ist bei der Vielfalt der möglichen Kombinationen von Filtertypen sicher möglich, meh-
rere optimale Filter zu finden. Ein praktikabler Vorschlag ist ein Butterworth-Tiefpaßfilter 
der Ordnung 1 mit der Grenzfrequenz 2Hz. Dieser Filter zeichnet sich durch starke Glät-
tungseigenschaften bereits bei sehr geringer Ordnung aus, er gehört zum IIR-Typ24. 
Durch geeignete Techniken („Reverse Filtering“) wird die Phasentreue sichergestellt.  
Für die korrekte Filterung ist eine Interpolation auf äquidistante Abtastrate notwendig, 
da die Indikatorgrößen der Hauptachsen durch die veränderliche Länge der Zeitfenster 
und den relativen Fensterversatz im Kovarianzschätzverfahren eine ungleichmäßige 
Abtastrate mit steigenden Abständen zwischen den Datenpunkten aufweisen. Hierzu 
sind – aufgrund der besseren lokalen Glattheitseigenschaften – Spline-Interpolations-
Verfahren einer einfachen linearen Interpolation vorzuziehen. Die gefilterten Indikator-
größen werden im weiteren durch * gekennzeichnet. Nach diesen notwendigen Vorbe-
reitungen wird der Algorithmus zur Identifikation der Dominanzphasenwechsel gestartet.  
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Bild 35 Gefilterte Indikatorgrößen ∇ϕ*1, σ*1 und ϕ*1 sowie vorläufige (τ1,2,3, unten) und endgültige 
Schätzwerte (τP,S,C, oben) für die Dominanzwechsel P S und S C bei DOWN. 
Zuerst wird der P-Welleneinsatz τP lokalisiert. Er ist meist der Beginn der Messung, je-
doch sind verfrühte Trigger aufgrund kleiner lokaler Störungen oder Vorbeben nicht un-
gewöhnlich. τP wird daher gesetzt als das erstmalige Überschreiten eines σ*1-Schwell-
werts, bzw., falls vorhanden, als ein signifikanter, positiver Spitzenwert von ∇ϕ*1. 
Da die Dauern der P- und S-Wellenphasen direkt zusammenhängen (beide korrelieren 
stark mit der Bruchdauer), soll τS sehr zuverlässig und möglichst genau geschätzt wer-
den. Die P-Dominanzphase endet per Definition mit dem Beginn der S-Dominanzphase. 
Dominante S-Wellen verursachen ein Abfallen des Vertikalwinkels, da sich die Haupt-
achse der im Mittel stärksten Schwingung von der Vertikalen (P-Wellen) in die horizon-
                                            
24 Infinite Impulse Response (IIR) Filter haben eine rationale Übertragungsfunktion, deren Polstellen die namensge-
bende, unbegrenzte Impulsantwort definieren. 
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tale Schwingungsebene der Scherwellen verlagert. Aufgrund der typischerweise größe-
ren Energie der S-Wellen vollzieht sich der Dominanzwechsel P S in der Regel sehr 
schnell und führt zu einem sehr steilen Abfall des Vertikalwinkels, entsprechend zu ei-
nem signifikanten Minimum des Gradienten ∇ϕ*1. Generell sind ausgeprägte lokale 
Gradientenminima Indikatoren für P S-Dominanzwechsel, da sie nur durch einen star-
ken Abfall von ϕ1 entstehen können. Das erste signifikante Minimum τ1 wird dem ersten 
S-Wellenzug zugeordnet, es wird in vielen Fällen das einzige im Suchbereich sein und  
dann als der P S-Dominanzwechsel τS = τ1 identifiziert. In jedem Fall stellt τ1 einen 
groben Schätzwert für den Beginn der S-Wellenphase dar. 
Nicht selten sind jedoch auch Verläufe, in denen sich der P-S-Übergang in mehreren 
kurz aufeinanderfolgenden P-S-Dominanzwechseln darstellt (vgl. ϕ in Bild 17, Seite 36). 
Dies ist z.B. der Fall, wenn das Wellenfeld aus einem abgesetzten Bruchverlauf stammt 
und daher mehrere überlagerte, direkte Raumwellenzüge aufweist, oder wenn P- und 
S-Wellen ähnlich stark sind − wie gelegentlich bei weichen Standorten in größerer Ent-
fernung zum Herd zu beobachten (vgl. PALM auf Seite 153). Für die Schätzung des 
Basis-Wellenfeldmodells wird hier konservativ von einer Fortdauer der P-Wellen auszu-
gehen sein, der P S-Dominanzwechsel τS ist folglich erst mit dem endgültigen Errei-
chen eines niedrigen Niveaus von ϕ festzulegen. 
In diesen Fällen ist das erste Minimum τ1 des Gradienten ∇ϕ*1 nicht das einzige, und es 
muß auch nicht das stärkste sein. Um gegebenenfalls einen letzten, nach dem ersten 
S-Welleneinsatz τ1 liegenden P S-Dominanzwechsel zu finden, wird zunächst ein 
neuer Suchbereich wie folgt definiert: Es wird der Zeitpunkt tMAX des Maximalwerts σMAX 
der Hauptvarianz σ*1 bestimmt und ein Referenzwert ϕref als 50% des Maximums von ϕ1 
im Bereich [τP, tMAX/2], mindestens jedoch 40° bestimmt (waagerechte feine Linie links 
in Bild 35). ϕref liegt in den meisten Fällen zwischen 40° und 45°. Es wird untersucht, ob 
der Wert von ϕ*1 (t MAX) den Referenzwert unterschreitet.  
Dies ist der Normalfall, in dem S-Wellen die im Mittel stärksten Amplituden besitzen, 
und der neue Suchbereich für den P S-Dominanzwechsel wird als [τ1, tMAX] gewählt. 
Wird der Referenzwert überschritten, ist die maximale mittlere Amplitude σMAX P- oder 
Rayleighwellen zuzuordnen, und der Suchbereich für τS kann sich nicht mehr an ttmax 
orientieren, sondern wird nach oben auf ein Drittel der Gesamtmessung beschränkt.  
Im neuen Suchbereich wird nun der letzte Zeitpunkt τ2 ermittelt, an dem der Vertikal-
winkel ϕ1 den Referenzwert ϕref überschreitet (bei 10s in Bild 35). Dieses relative Krite-
rium für τ1 sichert die Robustheit der Schätzung auch für Messungen mit Triggerfehlern 
oder ungünstiger Lage des Meßgeräts, z.B. an einem Hang.  
τ2 stellt eine erste, grobe Schätzung für das Ende der P-Wellenphase dar, die im Nor-
malfall kurz vor dem eigentlichen Dominanzwechsel τS liegt. In Einzelfällen, vornehmlich 
im Nahbereich um die Bruchzone, kann τ2 aber auch bereits in den Bereich der Coda-
Wellen fallen, z.B. wenn es dort signifikante P- und frühe, starke Rayleighwellen gibt 
(vgl. ARLE auf Seite 154). Dieser Fall ist aber durch Standortinformationen leicht ein-
grenzbar und gesondert zu behandeln.  
Für die endgültige Festlegung von τS wird der Suchbereich wiederum eingeschränkt auf 
das Intervall [τ1, τ2 + 10%(τ2−τP)]. Dieser Suchbereich kann nie leer sein, denn auch im 
Fall eines einzigen Dominanzwechsels liegen τ1 und τ2 nahe genug beieinander, so daß 
die obere Schranke echt größer als τ1 ausfällt. In diesem Bereich werden signifikante 
lokale Minima von ∇ϕ*1 ermittelt. Da diese bei mehreren kurzen Dominanzwechseln in 
der Regel nicht genauso stark sind wie bei einem einmaligen, plötzlichen Abfall, wird für 
die Gradienten-Minima ein Signifikanzkriterium von 30% des globalen Minimalwerts von 
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∇ϕ*1 angesetzt. Dieser relative Wert sichert eine robuste Schätzung auch dann, wenn 
der S-Wellen-Ersteinsatz nicht so klar ausgeprägt ist. Als endgültiger Schätzwert τS für 
den Dominanzwechsel P S wird daher das letzte signifikante Minimum des Gradienten 
∇ϕ*1 innerhalb dieses Suchbereichs gewählt (vgl. Bild 35). 
Nach dem Ersteinsatz der P-Wellen und dem Dominanzwechsel zu S-Wellen ist nun 
das Ende der S-Wellen-Dominanzphase zu bestimmen. Der Vertikalwinkel ϕ1 ist in die-
sem Bereich nicht eindeutig interpretierbar, da nach den direkten S-Wellen verschiede-
ne Wellentypen dominant sein können, von denen einige ebenfalls eine horizontale 
Hauptachsenlage aufweisen (konvertierte P- und S-, Love- oder Rayleigh-Wellen). 
Da jedoch P- und S-Wellen auf denselben Bruch zurückgehen und nur durch die Lauf-
zeit- und Dispersionsunterschiede zeitlich versetzt am Standort eintreffen, ist es zuläs-
sig, die Dauer der S-Wellendominanzphase durch die bereits bekannte Dauer der P-
Wellendominanzphase zu approximieren und damit eine Grobschätzung τ3 des S C-
Dominanzwechsels zu erhalten (feine senkrechte Linie bei 17.6sec in Bild 35). 
Um diese Grobschätzung zu verfeinern wird eine globale Invariante ausgenutzt – die 
Transienz der Wellenzüge, die sich im Verlauf der ersten Hauptvarianz σ1 deutlich als 
Folge von „Bergen“ abbilden, die voneinander durch mehr oder weniger spitze „Täler“ 
getrennt werden. Diese Täler stellen immer Dominanzwechsel im Sinne der durch die 
Hauptvarianz repräsentierten, mittleren lokalen Amplituden (RMS-Werte) dar, die durch 
die zentrierten Kovarianzschätzfenster zwar geglättet, aber nicht verschoben werden 
(vgl. Bild 18). Daher bieten sie sich als lokale Kalibrierungsgröße für die zuvor grob ge-
schätzten Dominanzwechsel an. Es ist plausibel, daß die Dominanzphasenwechsel der 
stärksten Wellenzüge markante Übergänge mit tiefen Einschnitten liefern25.  
Die Grobschätzung τ3 liegt mit großer Wahrscheinlichkeit nicht direkt auf einem Domi-
nanzwechsel, sondern in einer Umgebung desselben auf einem der beiden „Hänge“. 
Als verfeinerter Schätzwert wird daher das nächstgelegenen, signifikante Minimum der 
durch den IIR-Filter geglätteten Hauptvarianz σ*1 wählt.  
Ein Problem bei diesem Justierungsschritt können kleinere lokale Spitzen „am Hang“ 
darstellen, die durch untergeordnete Wellenanteile und Störungen entstehen und sich 
auch durch die Filterung nicht immer vermeiden lassen (eine solche findet sich in Bild 
35 bei 17.0sec). Ein Gradientenalgorithmus würde in den entsprechenden kleinen „Tä-
lern“ hängenbleiben. Daher wird wiederum ein lokaler Suchbereich definiert. Seine 
Ausdehnung bemißt sich relativ an der bereits ermittelten Schätzung und wird mit 10% 
angesetzt, um die akkumulierte Unsicherheit der Grobschätzung zu berücksichtigen. In-
nerhalb dieses Bereichs wird das niedrigste lokale Minimum der Hauptvarianz gesucht 
und als endgültige Schätzung für τC gewählt (senkrechte Linie bei 16.2sec in Bild 35: ). 
Auf die gleiche Weise kann der P S-Dominanzwechsel „justiert“ werden, denn der 
Gradient ∇ϕ*1 liefert nur die Stelle des stärksten Abfalls des Vertikalwinkels, der nicht 
notwendig exakt mit dem Dominanzwechsel übereinstimmen muß. Innerhalb der end-
gültigen Dominanzphasen können nun sofort die Maximalwerte der Hauptvarianz sowie 
die Dauer der Anlaufphase der P-Wellen bestimmt werden, welche die Amplitudenmo-
dulationsfunktionen des Lastformmodells skalieren (Seite 55). 
                                            
25 Kleinere Wellenzüge sollen im Basismodell den dominanten Teilprozessen zugeschlagen werden, um die notwen-
dige Allgemeinheit zu sichern. Sie sind nach dem gegenwärtigen Stand des Wissens keine typischen Invarianten, 
sondern lokale Variationen und sollen folglich die Schätzungen nicht maßgeblich beeinflussen. Einen solchen Fall 
stellen Wellenzüge dar, die erst in ihrer (langen) Ablaufphase dominant werden. Diese Ablaufphase wird hier physi-
kalisch falsch, aber baudynamisch konservativ richtig dem zuvor dominanten Wellenzug zugeschlagen. 
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Es wäre nicht ausreichend, zur Identifikation der Dominanzphasenwechsel allein den 
Verlauf der Hauptvarianz σ1 zu analysieren. Sie weist auch innerhalb der Dominanz-
phasen häufig mehrere kleinere und gelegentlich auch große Lastspitzen auf, sie ent-
hält sozusagen zu viele Informationen über Wellenzugwechsel ohne eine eindeutige 
Kennung. Erst die Richtungsinformation aus dem Winkelverlauf liefert diese Kennung 
und ermöglicht eine zuverlässige und robuste Schätzung. 
Der Streichwinkel θ1 zeigt bei an die Wellen angepaßten Kovarianzschätzfenstern, wie 
sie durch den spektraladaptiven Ansatz ermöglicht werden, ebenfalls assoziierte Muster 
– Trends und Sprünge – die gut zu den Trendwechseln in ϕ1 und σ1 korrespondieren, 
jedoch für eine automatische Identifikation noch nicht ausreichend erforscht sind.  
Darüber hinaus sind alle Trendwechsel auch in den Projektionen der zweiten Haupt-
achse, teilweise sogar in der dritten Hauptachse zu beobachten, die entsprechend fei-
nere Strukturen aufweisen. Hierauf könnten künftig weitere Indikatoren, insbesondere 
für die Wellenphasenparameter t0,W und te,W aufgebaut werden (vgl. Seiten 40 und 99) 
 
 
Algorithmus - Automatische Schätzung der Dominanzwechsel 
• Interpoliere Indikatorgrößen ϕ und σ auf äquidistante Schrittweite 
• Filtere ϕ und σ mit Median-(ϕ*) bzw. Butterworth-Filter (σ*) 
• Berechne den Gradienten ∇ϕ* und identifiziere seine relevanten 
lokalen Extremstellen {gi | |∇ϕ*(gi)| ≥ 30% max(|∇ϕ*|) } 
• Bestimme erstes Gradientenmaximum g1+, an dem σ den Amplituden-
schwellwert σmin = max(2cm/s², 1%*σMAX) überschreitet   
     τP ...Beginn des P-Wellenzuges  
• Bestimme S-Wellen-Ersteinsatz τ1 am ersten signifikanten Gradien-
tenminimum g1- 
• Bestimme Referenzwert ϕref = max{40°,50%(ϕmax(t),t∈[τP,t(σMAX)])} 
• Ermittle letzten „Plateauwert“ τ2 mit τ2 ≤ t(σMAX) und ϕ(τ1)>ϕref 
• Wähle im Suchbereich [τ1, 1.1⋅(τ2-τP)] das letzte lokale Minimum gi- 
des Gradienten ∇ϕ*  
• Kalibriere gi-  τS ...Beginn der S-Dominanzphase 
• Bestimme τ3 = τS +(τS − τP) = 2⋅τS − τP 
• Kalibriere τ3  τC ...Beginn der C-Dominanzphase 
 
# Kalibrierung τk:  
- Setze τ*min auf das nächstgelegene lokale Minimum von σ* 
- Wähle τfein als das kleinste lokale Minimum von σ* in der 
Umgebung τ*min ± 10%  
5.2.2 Spezielle Wellenmuster 
Mit dem Auftreten von Wellen mit planarer Partikeldynamik – Rayleighwellen – ist in ei-
ner beliebigen Messung an Standorten mit weichem Untergrund zwar grundsätzlich zu 
rechnen, ob sie jedoch tatsächlich vorhanden sind muß geprüft werden, bevor die Mes-
sung zur Schätzung entsprechender Parameter für ein verfeinertes Wellenfeldmodell 
herangezogen werden kann. Rayleighwellen erzeugen typische Kreuzkorrelationsfunk-
tionen der Beschleunigungskomponenten und auch spezielle Wellenmuster im Haupt-
achsenverlauf, sofern der Kovarianzschätzer den passenden Zeitversatz besitzt. 
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Das typische Muster einer Rayleighwelle in den Vertikal-Horizontal-Kreuzkorrelations-
funktionen KHV(τ) ist eine ausgeprägte harmonische Form (Kosinus) mit einem signifi-
kanten Phasenversatz Δτ, der in grober Näherung dem Viertel eines Ellipsendurchlaufs 
(Periode der Rayleighwelle) entspricht (Bild 36 links & Mitte). Diese Eigenschaft könnte 
als Indikator für diese Wellen genutzt werden, denn für Raumwellenprojektionen auf 
zwei Komponenten ist der Korrelationszeitversatz zwangsläufig Null. Der Phasenver-
satz bildet sich im Idealfall in der Kreuzspektraldichtefunktion (Fouriertransformierte von 
KHV(τ)) als Extremalstelle ab (Bild 36 rechts). 
Δτ
Rayleigh wave
retrograde 
elliptical
acceleration
at surface
level
x*...
Horizontal
wave train
z ...vertical
 
Bild 36 Ansatz zur automatischen Identifikation von Rayleighwellen.  Links:  Idealisierte Partikel-
 dynamik in der durch zwei Hauptachsen x* und z aufgespannten vertikalen Hauptebene. 
 Mitte:  Harmonische Form der H-V-Kreuzkorrelationsfunktion mit charakteristischem Zeit-
 versatz Δτ.  Rechts:  Realteil der H-V-Kreuzspektralfunktion mit der Frequenz F = 1/4Δτ. 
Es liegt daher nahe, im Rahmen der weiteren Differenzierung des Wellenfeldmodells 
ein Verfahren zur Identifikation von Rayleighwellen auf Basis der H-V-Kreuzkorrela-
tionsfunktionen oder der Kreuzspektraldichtefunktion zu entwerfen. Wie später in Kap. 
6.3.3 gezeigt wird, ist letztere wegen ihrer hohen Rauschanfälligkeit hierfür ungeeignet  
Die Vorgehensweise zur Identifikation von Rayleighwellen ist wie folgt: 
Zunächst werden mit nichtlinearen Kleinste-Quadrate-Verfahren, wie z.B. den in 
Kap.5.4.1 beschriebenen, in einem geeigneten großen Zeitfenster (L≥10s) im Bereich 
des Übergangs von S-Wellen zur Coda Kosinusfunktionen vom Typ  
HVCC(τ, TR, a(τ), αR) = c⋅a(τ)⋅cos(π(2/TR⋅τ+ αR/180), c>0 (19) 
mit variabler Periode, Skalierungsfunktion a(τ) und Phasenwinkel αR an die Horizontal-
Vertikal-Kreuzkorrelationsfunktionen angepaßt. Als Skalierungsfunktion ist eine gerade 
und konvexe Funktion zu verwenden, z.B. eine zweite Kosinusfunktion mit Periode 2L. 
Als erstes, schwaches Kriterium wird der Anpassungsfehler geprüft, um zu entscheiden, 
ob eine harmonische Form nachweisbar ist. Signifikant ist vor allem der Fehler Im Be-
reich τ∈[-3,3] um den Mittelpunkt des Schätzfensters. Hierfür sind geeignete Fehler-
schranken durch empirische Auswertung oder Simulation zu gewinnen.  
Als zweites, starkes Kriterium wird geprüft, ob sich bei Unterschreiten der Fehlerschwel-
le ein signifikanter Phasenversatz αR (modulo π) ergibt. Ist dies der Fall, wird das Zeit-
fenster verkürzt und der Bereich erneut analysiert. Bestätigt sich der Versatz in diesen 
verkürzten Zeitfenstern, gilt die Rayleighwelle in diesem Bereich als nachgewiesen. 
Ebenso wird mit dem nachfolgenden Bereich verfahren, bis ein zusammenhängender 
signifikanter Zeitbereich mit harmonischer Grundform und einheitlichem Phasenversatz 
Δτ = αR⋅180/π ≠ 0 identifiziert ist. Alle drei Kriterien sind notwendig für den Nachweis. 
Zur genauen Schätzung der Rayleighwellen- Hauptachsen sind dann im betreffenden 
Bereich gleitende Kovarianzschätzfenster mit dem ermittelten Phasenversatz Δτ als 
Korrelations-Zeitversatz anzuwenden. Die Hauptachsen der anderen Wellen werden 
wie bisher mit Zeitversatz τ=0 geschätzt. 
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5.2.3 Hauptwertkorrektur für den Streichwinkel 
Sämtliche Oberflächenwellen erzeugen durch ihre ausgeprägte, stabile Fortpflanzungs-
richtung in der obersten, horizontalen Bodenschicht signifikante, einfache Muster im 
Streichwinkel. Diese Muster werden im Lastmodell konservativ durch eine konstante 
Lage abgebildet, die bei der Bemessung entsprechend der schwächsten Bauwerksach-
se anzusetzen ist. Sie eignen sich auch, gemeinsam mit Vertikalwinkel und geeigneten 
Rayleighwellenindikatoren, für tiefergehende ingenieurseismologische Studien der 
Oberflächenwellen im Starkbebenbereich sowie für geotechnische Analysen. 
Die Muster des Streichwinkels sind jedoch in den geschätzten Hauptachsen zunächst 
nicht erkennbar, da dessen Verlauf systematische, in der Definition des Winkels be-
gründete Schätzfehler aufweist, welche die Muster weitgehend unkenntlich machen. Es 
ist daher notwendig, den geschätzten Streichwinkel einer konsistenten, physikalisch 
und baudynamisch wohlbegründeten Korrektur zu unterziehen. Ziel ist dabei nicht die 
detaillierte Rekonstruktion, sondern die Erfassung von Grundmustern. 
Der Streichwinkel θ wird aus den kartesischen Koordinaten der Hauptachse nach (3) 
berechnet. Sein Wertebereich ist durch die trigonometrische Definition auf das Haupt-
wertintervall [0°,180°] bzw. [-90“,+90°] beschränkt, was bei Übergängen am Rand die-
ses Intervalls zu künstlichen Sprüngen führt, die durch ein geeignetes Verfahren korri-
giert werden müssen (Bild 37 zeigt einen typischen Verlauf). Standardverfahren zur 
Korrektur von Phasenwinkeln haben sich hier als ungeeignet erwiesen. 
Im Rahmen dieser Arbeit wurde zunächst ein Korrekturverfahren (20) für einen alterna-
tiv auf Basis der Arkustangensfunktion definierten Streichwinkel entworfen [7]. Grund-
gedanke ist die Überlegung, daß plötzliche Änderungen der mittleren Hauptbeschleuni-
gungsachse der Bodenbeschleunigung über 90° hinaus physikalisch nicht begründbar 
sind. Speigelungen (um 180°) sind zudem baudynamisch gleichwertig. Der maximale 
Polarisationsunterschied der unterschiedlichen Wellentypen bzw. der für den Lastpro-
zeß am Bauwerk wesentlichen Beschleunigungsachsen beträgt 90°. Deshalb ist es 
sinnvoll, alle größeren Sprünge durch Spiegelungen auf ≤90° zu reduzieren. 
Δ = θi − θi-1;   if |Δ| > 90  →  θi:end = θi:end − sign(Δ)⋅180 (20) 
Zur Trendstabilisierung des Korrekturverfahrens (20) kann für die Differenzbildung Δ 
statt θi-1 das Mittel θk von "k" Vorgängerwerten gewählt werden. 
Auf diese Weise wurde erstmals eine interpretierbare Darstellung des Streichwinkels θ 
gewonnen, in der Grundmuster der Wellenzüge zutage traten [7] [8], weil viele künstli-
che Sprünge ausgeglichen werden. Das Korrekturverfahren (20) kann jedoch Quadran-
ten nicht eindeutig zuordnen (I. == III. Quadrant), dadurch wurde der Verlauf verfälscht, 
und verschmierte, d.h. über mehrere aufeinanderfolgende Fenster verteilte Sprünge von 
weit über 90° werden nicht korrigiert, auch wenn man für die Differenz θk verwendet.  
Daher wird hier ein verfeinertes Korrekturverfahren vorgeschlagen. Zunächst werden 
anhand der Vorzeichen des Nenners und Zählers im Quotienten (3) die Winkelwerte für 
den Vollkreis von -180° bis +180° bestimmt und den Quadranten korrekt zugeordnet. 
Entsprechend der geotechnischen Konventionen entspricht 0° Nord, der positive Winkel 
wird nach Osten gemessen. Der erste Quadrant ist also Nordost, der vierte Nordwest. 
Im ersten eigentlichen Korrekturschritt werden Sprünge über 270° durch Verschiebung 
des nachfolgenden Verlaufs um ±360° ausgeglichen. Diese Sprünge resultieren direkt 
aus der Beschränkung der inversen Winkelfunktion auf das Hauptwertintervall, das 
durch die Quadrantenkorrektur lediglich auf den Vollkreis erweitert wurde. Sie sind in 
Bild 37 durch das Symbol ◊ gekennzeichnet. 
 73 
74         
Im zweiten Korrekturschritt werden analog zum bisherigen Verfahren Sprungstellen 
über 90° korrigiert, da für die Identifikation und Modellierung der wellenspezifischen 
Partikeldynamik nur die Achse, nicht aber die Richtung der Oszillation von Belang ist. 
Diese Sprungstellen entstehen bei der Kovarianzschätzung, wenn die Schwingungsam-
plituden nicht gleichmäßig auf positive und negative Werte verteilt sind. Sie können auf 
die Überlagerung vieler kleinerer Wellenanteile auf die Hauptschwingung zurückgeführt 
werden und sind daher auch bei korrekter Basislinienkorrektur der Rohdaten und wohl-
angepaßten Zeitfenstern unvermeidlich. Der Eigenvektor wechselt quasi die Orientie-
rung, ohne wesentlich von der Achse abzuweichen. Diese Korrektur und das vorläufige 
Ergebnis sind in Bild 37 durch das Symbol • und eine gepunktete Linie dargestellt. 
Schließlich treten bei der Hauptachsenschätzung "verschmierte Sprünge" über mehrere 
aufeinanderfolgende Fenster auf, d.h., die einzelnen Sprünge liegen etwas unter 90°, 
ihre Summe ist jedoch deutlich größer. Solche Verschmierungen sind Nebeneffekte der 
Zeitfensterapproximation oder numerische Fehler. Im dritten Korrekturschritt wird daher 
die Summe der Differenzwerte aufeinanderfolgender Zeitfenster überprüft. Übersteigt 
sie 135°, wird jeder Wert um 90° korrigiert. In Bild 37 sind diese Korrekturen durch das 
Symbol O, das Endergebnis durch die fette durchgezogene Linie gekennzeichnet.  
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Bild 37 Demonstration der Korrektur des Streichwinkels θ für einen künstlichen Verlauf: drei Stu-
fen zum Ausgleich der Hauptwertbeschränkung (Stufe 1) und der gleichwertigen Schwin-
gungsachsen (Stufe 2 und 3). Die feine Linie gibt den unkorrigierten geschätzten Verlauf 
nach der Quadrantenkorrektur wieder, die gestrichelte Linie nach den ersten beiden Kor-
rekturstufen, die starke durchgezogene Linie schließlich das Endergebnis.  
 
 
Algorithmus – Intervallkorrektur der Streichwinkel 
• Tk = (xk,yk,zk)T := Eigenvektor zur Hauptvarianz (Eigenwert) λk 
• θi := arcsin[yi/sqrt(1-(zi)²)] ∈[±π/2]. (a|b) := (sign(yi)|sign(xi)) 
∀i:  (a|b) == (+|−)  →  θi =  π/2 + (π/2 - θi)  
  (a|b) == (-|−)  →  θi = -π/2 - (π/2 - θi)  
• ∀i: Δ := θi+1 − θi  Wenn |Δ| > 270°  →  θi+1:end = θi+1:end − sign(Δ)⋅360 
• ∀i: Δ := θi+1 − θi  Wenn |Δ| >  90°  →  θi+1:end = θi+1:end − sign(Δ)⋅180 
• ∀i: Δ := θi+2 − θi+1 − θi. Wenn |Δ| > 135°  
→   θi+1:end = θi+1:end − sign(Δ)⋅90 
→   θi+2:end = θi+2:end − sign(Δ)⋅90 
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5.3 Schätzung des Lastformmodells 
Das in Kapitel 4 vorgestellte, nichtstationäre Lastmodell ist eine Komposition äquivalen-
ter Evolutionsspektren mehrerer stochastischer Teilprozesse – der Wellenzüge. Es baut 
auf der Referenzkomponente T1 auf, einer 1D-Approximation des 3D-Prozesses mit 
baudynamisch besseren Eigenschaften als jede einzelne Originalkomponente. T1 ent-
hält sämtliche dominanten Anteile des 3D-Lastprozesses, reduziert auf die Dominanz-
phasen der zugehörigen Wellenzüge. Lediglich untergeordnete Lastanteile wie An- und 
Ablaufphasen sowie subdominante Wellenzüge, die in der zweiten und dritten Haupt-
achsenkomponente enthalten sind, werden vernachlässigt. 
Jedes äquivalente Evolutionsspektrum wird als Produkt einer Spektral- und einer Ampli-
tudenmodulationsfunktion angesetzt. Die erste Variante des Schätzverfahrens für das 
Lastformmodell, zur Ermittlung der Formparameter dieser Funktionen, wurde in drei 
Schritten aufgebaut. Im ersten Schritt wird das Evolutionsspektrum von T1 geschätzt, 
diese zweidimensionale, multivariable Funktion S(f,t) wird dann in einem Zwischen-
schritt geeignet eindimensional approximiert, schließlich werden die Parameter durch 
Kurvenanpassung an die 1D-Approximationen ermittelt (Kap. 5.4). 
Im folgenden werden die Nachteile dieses zunächst gewählten Verfahrens analysiert 
und es wird ein alternatives Schätzverfahren vorgeschlagen, das die unterschiedlichen 
Stationaritätseigenschaften der Erdbebensignale im Frequenz- und Zeitbereich aus-
nutzt, um eine im Rahmes des vollkorrelierten Lastmodells konsistente und hinsichtlich 
der Streuung der Parameter genauere Schätzung des Lastformmodells zu gewinnen. 
5.3.1 Approximation des geschätzten Evolutionsspektrums 
In einem ersten Ansatz wurde das Evolutionsspektrum der Referenzkomponente mittels 
des von Scherer [100] weiterentwickelten Multi-Filter-Verfahrens nach Kameda [61] ge-
schätzt. Als eindimensionale Approximationen wurden Schnitte parallel zur Frequenz- 
und Zeitachse am lokalen Maximum des geschätzten Evolutionsspektrums in jeder Wel-
lendominanzphase gewählt. Diese „extrahierten“ Spektral- und Zeitverlaufskurven stel-
len eine weitere, signifikante Approximation dar, die im Frequenz- und Zeitbereich un-
tergeordnete Lastspitzen zugunsten der stärksten spektralen Lastanteile vernachlässigt.  
Der mittlere Approximationsfehler (Energieverlust) dieses notwendigen Zwischenschritts 
gegenüber dem geschätzten Evolutionsspektrum lag für den Northridge-Datensatz bei 
etwa 50% – bei sehr geringer Streuung. Er wurde daher durch einen pauschalen Faktor 
ausgeglichen, um den konservativen Modellsansatz nicht zu verletzen. 
Dieses heuristische Schätzverfahren hat mehrere Nachteile. Zunächst ist das Multifilter-
verfahren rechentechnisch aufwendig, was seine Anwendbarkeit für Bereiche wie etwa 
Echtzeit-Lastprognose stark einschränkt. Vor allem jedoch ist der Evolutionsspektral-
schätzer relativ unscharf im Zeitbereich und bei den Spektralamplituden, er fokussiert 
vor allem auf hohe Genauigkeit bei der Frequenzschätzung. Dies führt bei der Parame-
terschätzung auf mehrere Probleme. 
So wurde der Schnitt am Maximum zwar in einem schmalen Frequenzband gemittelt, 
um die Zufälligkeit dieses Einzelwerts und die Unschärfe bei den Spektralamplituden 
auszugleichen (siehe Bild 38). Dennoch können nicht alle wesentlichen Lastspitzen ei-
ner Wellenphase erfaßt werden, weil diese praktisch nie zeitgleich mit dem Maximum 
auftreten, vielmehr in der Regel über die Wellenphase verteilt sind26.  
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26 Neben der Unschärfe des Schätzers im Zeitbereich liegt die Ursache hierfür darin, daß die Teilprozesse meist 
doch etwas mehr als einen Wellenzug umfassen bzw. daß sich Wellenzüge mit verschiedenen Frequenzen und leicht 
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Bild 38 Approximation des geschätzten Evolutionsspektrums einer Wellendominanzphase (S) 
durch Schnitte entlang der Frequenz- und Zeitachse durch die größte Lastspitze, der Fre-
quenzschnitt wurde zur Relativierung der Unsicherheit der Amplitudenschätzung gemittelt 
Einige dieser Nebenmaxima repräsentieren höhere Moden der Fundamentalfrequenz 
und sind daher als zusätzlicher Lastfaktor zu werten. Andere Nebenmaxima gehören zu 
Wellenzügen, die im Rahmen der drei Hauptachsen aufgrund ihrer leicht abweichen-
den, jedoch nicht orthogonalen Hauptwirkungsrichtung nicht separat erfaßt werden 
können, sondern anteilig in der nächstliegenden Hauptachsenkomponente abgebildet 
sind. Falls es sich um energetisch signifikante Anteile handelt, sollten auch sie im Last-
modell mit erfaßt werden, dies gelingt jedoch nur in geringfügigem Ausmaß.  
Durch die Schnitt-Approximation wird somit das Konzept der Multi-Kanai-Spektralfunk-
tionen (12) bzw. (14) wertlos, weil die außerhalb des Fundamentalmodes liegenden 
Maxima der Spektralschnittfunktion S(f,tmax) selten die wirklichen Nebenfrequenzen, und 
praktisch nie deren korrekte Spektralamplituden widerspiegeln, nicht einmal relativ. (vgl. 
Lastspitze rechts unterhalb des Schnittpunkts in Bild 38 ). 
Durch die Unschärfe im Zeitbereich werden jedoch auch die zeitlichen Amplitudenver-
läufe im Evolutionsspektrum gegenüber den tatsächlichen Amplituden-Einhüllenden der 
Referenzkomponente verfälscht. Vergleiche mit den RMS-Funktionen und auch den 
Hauptvarianzen haben ergeben, daß durch den Evolutions-Spektralschätzer die maxi-
malen Amplituden sogar systematisch im Zeitbereich nach hinten verschoben werden. 
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Bild 39 Zeitbereichsverschiebung der extrahierten Zeitfunktionen amfW im Vergleich zur Hauptva-
rianz σ1 (entspricht RMS-Funktion)– Ursache für Anpassungsfehler. 
                                                                                                                                             
abweichenden Wirkungsrichtungen zumindest anteilig auch in derselben Hauptachse überlagern. Die drei Teilpro-
zesse P,S und C sind ja ein vereinfachtes Modellkonzept, tatsächlich enthält wohl jedes Starkbebenakzelerogramm 
zwanzig oder mehr Wellenzüge unterschiedlicher Energie, Fundamentalfrequenz, zeitlicher Lage und Dauer. 
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Da sich der zugehörige Fehler mit dem Fehler durch die Einschränkung auf die Domi-
nanzphase akkumuliert, der bereits einen gewissen Startsprung der Amplitudenmodula-
tion verursacht, sind von den Zeit-Schnittfunktionen S(fmax,t) kaum brauchbare Schät-
zungen für die tatsächlichen Amplitudenmodulationsparameter zu erwarten.  
Außerdem gab es überdurchschnittlich große Schätzfehler, weil sich die unabhängig 
ermittelten Dominanzphasengrenzen nicht mit dem Amplitudenmodulationsverlauf im 
Evolutionsspektrum deckten. Sie fielen mitunter in eine Anstiegsphase der spektralen 
Amplitudenmodulation, so daß die Schnittfunktion einen starken Sprung aufweist (vgl. 
Bild 38 AS(t)), der nur mit sehr großem Fehler durch die AM-Formfunktion darstellbar ist. 
Diese Fehler bewirken starke Abweichungen der Gesamtenergie des angepaßten pa-
rametrischen Lastformmodells vom geschätzten Evolutionsspektrum, die vereinzelt eine 
Größenordnung vom Faktor 5 erreichten. Es ist klar, daß die zugehörigen Parameter 
keine sehr vertrauenswürdigen Schätzungen darstellen.  
Es ist daher sinnvoll, ein alternatives Schätzverfahren für das Lastformmodell zu ent-
wickeln, das diese Nachteile zumindest teilweise ausgleicht. Im folgenden wird eine im 
Rahmen des Korrelationsmodells konsequente Alternative vorgestellt, anhand derer die 
Parameter des Lastformmodells geschätzt werden können. Diese liefert eine Approxi-
mation des Evolutionsspektrums, ohne dieses zuvor explizit selbst zu schätzen. 
5.3.2 Direkte Approximation des Evolutionsspektrums 
Die bekannten Evolutionsspektral-Schätzverfahren ([62] [93]) [101]liefern sehr komple-
xe Schätzungen der Lastverteilung im gesamten Frequenz- und Zeitbereich, mit einer 
hohen Anzahl lokaler Extrema. Das typische Evolutionsspektrum ist bildlich gesprochen 
ein wild zerklüftetes Gebirge mit einer Reihe steiler Spitzen, einer Unzahl von Hügeln 
und Abgründen (vgl. Anhang 8.5.1).  
Diese Komplexität kann durch eine niedrigere Frequenz- und Zeitauflösung nur auf Ko-
sten der Genauigkeit bei den Resonanzstellen teilweise reduziert werden. Die daraus 
folgende Unhandlichkeit könnte auch als Ursache dafür zu sehen sein, daß evolutionäre 
Modelle in der Erdbebenforschung bisher nur vereinzelt entworfen bzw. untersucht wor-
den sind. Tatsächlich ist für eine generalisierte Modellierung der Belastung eine voll-
ständige Erfassung dieser Komplexität gar nicht notwendig, und sie wird in dem vorge-
schlagenen Lastmodell auch nicht realisiert. Vielmehr wird der Lastprozeß durch 
Teilprozesse abgebildet, die durch ihre Abfolge, Energieeintrag (Amplitude und Dauer), 
Resonanzfrequenz und Hauptachse gekennzeichnet sind. 
Während es zur Identifikation der Wellenzüge im Schätzverfahrens notwendig war, die 
zeitliche Lage des Welleneinsatzes und der Maximallast – die Dominanzphasen – rela-
tiv genau zu bestimmen, ist dies für die Bauwerksreaktion nicht so erheblich. Um eine 
Lastapproximation im Zeit- und Frequenzbereich zu erhalten ist es gar nicht notwendig, 
das Evolutionsspektrum der Referenzkomponente selbst zu schätzen. Es ist möglich 
und ausreichend, die Amplitudenmodulationsfunktionen jeweils im Frequenz- und Zeit-
bereich getrennt für jede Dominanzphase direkt aus den Daten zu schätzen.  
Für jeden Wellenzug und damit für seine Dominanzphase wurde bereits zur Ermittlung 
der Referenzkomponente und generell für das Lastmodell angenommen, daß sie nähe-
rungsweise durch stationäre stochastische Prozesse modelliert werden können. Die 
Stationarität ist im Spektralbereich und bei der räumlichen Charakteristik am stärksten 
ausgeprägt – es wird für jeden Wellenzug von stabilen Moden mit einer stabilen Haupt-
achse ausgegangen. Entsprechend können die spektralen Amplituden in jeder Domi-
nanzphase durch ein gewöhnliches Leistungsspektrum geschätzt werden.  
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Im Zeitbereich hingegen stellt sich die Belastung durch die einzelnen Wellenzüge als 
transienter stochastischer Prozeß dar, der durch jeweils ein (1) Zeitfenster (z.B. die 
Dominanzphase) nur sehr grob approximiert werden kann. Deshalb ist es hier zielfüh-
rend und im Rahmen des vollkorrelierten Gesamtansatzes konsistent, die Amplituden-
modulation anhand des Verlaufs der zur Referenzkomponente assoziierten Hauptvari-
anz (Eigenwert) zu schätzen. Diese wird ohnehin im Zuge der Hauptachsentransforma-
tion ermittelt und stellt als zeitfensterbezogene (Autoko-) Varianz dieser Komponente 
ein weitgehend objektives Energiemaß dar, das nur durch die Wahl der Zeitfenster be-
einflußt wird. Da sich die Hauptvarianz auf kürzere Zeitfenster bezieht, kann durch sie 
die Transienz der Belastung angemessen wiedergegeben werden. 
An diese Schätzungen können die Formfunktionen des Lastmodells direkt angepaßt 
werden. Dieses Schätzverfahren ist robust, schnell und im Rahmen des Korrelationsan-
satzes konsistent. Es vermeidet die fehlerträchtigen und aufwendigen Zwischenschritte 
der Schätzung des Evolutionsspektrums und der Approximation dieser Schätzung durch 
Schnitte oder vergleichbare Heuristiken, schätzt vielmehr die Rohdaten für die Form-
funktion direkt aus den Daten. 
Dieses Schätzverfahren ordnet sämtliche Lastspitzen innerhalb der Dominanzphase ei-
nem Prozeß zu, der seine maximale Beschleunigungsamplitude an nur einem Zeitpunkt 
erreicht. Diese Vereinfachung engt zwar die Wirklichkeit ein, ist jedoch baudynamisch 
kaum von Bedeutung, da die Dauer der jeweiligen Belastung noch immer konservativ 
geschätzt wird.  
Die Schätzung des Lastformmodells wird nach dieser Vorgehensweise zunächst durch 
mittlere Amplituden skaliert (σ1 ist eine RMS-Funktion, vgl. Kap. 6.2.2). Dies ist bei der 
Simulation von Zeitreihen und bei der Ermittlung von entsprechenden Antwortspektren 
durch einen Ausgleichsfaktor zu berücksichtigen. Dieser orientiert sich zunächst an dem 
Erfahrungswert, daß die doppelte Standardabweichung Env(a) = 2σ = 2√Var(a) eine 
Einhüllende der gemessenen Beschleunigungen darstellt und der sich für die RMS-
Funktionen des Northridge-CDMG-Datensatzes in dem festgestellten mittleren Verhält-
nis von maxRMS = ½ PGA bestätigt (vgl. Bild 47 auf Seite 90).  
Zudem ist aber zu berücksichtigen, daß die Originalkomponenten die Last unterschät-
zen. Die Hauptachsenkomponenten für den hier betrachteten Northridge-Datensatz 
weisen im Mittel 10% höhere Maximalwerte als die originalen RMS-Funktionen auf (vgl. 
Bild 49 auf Seite 91). Entsprechend wird der Ausgleichsfaktor auf den Wert 1.8 (90% 
von 2) festgelegt, dieser Wert ist in repräsentativen Studien noch zu verifizieren, dürfte 
jedoch nicht wesentlich schwanken. 
5.4 Anpassung der Formfunktionen 
5.4.1 Nichtlineare Optimierungsverfahren 
Die Anpassung der Formfunktionsparameter an die geschätzten „Roh-Funktionen“ mit 
der Kleinste-Quadrate-Methode ist sowohl für das Hauptachsenmodell als auch für das 
Lastformmodell eine nichtlineare Optimierungsaufgabe in mehreren Variablen und Ne-
benbedingungen. Das Multi-KTS etwa wird für alle modellierten Spitzen simultan ange-
paßt, dabei ergeben sich bis zu vierzig Variable. Hier wurde auf ein Unterraumverfahren 
vom Trust-Region-Typ [34] zurückgegriffen, das im Kern aus einem reflexiven Newton-
verfahren und einem vorkonditionierte konjugierte Gradienten- (PCG) Verfahren [41] 
besteht und abhängig von den übergebenen Daten spezifische Such- und Update-
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Algorithmen auswählt (Gauß-Verfahren bzw. Levenberg-Marquardt) 27. Die Konver-
genzkriterien sind Residualnorm, Gradientennorm oder eine max. Anzahl von Iteratio-
nen, je nachdem welche früher ein vorgegebenes Niveau unterschreitet. Für diese Kon-
vergenzkriterien wurden Standardwerte gewählt. 
Die Nonlinear-Least-Squares-Verfahren haben besondere Stärken bei hinreichend glat-
ten Funktionen. Sie konvergieren daher bei den Formfunktionen des Lastformmodells 
sehr schnell und liefern tatsächlich optimale Parameterwerte. Sind die Formfunktionen 
in den Parametern jedoch nicht stetig differenzierbar – dies ist bei den Funktionen (5) 
und (6) des Hauptachsenmodells an den Dominanzwechseln τW der Fall – sind die 
Konvergenzeigenschaften beträchtlich schwächer. Im wesentlichen wird nach der ma-
ximalen Anzahl von Iterationen abgebrochen, ohne daß sich die Dominanzwechselpa-
rameter τW wesentlich von den Startwerten wegbewegen. Die anderen Parameter hin-
gegen werden innerhalb dieses Rahmens optimal angepaßt. 
Aus diesem Grund wurde für die Dominanzwechsel τ ein separates Schätzverfahren 
(Kap. 5.2.1) entwickelt. Die damit ermittelten Werte gehen als Fixparameter in die Form-
funktionsanpassung für das Korrelationsmodell ein. Bereits vor der Parameterschätzung 
des Lastformmodells sind sie notwendig zur Abgrenzung der Teilprozesse, da die 
Schätzung dort für jede Dominanzphase einzeln durchgeführt wird.  
Die Parameter der MKTS-Formfunktion werden durch Anpassung an das Leistungs-
spektrum der Dominanzphase geschätzt. Die absolute Höhe der Spektralamplituden-
werte bei Fourier-basierten Leistungsspektralschätzverfahren ist generell nicht sehr zu-
verlässig, weil sie stark von der gewählten Abtastrate abhängt. Die max. 
Spektralamplitude des Dominanzphasenspektrums eignet sich daher nicht so gut als 
globaler Skalierungsparameter für das Lastmodell, wie sie zunächst verwendet wurde. 
Um diese Unsicherheit nicht mehr in das Modell einfließen zu lassen, wurde das MKTS 
nunmehr als näherungsweise normierte Formfunktion (14) eingeführt:  
MKTS(f) = (ζ/ (¼ + ζ2))⋅Σi=1,...,n KTS(f, fG,i,ζi);  maxf,ζ>0 MKTS(f,ζ) ≈ 1  
Entsprechend werden im Schätzverfahren die Spektralfunktionen der Teilprozesse vor 
der Anpassung an die MKTS-Formfunktion mittels Division durch dem Maximalwert des 
Spektrums normiert. Um die Normierung auch während der Anpassung der ζi sicherzu-
stellen, wird zuvor die max. Resonanzstelle identifiziert, um den Parameter ζ = ζmax an 
diese zu binden.  Wesentlich bei der Schätzung der Parameter t0,τ und α der AMF (17), 
Aw(t,α,τ,t0) = (τ⋅e)α⋅(t−t0)α⋅e−α⋅τ (t−t0),    t ∈ [τW,τW+1] 
ist es, die Kurvenanpassung strikt auf die Dominanzphase [τW,τW+1] zu beschränken, 
d.h., es wird nur das entsprechende Segment der Zeitachse mit den zugehörigen 
Hauptvarianzwerten übergeben. Dadurch erhält man auf Basis der vorhandenen Daten 
der Dominanzphase auf elegante Weise eine Approximation der eigentlich fehlenden, 
weil subdominanten, Anlaufphase in Form des Parameters t0 der nur durch t0 ≥ 0 be-
schränkt wird. Positivitätsbedingungen α,τ > 0 sind als Nebenbedingungen einzuführen. 
Vor der Anpassung wird die Hauptvarianz ebenfalls mittels Division durch ihren Maxi-
malwert innerhalb der Dominanzphase normiert, der gleichzeitig den Schätzwert für den 
Skalierungsparameter σmax,W des Lastmodells innerhalb der jeweiligen Dominanzphase 
darstellt. Auf diese Weise wird erreicht, daß die Spektralamplituden des evolutionären 
                                            
27 Diese Verfahren sind z.B. in der Funktion LSQCurveFit aus der MATLAB Optimization Toolbox implementiert, ste-
hen aber auch in bekannten Numerikpaketen (LAPACK, NAG) und vielen darauf aufbauenden Anwendungen zur 
Verfügung. 
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Lastmodells in jeder Dominanzphase tatsächlich von der aus den Daten geschätzten 
Hauptvarianz und damit von wellenspezifischen maximalen RMS-Werten bestimmt sind.  
Dieser Maximalwert stellt die eigentliche Skalierungsgröße der Amplituden des Lastmo-
dells dar und wird ohne weitere Zwischenschritte direkt aus der Schätzung der Hauptva-
rianz ermittelt. Als RMS-Wert der Hauptachsenkomponente (siehe Kap. 6.2.2) stellt er 
ein transparentes, nichtstationäres Intensitätsmaß dar, das zu makroseismischen und 
mikroseismischen Parametern in Bezug gesetzt werden kann. Gegenüber dem in den 
Vorarbeiten verwendeten max. Evolutionsspektralwert zeichnet er sich durch eine höhe-
re Zuverlässigkeit bei der Schätzung und eine direkten Bezug zur Beschleunigungsin-
tensität aus. Über den Ausgleichsfaktor (S.78) erhält man realistische Amplitudenwerte. 
5.4.2 Startwerte 
Die Schätzung der Hauptachsenformfunktionen erfolgt in zwei Schritten. Zunächst wer-
den anhand des Verlaufs der Hauptachsenwinkel und der Hauptvarianz die Dominanz-
phasenwechsel τW und die Lage tp,W der stärksten Lastspitze in jeder Wellenphase des 
angesetzten Wellenfeldmodells ermittelt. Hierzu wird das in Kap. 5.2.1 vorgestellte au-
tomatische Verfahren eingesetzt, die Ergebnisse sind durch manuelle Inaugenschein-
nahme zumindest stichprobenhaft zu überprüfen. Die Wellendominanzphasenwechsel 
bleiben während der Anpassung fixiert. 
Im zweiten Schritt werden die Lageparameter durch Kurvenanpassung geschätzt. Als 
Startwerte der Formfunktion (5) für den Vertikalwinkel ϕ1 sind ϕP = 90, ϕS = 0 und ϕC = 
10 sinnvoll. Der Phasenversatz αR und die Periode TR potentieller Rayleighwellen in der 
Coda-Phase werden mit den Werten 1s und Null initialisiert.  
Bei der Formfunktion (6) für den Streichwinkel θ1 wird zunächst von einem konstanten 
Verlauf innerhalb der Dominanzphasen ausgegangen, d.h., die Anstiegsparameter der 
linearen Segmente werden mit γW = 1 initialisiert. Startwerte für die Sprungwerte δW sind 
die Differenzen der Medianwerte des geschätzten Winkels in jeder Dominanzphase. Es 
ist zu beachten, daß der Streichwinkel während der P-Phase keinerlei Signifikanz be-
sitzt, die Sprungwerte δW jedoch wechselseitig voneinander abhängen.  
Sinnvolle Startwerte für die AMF-Parameter t0 und  τ des Lastformmodells sind die 
Schätzgrößen τW bzw. tp,W − τW aus der automatischen Bestimmung der Wellenphasen-
parameter, und sowie für den Formparameter α der Wert 1.  
Startwerte für die Parameter fG,k und ζk des Multi-KTS (14) können mittels der Approxi-
mationen (10) und (11) direkt aus der Spektralfunktion gewonnen werden. Hierzu sind 
zuvor die relevanten Lastspitzen und die zugehörigen Frequenzen fmax,k zu ermitteln. 
Die Kriterien hierfür werden im folgenden Abschnitt begründet. Zur Auswahl des richti-
gen Dämpfungsparameters ζ = ζmax in (14) muß vor der Anpassung lediglich die größte 
Lastspitze identifiziert werden. 
ξk  ≈ S(0)/(4⋅S(fmax,k));  fG,k  ≈ fmax,k / 2k1 ξ−  (21) 
5.4.3 Relevanzkriterien für Lastspitzen in extrahierten Spektren 
Naturgemäß besteht der Untergrund eben nicht aus horizontalen, homogenen und iso-
tropen Schichten, sondern ist erheblich komplexer aufgebaut, so daß das geschätzte 
Spektrum u. U. eine größere Anzahl lokaler Maxima enthält. Das Modell muß hier ver-
einfachen, um noch praktikabel zu sein, daher werden Kriterien benötigt, anhand derer 
die Relevanz einer Spitze geklärt werden kann. Diese werden wie folgt begründet: 
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Das Lastmodell wird mit dem Ziel entwickelt, zur Lastvorhersage für reale Standortpla-
nungen zu dienen. Die exakte, quasi deterministische Vorhersage der Bodenresonan-
zen ist bei Fehlen entsprechend detaillierter Informationen über den Untergrund nicht 
möglich und verbietet sich im Sinne einer verantwortlichen Bauwerksauslegung. Daher 
ist es für ein empirisches Lastmodell nicht relevant, ob zwei sehr eng zusammen lie-
gende Resonanzen getrennt oder mit einer entsprechend größeren und daher fiktiven 
Dämpfung zusammengefaßt modelliert werden. Wenn zur Bauwerksauslegung von den 
energiearmen Bereichen zwischen den Resonanzfrequenzen Gebrauch gemacht wer-
den soll, sind diese durch eine Betrachtung ungünstigster Fälle vorher zu hinterfragen. 
Damit wird die Unterscheidung nah beieinander liegender Resonanzfrequenzen des 
Bodens irrelevant, innerhalb eines zentrierten Intervalls um ein lokales Maximum fmax,k 
bleiben deshalb weitere lokale Maxima fmax,i < fmax,k unberücksichtigt. Dieses Intervall 
wird als Exklusivbereich bezeichnet und seine Breite zu 1Hz gewählt. 
Die Befürchtung, daß die Dämpfungsgröße ζ unrealistisch große Werte annehmen und 
damit ihre physikalische Bedeutung verlieren könnte, weil sie zu einem formalen Füllig-
keitsparameter degeneriert, hat sich bei den Auswertungen nicht bestätigt. Die Be-
schränkung des Dämpfungsparameters ζ bei der nichtlinearen Anpassung auf den Be-
reich zwischen 0.1% und 10% wurde fast nie erreicht, die optimalen Werte lagen in fast 
allen Fällen innerhalb dieses Bereiches. Diese Schranken entsprechen extrem hartem 
Fels bzw. sehr weichen Feinsedimentschichten, wie sie z.B. in verlandeten Seen oder 
Flußauen vorkommen. Sie werden für das Schätzverfahren dennoch beibehalten. 
Außerdem sollen nur solche Resonanzen modelliert werden, die tatsächlich signifikante 
Lastüberhöhungen verursachen. Es wird daher, in Analogie zum Schätzverfahren für 
die spektraladaptive Fensterlänge, ein Relevanzlevel von 30% des globalen Maximums 
der jeweiligen Phase angesetzt. Lokale Maxima werden nur berücksichtigt, wenn deren 
spektrale Amplitude dieses Relevanzlevel überschreitet.  
 81 
82         
 
 82   
Dissertation – Ein wellenbasiertes, stochastisches Erdbebenlastmodell        83 
6 Verifikation  
Die Parameter und Formfunktionen des Lastmodells wurden mit dem Ziel gewählt, be-
stimmte, lastrelevante physikalische Aspekte transparent zu machen und so die geziel-
te, standortspezifische Lastauslegung zu unterstützen. Ob die Parameter unter dieser 
Zielsetzung signifikant sind, ist durch empirischen Nachweis zu überprüfen, der im fol-
genden selektiv dargestellt wird. Ein vollständiger Nachweis übersteigt allerdings den 
Umfang dieser Arbeit erheblich.  
Der Schwerpunkt liegt daher auf der Verifikation der neuen Schätzverfahren für spek-
traladaptive Hauptachsen sowie der automatischen Identifikation der Dominanzphasen. 
Insbesondere werden das spektraladaptive Fensterschätzverfahren, die Energiebilanz 
und Frequenzerhaltung bei der Hauptachsentransformation, die Eigenschaften der 
Hauptachsenprojektionen und das Verfahren zur automatischen Bestimmung von Do-
minanzphasen dargestellt. Für die Parameter des Lastformmodells, insbesondere die 
Resonanzfrequenzen, wird auf bereits veröffentlichten Ergebnisse ([8],[3]) verwiesen. 
Als Datenbasis wurde, sofern nicht ausdrücklich anders vermerkt, der in Anhang 8.3 
beschriebene Satz von 78 Messungen des Northridge-Erdbebens verwendet. Für ex-
emplarische Erläuterungen wird, wie im bisherigen Text, die Messung DOWN verwen-
det, die in Anhang 8.3 ausführlich beschrieben ist. 
6.1 Spektraladaptive Zeitfenster 
Zur Ermittlung der spektraladaptiven Fensterlängen Lk für die Zeitfenster Wk bei der Ko-
varianzschätzung (18) wurde das in Kap. 5.1.2 beschriebene Schätzverfahren einge-
setzt. Die absoluten Grenzfrequenzen wurden zu 0.1 Hz und 25 Hz angesetzt und es 
wurden die individuellen unteren Grenzfrequenzen jedes Spektralschätzfensters aus 
den empirischen, fensterbezogenen Spektraldichtefunktionen nach dem Kriterium 3 er-
mittelt, d.h., es wurden sämtliche Spitzen aller Spektralfunktionen einbezogen, die ein 
Relevanzlevel von 30% des Maximums aller Spektralfunktionen im Spektralschätzfen-
ster überschreiten, und diejenige mit der niedrigsten Frequenz wurde gewählt. Die so 
ermittelten Fenster sind tendenziell länger als bei den anderen Kriterien, um auch sub-
dominante Wellenzüge in den weiteren Hauptachsen gut erfassen zu können. 
Bild 40 zeigt die empirischen Auto- und Kreuzspektraldichtefunktionen für DOWN in den 
ersten drei und dem letzten Spektralschätzfenster WS sowie durch senkrechte Linien 
die nach allen drei Kriterien ermittelten unteren Grenzfrequenzen f1 (Frequenz des glo-
balen Max. aller Spektralfkt., - - -), f2 (niedrigste Frequenz eines relevanten globalen 
Maximums innerhalb der einzelnen Spektralfunktion, fein gepunktet) und f3 (s.o., fett).  
Es ist zu erkennen, daß sich bereits vom ersten zum zweiten Fenster die Grenzfre-
quenz deutlich ändert, weil die P-Wellen (z-Komponente PSDZ fett -- -- ) durch S-Wellen 
(x- und y-Komponente --- und - - -) als dominanter Wellenzug abgelöst werden. Tat-
sächlich dauern sie nahezu unvermindert an, die Spitze bei 7.2 Hz ist im rechten oberen 
Fenster auf nahezu gleichem Niveau wie im ersten Fenster oben links.  
Deutlich ist auch zu erkennen, daß die zu den dominanten Spitzen gehörenden Fre-
quenzen f1 im Zeitverlauf absinken, von 7Hz im ersten Fenster über 3Hz und 1.5Hz im 
zweiten und dritten auf schließlich 0.6Hz im vierten Fenster. Nicht ganz so rapide aber 
ebenfalls signifikant ist der Rückgang der niedrigsten relevanten Frequenzen f3, welcher 
der spektraladaptiven Fensterlänge zugrundegelegt wurde. 
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Bild 40 Auto- und Kreuzleistungspektren (PSD bzw. CSD) der Messung DOWN für die ersten drei 
und das letzte Spektralschätzfenster (oben). Die Fenster haben eine Länge von 12 sec bei 
50% Überdeckung. f1, f2 und f3 sind die Frequenzen nach den drei Kriterien (vgl. Bild 31). 
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Bild 41 Fensterlängenfunktionen LNyq geschätzt mit 50% überlappenden Fenstern von 10s bei ver-
schiedenen Schwellwerten SMIN =30,50,80%, sowie entsprechende Nyquist-Frequenzen fNyq 
und zugehörige Spektralamplituden Smax, Northridge DOWN 
Bild 41 zeigt die für DOWN ermittelten individuellen Fensterlängen im Zeitverlauf für alle 
Schätzfenster und alle drei Varianten. Deutlich ist der ansteigende Verlauf der Fenster-
länge zu erkennen, der umgekehrt den sinkenden Grenzfrequenzen entspricht (Dreieck, 
Kreis und Punkt für die verschiedenen Frequenzen f1-f3). 
Für die weiteren Schätzverfahren wurden die Fensterlängen immer entsprechend der 
Frequenz f3 gewählt, d.h., es wurden sämtliche Spektralfunktionen einbezogen und die 
Spitze mit der niedrigsten Frequenz ausgewählt, die über dem Relevanzlevel lag.  
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Anhand der so geschätzten minimalen und maximalen individuellen Fensterlängen wur-
den dann die Fensterlängenwerte L1 und L2 der RAMPSIN-Fensterlängenfunktion und 
die zugehörigen Zeitpunkte ermittelt, um einheitlich monotone Verläufe abzusichern. 
Dabei wurden (gelegentliche) unrealistische Anfangswerte korrigiert und eine Mindest-
länge von 0.5sec erzwungen (häufiger). Die Parameter für alle Messungen der Daten-
basis sind in Bild 42 dargestellt. 
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Bild 42 Auf Basis der spektraladaptiven Fenster ermittelte Ankerpunkte (L1,t1) – o-Symbole – und 
(L2,t2) – Δ-Symbole – für die RAMPSIN-Fensterlängenfunktion, CDMG-Datensatz Northridge 
1994. Die Ankerpunkte definieren die Grenzen des sinusförmigen Übergangsbereichs von 
kurzen zu langen Fenstern.(! logarithmische Darstellung für L) 
Die meisten Messungen beginnen erwartungsgemäß mit Frequenzen deutlich über 
1Hz, entsprechend werden kurze Fenster geschätzt, die in etwa der anfangs verwende-
ten durchgehenden Fensterlänge von 1.0sec entsprechen. Die obere Grenze der Fen-
sterlänge von 10sec ist durch die minimale Grenzfrequenz 0.1Hz bei der Grenzfre-
quenzschätzung (vgl. Kap. 5.1.2) vorgegeben und wurde bei 5 der 78 Messungen 
erreicht. Auffallend ist eine Häufung der unteren Grenzfrequenzen f3 auf bestimmten 
Frequenzen (obere Ankerpunkte 5.2Hz bei 8 Messungen und 2.6Hz bei 17 Messun-
gen), für die es im Schätzverfahren keine Bevorzugung gibt. Eine mögliche Erklärung 
wäre, da im Schätzverfahren nicht die global dominante Frequenz, sondern die niedrig-
ste relevante Frequenz ausgewählt wurde, daß diese Frequenz stärker zu einer sehr 
allgemeinen Invariante korreliert (etwa der durchschnittlichen Sedimentdicke über dem 
Felsgrund). Dies ist jedoch zunächst Spekulation und muß genauer untersucht werden. 
Durchgehend wurde ein relativer Fensterversatz von 20% der Fensterlänge verwendet. 
Dies stellt ebenso wie die Fensterlänge einen Kompromiß dar. Ohne Überlappung (Ver-
satz 100% der Fensterlänge) erhält man zwar scharfe, einfache Wellen-Muster auf-
grund der geringen Anzahl von Werten (40 bei ∅L=1.5 sec. und 60sec Gesamtlänge), 
aus dem gleichen Grund sind jedoch diese Muster verzerrt und die Dominanzwechsel 
verfälscht, da ihre potentiellen Werte auf diese wenigen Zeitpunkte beschränkt sind.  
Bei starker Überlappung (z.B. 5% der Fensterlänge) sind die Grundmuster zwar eben-
falls erkennbar, jedoch werden scharfe Übergänge, die prominente Muster kennzeich-
nen, bis zur Unkenntlichkeit verschmiert. Sie wirken sich aufgrund der starken Überlap-
pung in zu vielen aufeinanderfolgenden Fenstern aus, und erschweren dadurch die 
Identifikation der Muster, insbesondere der Dominanzwechsel. Zudem prägen viele un-
tergeordnete Effekte der zeitlichen Instationarität den Verlauf mit. Dies wird in Kap 6.3.1 
noch genauer ausgeführt.  
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Das folgende Bild zeigt das originale und das Hauptachsenakzelerogramm für DOWN. 
Deutlich ist die Verlagerung der dominanten Schwingungsmoden aus allen Original-
komponenten in die Referenzkomponente T1 erkennbar, wobei Form und Frequenz 
weitgehend erhalten bleiben. Auf den zweiten Blick zeigen sich auch die nach der 
Transformation leicht vergrößerten Amplituden (Ausgleich des Projektionsverlusts der 
Meßgerätkomponenten), entsprechend überproportional ist der Anteil von T1 an der 
Gesamtenergie. Deutlich wird auch die Minimierung der T3-Komponente. In T2 sind 
hingegen noch relevante Lastanteile sichtbar, die An- und Ablaufphasen der dominan-
ten Wellenzüge. Zu beachten bleibt daß T1 ohne die zugehörige Richtungsinformation 
nicht direkt für seismische Analysen verwendbar ist, da jeder Wellenzug auf einer ande-
ren, teils veränderlichen Achse wirkt. 
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Bild 43 Originale Messung DOWN (oben) und Hauptachsenakzelerogramm (unten) auf Basis spek-
traladaptiver Zeitfenster mit der RAMPSIN-Fensterlängenfunktion und 20% Überlappung der 
Fenster. Zwischen den Ankerpunkten L1 = 7.2s und L2 = 42s wird die Fensterlänge kontinu-
ierlich von 0.5s auf 5.1s vergrößert. 
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6.2 Eigenschaften des Referenz-Akzelerogramms 
6.2.1 Energiebilanz - Vergleich der Arias-Intensitäten 
Mit der zeitabhängigen Korrelations-Hauptachsentransformation wird eine lineare Abbil-
dung der originalen, gemessenen Zeitreihen auf neue Zeitreihen durchgeführt. Es ist zu 
prüfen, ob diese Transformation die Gesamtenergie des Akzelerogramms erhält, vor al-
lem im Bereich der stärksten Energiefreisetzung, aber auch insgesamt. 
Aufgrund der mathematischen Eigenschaften der Hauptachsentransformation ist keine 
Änderung der Gesamtenergie zu erwarten, auch wenn dies streng genommen nur für 
jedes Zeitfenster in (18) gilt. Die Transformationsmatrix (1) ist orthonormal, ändert also 
die Norm28 der Matrix A = (Ai)i=1,...,n der Beschleunigungskomponenten in (2) nicht.   
Die kumulative Arias-Intensität [19] einer Beschleunigungskomponente ak(t) ist ein Maß 
für den Verlauf des Energieeintrags entlang der zugehörigen Koordinatenachse. Sie ist 
definiert für 0 < t < T als 
Hk(t) = , (22)  ( )∫
t
0
2
k dtta
Phasen starken Anstiegs entsprechen einem hohen Energieeintrag. Der Funktionswert 
beginnt mit 0 für t=0 und nähert sich im Zeitverlauf dem Wert H(T) als oberem Grenz-
wert. Wird die kumulative Arias-Intensität durch Ihren Wert H(T) am Ende der Aufzeich-
nung normiert, so ist in der Literatur die Bezeichnung Husid-Funktion gebräuchlich [58]. 
Zur Untersuchung der Energiebilanz der spektraladaptiven Hauptachsentransformation 
wird als Normierungsgröße die Summe    HO(T) := Σk = 0°(N), 90°(O) und VT Hk(T)    der totalen 
kumulativen Arias-Intensitäten Hk(T) der Originalkomponenten gewählt, die jeweilige 
Arias-Funktion durch diesen Wert HO(T) geteilt. Auf die gleiche Weise wird mit den Ari-
asfunktionen   Hk* = T1, T2, T3 (T)   der Komponenten des Hauptachsenakzelerogramms (2) 
verfahren, so daß eine einheitliche Vergleichsbasis entsteht. Die entsprechend skalier-
ten Husidfunktionen in Bild 44 zeigen die anteilige Freisetzung und Verteilung der Ener-
gie in den Einzelkomponenten, bezogen auf die Gesamtenergie HO(T). 
Es ist festzustellen, daß für sämtliche Messungen der Datenbasis die Summen HO(t) 
und HT(t) := Σk* Hk*(t) der Husidfunktionen der originalen und transformierten Kompo-
nenten nahezu identisch sind. Dies gilt über den gesamten Zeitverlauf, insbesondere 
auch für die totalen Werte HO(T) = HT(T). Die Gesamtenergiebilanz fällt also völlig aus-
gewogen aus, es gibt in dieser Vorstufe des Schätzverfahrens keine Energieverluste, 
solange alle Komponenten betrachtet werden. Bild 44 zeigt beide Kurven HT(t) und 
HO(t) für DOWN unter der Bezeichnung Total (oberste durchgezogene feine Linie, mit 
bloßem Auge sind sie nicht zu unterscheiden).  
Für die relativ zu HO(T) skalierten Husidfunktionen der Komponenten ist die Verteilung 
der Energie sowohl im Verlauf als auch total (für T = 60s) zu erkennen. Bei den origina-
len Komponenten wird zunächst nur in der Vertikalkomponente (UP) Einergie freige-
setzt. Erst ab 10sec setzen stärkere Wellen in den horizontalen Komponenten ein, de-
ren Energie sich zu etwa gleichen Teilen auf beide Horizontalkomponenten (0 und 90) 
verteilt, während in der Vertikalkomponente kaum noch Energieanteile hinzukommen. 
Die Gesamtenergie ist zu jeweils ≈40% auf die horizontalen und zu knapp 20% auf die 
vertikale Komponente verteilt.  
                                            
28 Die Husidfunktion H(t) ist eine stetige Approximation der 2-Norm eines Beschleunigungsvektors. Es gilt 
      Σi=1,...,n||A i||2 = Σi=1,...,n √Σk=1,2,3 2 ika , ⎯ stetig → Σk=1,2,3 √Hk(t)      mit Ai = (a1,i, a2,i, a3,i)T und ak,i = ak(ti) 
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Bild 44 Normierte kumulative Arias-Intensitäten Hk,k*(t)/HO(T) der Beschleunigungskomponenten 
vor und nach der Hauptachsentransformation mit spektraladaptiven Zeitfenstern, DOWN 
Für die transformierten Komponenten T1, T2, T3 zeigt sich eine klare Energieverteilung. 
Die dominanten Energieanteile der Originalkomponenten werden alle in die erste 
Hauptachsenkomponente verlagert. Am deutlichsten ist dies zu Beginn erkennbar, wo 
T1 praktisch der Vertikalkomponente UP entspricht. Ab etwa 8 sec kommen Anteile der 
eintreffenden S-Wellen hinzu, und es ist wiederum zu sehen daß die Energieschübe 
(Steilstellen) der zuvor nur leicht dominanten 0°-Originalkomponente nunmehr in der 
T1-Komponente auftauchen, jedoch stärker, ohne die Projektionsverluste der originalen 
Komponenten. Es werden also Energieanteile beider Projektionen in die T1-Kompo-
nente aufgenommen (vgl. Bild 14 auf Seite 24), wie für Raumwellen zu erwarten. 
Die zweite Hauptachsenkomponente T2 enthält hingegen deutlich weniger Energie, ihr 
Energieanteil ist auch deutlich und durchgehend geringer als derjenige der originalen 
Horizontalkomponenten. Das ist einleuchtend, da sich hier nur subdominante Wellen-
züge und –anteile abbilden. Schließlich enthält die dritte Hauptachsenkomponente T3 
den geringsten Energieanteil von allen, sie wird jederzeit sowohl von den originalen als 
auch von den anderen transformierten Komponenten dominiert. Diese deutliche Ener-
gieverteilung nach dem Muster 65%:30%:5% zeigt sich im Mittel bei allen Messungen. 
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Bild 45 Relative Energieverteilung auf die Komponenten vor und nach der Hauptachsentransfor-
mation, anhand der totalen kumulativen Arias-Intensitäten. PHA und 2ndH sind die beiden 
horizontalen Komponenten. CDMG-Datensatz NORTHRIDGE EQ. 1994/01/17 04:31 PST 
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Bild 45 zeigt die normierten totalen Werte der Husidfunktionen29 Hk(T) und Hk*(T) für al-
le Messungen der Datenbasis sowie die Medianwerte und Streuungen (links) für die 
PHA- und die T1-Komponenten. Die hervorgehobenen ∇-Symbole sind Messungen mit 
starken Lastanteilen in der vertikalen Originalkomponente. 
Zur Bewertung der Hauptachsenmethode gegenüber der herkömmlichen Modellierung 
werden zunächst Spitzenbeschleunigungswerte der transformierten und originalen 
Komponenten verglichen. Bild 46 zeigt diesen Vergleich als Quotienten PPA/PHA für 
die jeweilige Auslegungskomponente (T1: Peak Principal Acc. & horiz. Komp. mit max. 
PGA: Peak Horizontal Acc., -Symbol) für alle Messungen. Es ergibt sich ein uneinheit-
liches Bild ohne signifikante Tendenz. Der Quotient nimmt zwar meist Werte > 1 an, je-
doch verdeutlicht die hohe Streuung und der Median die Zufälligkeit und geringe Signifi-
kanz der in den Normen zugrundegelegten PGA-Werte für Lastanalyse und             -
prognose. Es wird auch klar, daß die Hauptachsentransformation eine energiebasierte 
Abbildung ist, die tatsächlich mittlere Hauptachsen ermittelt und nicht durch Momen-
tanwerte geprägt ist. 
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Bild 46 Verhältnisse der Spitzenbeschleunigungswerte PPA (T1-Komponente) / PHA (stärkste orig. 
Horizontalkomponente) sowie der totalen kumulativen Arias-Intensitäten Hk*(T)/Hk(T) für 
die T1- und PHA-Komponenten (PPE/PHE) sowie T3- und Vertikalkomponenten( T3E/UPE) 
Vergleicht man entsprechend die Energie dieser Komponenten in Form der totalen Hu-
sid-Werte H(T), so zeigt sich die Separation der Energieanteile deutlich. Die Transfor-
mation verlagert Energieanteile in die erste Hauptachsenkomponente T1 (◊-Symbol in 
Bild 46). Umgekehrt zeigt das entsprechende Energieverhältnis ( -Symbole in Bild 46) 
der dritten Hauptachsenkomponente T3 zur Vertikalkomponente – die üblicherweise die 
geringsten Energieanteile der Originalkomponenten aufweist – daß durch die Transfor-
mation auch Energieanteile aus der dritten Komponente entfernt werden.  
Für energiebasierte Auslegungsansätze stellt die Referenzkomponente T1 somit reali-
stischere Kennwerte der Bodenbeschleunigung zur Verfügung als bisherige Verfahren. 
Zwar könnte die bisherige Unterschätzung leicht durch entsprechende Ausgleichsfakto-
ren in bisherige Lastmodelle integriert werden. Damit wäre jedoch das Potential der 
Hauptachsenmethode bei weitem nicht ausgeschöpft. Insbesondere würde das erdbe-
bensichere Bauen nicht preiswerter, sondern im Verhältnis zur hinzugewonnenen Si-
cherheit eher teurer, wenn die Möglichkeiten der wellenspezifischen Lastmodellierung 
nicht konsequent genutzt werden. Im folgenden Abschnitt wird der Vergleich auf RMS-
Funktionen ausgedehnt, um zu einer Interpretation der Hauptvarianzen zu gelangen. 
                                            
29 Es wird die Wurzel dargestellt, da die Husid-Funktion der Varianz entspricht und daher kein echtes Energiemaß ist. 
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6.2.2 Interpretation der Hauptvarianzen als RMS-Funktion 
Der Root-Mean-Square (RMS)-Wert ist ein echtes Energiemaß für ein Signal a(t). Be-
trachtet man a(t) als stochastischen Prozeß, so entspricht er dessen Standardabwei-
chung, ist also definiert als die Wurzel der Werteabweichung vom Mittelwert des Si-
gnals. Für ein nichtstationäres Signal wird die Definition auf stationäre Bereiche – 
üblicherweise gleitende, zentrierte, überlappende Zeitfenster, beschränkt. Der RMS-
Wert wird damit zu einer zeitabhängigen RMS-Funktion. Die Bodenbeschleunigungs-
messungen stellen solche Signale dar, die überdies mittelwertfrei sind.  
Bild 47 zeigt die RMS-Funktionen der Messung DOWN vor dem Hintergrund der abso-
luten Beschleunigungswerte (vgl Bild 8). Es wird deutlich, daß die RMS-Funktionen eine 
„mittlere Amplitude“ repräsentieren und durch einzelne hohe Werte („Ausreißer“) nicht 
wesentlich geprägt sind. Dies führt auch dazu, daß der Spitzenbeschleunigungswert der 
Messung (feine gestrichelte senkr. Linien in Bild 47) und der entsprechende Spitzenwert 
der RMS-Beschleunigung (fette senkr. Linie) zeitlich oft stark voneinander abweichen. 
Die 2-fache RMS-Funktion ist für monochromatische Signale eine Einhüllende, dieses 
theoretische Resultat wird von den gemessenen Daten bis auf wenige Werte bestätigt.  
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Bild 47 Absolutbeträge der Beschleunigungen (fein) und RMS-Funktionen (fett) der Originalkom-
ponenten (0° == Nord-Süd, 90° = Ost-West, UP = Vertikal, v.u.n.o.) und sowie die jeweils 
zugehörigen maximalen Amplituden (senkrechte Linien, RMS fett, PGA -- -- --), DOWN 
Die Hauptvarianzen sind in Form des Skalierungsparameters σmax,W der AMF (17) der 
eigentliche Träger der Information über die wellenzugbezogene Beschleunigungsinten-
sität bzw. -energie im Lastformmodell. Mit dem folgenden Bild 48 wird nun exemplarisch  
gezeigt, daß die Werte der Hauptvarianzen λi, genauer ihre Wurzeln σi, tatsächlich 
RMS-Funktionen sind, welche den Verlauf der Energiefreisetzung der transformierten 
Komponenten beschreiben. Die RMS-Funktionen wurden für den Vergleich in densel-
ben spektraladaptiven Fenstern wie die Kovarianzmatrizen und deren Eigenwerte 
(Hauptvarianzen) berechnet. 
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Bild 48 RMS-Funktionen der originalen Komponenten (fein) und Wurzel der Hauptvarianzen (fett) 
im Verlauf spektraladaptiver Zeitfenster, DOWN 
Bis 7sec stimmen die erste Hauptvarianz σ1 (fett) und die RMS-Funktion der Vertikal-
komponente (RMSUP, feine Linie mit *-Symbolen) vollständig überein. Bis zu diesem 
Zeitpunkt dominieren P-Wellen. Die folgende kleinere Spitze ab 7-8sec in σ1 findet sich 
ebenfalls identisch in der RMS-Funktion der 0°-(Nord-Süd)-Horizontalkomponente (fei-
ne durchgezogene Linie, vgl. Bild 47 unten), dies ist der erste dominante S-Wellenzug. 
Die ab 8sec folgende, breitere und unscharfe Spitze in σ1 wird zunächst wieder von 
RMSUP, dann von RMS0° geprägt, für kurze Zeit gewinnen also noch einmal P-Wellen 
die Oberhand. Dieser zweifache Dominanzwechsel ist anhand des Vertikalwinkelver-
laufs in Bild 63 zweifelsfrei erkennbar, wird hier aber bereits durch die RMS-Funktionen 
angezeigt. Ab 8sec, mit dem wachsenden Einfluß der Horizontalkomponenten, begin-
nen sich erstmals Projektionsverluste der Originalkomponenten aufgrund der fixierten 
Meßgeräteachsen in Form höherer Werte von σ1 bemerkbar zu machen. Im weiteren 
Verlauf entspricht die Hauptvarianz σ1 zu ähnlichen Teilen den RMS-Funktionen der 
Horizontalkomponenten, jedoch mit durchgehend höheren Werten, weil die Hauptachse 
die Bestapproximation der Wellen-Schwingungsachse darstellt, die Originalkomponen-
ten hingegen lediglich Projektionen. 
Diese energetische Superiorität der Hauptvarianz σ1 gegenüber der PHA-RMS-Funktion 
ist in der Datenbasis fast durchgehend nachweisbar. Bild 49 zeigt links die Verhältnisse 
der Maximalwerte beider Funktionen. Sie sind bis auf eine Ausnahme ≥1, im Mittel 10% 
höher. Dieser Wert von 10% geht daher in den Ausgleichsfaktor des Lastmodells ein, 
da dieses auf Basis eines RMS-Werts skaliert wird (vgl. Seite 78). Eine umgekehrte 
Rangfolge gilt für die zweite Hauptvarianz σ2 gegenüber der zweiten Horizontalkompo-
nente (Mitte) und die dritte Hauptvarianz σ3 gegenüber der Vertikalkomponente, die fast 
immer schwächer als die RMS-Funktion der entsprechenden Originalkomponente sind. 
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Bild 49 Verhältnis der max. Werte der Hauptvarianzen σi zu den max. Werten der RMS- Funktionen 
der PHA, 2. horizontalen und der Vertikalkomponente (v.l.n.r., y-Achse) sowie relative Lage 
der entsprechenden Zeitpunkte (x-Achse) einzeln und im Mittel, CDMG Northridge 1994 
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Die RMS-Funktionen der transformierten Komponenten sind, wie zu erwarten, vollstän-
dig identisch zu den Hauptvarianzen. Im Mittel liegen die stärksten Energieanteile der 
zweiten und dritten Hauptachsenkomponente also 15% bis 20% unter den stärksten 
Energieanteilen der entsprechenden Originalkomponenten. 
Offensichtlich ist diese Separation der Lastanteile eine durchgehende Eigenschaft der 
zeitabhängigen Hauptachsentransformation. Die Referenzkomponenten wäre jedoch 
als 1D-Auslegungskomponente ungeeignet, wenn sich durch die Hauptachsentransfor-
mation der Frequenzinhalt, betrachtet über alle Komponenten, wesentlich verändern 
würde. Dies kann anhand der (evolutionären und gewöhnlichen) Leistungsspektren, 
aber auch mit der Antwortspektralmethode untersucht werden, wie in den nächsten bei-
den Abschnitten dargestellt wird. 
6.2.3 Das Spektrum unter der Hauptachsentransformation  
Die Hauptachsentransformation verlagert energiereiche Schwingungsanteile in die 
neue, erste Hauptachsenkomponente. Entsprechend ist zu erwarten und erwünscht, 
daß eine ähnliche Verlagerung von spektralen Lastanteilen in die Referenzkomponente 
stattfindet, ohne das Gesamtspektrum aller Komponenten wesentlich zu verändern. 
Im Idealfall sollten alle für die Belastung relevanten spektralen Anteile präsent sein, um 
mit der Referenzkomponente tatsächlich die gefährlichen Frequenzbereiche erfassen 
und im Lastmodell abbilden zu können, in denen mit Lastverstärkung zu rechnen ist. Zu 
prüfen ist, ob dabei keine Störungen oder Verfälschungen der in den Originalmessun-
gen prominenten Frequenzen auftreten. 
Diese Anforderungen lassen sich mittels Spektralanalysen überprüfen. Entsprechend 
dem Modellansatz des Lastmodells wurden hierzu Evolutionsspektren der originalen 
und der transformierten Komponenten geschätzt und verglichen. Der Nachweis ist er-
bracht, wenn  
- die signifikanten Lastspitzen aller originalen Komponenten in der T1-Komponente er-
kennbar sind, ihre Frequenzen sich jedoch dabei nicht wesentlich verlagern 
- keine signifikanten neuen Lastspitzen auftreten, die in den originalen Komponenten 
nicht enthalten sind 
Bild 50 zeigt den Vergleich für die Station DOWN in maßstabsgleicher Konturdarstel-
lung, alle Evolutionsspektren wurden auf den spektralen Spitzenwert des Evolutions-
spektrums der Referenzkomponente T1 bezogen, die Wurzel der Spitzenwerte 
(Max = …) ist jeweils unter der Komponentenbezeichnung vermerkt, für T1 ist der Wert 
am oberen Ende der Farbskala abzulesen. In diesem Fall ist die maximale Spektralam-
plitude von T1 ebenso groß wie bei der 0°-(PHA)-Komponente. Für die gesamte Daten-
basis ergibt sich jedoch kein einheitliches Bild. Bei vielen Messungen ist die T1-
Spektralamplitude größer als die PHA-Spektralamplitude, bei nicht wenigen jedoch 
auch kleiner, ohne daß darin ein bestimmtes Muster zu erkennen wäre, etwa ähnliche 
Bodenklasse, Azimut oder Entfernung zur Bruchfläche. Hier macht sich die Ungenauig-
keit des verwendeten Schätzers bei den Spektralamplituden deutlich bemerkbar. 
Der Vergleich der dominanten Lastspitzen im Original-Akzelerogramm (obere drei 
EVOSP) und in der Referenzkomponente (unten) zeigt deutlich, daß deren Lage im 
Frequenzbereich und auch die relative Skalierung sehr gut erhalten bleiben. Auch im 
Zeitbereich sind keine größeren Verzerrungen zu beobachten, allerdings verschmelzen 
einige in den Originalkomponenten zeitlich eher getrennte, solitäre Lastspitzen zu län-
geren Lastphasen. Auch dies ist auf die Eigenschaften des Schätzers zurückführbar, 
die im Anhang 8.5.1 näher erläutert werden. 
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Bild 50 Empirische Evolutionsspektraldichtefunktionen der drei originalen Komponenten (oben) 
und der Referenzkomponente T1 (unten) in Konturdarstellung, geschätzt nach dem Verfah-
ren von Kameda/Scherer [61][100], für jede Komponente reduziert auf Bereiche mit signifi-
kanten Werten (näherungsweise Wellen-Teilprozesse im Zeit-Frequenz-Bereich). DOWN. 
Im Anfangsbereich von 0-8sec wurden die Konturen der Vertikalkomponente nahezu 
identisch übertragen, wie auch zu erwarten war (Spitze A), denn hier gibt es nur P-
Wellen in einer Originalkomponente (vgl. Bild 43). Aber auch die signifikanten Spitzen 
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B, D, E, und F der S-Wellen in den Horizontalkomponenten tauchen in ähnlicher Form 
und Lage wieder in T1 auf. Interessant ist die kleinere Lastspitze C, in den Originalkom-
ponenten kaum erkennbar, in T1 jedoch deutlich ausgeprägt. Diese Lastspitze könnte 
einen höheren Mode der Grundfrequenz der S-Wellen darstellen, der durch die Haupt-
achsentransformation besser erfaßt wird als mit den Einzelkomponenten. 
Im Bereich der Coda- und Oberflächenwellen ist eine deutliche Lastakkumulation zu 
beobachten. Die im Vergleich mit den S-Wellen moderaten „Hügel“ bei 15-16s und bei 
18 s verschmelzen im Zeitbereich, dafür sinken die Spektralamplituden leicht ab. Auch 
dieses Verhalten ist im Rahmen der konservativen Lastmodellierung wünschenswert. 
Bild 51 zeigt das Evolutionsspektrum der Referenzkomponenten in 3D-Darstellung.  
 
Bild 51 Evolutionsspektraldichtefunktion der ersten Hauptachsenkomponente T1 für DOWN  
Die Messungen der gesamten Datenbasis zeigen alle ein vergleichbar gutes Transfor-
mationsverhalten im Frequenzbereich, allerdings bleibt die Ungenauigkeit im Zeitbe-
reich und bei den Spektralamplituden unbefriedigend. Deshalb ist ein Schätzverfahren, 
das explizit den Evolutionsspektralschätzer verwendet (vgl. [8] bzw. Kap. 5.3.1), prinzi-
piell für die Lastmodellschätzung nicht zu empfehlen, die Amplitudenmodulation und die 
Gesamtskalierung werden zu ungenau ermittelt.  
Für Analysen im Frequenzbereich bleibt das Schätzverfahren nach Kameda (Kap. 8.5) 
die bessere Wahl, da es eine vollständige Differenzierung der spektralen Last über den 
Zeitbereich erlaubt, die beim gewöhnlichen Leistungsspektrum gar nicht und im Rah-
men des neuen Schätzverfahrens nur für größere Teilbereiche (die Wellendominanz-
phasen) möglich ist. So wird es dem erfahrenen Erdbebeningenieur als Verifikationsme-
thode parallel zu dem in Kap. 5.3.2 vorgeschlagenen Ansatz bei der Schätzung der 
Frequenzmodulationsfunktion des Lastformmodells gute Dienste leisten. 
6.2.4 Vergleich der Antwortspektren 
Das Antwortspektralverfahren liegt den gängigen Auslegungsvorschriften zugrunde und 
bietet sich daher als zusätzliches, unabhängiges Kriterium an, um die Güte der Appro-
ximation durch das vorgeschlagene Lastmodell zu beurteilen. Allerdings ist die Objekti-
vität beim Vergleich nicht gewährleistet, weil das Antwortspektralschätzverfahren impli-
zit die Stationarität der Zeitreihe voraussetzt. Diese dem seismischen Prozeß am 
Standort widersprechende Voraussetzung massiv abzuschwächen war ja gerade das 
Ziel des vorgeschlagenen Lastmodells.  
Dennoch kann die Form und die Gesamtenergie des Geschwindigkeits-Antwortspek-
trums ein sekundäres Vergleichsmaß liefern, dieser Vergleich ist ausführlich in [8] dar-
gelegt. Für die mit Fix-Fenstern von 1sec Länge berechneten Hauptachsen zeigten sich 
sehr gute Ergebnisse. Das Antwortspektrum der Referenzkomponente T1 lag für viele 
meisten Messungen der Datenbasis im gesamten Frequenzbereich leicht oberhalb des 
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Antwortspektrums der PHA-Referenzkomponente. Für Messungen mit starken Lastan-
teilen in mehreren Originalkomponenten, vor allem P-Wellen und Oberflächenwellen, 
zeigten sich diese zuvor verteilten Anteile deutlich im Antwortspektrum der T1-Kompo-
nente. Für die mit spektraladaptiven Zeitfenstern geschätzten Hauptachsenkomponen-
ten bestätigt sich dieses Ergebnis. Bild 52 zeigt die Geschwindigkeits-Antwortspektren 
der Originalkomponenten (links) und der Hauptachsenkomponenten für die Referenz-
messung DOWN. Deutlich ist der durch den P-Wellenzug hinzugewonnene Lastanteil 
im oberen Frequenzbereich zu erkennen.  
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Bild 52 Antwortspektren der Originalkomponenten und der Hauptachsenkomponenten für DOWN 
Im unteren Frequenzbereich hingegen zeigt sich, daß bestimmte, in der PHA-
Komponente dominante Lastanteile nun in der zweiten Hauptachse liegen. Dieses dem 
Vergleich mit dem Evolutionsspektrum widersprechende Resultat ist auf die eigentlich 
unzulässige, für den Vergleich aber notwendige Anwendung des Antwortspektrums auf 
die Gesamt-Zeitreihen T1-T3 zurückführbar. Diese enthalten ja im Gegensatz zur PHA-
Komponente keine vollständige Projektion der betreffenden Wellenzüge mehr, sondern 
nur eine auf die Dominanzphase verkürzte Version, die zwar den tatsächlichen Amplitu-
den, nicht aber der tatsächlichen Dauer nahekommt. Da das Antwortspektralverfahren 
die Dauer einer Anregung in einem bestimmten Frequenzbereich ungleich stärker ge-
wichtet als die Amplitude, kommt es bei dem hier gezeigten Vergleich zwangsläufig zu 
systematischen Unterschätzungen.  
Das Multi-Filterverfahren aus Kap. 5.3.1 ist der verkürzten Dauer gegenüber toleranter, 
da es vom Ansatz her eher auf Anregungen mit kurzem Zeithorizont ausgerichtet ist, da 
ein evolutionärer, d.h., zeitvariabler Prozeß zugrundegelegt wird. Im Anhang 8.8 finden 
sich weitere Antwortspektren. 
6.2.5 Zusammenfassung  
Die Hauptachsentransformation erhält durchgängig die Gesamtenergie der Beschleuni-
gungskomponenten, verlagert dabei jedoch dominante Energieanteile aller Komponen-
ten in die erste Hauptachsenkomponente T1. Da die transformierten Komponenten tat-
sächlich lokal unkorreliert sind, dürfen sie getrennt modelliert werden. Insbesondere 
eignet sich die erste Hauptachsenkomponente T1 als 1D-Referenzkomponente, da sie 
zum einen unabhängig vom Standort und Erdbeben definiert ist, zum anderen nicht nur 
zufällige Projektionen der tatsächlichen Beschleunigungen enthält, sondern die maxi-
malen Werte auf der mittleren Schwingungsachse aller dominanten Wellenzüge, nach 
denen die Hauptachse ausgerichtet ist. Sie beschreibt die tatsächlichen Amplituden da-
her besser als die PHA-Komponente.  
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Das Evolutionsspektrum und auch das Antwortspektrum der Referenzkomponente stel-
len sich im Wesentlichen als Superposition der Evolutionsspektren bzw. Antwortspek-
tren aller drei originalen Komponenten dar. Dies ist gegenüber der bisher verwendeten 
PHA-Referenzkomponente ein wesentlicher Zugewinn an Information über die Lastver-
teilung im Frequenzbereich.   
Es ist daher sinnvoll und sicher, die Referenzkomponente T1 anstelle der bisher übli-
chen PHA-Komponente als Grundlage zur Gewinnung von Kennwerten der Belastungs-
intensität zu verwenden, weil sie durchgängig mehr lastrelevante Energieanteile enthält, 
und zwar in denselben Frequenzen wie die PHA-Komponente und zusätzlich in Fre-
quenzen, die in den anderen Komponenten der originalen Messungen vorkommen und 
bei einer allein auf der PHA-Komponente beruhenden Analyse unberücksichtigt bleiben. 
Zudem sind die aus dem Hauptachsenakzelerogramm, insbesondere aus T1 gewonne-
nen empirischen Kennwerte besser vergleichbar, da sie auf einer konsistenten, physika-
lisch begründeten Grundlage – dominanten Schwingungsachsen – abgeleitet werden, 
sie sind unbeeinflußt von der bezüglich der räumlichen Charakteristik der Last willkürli-
chen Ausrichtung des Meßgeräts. 
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6.3 Eigenschaften der spektraladaptiven seismischen Hauptachsen  
Bereits im Rahmen der ersten Untersuchungen zum Hauptachsenverfahren wurde un-
tersucht, ob die Hauptachse T1 bzw. ihre Projektionen θ, ϕ und σ bei Änderung der 
Zeitfensterparameter – Länge und Versatz – stabil bleiben oder ob es hier einen größe-
re Sensitivität gibt [1] [8]. Es zeigte sich, daß die erste Hauptachse im Mittel Trends 
folgt, die von den Fensterparametern unabhängig sind. Im Bereich der Raumwellen 
konnten diese Trends bzw. die zugehörigen Trendwechsel bereits für feste Zeitfenster-
länge von 1sec identifiziert und als wellenspezifisches Muster interpretiert werden. Die-
se teils deutlich, teils weniger gut ausgeprägten Muster bildeten einen wesentlichen An-
stoß für die hier dargestellte Weiterentwicklung der seismischen Hauptachsenmethode.  
6.3.1 Signifikantere Hauptachsenverlaufsmuster 
Durch die spektraladaptiven Hauptachsen sollten die Wellenzüge besser erfaßt, durch 
das verfeinerte Korrekturverfahren eine deutlichere Ausprägung der Wellenmuster beim 
Streichwinkel erzielt werden, der jenseits der S-Wellenphase zuvor kaum interpretierbar 
war. Erst mit dem Erreichen dieser Ziele sind die Voraussetzungen für signifikante Pa-
rameterschätzungen des Hauptachsenmodells gegeben. 
Zunächst werden die Ergebnisse für die Streichwinkel der drei Hauptachsen vorgestellt. 
Bild 53 zeigt die Streichwinkel θk für DOWN bei spektraladaptiven Zeitfenstern (fein, 
schwarz) und bei konstanter Fensterlänge (fett, hell), die durchgezogenen Linien ent-
sprechen jeweils der ersten Hauptachse T1. Unten dazu die geschätzte Grenz-
Fensterlänge (--⋅⋅--⋅⋅--) und die gewählte Sinus-Rampen-Fensterlängenfunktion (fein). 
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Bild 53 Streichwinkel θ1, θ2, θ3 geschätzt mit fixierten (hell, L=1s) und spektraladaptiven Fenstern 
(dunkel, fein, Fensterlänge L(s) unten) korrigiert mit dem verfeinerten Korrekturverfahren  
In der P-Wellenphase mit vorzugsweise vertikaler Hauptachse ist der Streichwinkel per 
se nicht signifikant, aber ab der S-Wellenphase (hier ab etwa 10s) sind die Verläufe von 
θ1 bzw. θ2 bei beiden Fensterfunktionen sehr ähnlich, in den jeweils zusammengehöri-
gen Kurven ist der gemeinsame Trend deutlich erkennbar. Dies zeigt, daß die Fenster-
länge von 1sec in diesem Fall (und in den meisten anderen) gut zum Spektrum der S-
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Wellen paßt, die nur wenig größere spektraladaptiv gewählte Fensterlänge erzielt aber 
bereits einen deutlich glatteren Verlauf. 
Ab etwa 20sec weisen die mit spektraladaptiven Zeitfenstern berechneten Streichwinkel 
θ1 und θ2 klar abgezeichnete, phasenweise konstante Trends auf, die durch ebenso 
deutliche Merkmale (Sprünge) voneinander abgesetzt sind. Dieses Verhalten wurde er-
wartet, weil in diesem Bereich Oberflächenwellen die dominierende Rolle spielen, die 
sich von ihrem Entstehungsort aus – beim Auftreffen von Raumwellen auf die freie 
Oberfläche –  lediglich innerhalb der obersten Bodenschicht in konzentrischen Kreisen 
ausbreiten. Für diese Wellenzüge wäre daher eine starke, stetige Änderung der Fort-
pflanzungsrichtung (entsprechend ansteigender oder fallender Trend in θ) physikalisch 
nicht begründbar. Lediglich durch Reflexion an topographischen Grenzflächen (Ränder 
der Sedimentschichtung) kann sich diese Richtung ändern, dann jedoch nicht stetig, 
sondern mit einem Sprung, der im wesentlichen dem Reflexionswinkel entspricht.  
Solche Sprünge sind im Verlauf bei DOWN, aber auch sehr vielen anderen Messungen, 
deutlich und synchron zu ähnlichen Merkmalen im Vertikalwinkel und der Hauptvarianz 
sowie den anderen Hauptachsen erkennbar. Hier eröffnen sich weitere Möglichkeiten, 
die Strukturen der Coda-Wellenphasen zu verfeinern und durch Feldforschung lokale, 
invariante Einflußgrößen zu identifizieren.  
Die kurzen Fix-Fenster von 1s (helle, fette Linie) führen hingegen zu einem sehr volati-
len Verlauf in diesem Bereich. Zwar läßt sich der generelle, durch die niedrigfrequenten, 
lang andauernden Oberflächenwellen geprägte Trend gerade noch erkennen, der Ver-
lauf ist jedoch sehr stark durch kurzzeitige Störungen geprägt. Bei etwa 22sec liefern 
die Fix-Fenster eine um 180° von Süd auf Nord gespiegelte Version, dieser Unterschied 
zeigt die Instabilität des ursprünglichen Korrekturverfahrens, die durch da neue Verfah-
ren massiv reduziert wird. Für die visuelle Interpretation und auch die Modellierung sind 
beide Versionen gleichwertig, sie beschreiben beide dieselbe Achse. 
Für die Streichwinkel wirken sich also die spektraladaptiven Zeitfenster und das verfei-
nerte Korrekturverfahren in der gewünschten Weise aus, die erwarteten Muster für S-
Wellen, Love- & Rayleigh-Wellen werden geschärft bzw. überhaupt erst erkennbar.  
In Bild 53 und auch generell fällt auf, daß die θ-Verläufe der dominanten und subdomi-
nante Achsen, θ1 und θ2, im gesamten signifikanten Bereich ab der S-Wellen-Phase 
äußerst stark korreliert sind. Bei sehr vielen Messungen ist der Verlauf abschnittsweise 
identisch, lediglich um 90° (Hier Süd->West) versetzt, was der Definition der Hauptach-
se entspricht. Dies kann wie folgt interpretiert werden.  
Im Kontext des Hauptachsenakzelerogramms ist die zweite Hauptachse zwar energe-
tisch deutlich schwächer als die erste, jedoch finden die signifikantesten Lastwechsel 
zwischen diesen beiden Achsen statt. Die energiereichsten Wellenzüge sind außerhalb 
der unmittelbaren Bruchzone immer S-Wellen und Love-Wellen. Für diese Wellen ist ei-
ne so deutliche Trennung der Polarisation wie bei P- und S-Wellen (eine senkrecht, die 
andere horizontal) nicht zwingend physikalisch gegeben. Häufig werden diese Wellen – 
auch verschiedene, zum Teil reflektierte Love-Wellenzüge – nicht-orthogonale Haupt-
achsenlagen besitzen und daher durch orthogonale Hauptachsen nicht vollständig 
trennbar sein. Weisen sie jedoch leicht verschiedene Frequenzen auf, entsteht durch 
Schwebungsphänomene eine horizontale elliptische Partikel-Trajektorie, mit zwei resul-
tierenden Hauptachsen, ähnlich wie bei Rayleighwellen. Entsprechend wird die Charak-
teristik dieser überlagerten Wellen in mehr als einer Hauptachse wiedergegeben. 
Im folgenden Bild 54 sind nun die Winkelprojektionen und Hauptvarianzen aller drei 
Hauptachsen nur noch für spektraladaptive Zeitfenster dargestellt. Beim Vertikalwinkel 
ϕ1 (Bild 54 Mitte) ist das Raumwellen-Muster – hohes Plateau zu Beginn (P-Wellen), 
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niedriges Plateau (S-Wellen) – bis auf ganz wenige Ausnahmen, die auf Triggerfehler 
oder ungünstige Aufstellung der Meßgeräte (Hanglage) zurückgehen könnten, sehr 
prominent. Auch die postulierten Coda-Muster von ϕ1 – niedriger konstanter Verlauf für 
Love-Wellen, Pulse auf mittlere bis hohe Werte für Rayleighwellen – sind häufig. 
Die drei Hauptvarianzen (Bild 54 unten) verdeutlichen klar und durchgehend die Sepa-
ration der Wellenzüge und -anteile durch die drei Hauptachsen. Die bereits durch die 
Arias- und RMS-Analyse verifizierte, klare Energieverteilung auf die Hauptachsenkom-
ponenten ist auch hier klar nachweisbar. Die Hauptvarianzen sind ja gerade die Eigen-
werte, nach denen die Wellenzuganteile klassifiziert werden. Entsprechend überschnei-
den sich ihre Verlaufskurven nie. 
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Bild 54 Hauptachsenprojektionen der ersten (fett), zweiten (-- --) und dritten (⋅⋅⋅) Hauptachse: 
Streichwinkel θ (oben), Vertikalwinkel ϕ (Mitte) und Hauptvarianzen σ = √λ (unten) 
In sämtlichen Hauptachsenprojektionen θ, ϕ und in σ sind sowohl die Dominanzwech-
sel, d.h., der Wechsel der dominanten (ersten) Hauptachse auf einen anderen Wellen-
zug und die Übernahme des bisher dominanten Wellenzuges auf die subdominante 
Hauptachse, als auch die Fortsetzung der Charakteristik des Wellenzuges zwischen 
den jeweiligen Hauptachsen, deutlich zu erkennen. Sie bilden den physikalischen Pro-
zeß der zeitlich versetzt eintreffenden Wellenzüge transparent auf zeitlich assoziierte 
Muster ab. 
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6.3.2 Interpretation der Hauptachsenmuster 
Die zueinander zeitlich assoziierten Verlaufsmuster der Hauptachsenprojektionen kön-
nen im Kontext der in Kap 2.1 und 2.2 beschriebenen Eigenschaften der Wellenzüge in-
terpretiert werden. Eine solche Interpretation wird im folgenden exemplarisch für die 
Messung DOWN in Bild 54 auf der vorigen Seite dargelegt. 
Das P-S-Raumwellenmuster im Winkel ϕ1 ist sofort erkennbar, insbesondere auch der 
Ersteinsatz von S-Wellen an dem starken Abfall bei 8sec. Der Winkel θ1 weist in dieser 
Phase keine signifikante Tendenz auf, was auch nicht zu erwarten ist, da bis dahin nur 
P-Wellen auftreten. Wegen deren vorzugsweise vertikaler Partikeldynamik haben die 
Horizontalprojektionen eher zufälligen Charakter. 
Die P-Wellen-Dominanzphase ist nicht homogen, vielmehr handelt es sich um mehrere 
Wellenpulse, die sich im Verlauf der Hauptvarianz σ1 während der Phase konstant ho-
her ϕ-Werte deutlich abbilden und im Sinne des vereinfachten, belastungsorientierten 
Modellansatzes zu einem Wellenzug P zusammengefaßt werden. Ursache für diese 
Pulse ist der für ein Erdbeben dieser Magnitude (Northridge 1994, MM = 6.7) typische, 
uneinheitliche Bruchverlauf mit mehreren, teilweise deutlich abgesetzten Bruchabschnit-
ten auf der über 200km² großen Bruchfläche (siehe Anhang 8.3). 
Nach den ersten S-Wellen, die entsprechend ebenfalls in mehreren Schüben kommen, 
treten jedoch ebenfalls noch dominante P-Wellen auf, erkennbar an dem Wiederaufrich-
ten der Hauptachse bei etwa 8.5sec. Es ist deutlich zu erkennen, daß die P-Wellen an-
dauern, jedoch vorläufig, ab 9.5sec endgültig, in die zweite, und schließlich ab 12sec 
endgültig in die dritte Hauptachse verdrängt werden. Der Vergleich mit der dritten 
Hauptvarianz zeigt, daß die Energie der P-Wellen ab ca 10.5sec rapide abnimmt Die P-
Wellenphase endet somit frühestens ab 12 sec. 
Die Aufbauphase der allerersten S-Welle ist in der zweiten Hauptvarianz σ2 ab ca. 6sec 
zu sehen. Sie hat noch nicht so starke Energie wie die Hauptpulse der P-Wellen, über-
nimmt jedoch ab 8 sec kurzzeitig die dominante Rolle zwischen zwei P-Wellen. Erst die 
zweite und dritte S-Welle (bei ca. 10sec und ca. 13.5sec) kommen mit der Hauptenergie 
des Bruchs und übernehmen endgültig die dominante Hauptachse. 
Erst ab diesem Zeitpunkt ist im Streichwinkel ein Trend zu erkennen, dessen Ände-
rungsrate gleichwohl überraschend ist. Offenbar dreht sich die Polarisation innerhalb 
einer Sekunde, während des stärksten S-Wellen-Pulses, stetig von Südwest bis nach 
Nordost. Dieses Resultat widerspricht der Annahme, daß es sich bei Erdbeben um 
Scherbrüche mit einheitlicher Streichrichtung handelt. Es muß hier offenbleiben, ob dies 
auf das Korrekturverfahren (Kap 5.2.3) zurückzuführen ist oder ob sich hier tatsächlich 
ein physikalischer Trend abbildet, der auf Starkbeben verallgemeinerbar ist. 
Eine physikalische Interpretation ist zumindest nicht ausgeschlossen, da es eine Reihe 
von Messungen in der CDMG-Datenbasis von Northridge gibt, die ähnliche Verläufe 
während der S-Wellenphase aufweisen. Möglicherweise handelt es sich dabei um be-
stimmte Abstrahleffekte, oder es gibt eine Interpretation vor dem Hintergrund von Aspe-
rity-Bruch-Modellen (Irikura [59], Dalguer [42], Tao [125], Pulido [89], alle 2004), hier er-
öffnen sich weitere Forschungsansätze. 
Das Ende dieses Trends, der sich auch bei dem dritten, starken S-Wellenzug um 13.5s 
zeigt, wird im Verlauf des Streichwinkels durch einen deutlichen Sprung von etwa 45° 
markiert, der einen stabilen Trend mit nur noch leicht von Nordnordost auf Ostnordost 
ansteigendem Verlauf einleitet. Da S-Wellen demselben Bruch wie die P-Wellen ent-
stammen, kann die Dauer der S-Wellenphase nicht wesentlich von der Dauer der P-
Wellenphase abweichen. Es ist daher naheliegend, aufgrund der Dauer der P-
Dominanzphase von etwa 9sec diesen Wechsel sowohl der Polarisation als auch der 
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Charakteristik als Ende der S-Wellen-Dominanzphase zu deuten und den neuen Puls in 
der Hauptvarianz σ1 ab etwa 18sec der Coda-Dominanzphase zuzuordnen.  
Die konstant niedrigen Werte des Vertikalwinkels in dieser Phase schließen Rayleigh-
wellen in DOWN eindeutig aus. Es handelt sich daher entweder um konvertierte P-S-
Wellen, um S-Wellen-Reflexionen oder um Love-Wellen. Der weitere Verlauf des Verti-
kalwinkels bleibt konstant, jedoch sind im Verlauf der Hauptvarianz σ1 und des Streich-
winkels θ1 weitere Wechsel der Charakteristik zu erkennen, die weiteren Wellenzügen 
entsprechen. Diese werden im Basis-Wellenfeldmodell zu einer Coda-Dominanzphase 
zusammengefaßt, hier deuten sich jedoch Differenzierungsmöglichkeiten für verfeinerte 
Wellenfeldmodelle an. Der zum Teil konstante Verlauf des Streichwinkels legt nahe, die 
entsprechenden Wellenzüge bis etwa 45sec als Love-Wellen zu identifizieren.  
Bei dem Wellenzug, der sich als Lastspitze der Hauptvarianz σ1 bei 21sec abbildet, sind 
deutlich sowohl die An- als auch die Ablaufphase in der Hauptvarianz σ2 der subdomi-
nanten Hauptachse zu erkennen. Hauptachsenverläufe für einige weitere Messungen 
im Anhang verdeutlichen, daß es sich hier um keine Einzelinterpretation handelt, son-
dern daß in den Messungen durchgängig Oberflächenwellen-Muster vorhanden sind. 
Die Prominenz dieser Muster variiert abhängig von der Herdentfernung, weil durch die 
stärkere Dämpfung der direkten Raumwellen deren Rolle mit der Entfernung ab- und 
entsprechend die Rolle der Oberflächenwellen deutlich zunimmt. Das spektraladaptive 
Hauptachsenverfahren macht diese durchaus lastrelevanten Wellenzüge sichtbar und 
eröffnet die Möglichkeit, Oberflächenwellen explizit und separat als Lastfaktor in das 
Vorhersagemodell zu integrieren. 
6.3.3 Simulation von Rayleighwellenmustern 
Die Eigenschaften der in Kap. 5.2.2 auf Seite 71 beschriebenen Rayleighwellenmuster 
in der H-V-Kreuzkorrelationsfunktion bzw. der zugehörigen Kreuzspektraldichtefunktion 
werden hier zunächst anhand von Simulationen verifiziert, und es wird eine Messung 
mit Rayleighwellen mit dem Korrelationsanalyseverfahren untersucht. 
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Bild 55 Simulation einer solitären Rayleighwelle (rechts oben) mit Wellenstrahl x* auf 22° (NNO),   
 projiziert auf die fixierten X-Y-Z-Achsen eines Meßgeräts (links oben), Kreuzkorrelations-
 funktionen (links unten) und Kreuzspektraldichtefunktionen  (darüber) 
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Bild 55 zeigt rechts oben die Projektion von drei Zyklen einer reinen Rayleighwelle mit 
Frequenz 1Hz und Laufrichtung X* auf die Achsen eines Nord-Süd (X), Ost-West (Y) 
und Vertikal (Z) ausgerichteten Meßgeräts, dazu die X*-Komponente. X*wurde mit 22° 
Streichen so gewählt, daß die Horizontalkomponenten ähnliche, aber nicht gleichwer-
tige horizontale Anteile enthalten (Skizze rechts unten). Entsprechend der elliptischen 
Partikeltrajektorie (oben rechts im System X*-Z-Zeitachse, vgl. Bild 36 auf Seite 72) sind 
die Horizontalkomponenten X und Y um 0.25s (1/4F) zur Vertikalkomponente versetzt, 
die Zeitpunkte ti kennzeichnen markante Punkte der Partikel-Trajektorie. Unten links 
sind die Kreuzkorrelationsfunktionen (XCORR) und darüber die Kreuzspektraldichte-
funktionen – Re(CSD) – abgebildet.  
Die H-V-XCORR-Funktionen sind Kosinusfunktionen mit dem entsprechenden Phasen-
versatz, die X-Y-XCORR Funktion hingegen ohne Phasenversatz, da in ihnen dieselbe 
Horizontal-Komponente der Rayleighwelle abgebildet ist. Die Frequenz der Welle ist an 
der Periodenlänge ablesbar, in den CSD-Funktionen als globales Minimum bei 1Hz. 
Diese typische Form der H-V-Kreuzkorrelationsfunktionen ist auch dann signifikant 
nachweisbar, wenn die Welle durch Rauschen oder weitere Wellen überlagert ist. Im 
Gegensatz dazu wird die entsprechende Kreuzspektralfunktion sehr stark durch Rau-
schen beeinflußt. Die folgenden Bilder zeigen Simulationen, in denen die Rayleighwelle 
aus Bild 55 mit weißem Rauschen sowie zusätzlich mit einer Scher-Welle ähnlicher 
Frequenz überlagert wurde. Trotz starkem Rauschen und gleicher Amplitude der 
Scherwelle zeigt die H-V-Kreuzkorrelationsfunktion das Rayleighwellenmuster immer 
deutlich und stabil an, während die Rayleighfrequenz von 1Hz in der Kreuzspektraldich-
te schon durch leichtes Rauschen massiv verfälscht wird. Auch die Scherwelle wird 
nicht an der korrekten Frequenz von 1.3Hz wiedergegeben. 
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Bild 56 Rayleighwelle wie in Bild 55 mit weißem Rauschen von im Mittel 50% der Amplitude 
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Bild 57 Rayleighwelle wie in Bild 55 mit weißem Rauschen von im Mittel 200% der Amplitude 
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Bild 58 Rayleighwelle wie in Bild 55 mit weißem Rauschen von im Mittel 200% der Amplitude 
 sowie einer Scherwelle gleicher Amplitude und der Frequenz 1.3Hz 
Im folgenden Kapitel wird eine reale Messung des Northridge-Erdbebens vorgestellt, in 
der das Rayleighwellenmuster der H-V-Kreuzkorrelationsfunktionen sehr klar erkennbar 
ist. Messungen ohne Rayleighwellen (z.B. DOWN) zeigen in den H-V-Kreuzkorrela-
tionsfunktionen keine erkennbare harmonische Grundform, sondern eher chaotisches 
Verhalten, durchaus auch mit lokalem Phasenversatz.  
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6.3.4 Empirischer Nachweis von Rayleighwellenmustern 
Die in Kap. 5.2.2 auf Seite 71 begründeten und im vorigen Kapitel durch Simulation ve-
rifizierten Rayleighwellenmuster in den H-V-Kreuzkorrelationsfunktionen lassen sich 
beim Northridge-Erdbeben für eine Reihe von Messungen eindeutig nachweisen. Als 
Beispiel sei hier die Messung in Palmdale angeführt, dem Heimatfliegerhorst der B2-
Stealth-Bomberflotte der US-Armee (Landebahn diagonal direkt rechts oberhalb des 
Pfeils in Bild 59). Das Terrain ist weiträumig flach, ein ausgedehntes Sedimentbecken 
mit Mächtigkeit über 50 m unmittelbar nördlich des Sankt-Andreas-Grabens, der den 
Gebirgszug der Sierra Madre nordöstlich des San-Fernando-Tals durchzieht und im Bild 
deutlich als diagonale Linie von links oben nach rechts unten erkennbar ist. Die Raum-
wellen-Schwingungen dieses Gebirgszuges erzeugen in der Messung deutlich erkenn-
bare Oberflächenwellen, die in das Sedimentbecken abgestrahlt werden (Bild 61). 
 
Bild 59 Großräumige Lage der Station PALM in Palmdale, ca 55km nordöstlich des Epizentrums 
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Bild 60 Originale Beschleunigungskomponenten in [cm/s²] der Messung CDMG 13660 PALMDALE
 vom 17.01.1994, 12:31 GMT mit drei Zeitfenstern von 30s, 7s, und 3s Länge. 
Nach den P-Wellen (Dominanzphase bis ca. 9sec) zeichnet sich bereits während der S-
Wellen-Dominanzphase der Aufbau einer niedrigfrequenten Schwingung in allen drei 
Komponenten ab. Diese Schwingungsmoden erreichen über fast 10sec die Amplitu-
denwerte der S-Wellen, zwischen der X- und Z-Komponente ist ein charakteristischer 
Versatz erkennbar. Dies ist das Beschleunigungskomponenten-Muster eines leicht ver-
rauschten Rayleighwellenzuges, vgl. Bild 56 auf Seite 102. 
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Bild 61 Kreuzkorrelationsfunktionen für CDMG 13660 PALM in drei Zeitfenstern von 30s, 7s, und 
3s Länge (vgl. voriges Bild).  Das für Rayleighwellen typische Versatzmuster (harmoni-
sche Form, Peakversatz τ>0) ist in beiden Horizontal-Vertikal Kreuzkorrelationsfunktionen 
(XZ & YZ) und in allen Fenstern erkennbar 
Die zugehörige Komponenten-Kreuzkorrelationsfunktion (XZ im obigen Bild) weist eine 
klare harmonische Grundform (Sinus- bzw. Cosinus) auf, wobei die Spitzenwerte nicht 
im Nullpunkt, sondern für einen positiven Korrelationsversatz τ>0 angenommen wer-
den. Dieses Muster der Kreuzkorrelationsfunktion zeigt sich sowohl lokal (kurzes Fester 
von 3s, unten) als auch im größeren Zeithorizont von 30sec, da der Wellenzug eine 
sehr lange Dauer aufweist. Zweifellos ist dieser Lastanteil signifikant.  
Parallel zu den Rayleighwellen sind hier offenbar noch zusätzlich Love-Wellen vorhan-
den, sogar deutlich stärker als die Rayleighwellen, bei ähnlicher Frequenz. Sie weisen 
Anteile in beiden Horizontalkomponenten auf, sind aber vor allem in der zweiten Hori-
zontalkomponente (Y=90°=Ost-West-Achse) prominent. Dies führt auch in der X-Y-
Kreuzkorrelationsfunktion auf einen Versatz wie bei Rayleighwellen. Trotz der nahezu 
gleichen Frequenz wird die H-V-Kreuzkorrelationsfunktion nicht verfälscht. 
Der Schluß liegt nahe, daß diese Oberflächenwellenzüge beide von dem Gebirgszug 
erzeugt und in nordöstlicher Richtung in die Mojave-Wüste abgestrahlt wurden (langer 
Pfeil in Bild 59 unterhalb von Palmdale).  
Die Analyse der Hauptachsen bestätigt dies klar (Bild 62 auf der folgenden Seite). Die 
Streichwinkel θ1 und θ2 der dominanten und subdominanten Hauptachsen T1 und T2 
weisen zwischen 15s und 25s, in der Phase der stärksten Oberflächenwellen, zwei sta-
bile Lagen auf, nämlich Nord-Nordost (Horizontalkomponente der Rayleighwellen) und 
Ost-Südost (Love-Wellen, Scherachse senkrecht zur Laufrichtung Nord-Nordost).  
Der Verlauf der Hauptvarianzen zeigt, daß die Love-Wellen sogar mehr Energie als die 
direkten S-Wellen freisetzen, die ab etwa 12s ihre Rolle als dominierender Wellenzug 
verlieren. Auch fällt auf, daß in diesem Bereich die dritte Hauptvarianz fast so groß ist 
wie die zweite, was für die meisten Messungen eher untypisch ist (vgl. die Arias-
Analyse in Kap. 6.2.1). Dies verdeutlicht, daß selbst die dritte Hauptachse einen signifi-
kanten Lastbeitrag leisten kann, wenn Oberflächenwellen im Spiel sind. 
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An den hohen Werten der Vertikalwinkel ϕ, die bis gegen Ende immer wieder selbst die 
zweite Hauptachse prägen, ist erkennbar, daß die Rayleighwellen sehr lange andauern. 
Das Zusammenspiel der direkten Raumwellen und der Oberflächenwellen bewirkt eine 
sehr lange Starkbebendauer, dazu in einem sehr schmalen Frequenzband, das wesent-
lich von den Eigenschaften der obersten Bodenschicht bestimmt wird. Diese Last kann 
mit dem hier vorgeschlagenen Lastmodell sehr genau berücksichtigt werden. 
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Bild 62 Spektraladaptive Hauptachsen der Messung PALM. Im Streichwinkel zeigen sich die hori-
 zontalen Hauptachsen der Rayleighwellen (Ost-Nordost, — , || Fortpflanzungsrichtung) 
und Love-Wellen (Süd-Südwest, - - - ,⊥ Fortpflanzungsrichtung) 
Im Vergleich mit Bild 54 fällt auf, daß die Hauptachsenprojektionen in Bild 62 nicht so 
glatt sind. Dies liegt zum einen daran, daß das spektraladaptive Verfahren hier kürzere 
Zeitfenster für die Hauptachsenberechnung geschätzt hat (Länge 0.9s bis zu 6s, stei-
gend auf 2.6s ab 45s), die niedrigste relevante lokale Frequenz also etwa 2x höher war 
als bei DOWN. Zusätzlich wurde hier eine sehr starke Überlappung der Hauptachsen-
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Schätzfenster gewählt, der Versatz beträgt nur 5%. Trotzdem lassen sich die wesentli-
chen Eigenschaften der Hauptachsen gut identifizieren. Für ein vollständig automatisier-
tes Auswertungsverfahren müßte jedoch ggf. die Priorität der ersten Hauptachse bei der 
Spektralschätzung erhöht werden (Kriterium für die Grenzfrequenz, Bild 31 auf Seite 
62), und der Versatz bei 20% belassen werden. 
Die seismische Last der Messung PALM würde allerdings mit dem hier vorgeschlage-
nen Lastmodell noch nicht ausreichend wiedergegeben, da dieses bisher nur die erste 
Hauptachse beschreibt. Um Rayleighwellen richtig zu erfassen, sind aber mindestens 
zwei Hauptachsen zu modellieren. Hierfür eignet sich das Hauptachsenverfahren 
grundsätzlich, für die zweite Hauptachse könnten in diesem Fall ähnliche Lastformfunk-
tionen in Frage kommen, da es sich um einen vollständigen subdominanten Wellenzug 
handelt, und nicht nur An- und Ablaufphasen. Das Wellenfeldmodell müßte dann stärker 
differenzieren und mindestens vier Wellendominanzphasen (P, S ,R , L) für die erste 
und mindestens sechs Subdominanzphasen für die zweite Hauptachse enthalten. 
Insgesamt wird deutlich, daß für Standorte mit Oberflächenwellen anhand der Haupt-
achsenanalyse eine differenziertere und dazu vollständige Lasterfassung als bisher 
möglich wird, die für die Bemessung zusätzliche Risikofaktoren aufdeckt, gleichzeitig 
aber den Wirkungsbereich der zugehörigen Lasten einschränkt, nämlich auf die räumli-
chen Abstrahlrichtung und den schmalen Frequenzbereich der Oberflächenwellen, die 
mit großer Wahrscheinlichkeit lokale Invarianten darstellen. Hierauf können dann Me-
thoden der Strukturanalyse aufsetzen, um etwa eine für eine schlankere Bemessung 
günstige Frequenzabstimmung und Ausrichtung der Bauwerksachsen zu finden. 
6.3.5 Zusammenfassung 
Die Streichwinkel θk der ersten beiden Hauptachsen weisen bei allen Messungen der 
Datenbasis stabile Trends in den S- und C-Phasen auf, die eindeutig zu Lastspitzen im 
Verlauf der zugehörigen Hauptvarianz korrespondieren. Trendwechsel im Verlauf der 
Streichwinkel korrespondieren sowohl untereinander (d.h., zwischen den Streichwinkeln 
der drei neuen Hauptachsen) als auch zu Trendwechseln bei den Vertikalwinkeln ϕk 
und zu „Tälern“ oder zumindest „Knicken“ im Verlauf der Hauptvarianzen σk.  
Beim Vertikalwinkel ist das P-S- Raumwellenmuster überaus prominent, die postulierten 
Muster für Coda- und Oberflächenwellen sind ebenfalls nachweisbar. Allerdings sind die 
Hauptachsen-Muster bei Rayleighwellen für den empirischen Nachweis nicht signifikant 
genug, wenn Hauptachsen ohne Korrelations-Zeitversatz verwendet werden. Die Ray-
leighwellenmuster in der Kreuzkorrelationsfunktion wurden zweifelsfrei nachgewiesen. 
Für Rayleighwellen sind daher Verfahren wie das in Kap. 5.2.2 vorgeschlagene an-
wendbar, was hier aber nicht ausgeführt wurde. 
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6.4 Parameter des Wellenfeldmodells 
6.4.1 Automatische Identifikation der Dominanzwechsel 
Das in Kap. 5.2.1 beschriebene Schätzverfahren zur Identifikation der Dominanzwech-
sel zwischen den Wellenzügen wurde auf den vollständigen Datensatz (78 Messungen) 
angewandt. Die anhand von ϕ1 und σ1 automatisch bestimmten Dominanzwechsel wur-
den dann per Augenscheinnahme überprüft, wobei neben den Vertikalwinkeln ϕk und 
den Hauptvarianzen σk auch der Verlauf der Streichwinkel θk hinzugezogen wurde.  
Bild 63 zeigt die erzielten Ergebnisse für die Messung DOWN. Die Dominanzphasen-
startpunkte τW=P,S,C sind durch senkrechte gestrichelte Linien (---) markiert, die Lage tp,W 
der Maximalspitzen σmax,W als gepunktete Linien (⋅⋅⋅⋅) gekennzeichnet. Der Streichwinkel 
ist mit angegeben, um die Signifikanz der bestimmten Dominanzwechsel zu unterstrei-
chen, für die automatische Identifikation wurde von ihm nicht Gebrauch gemacht. 
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Bild 63 Automatisch bestimmte Wellenphasenparameter τW = t0,W  ...Beginn der Dominanzphase,         
für die drei Wellenzüge W = P,S,C des Basis-Wellenfeldmodells, auf Grundlage gefilterter 
Verläufe der Hauptachsenwinkel ϕ1 und θ1 sowie der Hauptvarianz  
Die P-Phase beginnt offensichtlich in t=0, die Hauptvarianz σ1 zeigt sofort Werte über 
dem Rauschlevel und der Gradient des Vertikalwinkels weist einen Spitzenwert auf. Of-
fenbar treffen die P-Wellen in mehreren Wellenpulsen ein. Da eine Unterscheidung 
nicht lastrelevant ist, werden sie durch einen P-Wellenzug im Modell abgebildet.  
Die senkrechte Strichpunktlinie (-⋅-⋅-) bei 7.2s markiert den identifizierten Ersteinsatz 
von S-Wellen. Er wird durch den plötzlichen Abfall des Vertikalwinkels (und entspre-
chend durch das markante Gradientenminimum) angezeigt. Allerdings sind diese S-
Wellen noch nicht stark genug, die P-Wellen endgültig zu unterdrücken, die ab 8s wie-
der dominieren, erkennbar am erneuten Aufrichten der Hauptachse mit hohen Werten 
des Vertikalwinkels ϕ1. Das Ende der Dominanzphase wird entsprechend erst am zwei-
ten starken Abfall von ϕ1 (relevantes Gradientenminimum) bei 8.7s geschätzt.  
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Eine Detailanalyse des automatisch bestimmten Dominanzwechsels P S bei 8.7s 
zeigt, daß es sich bei der zugehörigen Spitze im Verlauf der Hauptvarianz tatsächlich 
um zwei eng aufeinanderfolgende, verschiedene Spitzen handelt, die zu P- und S-
Wellen gehören. Ein Kriterium das allein die Hauptvarianz (signifikante Minima) auswer-
ten würde, hätte hier versagt. Die Schärfe der Dominanzphasenbestimmung entschei-
det mit darüber, wie „sauber“ die wellentypspezifischen Lastformparameter geschätzt 
werden können. Deshalb ist die Qualität und Feinheit dieses Schätzverfahrens ganz 
wesentlich für die Signifikanz der Lastformparameter. 
Der kleine „Buckel“ des Vertikalwinkels bei 10.8s zeigt zwar, daß weiterhin Anteile von 
P-Wellen oder Rayleighwellen vorhanden sind, die jedoch keinen signifikanten Einfluß 
auf die Hauptrichtung mehr haben. Aufgrund des niedrigen Werts heben sie sich im 
Gradientenverlauf nicht ab und werden folglich nicht als Dominanzwechsel identifiziert.  
Entsprechend den P-Wellen kommen auch die direkten S-Wellen in mehreren Schüben, 
die auf verschiedene, leicht abgesetzte Bruchphasen oder -segmente des Northridge-
Hauptbebens zurückgehen, wie sie von Zeng [141], Thio [126] u. a. anhand von Inver-
sionsverfahren auf Basis telemetrischer und GPS-Daten nachgewiesen wurden. Auch 
diese Schübe werden nicht unterschieden sondern zu einem S-Wellenzug mit entspre-
chend einer Dominanzphase zusammengefaßt. 
Die Grobschätzung τ3 für das Ende der S-Wellen-Dominanzphase setzt den Schätzwert 
für die Dominanzdauer der P-Phase ebenfalls als Dominanz-Dauer der S-Phase an und 
liefert den Wert 2*8.7s = 17.4s. Das Verfahren ist durch die Filterung und die Suchbe-
reiche robust genug, das „richtige“ Wellental zu finden, obwohl die Grobschätzung so-
gar leicht hinter einer lokalen Spitze am „Hang“ des nächsten Wellenzuges liegt. Das 
gewählte signifikante Minimum, das den Dominanzwechsel zwischen den S-Wellen und 
einem neuen Wellenzug kennzeichnet, liegt bei 16.4s. 
Dieser neue Wellenzug hat eine horizontale Hauptachse (niedrige ϕ-Werte) und einen 
nahezu konstanten Streichwinkel θ1. Es liegt daher nahe, diesen Wellenzug und auch 
die folgenden als Love-Wellen zu interpretieren, da der Streichwinkel stabile Polarisati-
onslagen ausweist. Im Rahmen des verallgemeinerten Wellenfeldmodells werden diese 
Wellenzüge mit ähnlicher Charakteristik zur Coda-Dominanzphase zusammengefaßt. 
Die deutlich verbesserte Interpretierbarkeit des Streichwinkels wurde durch die Kombi-
nation der spektraladaptiven Kovarianzschätzfenster (Kap 5.1.2) und des verbesserten 
Korrekturverfahrens (Kap. 5.2.3) erreicht. Beide Ansätze sind der Schlüssel für die be-
merkenswerte Schärfung der Wellenmuster und eröffnen damit dem Hauptachsenver-
fahren weitere Forschungs- und Anwendungsbereiche. 
Die Güte der P-Schätzung ist von großer Bedeutung, weil sie sich aufgrund der Heuri-
stik im Schätzverfahren unmittelbar auf die Schätzung des S C Dominanzwechsels 
auswirkt. Die Grobschätzung für diesen Übergang ist τS + (τS − t0,P). Würde τS mit dem 
Ersteinsatz der S-Wellen definiert, der in fast allen Messungen sehr prominent ist, ergä-
be sich der Wechsel mindestens eine Lastspitze von σ1 eher. Der zugehörige Wellen-
zug, der sich im Streichwinkel durch eine westliche Polarisation abbildet (und dabei den 
Trend einer stark veränderlichen Polarisation von Süd über Nord auf West fortsetzt), 
würde nicht mehr den S-Wellen, sondern der Coda-Phase zugeordnet  
Das Schätzverfahren aus Kap. 5.2.1 hat sich für die verwendete Datenbasis als ausrei-
chend robust erwiesen. Die Einzel-Überprüfung per Augenschein ergab schwerwiegen-
de Fehler bei der Lokalisierung bei nur etwa 15% der 78 Messungen. Diese Fehler kön-
nen durch geeignete Prüfkriterien (z.B. das Verhältnis der τW-Werte zueinander) auto-
matisch indiziert und dann gezielte nachgeprüft werden.  
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Bei weiteren 30% der Messungen traten leichte Fehlschätzungen auf, die im Rahmen 
des Modells tolerierbar sind, jedoch durch manuelle Prüfung, ggf. unter Einbeziehung 
der zusätzlichen Muster im Streichwinkel, korrigiert werden könnten. Hier ist allerdings 
die Indizierung schwieriger. Bei der Phasenwechseljustierung per Augenschein kann 
das Wissen und die Erfahrung des Auswertenden noch eine substantielle Schärfung der 
Schätzung erbringen. Gleichzeitig wächst aber der Einfluß des subjektiven Urteils. 
6.4.2 Filterverfahren 
Hauptschwierigkeit bei der automatischen Identifikation sind Rauschen in den Daten 
sowie gewisse Verzerrungen und Fragmentierung der Muster aufgrund spezieller Ei-
genschaften des Bruchs, des Übertragungsweges oder des einzelnen Standorts. Dies 
wird bei manueller Inaugenscheinnahme durch eine interne optische Filterung des Be-
trachters korrigiert. Für eine automatische Erkennung der Muster ist eine entsprechen-
de Filterung des Verlaufs notwendig bzw. von Vorteil, um den Einfluß singulärer Effekte 
und von Störungen zu minimieren und die Robustheit des Schätzverfahrens sicherzu-
stellen. Wesentlich ist im Kontext der Dominanzphasenschätzung die Phasentreue, 
d.h., der Filter darf keinen künstlichen Zeitversatz in die Daten einbringen, und eine un-
terschiedliche Filterwirkung auf Oszillationen mit kleiner Amplitude – die geglättet wer-
den sollen – und großer Amplitude, die qualitativ erhalten bleiben müssen, da sie poten-
tielle Muster repräsentieren. Bild 64 verdeutlicht die Wirkung unterschiedlicher Filter im 
Kontext des Verfahrens zur automatischen Wellenphasenidentifikation anhand gefilter-
ter Winkelverläufe für θ1 und ϕ1, des entsprechenden ϕ1-Gradienten sowie der Hauptva-
rianz σ1. 
Sowohl beim Streichwinkel (oben) als auch beim Vertikalwinkel (Mitte) zeigt sich der 
Medianfilter mit einer Filterbreite von 1sec als günstigste Wahl, da er geringfügige Fluk-
tuationen ausreichend glättet, die wichtigen großen Trendwechsel jedoch ohne Pha-
senverschiebung erhält (medfilt1). Klassische FIR30-Filter mit Grenzfrequenz von 
2Hz liefern zwar bei niedriger Filterordnung ebenfalls glatte und phasentreue Verläufe, 
jedoch werden auch die Sprungstellen verschmiert, was die Gradientenanalyse beein-
trächtigt. Der gleitende Mittelwert als klassischer FIR-Filter verschmiert die Sprünge am 
stärksten (-⋅⋅- Kurve meanfilt). Bei höherer Filterordnung (z.B. 10 im Bild 64, —) run-
den FIR-Filter kleinere Fluktuationen nur noch ab, und es wird eine Phasenkorrektur 
notwendig. Für Feinanalysen per Augenschein ist dies sicher günstig, für die automati-
schen Verfahren reicht diese Glättung jedoch häufig nicht mehr aus. 
Für die Hauptvarianz ist hingegen eine starke Glättung erwünscht, da sie untergeordne-
te Spitzen nivelliert und so die Suche nach den signifikanten lokalen Minima verein-
facht. Die Transienzeigenschaften der Wellenzüge sollen hervorgehoben werden. Hier 
haben sich IIR-Filterverfahren31 in Verbindung mit Verfahren zum Ausgleich des Pha-
senversatzes (Reverse-Filtering) als geeignet erwiesen. Die Glättung beim Butterworth-
Filter ist selbst bei minimaler Ordnung n=1 ausreichend, um die lokalen Minima des λ- 
bzw. σ-Verlaufs auf wesentliche Lastwechsel zu reduzieren (unten). 
 
                                            
30 FIR ...Finite Impulse Response, Filter mit polynomialer Transferfunktion  H(z,B) = Σi=1...nb bizi      n    …Ordnung 
31 IIR ...Infinite Impulse Response, Filter mit rationaler Transferfunktion H(z,A,B) = Σi=1...nb bizi / Σk=1...na akzk
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Resampling: orig dtmax: 1.02, dtneu: 0.1 
Northridge EQ. 1997/01/17, CDMG 14368 DOWN, PAXrsNyq 20%
Mean/Median-Filter: Fensterbreite 1sec
FIR Filter: Ordnung: 10, Grenzfrequenz: 2Hz.
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Bild 64 Vergleich der Wirkung verschiedener Filterverfahren bei Hauptachsendaten. Erste Haupt-
achse, Horizontalwinkel θ1(oben),  Vertikalwinkel ϕ1 (Mitte) und Hauptvarianz σ1 (unten). 
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6.5 Schätzung des Lastformmodells 
6.5.1 Überblick 
Für das Lastformmodell wurden im Rahmen der ersten, in [8] vorab veröffentlichten 
Entwicklungsstufe umfangreiche und detaillierte Studien der Lastformparameter durch-
geführt, die in dieser Arbeit aufgrund des Schwerpunkts bei der Verifikation der Haupt-
achsen-Schätzverfahren noch nicht ausgeführt werden konnten. Die erste Entwick-
lungsstufe benutzte das in Kap. 5.3.1 beschriebene Schätzverfahren für das 
Lastformmodell (Extraktion von Zeit- und Frequenzschnitten aus dem geschätzten Evo-
lutionsspektrum) und die Lastformfunktionen (15) für die Amplitudenmodulation und (12) 
für das Multi-Kanai-Tajimi-Spektrum. Wichtige Ergebnisse aus [8], die durch die neuen 
Ansätze nicht betroffen sind, werden daher hier nur kurz zitiert. 
Bild 65 veranschaulicht den modularen Ansatz des Wellenfeldmodells und den Pro-
duktansatz des Lastformmodells anhand der angepaßten Formfunktionen (oben links 
und unten rechts). Jeweils das Produkt zweier dieser wellenbezogenen Funktionen bil-
det einen Teilprozeß ab, der zu einem verallgemeinerten Wellenzug korrespondiert. Die 
Superposition bzw. Komposition dieser Teilprozesse ergibt den Gesamtlastprozeß. Die 
normierten Multi-Kanai-Tajimi-Spektren bilden die signifikanten Lastspitzen jeder Phase 
im Frequenzbereich ab, die in Form des Leistungsspektrums jeder Wellen-
Dominanzphase (darunter, normiert) zuvor direkt aus der Referenzkomponente ge-
schätzt wurden. Zusätzlich ist unten links das (normierte) Leistungsspektrum PSDT1 der 
gesamten Referenzkomponente T1 angegeben.  
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Bild 65 Leistungsspektraldichten der Wellenphasen P,S und C (unten links, fett) sowie der gesam-
ten Referenzkomponente T1 (fein), normiert, mit maximalen Spektralamplituden. Wellen-
phasenbezogene MKTSW-Formfunktion mit Resonanzfrequenzen (oben links) und AMFW 
(unten rechts) sowie daraus generiertes Lastformmodell AES für DOWN (oben rechts) 
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Der Vergleich PSDT1  PSDW zeigt, daß die beiden energiereichsten Lastspitzen der 
S-Wellen gut erfaßt werden. Die stationäre Analyse durch PSDT1 läßt zwar auch Last-
spitzen der anderen Wellenzüge erkennen, sie sind jedoch teilweise stark verschmiert 
und bei weitem nicht so signifikant, sie verschwinden fast „im Schatten“ der S-Wellen. 
Für die Belastung haben ihre niedrigeren Amplituden jedoch nur scheinbar untergeord-
nete Bedeutung. Die Unterteilung in Teilprozesse verfeinert die Spektraldichteschät-
zung deutlich, wie sowohl für die P-Phase als auch für die Coda-Phase C erkennbar ist.  
Die Unsicherheit der absoluten Spektralamplituden bei der Leistungspektralschätzung 
wird durch die Maximalwerte „Smax“ der PSD-Schätzung in Bild 65 verdeutlicht. Das 
Verhältnis P:S:C dieser Werte beträgt etwa 2.2:10:1. Die entsprechenden, direkt aus 
den Amplituden ermittelten RMS-Werte σmax,W weisen hingegen ein Verhältnis von etwa 
5:10:4 auf  (vgl. Bild 48 auf Seite 91). Auch die PSD-Spitzenwerte der S-Phase sind um 
den Faktor 6 höher als beim Gesamtspektrum, obwohl die Lage der maximalen Last-
spitzen exakt überstimmt.  
Diese extreme Variabilität ist ein aus der Signaltheorie bekanntes Phänomen der Fou-
rier-Transformation und darauf aufbauender Verfahren, deren Absolutbeträge äußerst 
sensitiv von der Datenabtastrate sowie der Art, Anzahl und Breite der Filterfenster ab-
hängen. Lediglich das Verhältnis der Lastspitzenamplituden bleibt davon im wesentli-
chen unbeeinflußt und stellt die eigentliche Information im Leistungsspektrum dar. 
Durch die Normierung der MKTS-Formfunktion wird diese Information ohne Verfäl-
schung in das Lastformmodell überführt, der unsichere Informationsanteil verworfen. 
Gut erkennbar ist auch die typische Verteilung der Frequenzen im Zeitbereich, die be-
reits anhand des Evolutionsspektrums (Bild 10) und bei der Bestimmung der Grenzfre-
quenzen für die spektraladaptiven Kovarianzschätzfenster zu sehen war. Diese Vertei-
lung – nicht die konkrete Resonanzfrequenz – ist eine physikalische Invariante, die auf 
die unterschiedlichen Wellenfortpflanzungsgeschwindigkeiten zurückgeht. 
6.5.2 Approximation des Evolutionsspektrums 
Die beiden Schätzverfahren für das Lastformmodell unterscheiden sich deutlich bei 
Gewinnung der Rohdaten für die MKTS-Spektralformfunktion. Während im ersten An-
satz das Evolutionsspektrum geschätzt, für jede Dominanzphase die maximale Evoluti-
onsspektralamplitude gesucht und ein zeitlich gemittelter Schnitt XESSP,W extrahiert 
wurde, wird im neuen Verfahren das normierte Leistungsspektrum der gesamten Domi-
nanzphase verwendet, die Spektralamplitude wird hingegen durch den Hauptvarianz-
wert σmax,W abgebildet. 
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Bild 66 Wellenphasenspektren PSDW nach dem direkten Schätzverfahren aus Kap. 5.3.2 und nor-
mierte, extrahierte Spektralfunktionen XESSp,W nach dem Verfahren in [8] (Kap. 5.3.1) 
Bild 66 zeigt die Rohdaten beider Verfahren für die Referenzmessung DOWN, wobei 
die XES-Werte zum Vergleich normiert wurden. Auffällig ist die große Bandbreite der 
XES-Spitzen, die zudem teilweise deutlich verschoben sind. Dies liegt nicht an einer 
unzureichenden Genauigkeit des Schätzers im Frequenzbereich, sondern an der Fo-
kussierung der Approximation auf einen Zeitpunkt, die durch die Mittelung in einem 
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schmalen Zeitfenster um die Maximalspitze offenbar nur unbefriedigend ausgeglichen 
werden kann. In dem heuristischen Evolutionsspektralschätzverfahren aus Kap. 5.3.1 
akkumulieren sich zu viele Verfahrensschritte und entsprechende Fehler.  
6.5.3 Resonanzfrequenzen 
Die Resonanzfrequenzen sind einer der wesentlichsten Parameter im Lastformmodell. 
Sie definieren die Bereiche, in denen mit starker Lastverstärkung zu rechnen ist bzw. 
spezifizieren lokaltypische Moden der Oberflächenwellen. Es wurde bereits festgestellt, 
daß die Resonanzfrequenzen wellentypspezifische Bereiche besitzen müssen, die mit 
der Ausbreitungsgeschwindigkeit des Wellentyps korrelieren. [135][139]. 
Eine eindeutige Beziehung der mittleren Resonanzfrequenzen konnte für den CDMG-
Datensatz weder zu geologischen Bodenklassen (Tinsley & Fumal [127] und Park & El-
rick [86], vgl. Bild 78 und [8]) noch zu anderen Standortklassen hergestellt werden. Da 
die Bodenresonanz physikalisch mit den Bodeneigenschaften gekoppelt ist, läßt dies 
den Schluß zu, daß allgemeine Bodenklassen nicht geeignet sind, um das Bodenreso-
nanzsystem adäquat zu erfassen. Sie bilden offenbar eher pauschale, nicht auf Reso-
nanz beruhende Überhöhungen ab. Auch regionale Gruppen von Messungen (vgl. Bild 
78 und [8]) zeigen ähnliche Ergebnisse. Daraus läßt sich schlußfolgern, daß Bodenre-
sonanzfrequenzen maßgeblich durch lokale Einflüsse bestimmt sind und lokal stark va-
riieren, was auch durch Untersuchungen wie die detaillierte Analyse des Standorts Tar-
zana Cedar Hill Nursery (CDMG 14168) durch Spudich et. al. 1996 [117] belegt wird. 
Dennoch können gewisse wellenspezifische Schranken und eine lokal starke Stabilität 
des Resonanzregimes nachweisen werden. 
Lastverteilung im Frequenzbereich  
In [8] wurde die Lage der ungedämpften Resonanzfrequenzen fg für jeden Wellenzug 
untersucht, um eine Grundannahme des stochastischen Teilprozeßmodells für das Wel-
lenfeld zu überprüfen, nämlich daß die stärksten Resonanzspitzen bei P-Wellen im hö-
heren, bei S-Wellen im mittleren und niedrigen sowie bei geführten Wellen eher im nied-
rigen Frequenzbereich liegen. Diese Annahme stützt sich auf der Struktur des 
Wellenfeldes bei der Lösung der Wellengleichung ab, wie sie sich für einen unidirektio-
nalen, einphasigen Bruch und geschichteten Untergrund mit näherungsweise linear-
elastischem Materialverhalten darstellt. Die empirische Verifikation dieser Annahme er-
möglicht generelle Schranken für die bei der wellenspezifischen Lastmodellierung zu 
berücksichtigenden Frequenzbereiche. 
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Bild 67 Kenngrößen der Verteilung der zur Maximalspitze jeder Phase gehörigen ungedämpften
 Resonanzfrequenz fg über die Dominanzphasen, CDMG Northridge 1994. 
Bild 67 zeigt statistische Kennwerte der zur stärksten Resonanz gehörenden Frequen-
zen fgW1 für die Wellenfelder W = P,S,O32. Bei sehr geringen Streuungen und nahezu 
symmetrischer Verteilung zeigt sich das gleiche Abnahmegesetz mit den Wellenphasen 
P, S und O vom hohen zum niedrigen Frequenzbereich. 
                                            
32 In [8] wurde die Bezeichnung O für den verallgemeinerten Coda- und Oberflächenwellenzug verwendet 
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Stabilität der Resonanzfrequenzen 
In den Evolutionsspektren vieler Erdbebenmessungen ist eine Konzentration der Erd-
bebenlast auf enge Frequenzbereiche zu beobachten, die bei einer stationären Analyse 
mit herkömmlichen Leistungsspektren nicht erkennbar ist, weil sich die Lastspitzen zu 
stark überlagern. Diese Frequenzbänder könnten den Resonanzfrequenzen des ge-
schichteten Bodenmodells entsprechen, wie sie im Lastformmodell explizit modelliert 
werden. Der Schwerpunkt muß dabei auf der Abgrenzung von Frequenzbändern und 
nicht auf der Fixierung exakter Frequenzen liegen, denn sowohl das Auftreten als auch 
die exakte Lage und Verstärkung einer Resonanzfrequenz werden vom Einfallswinkel in 
das lokale Schichtpaket beeinflußt und variieren daher in gewissen Grenzen.  
Ziel ist daher die Erfassung und adäquate konservative Modellierung der für eine Last-
verstärkung relevanten Frequenzbereiche am konkreten Standort auf Basis der vorge-
nannten Einflußgrößen. Der Nachweis, daß diesen Frequenzbändern Bodenresonan-
zen entsprechen ist erbracht, wenn nachgewiesen werden kann, daß sie vom konkreten 
Bebenereignis unabhängig sind, d.h., daß bei weiteren Erdbeben erneut in diesem Be-
reich Lastspitzen auftreten. 
[Trifunac et. al 1999] haben das Wiederauftreten bestimmter Frequenzbänder in Fourie-
rAmplitudenspektren der gesamten Northridge-Nachbebenserie ebenfalls als Boden-
resonanzen identifiziert und auf Effekte hingewiesen, die bei der Vorhersage von Reso-
nanzfrequenzen zu beachten sind. Die dort verwendeten Daten standen allerdings nicht 
öffentlich zur Verfügung.  Sie decken auch nicht die hier verwendeten CDMG-Standorte 
ab. [Trifunac & Ivanovic 2003] haben die für Northridge getroffenen Aussagen durch 
Analysen von Erdbebenmessungen auf dem westlichen Balkan qualitativ erhärtet. 
Northridge94 <---> Landers92 Whittier87
Anzahl Stationen Phasen
Abstand P S O P S O
< 0,25 Hz 4 6 12 7 12 17
< 0,50 Hz 7 8 6 7 6 7
> 0,50 Hz 7 4 0 12 8 2
total 18 18 18 26 26 26
relative Lage
Klasse Paarung Anzahl 11 18 24 18 24 38
2 1-1 1 3 4 3 4 8
3 1-2 2-1 1 6 7 5 5 8
4 2-2 1-3 3-1 4 5 2 2 3 6
5 2-3 3-2 1-4 4-1 1 3 8 1 8 4
6 3-3 2-4 4-2 1-5 5-1 3 0 2 5 4 4
7 3-4 4-3 2-5 5-2 1 0 1 0 0 2
8 4-4 3-5 5-3 0 1 0 2 0 4
9 4-5 5-4 0 0 0 0 0 2
   
Mehrfachübereinstimmung 11 14 18 14 18 24
Anzahl 1 11 10 12 12 12 15
2 0 4 6 0 6 6
3 0 0 0 2 0 1
4 0 0 0 0 0 2  
Tabelle 1 Vergleich von Resonanzfrequenzen zwischen Messungen dreier Erdbeben: Anzahl
 von Stationen mit übereinstimmenden RF (oben), relativer Rang der übereinstimmenden
 RF zueinander (Mitte) und Anteil mehrfachen Übereinstimmung (unten)  
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In [8] wurde für eine Anzahl von CDMG-Stationen, für die neben Daten vom Northridge-
Erdbeben 1994 auch Daten der Starkbeben Whittier Narrows 1987 (26 Messungen) und 
Landers 1992 (18 Messungen) zur Verfügung stehen, die ermittelten fünf stärksten Re-
sonanzfrequenzen „fgWk“, k=1,...,5 des Lastformmodells in jeder Wellendominanzpha-
se verglichen (sofern es so viele Resonanzspitzen gab, vgl. Bild 67). Als Kriterium für 
Übereinstimmung wurde ein Abstand von 0.5Hz angesetzt, was der Auflösung des 
Schätzverfahrens für das Evolutionsspektrum (Kapitel 8.5.1) im Frequenzbereich ent-
spricht. Zusätzlich wurde auch ein schärferes Kriterium mit Abstand von 0.25Hz für eine 
starke Übereinstimmung untersucht. 
Tabelle 1 zeigt zunächst oben die Anzahl der Messungen, für die jeweils starke, einfa-
che oder keine Übereinstimmung festgestellt wurde, getrennt nach Wellenzug. Darunter 
die Anzahl der Übereinstimmungen (inkl. starke Ü.) für die stärkste, zweitstärkste usw. 
Resonanzfrequenz, und schließlich unten die Anzahl von Messungen, bei denen meh-
rere Resonanzfrequenzen übereinstimmten. Bild 68, Bild 69 und Bild 70 Bild 68zeigen 
dieselben Größen als Prozentwerte. 
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Bild 68 Anteil der Messungen mit identischen (Bereich <0.25Hz) bzw. fast identischen ( < 0.5Hz)
 Resonanzfrequenzen an der Gesamtzahl der gemeinsamen Messungen von Northridge 
 1994 und Landers 1992 (oben) bzw. Whittier 1987 (unten), getrennt nach Wellenzügen. 
Aus Bild 68 geht hervor, daß im Schnitt bei 50% (P-Phase), 70% (S-Phase) bzw. 90% 
(O-Phase) aller entsprechenden Stationen, welche die Landers- und Whittier-Erdbeben 
aufgezeichnet haben, auch beim Northridge Erdbeben nahezu gleiche Resonanz-
frequenzen (starke bzw. sehr starke Übereinstimmung) aufgetreten sind. Der zu beo-
bachtende Trend ist zwar sicher mit durch die sinkende Breite des für die Phasen P, S, 
O typischen Frequenzbereichs beeinflußt, da als Übereinstimmungskriterium in allen 
Phasen der gleiche feste Abstand gewählt wurde. Die deutliche Häufigkeit überein-
stimmender Resonanzfrequenzen läßt dennoch den Schluß auf ein lokal invariantes 
Resonanzregime zu. 
Abhängig vom Abstandsbegriff darf man also von einer Wiederholungswahrscheinlich-
keit von über 50% ausgehen. Dies ist ein starkes Indiz für die große Bedeutung der Re-
sonanzfrequenzen als lastbestimmende Parameter und für die Notwendigkeit, diesen 
physikalisch signifikanten Effekt nicht durch Stationaritätsannahmen und entsprechende 
Mittelung zu verwischen, sondern mittels einer nichtstationären Spektralanalyse zu er-
fassen. Für die Stationen ohne direkte Übereinstimmung ist denkbar, daß durch ver-
schiedene Einfallswinkel, die sich aus komplexer lokaler Topographie, verschiedenen 
Herdtiefen und -entfernungen der verglichenen Erdbeben ergeben, jeweils verschiede-
ne Resonanzregimes aktiviert wurden.  
Untersucht man die Übereinstimmungen bezüglich der Rangfolge der zugehörigen 
Spektralamplituden (Bild 69), findet sich ein Anteil von im Schnitt 18% Übereinstimmung 
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bei den stärksten Resonanzfrequenzen (Klasse 2 in Tabelle 1), d.h., dort trat in jeweils 
beiden Beben die größte Lastverstärkung im selben Frequenzband auf. Bezieht man 
auch die zweitstärkste RF in die Betrachtung ein (Klasse 3), erhöht sich der Anteil auf 
etwa 40%, beim Vergleich der drei stärksten RF (Klassen 1-6) ergibt sich eine Überein-
stimmung von über 80%. 
relative Lage übereinstimmender RF 
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Bild 69 Relative Lage der übereinstimmenden RF aller Stationen mit gemeinsamen Messungen 
von Northridge 1994 und Landers 1992 (oben) bzw. Whittier 1987 (unten). Für die in Tabelle 
1 definierten Klassen wurden Paare mit gleicher Quersumme zu einer Klasse zusammen-
gefaßt, die Paarbezeichnungen beziehen sich auf die stärkste (1), zweitstärkste (2) usw. 
RF. Mehrfachübereinstimmungen sind mitgezählt. 
Außerdem wird im folgenden Bild 70 der Anteil der Messungen mit mehrfach überein-
stimmenden Resonanzfrequenzen, mithin sehr ähnlichen Resonanzmustern, an der 
Anzahl von Messungen mit Übereinstimmung dargestellt  
Mehrfachübereinstimmungen der Resonanzfrequenzen 
            Northridge <-> Landers(oben) bzw. Whittier (unten)
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Bild 70 Verteilung  der mehrfachen Übereinstimmungen zwischen Northridge 1994 und Landers
 (oben) bzw. Whittier (unten). Die Klassen bedeuten die Anzahl der Übereinstimmungen. 
Bei beiden verglichenen Starkbeben stimmten bei etwa einem Drittel der Messungen 
mit Übereinstimmung zwei- und mehr Resonanzfrequenzen in der S- und O-Phase 
überein. Auch dies ist ein vergleichbar hoher Anteil, wenn man bedenkt, auf welch star-
ke Weise der Einfallswinkel theoretisch Einfluß auf die Anregung eines – zudem nicht 
immer horizontal und parallel ausgerichteten – Schichtpakets und damit auf die Größe 
der Spektralamplitude nehmen kann. Tatsächlich verbleibt für den Wellen-Einfallswinkel 
jedoch nur eine relativ geringer Schwankungsbereich, da durch die Brechung an tiefer 
liegenden Schichtgrenzen und den starken Dichtegradienten zur Oberfläche hin eine 
Fokussierung der Wellen erfolgt, welche auch für die typischen Erscheinungsformen der 
Wellenzüge in Starkbebenakzelerogrammen verantwortlich ist, die in Kap. 5.2.1 zur 
Identifikation herangezogen wurden. 
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Einschränkend sei auf die relativ geringe Zahl von Stationen mit Messungen mehrerer 
Starkbeben und damit auf die ungenügende statistische Signifikanz dieser Untersu-
chung hingewiesen. Für genauere Untersuchungen wären Daten von sog. seismischen 
Arrays bzw. von Messungen sehr starker Nachbeben im Nahfeld eines großen Erdbe-
bens mit guter Instrumentierung notwendig. Mit den Daten des Chi-Chi-Erdbebens 1999 
(Taiwan) stehen seit 2002 erstmals solche Informationen öffentlich zur Verfügung (z.B. 
die PEER Datenbank, http://peer.berkeley.edu/products/strong_ground_motion_db.html) 
Für den Ansatz der Resonanzfrequenzen eines beliebigen Standorts im Vorhersage-
Lastmodell sind globale und makroseismische empirische Daten (Bodenklassen, Herd-
entfernung, Magnitude) nicht brauchbar, d.h., hier besteht keine erkennbare Abhängig-
keit. Sie müssen aufgrund der starken Standortabhängigkeit unbedingt durch lokale In-
formationsquellen unterlegt werden. Hierfür wird in der Ingenieurseismologie an einem 
breiten Spektrum von Methoden geforscht, zu nennen ist hier insbesondere die spektra-
le H-V-Ratio-Methode nach Nakamura ([79][80]) zur Bestimmung von Fundamentalfre-
quenzen sowie Nachbeben- und sog. Mikrotremor-Auswertungsmethoden. Auch Simu-
lationen mit stochastischen Schichtmodellen, wie z.B. Zsohar 2004 [144] könnten 
hierfür geeignet sein. Da in den meisten Fällen keine am Standort aufgezeichneten 
Starkbebenmessungen oder Bohrlochdaten für Schwerwellenprofile zur Verfügung, 
bleibt noch einige Forschungsarbeit zu leisten, um zuverlässige Aussagen über das lo-
kale Resonanzregime machen zu können (vgl. Kap.4.4.1). 
6.5.4 Dauer der Lastaufbauphase 
Der Parameter τ der AMF (17) beschreibt die Dauer zwischen dem Welleneinsatz und 
dem Erreichen der maximalen Beschleunigungsamplitude des Wellenzuges. Es ist an-
zunehmen, daß diese Dauer deutlich von der Herdenentfernung abhängt, da sich die 
Wellenzüge mit zunehmender Laufzeit durch Dispersions- und Dämpfungseffekte im 
Zeitbereich dehnen. Zusätzlich spielt der Untergrund eine wesentliche Rolle. 
Aus der Definitions-Beziehung τ = tp,W − t0,W wird ersichtlich, daß sich diese Dauer nur 
bei den P-Wellen direkt ermitteln läßt, weil der Begin t0,W der Wellenphasen S und C 
durch die Überlagerung der Wellenzüge verdeckt ist. Ein Muster für t0,W wird sich, falls 
ein solches überhaupt existiert, auf der dritten Hauptachse finden, die hier noch nicht 
näher untersucht werden konnte, der Verlauf der Hauptvarianzen (vgl. Bild 54 und Kap. 
6.3.2) deutet dies jedoch an. 
Ersatzweise wird daher hier die Differenz τ′W = tp,W − t1,W dargestellt, die mit dem auto-
matischen Schätzverfahren für die Wellendominanzphasen leicht zu ermitteln ist. τ′W 
stellt nur für die P-Wellen eine gleichwertige Schätzung der Lastaufbauphase dar. Bild 
71 zeigt τ′W über der Hypozentralentfernung mit linearen Trends.  
Für die P- und S-Wellen zeigt sich eine stetige Zunahme mit der Entfernung, was dem 
Dispersion- und Dämpfungsverhalten dieser Wellen entspricht. Das niedrigere Niveau 
bei den S-Wellen ist die Folge der Überlagerung, ein Teil der Aufbauphase liegt subdo-
minant zu P vor dem Dominanzwechsel P S und wird daher hier nicht erfaßt. Für die 
tatsächliche Aufbauphase ist daher dieselbe Relation zu erwarten wie für die P-Wellen. 
Die Streuung der Werte entspricht ebenfalls den Erwartungen, da es sich um Standorte 
mit sehr unterschiedlichem Untergrund handelt. 
Für die verallgemeinerte Coda-Phase C wirkt sich der Schätzfehler τ′ zu τ besonders 
stark aus, da die dort dominanten Wellenzüge in der Regel bereits lange vorher subdo-
minant waren. Daher werden die Zeitpunkte tp,C sehr häufig kurz nach dem Dominanz-
wechsel t1,C geschätzt, so daß sich sehr kurze τ′-Werte ergeben. Realistisch wären 
deutlich längere Aufbauphasen als bei den direkten Raumwellen.  
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Die Coda-Phase weist einen deutlich flacheren Trend auf, wobei zu vermuten ist, daß 
der geringere Anstieg durch den großen globalen Schätzfehler mitverursacht wird. Dies 
kann erst durch genauere Schätzverfahren für den Parameter t0,W geklärt werden. 
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Bild 71 Schätzwerte für die Dauer der Lastaufbauphase vs. Hypozentralentfernung, CDMG- 
 Datensatz Northridge 1994 mit linearen Trends, ermittelt mit dem Verfahren aus 5.2.1
Es ist außerdem zu beachten, daß das Wellenfeldmodell die Wellenzüge verallgemei-
nert, indem aufeinanderfolgende Wellenzüge mit ähnlicher Charakteristik zusammenge-
faßt werden. Solche Folgen von Wellenzügen werden auf verschiedenen, jedoch eng 
aufeinanderfolgenden oder zeitgleichen Bruchabschnitten bzw. Segmenten der Bruch-
fläche generiert, diese sind für starke Erdbeben mit großer Bruchfläche die Regel. Es 
werden also zur Lastapproximation mehrere Arrivals desselben Wellentyps, aber mit 
unterschiedlichen Maximalamplituden, zusammengefaßt und als ein Wellenzug gedeu-
tet. Die Welle mit der stärksten mittleren Amplitude σmax bestimmt die τ-Schätzung. 
6.5.5 Lastkennwert σmax  
Für den Lastkennwert σmax,W wird im Mittel eine exponentielle Abnahme mit zunehmen-
der Hypozentralentfernung HD erwartet, die durch die Abstrahlcharakteristik azimut-
habhängig ist. Dieses Abnahmegesetz kann aufgrund lokal sehr unterschiedlicher Bo-
deneigenschaften und durch Abweichungen von einer gleichmäßig horizontalen 
Schichtung, wie sie im Modellansatz zugrundegelegt wurde, relativ stark variieren. 
Durch die direkte Schätzung dieses Parameters aus den Daten, ohne Umweg über ein 
Spektralschätzverfahren, halten sich hingegen die Verfahrensfehler in den engen Gren-
zen, die durch die Approximationsgüte der Kovarianzschätzfenster gesetzt sind.  
Bild 72 zeigt die geschätzten Lastkennwerte σmax,W für die gesamte Datenbasis über de 
Hypozentralentfernung, wobei für die logarithmische Darstellung Werte unter 10 
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Bild 72 Lastkennwert σmax,W logarithmisch gegen Hypozentralentfernung, für die drei Wellenzüge          
W = P,S,C und quadratischer Trend, CDMG-Datensatz Northridge 1994 
Ein quadratisch abnehmender Trend ist, bei starker Streuung, für alle Wellenzüge deut-
lich erkennbar. Er ist für verschiedene Entfernungsbereiche – vom Nahfeld abnehmend 
über Mittel- und Fernfeld – unterschiedlich ausgeprägt33 – und zwar stärker für die P-
Phase als für S- und O-Phase. Im Mittelfeld weisen alle Wellenphasen vergleichbare 
Trends auf, wenn auch auf sehr verschiedenem Niveau. Der Trend steht insgesamt im 
Einklang mit den physikalischen Eigenschaften dieser Wellen, denn direkte Wellen wer-
den generell stärker gedämpft als indirekte, insbesondere geführte Wellen. Weiterhin 
werden S-Wellen am stärksten vom Herd angeregt, was durch größere Werte für den 
Parameter σmax,S belegt wird. Allerdings genügt σmax,W nicht den gleichen geometrischen 
Abnahmegesetzen ~1/HD bzw. ~1/√HD, die aus der empirischen Literatur für die max. 
Beschleunigungswerte (PGA) bekannt sind, es zeigen sich eher Relationen ~1/HD2. 
Dies ist zu erwarten, weil σmax im Gegensatz zum PGA ein Energiemaß, das entspre-
chende geometrische Abnahmegesetz also zu quadrieren ist. Hierzu ist noch die – für 
P- im Vergleich zu S-Wellen um eine Größenordnung geringere – Materialdämpfung zu 
multiplizieren.  
 
                                            
33 was aus der Literatur auch für PGA-Abnahmegesetze bekannt ist [z.B. Boore et al. 1997] 
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7 Diskussion 
7.1 Ziele und Lösungsansatz 
 
In dieser Arbeit wurde ein Modellansatz zur Beschreibung und Vorhersage der Bau-
werksbelastung durch starke Erdbeben vorgestellt, der den Bodenbeschleunigungspro-
zeß im Baugrund als stochastischen, nichtstationären Prozeß abbildet. Wesentliches 
Kennzeichen dieses Modellansatzes ist eine transparente Verbindung zwischen dem 
physikalischen Hintergrund des Lastfalls Erdbeben und der für hinreichen allgemeine 
Prognosen zwingend notwendigen, stochastischen Herangehensweise.  
Diese Verbindung soll es dem Ingenieur erleichtern, mehr vorhandenes Wissen über 
wesentliche, prägende Invarianten des Standorts und des physikalischen Prozesses in 
seine Lastprognosen einfließen zu lassen, als sie in den Normen vorgeschrieben sind. 
Das Ziel ist, das durch die nichtstationären und nichtlinearen Eigenschaften des seismi-
schen Prozesses gegebene, durch die Anforderungen der Normen nachweislich nicht 
ausreichend abgedeckte Überschreitensrisiko seismischer Auslegungslasten zu senken 
bzw. Voraussetzungen für eine kostengünstigere Realisierung einer hohen Wider-
standsfähigkeit gegen Starkbeben zu schaffen als sie mit den üblichen, stationären Mo-
dellansätzen möglich ist. 
Es wird angenommen, daß dieses Ziel durch eine wellenspezifische Lastvorhersage er-
reicht werden kann, die nicht nur spektrale, sondern auch zeitliche und räumliche Ei-
genschaften der Erdbebenwellen umfaßt. Als wesentliche, für Tragwerke relevante 
Lastfälle werden direkte Longitudinalwellen und Scherwellen sowie Oberflächenwellen 
als separate, stochastische Teilprozesse berücksichtigt, als lasterzeugendes Phänomen 
wird die Resonanzantwort des lokalen, geschichteten Baugrundes auf Raumwellen 
bzw. der Einfluß der regionalen Topographie auf die Ausprägung und Dauer von Ober-
flächenwellen modelliert. Hierdurch wird eine unzulässige, weil die Prognosewerte ver-
fälschende Mittelung lastprägender Eigenschaften des seismischen Prozesses bei der 
Ermittlung von Vorhersagerelationen und Skalierungsgesetzen vermieden. 
Der Modellansatz wird in einem stark verallgemeinerten Basismodell mit drei Teilpro-
zessen vorgestellt, das auf einem einphasigen, unidirektionalen Bruchverlauf und 
durchschnittliche Standorteigenschaften abgestimmt, jedoch sowohl hinsichtlich des 
Bruchprozesses als auch der Standortszenarien erweiterbar ist. Jeder Teilprozeß ent-
spricht einem verallgemeinerten Wellenzug mit charakteristischen Eigenschaften, das 
als ein frequenz- und amplitudenmodulierter Prozeß aufgefaßt und dessen Lastcharak-
teristik durch ein parametrisches Lastformmodell auf Basis des Evolutionsspektrums 
abgebildet wird. Die Formfunktionen des Lastformmodells, Multi-Kanai-Tajimi-Spektrum 
und Amplitudenmodulationsfunktion, bilden die physikalischen Effekte Schichtenreso-
nanz im Baugrund und Transienz der Wellenzüge ab und sorgen so für die notwendige 
physikalische Transparenz. 
Um die räumlichen Wellenzüge zunächst durch einen eindimensionalen Prozeß appro-
ximieren zu können, wurde das Lastmodell für eine Hauptachsen-Referenzkomponente 
konzipiert. Diese Referenzkomponente ist per Definition unkorreliert und liefert konser-
vative Kenngrößen der Bodenbeschleunigung, die von der Lage des Standorts zum 
Herd unabhängig definiert und dadurch sowohl für verschiedene Standorte als auch 
verschiedene Bebenereignisse auf einheitlicher Grundlage vergleichbar sind. Die Refe-
renzkomponente bezieht sich auf eine zeitveränderliche räumliche Achse, deren Lage 
durch die typspezifische Partikeldynamik des jeweils dominanten Wellenzuges be-
stimmt wird. 
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7.2 Umsetzung und Innovation 
 
Bis zu diesem Punkt wäre das vorgestellte Lastmodell als Fortentwicklung eines ersten, 
in [8] beschriebenen und bereits teilweise verifizierten evolutionären Lastmodells zu se-
hen, das durch verbesserte Lastformfunktionen mit prägnanteren Parametern nun auf 
konsistenterer Grundlage geschätzt werden kann. 
Der wesentliche Fortschritt zum ersten Ansatz, bei dem Spektralamplituden durch we-
nigstens zwei, in der Regel jedoch durch sechs und mehr Parameter pro Teilprozeß 
skaliert werden, ist die Einführung eines einzigen Skalierungsparameters in Form eines 
RMS-Werts. Dieser ist ein Kennwert der Referenzkomponente und kann ohne wesentli-
che Schätzfehler direkt  aus den Messungen ermittelt werden.  
Ein grundlegend neuer Beitrag ist die Erweiterung des bis dahin eindimensionalen Mo-
dells auf den Raum durch ein Vorhersagemodell für die räumliche Charakteristik der 
Hauptlast. Diese Erweiterung besteht in einem parametrischen Modell des räumlichen 
Verlaufs der energiereichsten Komponenten-Korrelationshauptachse.  
Das hier vorgeschlagene Lastmodell besteht aus drei Teilmodellen auf Basis der Refe-
renzkomponente, welche die wesentlichen Lastanteile aller Komponenten erfaßt. Das 
Wellenfeldmodell spezifiziert die Anzahl und die Art der zu erwartenden, zu verallge-
meinerten Wellenzügen korrespondierenden Teilprozesse mit eigener, belastungsrele-
vanter Charakteristik. Das Lastformmodell modelliert das Evolutionsspektrum der Refe-
renzkomponente für jeden dieser Teilprozesse, und das Hauptachsenmodell beschreibt 
die Hauptwirkungsrichtung der Wellen in jedem Teilprozeß bzw. deren Trend.  
Kennzeichen ist die durchgehende Modellierung auf Basis der Komponenten-
Kreuzkorrelation, welche die Grundlage für Referenzkomponente und Hauptachsenmo-
dell bildet, das Lastformmodell im Zeitbereich prägt und durch die Hauptvarianz skaliert 
sowie außerdem entscheidende Information zur Identifikation der Teilprozesse liefert. 
Im Wellenfeldmodell wird die Topologie, also Anzahl, Art und Abfolge, der zu modellie-
renden Wellenzüge festgelegt, das Hauptachsenmodell hingegen spezifiziert eine rela-
tionale Metrik in Form der zeitlichen Lage und Dauer der sich durch die Überlagerung 
ergebenden Wellenphasen, sowie darüber hinaus die räumliche Charakteristik der Wel-
lenzüge. Topologie und Metrik der Teilprozesse stellen zwei verschiedene Approximati-
onsebenen dar, die durch das Hauptachsenakzelerogramm ermöglicht werden. In der 
ersten Ebene, der Topologie, können Wellenzüge als Ganzes gezielt modelliert oder 
vernachlässigt werden, in der zweiten Ebene der Metrik hingegen werden bestimmte, 
sekundäre Anteile der Wellenzüge zugunsten der relevanten Anteile vernachlässigt. 
Durch die Ergänzung um das Hauptachsenmodell eröffnet sich erstmals die Möglich-
keit, realistisch korrelierte, räumliche Beschleunigungsverläufe auf beliebigen (Bau-
werks-)Achsen zu simulieren. Dadurch kann die Abhängigkeit der seismischen Analyse 
von der begrenzten Zahl einzelner Messungen gesenkt werden.  
Im Zuge weiterer Forschung und Entwicklung des vorgeschlagenen Modells erscheint 
es vorstellbar, den Nachweis zulässiger Bauwerksbelastungen bei der seismischen 
Auslegung künftig wellenspezifisch und räumlich zu definieren. 
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7.3 Realisierung durch Schätz- und Analyseverfahren 
Der Entwurf des Korrelations-Hauptachsenmodells wurde durch die Anwendung neuar-
tige Schätz- und Analyseverfahren bei der Auswertung von Starkbebendaten ermög-
licht. Durch die dabei gewonnenen Erkenntnisse wurden erste Ansätze verfeinert. Die 
Präsentation, Demonstration und Verifikation dreier dieser Schätzverfahren ist wesentli-
cher Inhalt dieser Arbeit.  
Das wichtigste und grundlegendste neue Schätzverfahren ist die Ermittlung zeitabhän-
giger spektraladaptiver Korrelationshauptachsen der Beschleunigungskomponenten, 
d.h., die Länge und der Versatz der Zeitfenster für die Korrelationsschätzung werden 
abhängig vom zeitlich veränderlichen Frequenzgehalt der Daten gesetzt. Hierzu wird 
zunächst eine Vorschätzung von Grenz-Frequenzen relevanter Lastspitzen in größeren, 
festen Zeitfenstern vorgenommen. Diese wird danach auf zwei Grenzfrequenzen mit 
stetigem Übergang reduziert, um in jedem der drei potentiellen Teilprozeßbereiche des 
Lastmodells eine gleichmäßige Schätzung zu erhalten.  
Die spektraladaptive Korrelationsschätzung liefert Eigenwerte (Autokovarianzen) und 
Eigenvektoren (Hauptachsen), welche RMS-Funktionen und Beschleunigungshauptrich-
tungen von bis zu drei gleichzeitig aktiven, näherungsweise orthogonalen Wellenzügen  
repräsentieren. Die Eigenwerte sind die Skalierungsgrößen des Lastformmodells. 
Die Hauptachsen dienen zunächst zur Transformation der auf willkürlichen fixierten 
Achsen vorliegenden Originaldaten auf die Hauptrichtungen der darin prominenten Wel-
lenzüge. Durch diese datengetriebene Transformation entfallen – bei herkömmlicher 
Vorgehensweise unvermeidliche – Projektionsverluste in einer Größenordnung von im 
Mittel 10% RMS, und die Last wird nach Energieanteilen separiert, wobei auf eine trans-
formierte Komponente sämtliche dominanten Anteile, auf die zweite subdominante An-
teile, und auf die dritte i. d. R., aber nicht immer, nur noch untergeordnete Störungen 
und Rauschen entfallen. Die  Vernachlässigung von Lastanteilen bei der Modellredukti-
on von 3D (Messungen) auf 1D (Auslegungskomponente) wird mit  der dominanten 
Hauptachsenkomponente erheblich und vor allem konsistent verringert 
Darüber hinaus tragen die Hauptachsen die Lageinformation der Hauptrichtungen. Die-
se Information wird über Winkel-Projektionen der kartesischen Koordinaten sichtbar 
gemacht. Durch das spektraladaptive Korrelations-Schätzverfahren, das sich direkt an 
den Frequenzgehalt anlehnt, werden erstmals auch Wellenzüge mit niedrigen Frequen-
zen und Amplituden optimal erfaßt. 
Das spektraladaptive Korrelations-Schätzverfahren hebt wellenspezifische, zeitlich stark 
assoziierte Muster im Verlauf der Hauptachsenwinkel deutlicher hervor. Dadurch wer-
den diese als Indikatoren für Wellenzüge und deren Abfolge nutzbar und erhellen so 
das scheinbare Chaos der hochkorrelierten, durch Überlagerungen und starke Störun-
gen gekennzeichneten Starkbebenbeschleunigungen. Dominante und subdominante 
Anteile der Wellenzüge werden sichtbar und eröffnen Möglichkeiten für die gezielte Ap-
proximationen dominanter und subdominanter Lastanteile.  
Durch die verbesserten Wellenmuster wird ein weiteres, neues Schätzverfahren zur au-
tomatischen Ermittlung der Dominanzwechsel zwischen aufeinanderfolgenden Wellen-
zügen bzw. Teilprozessen ermöglicht. Für die Dominanzwechsel wurde eine Erfolgs-
quote zwischen 50% und 80% erzielt, was die Massenauswertung von Daten für die 
Spezifikation des vorgeschlagenen Lastmodells als Vorhersagemodell erheblich erleich-
tert. Eine weitere Verfeinerung ist durch ein verbessertes Hauptwertkorrekturverfahren 
zu erwarten, das erstmals eine durchgängige Interpretierbarkeit des Streichwinkels er-
laubt, der bisher im Dominanzphasen-Schätzverfahren noch unberücksichtigt bleibt. 
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Gegenüber dem ersten Lastmodellansatz wurde auch das Schätzverfahren für das 
Lastformmodell wesentlich vereinfacht. Die Schätzung und nachfolgende Approximation 
des Evolutionsspektrums wurde durch die Schätzung von (stationären) Leistungsspek-
tren ersetzt, und die vorher ungenutzten Hauptvarianzen wurden als RMS-Amplituden-
modulationsfunktion identifiziert und in das Modell integriert. Der heuristische, soge-
nannte Extraktionsschritt zur Approximation der Wellenphasen-Evolutionsspektren 
entfällt dadurch vollständig, was die Transparenz und Signifikanz der Parameter deut-
lich erhöhen dürfte. 
Durch die Einführung der wellenphasenbezogenen Maximalwerte der Hauptvarianzen 
als robuste Energiegröße (RMS-Wert) und Skalierungskennwert und die entsprechend 
normierten Formfunktionen wurde die Abhängigkeit der Evolutions-Spektralamplituden 
des Lastformmodells von den unsicheren Leistungsspektralschätzungen eliminiert. 
Aus dem Lastmodell können für verschiedene Anwendungen sowohl singuläre als auch 
integrale Kennwerte wellenspezifisch für jeden Teilprozeß abgeleitet werden. Außerdem 
ist es durch das Hauptachsenmodell möglich, auf beliebigen festen Achsen beliebig vie-
le realistische 3D-Beschleunigungskomponenten (Zeitverläufe, Realisationen des sto-
chastischen Prozesses) mit derselben wellenzugspezifischen Evolutionsspektralcharak-
teristik  zu generieren, die wesentliche Lastanteile der baudynamisch wichtigsten 
Wellenzüge enthalten.  
Die deutlich verbesserte Interpretierbarkeit des Streichwinkels wurde durch die Kombi-
nation der spektraladaptiven Kovarianzschätzfenster (Kap 5.1.2) und des verbesserten 
Korrekturverfahrens (Kap. 5.2.3) erreicht. Beide Ansätze sind der Schlüssel für die be-
merkenswerte Schärfung der Wellenmuster und eröffnen damit dem Hauptachsenver-
fahren weitere Forschungs- und Anwendungsbereiche. 
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7.4 Abgrenzung und Ergänzungen 
Die hier vorgestellte vereinfachte Modellierung der Bauwerksbelastung zielt zunächst 
auf den Starkbebenbereich außerhalb des Bruchbereichs, da aufgrund der bedeutend 
größeren Fläche eine sehr hoher Wahrscheinlichkeit besteht, daß ein Standort in die-
sem Bereich künftiger Erdbeben liegt und die Struktur des Lastprozesses nicht so kom-
plex ist. In diesem Gebiet haben sich die direkten Wellenzüge bereits durch Dispersi-
onseffekte etwas ausgedehnt und durch den Laufzeitversatz teilweise zeitlich separiert. 
Die kleineren Details und Störeinflüsse des Bruchverlaufs sind zu größeren, prägenden 
Charakteristika verschmolzen bzw. durch lokale Modulationseffekte teilweise in den 
Hintergrund gedrängt worden.  
Eine spätere Verfeinerung für den engeren Bruchbereich ist vorstellbar, indem Bruch-
abschnitte mit ihren korrespondierenden Wellenzügen einbezogen werden. Sie könnte 
vor allem für Analysezwecke interessant sein, um nachträglich bestimmte Details des 
Bruchverlaufs zu erforschen, z.B. um konkrete Schadensursachen besser zu verstehen. 
Baugrundversagen, Bauwerk-Baugrund-Wechselwirkung und permanente Bodenver-
schiebungen werden mit diesem Modell nicht behandelt. Eine umfassende Sicherheits-
bewertung erfordert daher geeignete andere, zusätzliche Modelle. 
Eine wesentliche, noch offene Frage besteht darin, wie die wichtigsten Lastmodulati-
onsfaktoren, die lokalen Bodenresonanzen bzw. die resonanzfreien Bereiche, indirekt 
mit praktisch einsetzbaren, preiswerten Methoden sicher abgeschätzt werden können. 
Wenn keine Starkbebenmessungen am Standort vorliegen, was in der Regel der Fall 
sein wird, könnten neben stochastischen Modellen der lokalen Bodenschichtung zur 
Ermittlung der Wahrscheinlichkeitsverteilung der Resonanzfrequenzen auch Bodenbe-
schleunigungsmessungen anderer Erregerquellen, z.B. Verfahren der Vibrationsseismik 
und Ambient-Noise [79], in Frage kommen. Die Bewertung dieser Verfahren, vor allem 
die Behandlung der oft bezüglich der Anregungsenergie nichtlinearen Bodenreaktion, 
würde jedoch den Rahmen dieser Arbeit sprengen.  
Ebenso kann es auf dieser Stufe noch nicht darum gehen, konkrete Erdbebensicher-
heitsvorschriften oder Bemessungsregeln abzuleiten. Der wesentliche Fortschritt des 
vorgeschlagenen Modellierungsansatzes ist die konsequente und konsistente Aufgabe 
der willkürlichen, zu den Eigenschaften des Phänomens Erdbeben in starkem Wider-
spruch stehenden Annahme, daß die Bodenbeschleunigungen als Realisationen eines 
eindimensionalen, stochastisch schwach stationären Prozesses angesehen werden 
können, und die entsprechend durchgängige Modellierung der Komponentenkorrelation. 
Der in dieser Arbeit verfolgte Modellansatz hebt auf eine kräftebezogene Bemessung 
der Bauwerke ab, die nach wie vor Grundlage der meisten Erdbebenbauvorschriften ist. 
In den letzten Jahren haben sich jedoch zunehmend Ansätze der Verschiebungsbasier-
ten Bauwerksbemessung (Stichwort Performance Based Design) etabliert, wobei auch 
dort weitgehend mit stationären Modellen (Verschiebungs-Antwortspektren) gearbeitet 
wird. Das hier vorgestellte Lastmodell ist grundsätzlich ebenfalls für diese Ansätze ge-
eignet, da die zeitabhängigen Korrelations-Hauptachsen nach dem gleichen Verfahren 
für Geschwindigkeiten und Verschiebungen definiert und geschätzt werden können. 
Über die Signifikanz solcher Hauptachsen läßt sich zum jetzigen Zeitpunkt nur spekulie-
ren. Insbesondere ein entsprechendes evolutionäres Lastformmodell müßte physika-
lisch anders interpretiert werden, da es keine seismische Energie mehr beschreibt. 
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7.5 Erweiterungen  
Das vorgeschlagene Lastmodell läßt sich durch die weiteren Hauptachsen grundsätz-
lich zu einem vollständigen räumlichen Modell erweitern, das die Lastanteile sämtlicher 
Wellenzüge auf drei orthogonale Komponenten abbildet. Die Überzeugungskraft des 
Hauptachsen-Modellansatzes besteht darin, daß dies nicht willkürlich geschieht, wie bei 
der Messung auf fixierten Meßgeräteachsen, sondern geordnet nach Lastanteilen. Die 
Referenzkomponente enthält die dominanten Anteile der Wellenzüge, die bereits eine 
gute Approximation der Hauptlast darstellen. Die zweite und dritte Komponente enthal-
ten entsprechende subdominante Lastanteile, deren Modellierung weiterführender For-
schung vorbehalten bleibt. Eine spezielle Herausforderung sind subdominante Wellen-
muster, d.h., die Frage, welche existieren, welche davon lastrelevant sind und wie sie 
identifiziert werden können. 
Hierfür wurden mit dem Identifikationsverfahren für Rayleighwellen und den signifikan-
ten Mustern im Streichwinkel wichtige Werkzeuge entwickelt, deren Potential hier nur 
angedeutet wurde und durch empirische Studien nachzuweisen sein wird. 
Um das Lastmodell für die Ingenieurpraxis nutzbar zu machen, muß jedoch der Weg in 
die Normungsgremien noch durch tiefergehende empirische Studien mit größeren, kon-
textdokumentierten Datensätzen geebnet werden, wie sie in den letzten Jahren durch 
die zunehmende Instrumentierung und die weltweite Vernetzung der Erdbebendaten 
verfügbar wurden. Die zunehmende weltweite Erdbebengefährdung und der steigende 
Kostendruck bei den urbanen Infrastrukturen werden ein Umdenken von den bisherigen 
stationären Modellen fördern.  
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8 Anhang 
8.1 Mechanisches Modell der Wellenausbreitung 
Das mechanische Modell für die Ausbreitung der durch den Bruchprozeß freigesetzten 
Schwingungsenergie in der oberen Erdkruste sind die dreidimensionalen Bewegungs-
gleichungen im Kontinuum. In ihrer allgemeinen Form lauten sie 
( ) ( ) ( ) ( ) ( ) f2 22 =ρω+∇⋅μ∇+×∇×μ∇+⋅∇λ∇+∇μ+⋅∇∇μ+λ uuuuuu , (23) 
eine dreidimensionale gekoppelte partielle Differentialgleichung des Verschiebungsvek-
tors u = (u(X,t),v(X,t),w(X,t))T, wobei X = (x,y,z) T und λ(X,t) und μ(X,t) die orts- und zeit-
abhängigen Lamé’schen Parameter, ρ(X,t) die Dichte, ω die Frequenz und f = (f1(X,t), 
f3(X,t), f2(X,t))T den Kraftvektor bezeichnen.  
Wesentlicher Bestandteil der allgemeinen Lösung von (1) sind insbesondere die wegen 
der verschiedenen Partikelbewegungscharakteristika auch als Longitudinal- bzw. 
Transversal-Wellen bezeichneten Raumwellen, die wegen ihrer verschiedenen Wellen-
ausbreitungsgeschwindigkeiten  
( ) ( ) ( )
( )X
XX
X
ρ
μ⋅+λ
=
2cP :
 
( ) ( )
( ) P2
1
S cc ≈ρ
μ
=
X
X
X :  (24) 
auch als Primär-(P) bzw. Sekundär-(S)-Wellen bezeichnet werden 
Das Verschiebungsseismogramm am festen Standort ergibt sich bei fixierten Ortkoordi-
naten  
u(x0,y0,z0,t) = (u(t), v(t), w(t))T (25) 
In einem linear-elastischen Medium kann die WGL teilweise entkoppelt werden [15], 
und zwar in eine skalare Gleichung für die (horizontal polarisierte) SH-Welle 
( ) ( ) ( ) ),,(,, tzxf1vcvctzxv 1zz2Sxx2Stt ρ+⋅+⋅=  (26) 
und zwei gekoppelte Gleichungen für die (vertikal polarisierte) SV- und die P-Welle  
( ) ( ) ( ) ( ) ( ) 2zz2Szx2Sxz2Sxz2Pxx2Ptt f1ucwcwc2ucucu ρ+++++=  (27) 
( ) ( ) ( ) ( ) ( ) 3xz2Sxx2Szx2Szz2Pzx2Ptt f1ucwcuc2wcucw ρ+++−+=  (28) 
Zur besseren Lesbarkeit wurden hier die Argumente weggelassen und ux = ∂u/∂x ge-
schrieben. Bei Annahme konstanter Materialparameter (homogenes Medium) verein-
facht sich die Gleichung der SH-Welle zur bekannten Helmholtz-Gleichung. Es bleibt 
jedoch selbst in diesem Fall eine komplexe, nichttriviale Abhängigkeit zwischen Be-
schleunigung, Bodenkenngrößen und der Topographie bestehen, und die Gleichungen 
zweier Komponenten (P- und SV) bleiben gekoppelt.  
Eine vollständige Abbildung dieser Abhängigkeiten erfordert eine großräumige Modellie-
rung, die mit den bekannten Verfahren für ein normales Bauprojekt nicht kostenerträg-
lich durchführbar ist, abgesehen davon, daß eine Vielzahl von Annahmen bezüglich der 
Materialgrößen und der Topologie zu treffen sind. Würden all diese Größen stocha-
stisch beschrieben, wäre eine Lösung wirtschaftlich und technisch nicht mehr sinnvoll 
zu erbringen. 
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8.2 Seismologische Wellefelder  
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Bild 73 Seismologische P-Phasen (P-Wellenzüge, S analog), die Erdbebenschäden an Bauwerken 
hervorrufen können; die Bezeichnung der direkten Phasen richtet sich nach der Lage des 
Epizentrums: Pg/Sg : in der oberen (links), Pb/Sb in der unteren (Mitte) Erdkruste sowie 
Pn/Sn unterhalb der Mohorovicic-Diskontinuität (rechts) im oberen Erdmantel. PmP/SmS 
bezeichnen Moho-Reflexionen, P/S Abstrahlungen in den Erdmantel, die zu weiteren tele-
seismischen Wellenzügen (Mantel- und Kernphasen) führen.  
Für das Northridge-Erdbeben mit einer Hypozentraltiefe von 18km darf im Starkerreger-
bereich (≈70km vom Herd) von einem Zusammenfallen der Conrad-Reflexion mit den 
direkten Wellen ausgegangen werden, die Moho-Reflexion PMP dürfte im Epizentrum 
etwa 7s nach der PG eingetroffen sein, bei einer mittleren P-Wellengeschwindigkeit von 
5,5km/s. Sie bewirkt damit eine Verlängerung der Starkbebendauer 
P
P’
Pn
SV
 
Bild 74 Grenzschichtkonversion von P-Wellen an der Moho-Diskontinuität: Bei Flachbeben in der 
Erdkruste entstehen Pb und Pn Phasen (in Bild 73 links & Mitte) bei kritischem Einfallswin-
kel der P-Wellen durch zweifache Konversion an den Grenzschichten (b: Conrad, n: Moho), 
P P-SV unterhalb der (gekrümmten) Schichtgrenze, P-SV Pb/Pn beim Wiederauftreffen, 
(analog SV P SV(b/n)). Diese Phasen sind ab einer gewissen Entfernung die ersten von 
einem Beben eintreffenden Wellenzüge, da sie aufgrund der Erdkrümmung einen kürzeren 
Weg haben und aufgrund der höheren Dichte im Untergrund sehr viel schneller sind als die 
direkten Phasen Pg und Sg. Sie werden daher auch Kopfwellen (Head waves) genannt. 
      
Bild 75 Wellenstrahlen ausgewählter seismologischer Mantel- und Kernphasen. Oben v. l. n. r.:    
direkte Mantelphasen P/S, erste Oberflächenreflexionen p P/sS,PP/SS, direkte Kernphasen 
PKP und SKS; unten v.l.: Konversion SKP/PKS, Reflexion und Konversion SKKP/PKKS so-
wie mehrfache Reflexionen S3KS und P4KP an der Innenseite der Kern-Mantel-Grenze. 
Scherwellen können den flüssigen Erdkern nur als konvertierte P-Wellen durchqueren. 
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8.3 Datenbasis - Northridge-Erdbeben 
 
PALM
TARZ
Los Angeles
DOWN
Bild 76 Großraum Los Angeles mit Bruchfläche und Epizentrum des Northridge-Erdbebens im 
 San-Fernando-Tal sowie Standorten der im Text referenzierten Messungen Downey, Tar-
 zana & Palmdale. Im nördlichen Teil ist der San-Andreas-Graben deutlich zu erkennen. 
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Das Northridge-Erdbeben am 17.01.1994 04:31 PST hatte eine Magnitude von 6.7 auf 
der Richter-Skala. Die Bruchfläche wurde anhand von Nachbeben-Auswertungen auf 
eine Größe von 30x80km geschätzt, wobei sich das Epizentrum in 19km Tiefe bei 
34,209° nördl. Breite und 118,541° westlicher Länge im San-Fernando-Tal, 50km nörd-
lich des Stadtzentrums von Los Angeles, am südlichen Ende befand und der Bruch im 
nördlichen Ende 5km unter der Oberfläche endete. Das Streichen der Bruchfläche be-
trug 122° bei einer Neigung von 45°, die Bruchfront verlief etwa von Südsüdwest nach 
Nord-Nordost.  
Das Northridge-Beben setzt sich, wie viele Beben dieser Größenordnung, aus mehre-
ren Teilbrüchen zusammen – Seismologen (u.a. Thio & Kanamori [126]) haben zwei bis 
drei Teilbrüche identifiziert. Da die Bruchphasen zeitlich nur sehr wenig separiert sind, 
kann das Modell eines einphasigen Bruchs für das Northridge-Erdbeben aus ingenieur-
seismologischer Sicht jedoch aufrecht erhalten werden. 
Das Beben wurde von Meßgeräten mehrerer Netzwerke aufgezeichnet, darunter das 
auf L.A. fokussierte von M.D. Trifunac (u.a. [138]) an der University of Southern Califor-
nia (USC), das bundesstaatliche California Strong Motion Instrumentation Program 
(CSMIP,CDMG), das föderale USGS-Netzwerk sowie kommunale und private Betreiber. 
Für diese Arbeit wurden die 78 CDMG-Freifeldmessungen ausgewertet, die öffentlich 
über den CDMG-FTP-Server (ftp://ftp.consrv.ca.gov/pub/dmg/csmip/Northridge94/) zugäng-
lich sind. Mehrere davon sind bemerkenswert, weil sie stark von den vorhergesagten 
Werten abwichen.  
Wohl am bekanntesten ist TARZ (Tarzana Hill Nursery), 22km südlich des Epizentrums 
auf einem kleinen Ausläufer des Santa-Monica-Gebirgszuges gelegen, wegen eines 
PVA von 1.4g und einem PHA von 1.7g, im Gegensatz zu 0.6g und 0.7g in der nur 2km 
entfernten Messstation Van Nuys Blvd. Spudich et al. [117] haben sogar Stapel von 
Tontöpfen in einer Gärtnerei unmittelbar im Tal neben dem Tarzana Hill dokumentiert, 
die durch das Beben nicht umgeworfen wurden, während 500m entfernt auf dem Hügel 
1.7g gemessen wurden. In einer aufwendigen Studie wurde nachgewiesen, daß der 
Hügel eine eigene Resonanz in Reaktion auf die relativ moderaten S-Wellen hatte, die 
deren Amplituden um den Faktor 4-5 übertraf.   
Die Messung ARLE (Arletha-Nordhoff Avenue), nur 10km östlich des Epizentrums, zeig-
te mindestens zwei deutlich abgegrenzte Wellenzüge direkter P- und S-Wellen, die zu 
den z.B. von Thio & Kanamori ebenfalls festgestellten Bruchphasen korrespondieren, 
wobei die P-Wellen deutlich stärker als S-Wellen waren. Markant an dieser Messung ist, 
daß die Vertikalkomponente die meiste Energie und auch den Spitzenbeschleuni-
gungswert PGA enthält. Im weiteren Verlauf ist ein deutlicher Rayleighwellenzug zu 
beobachten. Die Messung ist leider nicht vollständig, sondern endet nach 60sec. Sie ist 
dem Nahbereich zuzuordnen, da sie oberhalb des Randes der Bruchfläche liegt. Der 
Untergrund ist geprägt durch mächtige Sander und andere Sedimentschichten im San-
Fernando-Tal. 
Im Stadtteil Santa Monica, etwa 50km südlich des Epizentrums, wurden außergewöhn-
lich hohe Horizontalbeschleunigungen gemessen, die Gao et. al. [48] als Fokussierung 
der direkten Wellen durch spezielle Untergrundstrukturen interpretiert haben. 
Trifunac et al. [138] haben bei Vergleichen dieses Bebens mit dem San-Fernando-
Beben 1971 festgestellt, daß sich die Bereiche mit starken Schäden häufig überdeck-
ten, und dies auf die ähnliche Reaktion des Untergrundes auf die eintreffenden Wellen 
zurückgeführt, die von der Größenordnung weit schadenrelevanter war als die allge-
meine Felsgrundbeschleunigung. 
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Bild 77 Pfeilerdurchschlag und Fahrbahnabriß nach Pfeilerversagen an der I-5/SH-14 Anbindung 
im nördlichen Teil des San-Fernando-Tales aufgrund des Northridge-Erdbebens. Fotos: 
Prof. Frieder Seible, Univ. of Cal. at San Diego (UCSD), mit freundlicher Genehmigung  
An der Highway-Anbindung Interstate-5 / State Highway-14 waren neben differentiellen 
Pfeilerverschiebungen und entsprechenden Abstürzen von Fahrbahnsegmenten extre-
me Schäden durch ein vertikales Abreißen der Fahrbahn und anschließenden Durch-
schlag eines Pfeilerkopfes durch diese zu beobachten, die von USGS-Ingenieurteams34 
ausführlich untersucht und auf durch Dopplereffekte extrem überhöhte P-Wellen zu-
rückgeführt wurden. Die Bemessungswerte der Auslegungs-Antwortspektren wurden im 
Frequenzbereich zwischen 1 und 3 Hz um das Drei- bis Vierfache überschritten, und 
zwar in der Vertikalkomponente! Auch Rayleighwellen könnten als Erklärung in Frage 
kommen, leider war kein Meßgerät in der Nähe stationiert, so daß sich die Untersu-
chungen auf Extrapolationen von Nachbebenmessungen abstützen mußten. 
Als Referenzmessung für diese Arbeit wurde die Station CDMG 14368 Downey ausge-
wählt. Downey ist eine Vorstadt südlich vom Zentrum von Los Angeles, etwa 45 km 
südlich vom Epizentrum entfernt (50km zum Hypozentrum von Northridge), im flachen 
Sediment-Terrain zwischen des Küstengebirges. Das Meßgerät befindet sich im Freige-
lände eines kommunalen Bauhofs. Die Auswahl erfolgt willkürlich nach den Kriterien 
mittlere Entfernung  zum Herd, keine speziellen Standort- oder Brucheinflüsse. Der 
Bruch „lief vom Standort weg“. 
Die Messung HUNT liegt auf ähnlicher Azimutlinie zum Epizentrum wie DOWN  und 
TARZ direkt an der Küste. ARLE, SYLM und PACK liegen sehr nahe am Epizentrum, 
10km, 15 und 20km entfernt, in östlicher und nordöstlicher Richtung, letztere Station 
liegt in einem engen Tal. 
HERA ist die Messung mit der größten Hypozentralentfernung, sehr flaches Terrain auf 
starker Sedimentlage und liegt nach Südost, VENT hingegen etwa 60km westlich der 
Bruchfläche. Der Untergrund aller hier erwähnten Messungen bis auf PACK wurde von 
Park & Elrick [86] als quartär klassifiziert, besteht also in der Regel aus pleistozänen 
oder jüngeren Ablagerungen mit geringer Steifigkeit. 
Die Stationen LEO1-LEO6 liegen im Leona Valley, einem schmalen Gebirgstal direkt 
auf dem San-Andreas-Graben nordöstlich der Bruchfläche.  
                                            
34 United States Geological Service (USGS),  
Quelle: http://pubs.usgs.gov/of/1996/ofr-96-0263/damagebe.htm
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Bild 78 Übersicht über Lage, Gruppierung und Bodenklassen der Messungen in der Datenbasis  
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Standort-Informationen Quellen: http://quake.crustal.ucsb.edu/scec/smdb/smdb.html 
Northridge Eq. 17.01.1994 04:31 PST ftp://ftp.consrv.ca.gov/pub/dmg/csmip/Northridge94
STAT Site ID °N °W |amax,H| |amax,V| Ort und Lage Site Geology P&E T&F Az [°] ED [km] HD [km] CDF [km]
NBNP 13610 33,623 117,931 100,94 87,15 NEWPORT BEACH - NEWPORT BLVD & COAST HWY SEDIMENTARY ROCK Q 139 86,2 88,3 84,1
NBIR 13160 33,634 117,902 58,45 87,15 NEWPORT BEACH - IRVINE AVE, FIRE STATION ALLUVIUM;13M Q 137,1 87,1 89,1 85
HUNT 13197 33,662 117,997 87,71 26,66 HUNTINGTON BEACH - LAKE ST, FIRE STATION TERRACE DEPOSIT Q 140,3 78,9 81,2 77,1
SANP 14159 33,722 118,309 95,98 69,05 SAN PEDRO - PALOS VERDES TERRACE SANDS; 
MORE THAN 8M
T TSS 158,4 58,3 61,3 57,5
HERA 13660 33,731 117,023 53,85 26,66 HEMET - RYAN AIRFIELD DEEP ALLUVIUM Q 110,4 149,9 151,1 144,1
RANP 14404 33,746 118,396 61,90 42,22 RANCHO PALOS VERDES - HAWTHORNE BLVD, SHALE AND BASALT T TSS 165,4 53,2 56,5 53
SEAL 14578 33,757 118,084 71,20 35,99 SEAL BEACH - OFFICE BLDG, PARKING LOT ALLUVIUM Q 139,9 65,6 68,3 64,4
LBCT 14560 33,768 118,196 42,96 22,09 LONG BEACH - CITY HALL GROUNDS ALLUVIUM Q QOM 146,9 58,5 61,5 57,7
ROLL 14405 33,787 118,356 108,57 39,75 ROLLING HILLS ESTATES-RANCHO VISTA SCH, ROCK (SHALE) T TSS 160 50 53,5 49,9
SJAC 12673 33,787 116,958 88,19 21,85 SAN JACINTO - CDF FIRE STATION DEEP ALLUVIUM Q 107,4 153,4 154,6 147,1
LBRA 14242 33,840 118,194 65,70 38,36 LONG BEACH - RANCHO LOS CERRITOS DEEP ALLUVIUM Q QOM 142 52,1 55,4 51,7
FEAT 13122 33,869 117,709 99,98 23,79 FEATHERLY PARK - PARK MAINT, BLDG, ALLUVIUM Q 116 85,6 87,6 81,3
INGL 14196 33,905 118,279 94,07 53,52 INGLEWOOD - UNION OIL YARD TERRACE DEPOSIT Q QOM 144,4 41,6 45,7 42,2
DOWN 14368 33,924 118,167 196,02 129,11 DOWNEY - COUNTY MAINT, BLDG, ALLUVIUM Q QYM 132,5 46,9 50,6 46,2
LA11 14403 33,929 118,260 166,67 56,02 LOS ANGELES - 116TH ST, SCHOOL TERRACE DEPOSITS Q QOM 140,2 40,5 44,8 41
RIVR 13123 33,951 117,446 59,98 21,42 RIVERSIDE - AIRPORT ALLUVIUM Q 105,6 105 106,7 98,7
LABA 24157 34,009 118,361 199,32 89,00 LOS ANGELES - BALDWIN HILLS PLEISTOCENE 
SEDIMENTS
Q QOM 143,3 27,8 33,6 30
SMON 24538 34,011 118,490 614,29 227,67 SANTA MONICA - CITY HALL GROUNDS ALLUVIUM Q QOM 167,9 22,5 29,5 27,4
MALI 24396 34,013 118,800 109,54 85,17 MALIBU - POINT DUME T 238,5 28 33,9 31,1
ANAC 25169 34,016 119,362 50,95 13,77 ANACAPA ISLAND THIN ALLUVIUM OVER 
ROCK (GRANITIC)
254,4 78,6 80,9 71,4
LAOB 24400 34,037 118,178 373,80 110,19 LOS ANGELES - OBREGON PARK ALLUVIUM Q QOM 119,7 38,5 43 36,6
LAPS 24612 34,043 118,271 141,76 63,83 LOS ANGELES - PICO & SENTOUS ALLUVIUM Q QYF 126,5 31 36,3 30,8
LACI 24592 34,053 118,171 284,05 131,94 LOS ANGELES - CITY TERRACE SEDIMENTARY ROCK T TSS 116,9 38,3 42,7 35,8
LATH 24611 34,059 118,246 151,88 95,45 LOS ANGELES - TEMPLE & HOPE SEDIMENTARY ROCK T TSS 121,5 31,9 37,1 30,8
LAUH 24605 34,062 118,198 346,50 116,87 LOS ANGELES - UNIV, HOSPITAL GROUNDS SILTSTONE Q TSS 117,3 35,6 40,3 33,4
LACC 24389 34,063 118,418 233,98 113,23 CENTURY CITY - LACC NORTH TERRACE DEPOSITS Q QOM 145,1 19,8 27,4 23,7
SBEH 23542 34,065 117,292 88,41 43,27 SAN BERNARDINO - E & HOSPITALITY DEEP ALLUVIUM Q 97,6 116,2 117,7 108,5
LAUG 24688 34,068 118,439 368,48 260,60 LOS ANGELES - UCLA GROUNDS ALLUVIUM Q QOM 149,1 18,3 26,4 22,9
ALHA 24461 34,070 118,150 88,66 44,84 ALHAMBRA - FREMONT SCHOOL ALLUVIUM Q QOM 113,1 39,2 43,6 36
LAHO 24303 34,090 118,339 304,19 139,42 LOS ANGELES - HOLLYWOOD STORAGE GROUNDS ALLUVIUM;130M;SAND
STONE & SHALE
Q QYF 125,4 22,8 29,7 23,7
RCLA 23497 34,104 117,574 58,03 32,04 RANCHO CUCAMONGA - LAW & JUSTICE CENTER SAND &ALLUVIUM  
(250M?);GRANITE
Q 97,5 90,3 92,2 82,8
PMLP 25148 34,109 119,065 175,23 66,03 POINT MUGU - LAGUNA PEAK SEDIMENTARY ROCK T 257,2 49,5 53 44,3
PMNA 25147 34,113 119,119 157,42 63,00 POINT MUGU - NAVAL AIR STATION ALLUVIUM Q 258,8 54,3 57,5 48,2
SANM 24401 34,115 118,130 135,33 88,45 SAN MARINO - SOUTHWESTERN ACADEMY DEEP ALLUVIAL FAN Q QOC 105,3 39,3 43,6 34,6
PHNL 25281 34,145 119,206 92,63 36,35 PORT HUENEME - NAVAL LAB, ALLUVIUM;MORE 
THAN 300M
Q 264 61 63,9 53,5
TARZ 24436 34,160 118,534 1357,63 1027,51 TARZANA - CEDAR HILL NURSERY A ALLUVIUM;9M; 
SILTSTONE
Q TSS 173,2 5,5 19,8 16,7
RCDE 23598 34,169 117,579 60,23 24,86 RANCHO CUCAMONGA - DEER CANYON GRANITIC ROCK Q 92,6 88,7 90,7 80,6
SBER 23672 34,183 117,321 50,30 20,33 SAN BERNARDINO - CSUSB GROUNDS DEEP ALLUVIUM Q 91,1 112,4 113,9 103,8
CAMA 25282 34,208 119,079 120,25 47,57 CAMARILLO ALLUVIUM Q 270 49,5 53 42,6
WILS 24399 34,224 118,057 179,62 87,15 MT, WILSON - CALTECH SEISMIC STATION GRANITIC ROCK M 87,7 44,6 48,5 36,7
MTBA 23572 34,233 117,661 73,18 36,22 MT, BALDY - ELEMENTARY SCHOOL SHALLOW ALLUVIUM 
OVER GRANITIC 
BEDROCK
M 87,9 81 83,2 72,3
ARLE 24087 34,236 118,439 319,68 541,37 ARLETA - NORDHOFF AVE FIRE STATION ALLUVIUM;300M Q QYC 72,2 9,9 21,4 9,5
VENT 25340 34,276 119,293 63,32 24,67 VENTURA - HARBOR & CALIFORNIA Q 276,4 69,7 72,2 60,1
MOOR 24283 34,288 118,881 237,74 143,18 MOORPARK Q 285,8 32,5 37,6 26,4
PACK 24088 34,288 118,375 359,69 176,64 PACOIMA - KAGEL CANYON TERTIARY 
SANDSTONE
T MXB 60 17,6 25,9 10,6
WWNR 23573 34,314 117,545 41,11 20,66 WRIGHTWOOD - NIELSON RANCH ALLUVIUM M 82,5 92,4 94,3 82,9
SYLM 24514 34,326 118,444 709,70 524,99 SYLMAR - COUNTY HOSP, PARKING LOT ALLUVIUM Q QYC 34,4 15,8 24,7 9,9
PACD 24207 34,334 118,396 416,33 180,43 PACOIMA DAM - DOWNSTREAM HIGHLY JOINTED 
DIORITE GNEISS
M MXB 43,8 19,3 27,1 11,7
PACU 24207 34,334 118,396 1406,90 1205,06 PACOIMA DAM - UPPER LEFT ABUTMENT HIGHLY JOINTED 
DIORITE GNEISS
M MXB 43,8 19,3 27,1 11,7
WWSV 23574 34,369 117,658 52,42 32,95 WRIGHTWOOD - SWARTHOUT VALLEY ALLUVIUM M 77,4 83,1 85,3 73,2
WWJF 23590 34,381 117,737 45,80 33,41 WRIGHTWOOD - JACKSON FLAT HARD METAMORPHIC 
ROCK
M 75,3 76,4 78,7 66,3
NEWH 24279 34,387 118,530 574,91 537,35 NEWHALL - LA COUNTY FIRE STATION ALLUVIUM Q 2,9 20,2 27,7 10,9
SBAR 25091 34,422 119,851 71,81 38,19 SANTA BARBARA - UCSB GOLETA ALLUVIUM Q 281,5 122,7 124,2 110,9
PHEL 23597 34,467 117,520 51,12 35,10 PHELAN - WILSON RANCH ROAD ALLUVIUM Q 72,7 98,1 100 87,7
LITL 23595 34,486 117,980 64,81 34,84 LITTLEROCK - BRAINARD CANYON GRANITIC ROCK Q 59 60,1 63 49,2
LAVR 24047 34,492 118,327 142,73 84,00 VASQUEZ ROCKS PARK ALLUVIUM;3M; 
SANDSTONE
M 32,9 37,3 41,9 27,7
CAST 24278 34,564 118,642 530,66 212,99 CASTAIC - OLD RIDGE ROUTE SANDSTONE T 346,9 40,1 44,4 24,1
LK12 24607 34,571 118,560 211,89 115,06 LAKE HUGHES 12A THIN ALLUVIUM; 
CONGLOMERATE
T 357,5 40,3 44,6 25,4
ANAV 24576 34,580 118,199 51,22 42,88 ANAVERDE VALLEY - CITY RANCH ALLUVIUM Q 37,2 51,9 55,3 41,5
PALM 24521 34,581 118,135 62,85 39,65 PALMDALE - HWY 14 & PALMDALE BLVD, ALLUVIUM 324,9 55,6 58,8 45
LEO1 24305 34,594 118,242 79,50 48,83 LEONA VALLEY #1 ALLUVIUM(~5M) OVER 
CRYSTALLINE ROCK
M 32,6 50,9 54,3 40,8
LEO2 24306 34,595 118,243 75,69 56,67 LEONA VALLEY #2 ALLUVIUM M 32,4 50,9 54,4 40,8
LEO3 24307 34,596 118,243 93,20 50,47 LEONA VALLEY #3 METAMORPHIC 
BEDROCK (GNEISS)
M 32,3 51 54,5 40,9
LEO4 24308 34,598 118,242 66,57 46,57 LEONA VALLEY #4 ALLUVIUM M 32,3 51,3 54,7 41,1
LEO5 24055 34,600 118,241 116,78 95,01 LEONA VALLEY #5 - RITTER RANCH ALLUVIUM M 32,3 51,5 54,9 41,4
LEO6 24309 34,604 118,244 151,29 61,14 LEONA VALLEY #6 ALLUVIUM M 31,7 51,7 55,1 41,6
LKS9 24272 34,608 118,558 187,86 78,31 LAKE HUGHES #9 GNEISS M 357,8 44,7 48,5 29,4
LK4B 24523 34,650 118,477 48,77 40,82 LAKE HUGHES #4B - CAMP MENDENHALL WEATHERED 
GRANITIC ROCK
M 6,8 49,4 53 35,4
LKS4 24469 34,650 118,478 69,42 52,05 LAKE HUGHES # 4 - CAMP MENDENHALL WEATHERED 
GRANITIC ROCK
M 6,7 49,4 52,9 35,4
ELIZ 24575 34,662 118,387 131,79 47,74 ELIZABETH LAKE ALLUVIUM M 15,6 52,4 55,7 40,1
LKS1 24271 34,674 118,430 80,02 96,94 LAKE HUGHES #1 - FIRE STATION #78 ALLUVIUM;300M;GRAN
ITICS
M 11 53,4 56,7 40
LANC 24475 34,739 118,214 71,23 47,10 LANCASTER - FOX AIRFIELD GROUNDS ALLUVIUM Q 26,9 66,2 68,9 55,5
SAND 24644 34,743 118,724 92,82 43,38 SANDBERG - BALD MOUNTAIN THIN ALLUVIUM OVER 
WEATHERED GRANITE
M 344,3 61,8 64,6 44,7
ANTE 24310 34,758 118,361 55,94 28,49 ANTELOPE BUTTES WEATHERED 
GRANITIC ROCK
Q 15,1 63,3 66,1 50,4
NEEN 24586 34,848 118,536 61,25 45,80 NEENACH - SACATARA CREEK ALLUVIUM Q 0,4 71,1 73,6 55,2
ROSA 24092 34,870 118,206 56,21 22,71 ROSAMOND - AIRPORT ALLUVIUM Q 22,6 79,7 82 68
MJOC 34237 35,042 118,377 53,81 24,80 MOJAVE - OAK CREEK CANYON ALLUVIUM M 9,2 93,9 95,8 79
MJHW 34093 35,070 118,175 44,17 26,09 MOJAVE - HWYS 14 & 58 ALLUVIUM Q 19,2 101,5 103,3 88,5
Epizentru 78 34,2150 118,5380 18,0000
Geology class of Park 
& Elrick  1998
Geology class of  
Tinsley & Fumal 1985
Azimuth, Winkel bezieht sich auf 
0°==Nord im Uhrzeigersinn
Epicentral Distance 
Hypocentral Distance Closest Distanc
Fault 
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8.4 Komponenten-Korrelation 
8.4.1 Identität von Korrelations- und Kovarianzhauptachsen 
 
3D-ZEITREIHE im Zeitbereich 0<t<T: X = X(t) = (x(t),y(t),z(t))T
 MeanX := X := ( zyx ,, )T = ⎜⎝
⎛ ∫
T
0T
1 )( dttx , ,  ∫
T
0
)( dtty
TT
0
)( ⎟
⎠
⎞∫ dttz
 VarX := ( )222 σ,σ,σ zyx
T := ( )⎜
⎝
⎛ −∫
T
0
2
T
1 )(2 dtxtx , ( )∫ −
T
0
2)( dtyty , ( )
TT
0
2)( ⎟
⎠
⎞−∫ dtztz  
 STDX := (σx, σy, σz)T
KOVARIANZ: 
Cov(x,y) := cxy = ,  τ≥0 …Zeitversatz.           ∫ −
T
0
)()( dttytx τ
Die Kovarianzmatrix C = CX 
 C := ((cxy)) =  = C
⎟
⎟
⎟
⎠
⎞
⎜
⎜
⎜
⎝
⎛
zzyzxz
yzyyxy
xzxyxx
ccc
ccc
ccc
T   ist symmetrisch und positiv semidefinit:  
XTCXX ≥ 0 ∀X∈ℜ.    Daher existiert immer eine Diagonaldarstellung im 
Eigensystem Eig(CX) := (Λ:=(λT1,λT2,λT3), T:=(T1,T2,T3)) 
CX = TT⋅diag(Λ)⋅T;     ||Ti|| = 1, TTT = T−1T = I 
⇒ Die Eigenvektoren Ti der Kovarianzmatrix sind Richtungsvektoren eines Or-
thonormalen Koordinatensystems (Hauptachsen),  
⇒ die Eigenwerte λT1, λT2, λT3 sind die Varianzen der mittels Hauptachsentrans-
formation auf dieses Koordinatensystem  transformierten Komponenten  
(T1(t), T2(t), T3(t)) = TT⋅X  (Hauptachsenvarianzen). 
 
KORRELATION: 
Corr(x(t),y(t)) := kxy := Cov(x,y)/(σx⋅σy) 
KX := ((kxy))  = 
⎟
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⎜
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1
1
1
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⋅ ⋅
⎟
⎟
⎟
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⎜
⎜
⎜
⎝
⎛
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⎟⎟
⎟
⎟
⎠
⎞
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⎜
⎜
⎝
⎛
z
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σ
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1
1
1
 = diag(STDX)−1⋅CX⋅STDX−1
   = diag(STDX)−1 TT⋅diag(Eig(CX)) ⋅T⋅(STDX−1) T  
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 = diag(STDX)−1 ⋅  ⋅ ⋅(STD
⎟
⎟
⎟
⎠
⎞
⎜
⎜
⎜
⎝
⎛
332313
322212
312111
ttt
ttt
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⎟
⎟
⎟
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ttt
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X
−1) T
 = diag( 12
2
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T
t
x
λ
σ
, 22
2
22
T
t
y
λ
σ
, 32
2
33
T
t
z
λ
σ
) = TT⋅diag(STDX)−1diag(Eig(CX))⋅(STDX−1) T⋅T 
 
⇒ Eigenvektoren von Kovarianz- und Korrelationsmatrix sind identisch (T1,T2,T3).  
⇒ Eig(CorrX)= ( 2
3
2
333
2
2
2
222
2
1
2
111
T
T
T
T
T
T
σ
σλ
σ
σλ
σ
σλ === )T = Eig(CovX) .⋅ (STDX)−2 
⇒ Eigenwerte der Korrelationsmatrix sind mit 1/VarX skalierte Eigenwerte der Kovari-
anzmatrix und alle =1! 
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8.4.2 Nichtstationäre Korrelationsanalyse  
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Bild 79 Absolutmaximalwerte der Komponenten-Kreuzkorrelation in Zeitfenstern: CDMG DOWN, 
Northridge 1994/01/17, 50% überlappende Zeitfenster mit Länge sinkend von T (ganze 
Messung) bis auf 1s (•-Symbole), Nord/Süd-Ost/West, Nord/Süd-Vertikal und Ost/West-
Vertikal (v.o.n.u), Legende rechts gehört zu Bild 80
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Bild 80 Absolutmaximalwerte der Komponenten-Kreuzkorrelation in Zeitfenstern: Maximum 
(oben), Median (Mitte) und Minimum über 78 CDMG35 Messungen, Northridge 1994/01/17 in 
50% überlappenden Zeitfenstern mit Länge sinkend von T (volle Messung) bis auf 1s. 
Links: Nord-Süd vs. Ost-West,  Rechts: Nord-Süd vs. Nord-Vertikal, 
Bild 79 und Bild 80 demonstrieren die Fragwürdigkeit der Anwendung stationärer Pro-
zeßmodelle auf Starkbeben-Bodenbeschleunigungen. Sie zeigen die Absolutmaximal-
werte der Kreuzkorrelationsfunktion einmal für die Referenzmessung DOWN, zum an-
                                            
35 Das California Department of Mines and Geology (CDMG) hat 78 Messungen des Northridge-Erdbebens im Groß-
raum Los Angeles veröffentlicht, die Herdentfernungen zwischen 10 und 150km umfassen. Siehe auch Anhang  
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deren die minimalen, häufigsten und maximalen Absolutmaximalwerte für den CDMG-
Datensatz des Referenzbebens Northridge 1994 mit 77 Messungen von wenigstens 60s 
Länge (+1 von 30sec), berechnet in verschieden langen Zeitfenstern. Die statistische 
Signifikanz ist bei einer Abtastrate von 50Hz auch bei Fenstern von 1s noch gegeben. 
Berechnet man die Kreuzkorrelationsfunktion über der gesamten Messung – was der 
Annahme von Stationarität über dem gesamten Verlauf entspricht – ergeben sich, zu-
mindest bei einigen Messungen, niedrige Werte unterhalb des Grenzwerts von 0.16, der 
allgemein als Indikator für nichtkorrelierte Komponenten angesehen wird. Allerdings lie-
gen die meisten – angezeigt durch den Medianwert – darüber. Schränkt man den Be-
reich der Stationaritätsannahme durch kürzere Fenster ein, wird dieser Grenzwert im 
Bereich der starken Amplituden, also am Beginn der Messungen bis etwa 30 sec, be-
reits bei relativ großen Zeitfenstern von 16sec deutlich überschritten.  
Unterhalb von 4sec Fensterlänge weisen die meisten Messungen Absolutmaximalwerte 
um 0.4 auf, wobei im Verlauf eine steigende Tendenz zu beobachten ist. Je weiter man 
die Stationaritätsannahme einschränkt, desto höhere Korrelationswerte ergeben sich, 
die im Einzelfall Werte über 0.8 erreichen können. Auch die Mindestwerte liegen dann 
größtenteils über dem Stationaritäts-Schwellwert von 0.13. 
Diese hohen Werte sind zu erwarten, denn die Komponenten der Messungen sind Pro-
jektionen der tatsächlichen, dreidimensionalen, zeitlich veränderlichen Beschleunigung-
strajektorie, die bis auf wenige Ausnahmen nie mit den fixierten Meßgerätachsen über-
einstimmt. Der Anstieg der Korrelationswerte im Verlauf könnte darauf hinweisen, daß 
die Kopplung der Komponenten, die durch die Korrelation abgebildet wird, für niedrigere 
Frequenzen höher ist. Noch deutlicher wird dies für die Messungen, bei denen eine ver-
stärkte bzw. verlängerte Standortreaktion durch weiche Sedimente bzw. Oberflächen-
wellen zu einer längeren Aufzeichnung geführt haben.  
10 20 30 40 50 60 70 80 90
0.2
0.4
0.6
0.8
1
78 77
259 7
t [s]0 10
#Messungen
20 30 40 50 60 70 80 90
Max CCCorr, CDMG No94, 90-UP, L=1sec
 
Bild 81 Absolutmaximalwerte der Komponenten-Kreuzkorrelation in Zeitfenstern: Maximum, Mit-
telwert(fett) mit ±Standardabweichung, Median und Minimum über 78 CDMG Messungen, 
Northridge 1994/01/17 in 50% überlappenden Zeitfenstern von 1s (ab 60s weniger) 
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8.5 Evolutionäre stochastische Prozesse 
Das evolutionäre Leistungsspektrum wurde zuerst von [Priestley 1965] zur Charakteri-
sierung eines nichtstationären stochastischen Prozesses in der Signaltheorie einge-
führt. Seine Anwendung auf Erdbebenmessungen und verschiedene Schätzverfahren 
wurden in einer Reihe von Arbeiten von z.B. [Kameda 1975, 1977, Sugito 1979, Sche-
rer 1982, 1984, 1989, 1991] publiziert und werden daher hier nur kurz erwähnt. 
Ein mittelwertfreier evolutionärer stochastischer Prozeß X(t) und das zu diesem korre-
spondierende Evolutionäre Spektrum  ES(f,t) sind nach [Priestley 1981] definiert durch 
( ) ( ) ( )∫
∞
∞−
= fdZft,AetX i2pft  ( ) ( ) ( )[ ]{ }2fdZftAdftfES ,, =  (29) 
Hierbei sind dZ(f) das Differential des orthogonalen stochastischen Prozesses Z(f), 
A(t,f) die Amplitudenmodulationsfunktion und {...} der Erwartungswert. Über die Bezie-
hung  
( ) ( ){ } ( )∫
∞
∞−
==σ dftfEStXt 22X ,  (30) 
wird deutlich, daß das Evolutionsspektrum die Verteilung der Varianz und damit der 
Energie des Prozesses über die verschiedenen Frequenzen und im Zeitbereich be-
schreibt. Frequenzen mit hoher Energie36 werden als Spitzen dieser zweidimensionalen 
Funktion abgebildet. Die Anwendung des Evolutionsspektrums im Erdbebenbereich be-
zieht sich i. d. R. auf einen gemessenen Beschleunigungszeitverlauf x(t) als eine Reali-
sation des stochastischen Prozesses Erdbeben. 
8.5.1 Schätzverfahren für das Evolutionsspektrum einer Zeitreihe 
Das ES kann für allgemeine evolutionäre stochastische Prozesse nur als Mittelwert aus 
einem unendlichen Ensemble von Realisationen exakt ermittelt werden. Um das ES des 
lokalen seismischen Bodenbeschleunigungsprozesses aus dem zeitlichen Mittel einer 
der seltenen Realisationen (Starkbebenmessung) zu schätzen, muß die Ergodizität des 
Prozesses vorausgesetzt werden. Diese Voraussetzung impliziert, daß die lastbestim-
menden Eigenschaften des Prozesses bei jedem erneuten Erdbeben am selben Stand-
ort (Realisationen) im Wesentlichen unverändert bleiben. Diese Annahme ist bezüglich 
der Konfiguration des lokalen Untergrundes (Geometrie- und Materialeigenschaften), 
welche die Resonanzstellen definiert, sicherlich gerechtfertigt.  
Neben anderen Schätzverfahren auf Basis der Fourier-Transformation wurde von [Ka-
meda 1975] eine Multi-Filter-Technik mit gedämpften Einmassenschwingern als Filter-
element entwickelt. Dabei wird Ergodizität und im Bereich der Resonanzstellen fn der 
Filter näherungsweise Stationarität angenommen (d.h., statistische Momente 1. und 2. 
Ordnung sind konstant) sowie als stochastischer Grundprozeß Weißes Rauschen vor-
ausgesetzt. Die einseitigen Spektralfunktionen ES(fn,t) des evolutionären Leistungs-
spektrums werden über eine rekursive Beziehung aus den Einhüllenden R(t) der Filter-
antwort berechnet, die gleich der Einhüllenden  
 ( ) ( ){ } ( ) ( )
( )2n
2
2
f2
txtxtyenvtr
π
+==
&        (31) 
der Realisation des Prozesses gesetzt wird. 
                                            
36 Der Energiebegriff wird hier verallgemeinert als Energie eines Beschleunigungszeitverlaufs (x(t) x(t)²) verwendet. 
Nur für die Geschwindigkeit stellt das ES ein echtes Energiemaß dar. 
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Kamedas Verfahren wurde in [Scherer 1982] aufgegriffen und verbessert, indem die Va-
rianz des Prozesses und damit das Evolutionsspektrum S(f,t) zu einem festen Zeitpunkt 
vereinfachend als Summe der Varianzen von „zurückliegenden“ und „bevorstehenden“ 
Prozessen mit festen Anfangszeitpunkten beschrieben wird. Die Rekursionsbeziehung 
stellt sich dann als 
 ( )
( )
( ) ( ) ([ 1ininn 1i in3
nn
2 ttfgttfgtfES
f22
1tR −= −−−⋅
πζ
= ∑ ,,, )]   (32) 
dar, wobei 
 ( ) τ⋅πζ−−=τ nn f22n e1fg ,  für τ>0, sonst = 0, 
Dadurch werden die Ein- und Ausschwingvorgänge des Filters, die sonst das Evoluti-
onsspektrum erheblich verfälschen können, besser als in dem ursprünglichen Ansatz 
ausgeglichen. Zusätzlich werden die Einhüllenden vorher mit gleitendem Mittelwert ge-
glättet, um die Besonderheiten der speziellen Realisation zugunsten des zu identifizie-
renden, zugrundeliegenden Prozesses zu unterdrücken.  
 ( ) ( ){ } ( )∫ ΔΔ+τ−τ ττΔ== 2
T
2
T drT
1trEtR 222        (33) 
 
Bild 82  evolutionäres Leistungsspektrum in 2D-Isolinien- und 3D-Darstellung  
 Northridge-Erdbeben 1994, Referenzkomponente TARZ   
Das Schätzverfahren ist auf hohe Zuverlässigkeit im Frequenzbereich ausgerichtet, ist 
aber im Einzelfall – aufgrund der getroffenen Annahmen – nicht exakt bei den spektra-
len Amplituden. Diese werden generell an den Minima etwas überschätzt und an den 
Maxima unterschätzt. Wie Testrechnungen gezeigt haben werden bei monochromati-
schen Schwingungen die momentanen Amplituden leicht überschätzt. Durch die Rekur-
sion können sich solche systematische Fehler aufschwingen, dann treten – durch die 
Theorie „verbotene“ – negative Werte auf. Sie werden durch Nullsetzen korrigiert.  
Die transienten Eigenschaften der Erdbebenwellen werden durch eine genügend große 
Bandbreite des Filters berücksichtigt. In dieser Arbeit wird für die Schätzung des Evolu-
tionsspektrums durchgehend die von [Scherer 1984] aufgrund empirischer Untersu-
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chungen vorgeschlagene konstante Filterbandbreite von 0.25 Hz benutzt, definiert an 
der halben Resonanzamplitude (Half-Power Bandwidth) des Filters.  
Das Schätzverfahren für das evolutionäre Leistungsspektrum eignet sich aufgrund der 
hohen Auflösung im Frequenzbereich sehr gut für ein nichtstationäres stochastisches 
Modell der spektralen Charakteristik der Erdbebenbelastung. In [Scherer 1984] werden 
die Schätzfehler der Methode ausführlich diskutiert. Sie sind im Bauwesen weniger re-
levant als etwa bei seismologischen Analysen. Die notwendige Annahme der Ergodizi-
tät des Bodenbeschleunigungsprozesses stellt eine starke Voraussetzung seiner An-
wendung dar, die jedoch in der stochastischen Lastmodellierung im Erdbebeningenieur-
wesen generell unvermeidbar ist. 
Für Erdbebenbeschleunigungsdaten typische Eigenschaften der ES sind steile, schlan-
ke Spitzen an Resonanzstellen und (für einen einphasigen Bruch) eine L-förmige Vertei-
lung der Energie im Zeit-Frequenz-Bereich – am Anfang in höheren, später in mittleren 
bis niedrigen Frequenzen – die aus den Eigenschaften der verschiedenen Wellentypen 
herrühren (Kap. 2.2). Das ES wird in der Regel als Höhenliniengrafik, aber auch in 3D, 
visualisiert (Bild 82). Zur vollständigen Lastbeschreibung eines Akzelerogramms sind 
die ES aller drei Komponenten heranzuziehen. Eine Reduktion der Lastauslegung auf 
nur eine – bezüglich Bebenherd und Topographie zufällig gelegene – Komponente un-
terschätzt jedoch systematisch die tatsächliche Last (Kap. 2.3). 
Das Evolutionsspektrum wird im Bauwesen unter anderem für die stochastische Model-
lierung von teilweise turbulenten Strömungslasten, z.B. durch Wind, angewandt. 
Für nichtstationäre Lastmodelle S(t,f), insbesondere auch ein Evolutionsspektrum, kön-
nen nach einem zu Sugito & Kameda 1985 [120] gleichwertigen Verfahren Beschleuni-
gungszeitverläufe simuliert werden, .d.h, es werden zufällige Realisationen des zugrun-
deliegenden stochastischen Prozesses generiert. Die Beziehung lautet  
( ) ( kk
m
1k
kk ttS2tx ϕ+⋅ω⋅ωΔω= ∑
=
sin,)( ) (34) 
Hierbei sind ωk die Kreisfrequenz, S das evolutionäre Spektrum, t die Zeit, ϕk unabhän-
gige gleichverteilte Phasenwinkel aus [0,2π] und m die Anzahl der überlagerten harmo-
nischen Schwingungen.  
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8.6 Spektraladaptiv geschätzte Hauptachsen  
Nachfolgend sind stichprobenhaft Hauptachsenprojektionen mit Wellenmustern wie in 
Kap. 6.3.1 beschrieben dargestellt (vgl. Bild 54 und Bild 62). 
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ARLE 10km ED, zwei oder drei Bruchabschnitte (Spitzen der P-Wellen, Plateau ϕ), 
 ab 9s  Rayleigh- und Love-Wellen in allen drei Komponenten, 
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TARZ, die beiden großen Spitzen sind topografische Resonanz (C-Phase) mit >1g PGA 
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PACK Pacoima, Kagel Canyon, Love- und Rayleighwellen (ϕ3 hoch, θ1,2 konstant)  
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8.7 Automatisch bestimmte Dominanzphasen 
eine willkürliche Auswahl mit Auswertungskommentaren 
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LEO1: OK, tCzu kurz? 
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 LEO2: Fehler wg. P-Plateau < 50°, P-S-Übergang stark verschmiert 
0 10 20 30 40 50 60
N NE
E SE
S W
W W
N 
θ1
0 10 20 30 40 50 60
0
50
φ1
0 10 20 30 40 50 60
20
0
20 gradφ1
0 10 20 30 40 50 60
0
50
σ1 NORTHRIDGE EQ. 1994/01/17 04:31 PST                           CDMG 24307 LEO3                                               
ACC:PCA                                                       
PAX(ramps L= 0.6          4.8          2.6           36 S= 20%
τP τS τC
 
LEO3: OK, τS etwas spät, 
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LEO4: OK, tp ,P und tp,S S bzw. C, wg. Fenster 2.6 durchgehend? 
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LEO5: OK 
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 LITL: OK, später Trigger 
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PALM: OK, Love + Rayleighwellen sehr stark 
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SAND: OK, , später Trigger 
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VENT: P S OK, aber S C fehlt.  
Mögliche Ursache: Fenster extrem lang (L=10s ab 8 sec, verschmiert die Übergänge) 
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 ARLE:  τ2 ist P-Welle, da P-S zu kurz aufeinander folgen 
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8.8 Antwortspektrum und Hauptachsentransformation  
Antwortspektren der Original- und Hauptachsenkomponenten. Das Antwortspektrum 
der PHA-Komponente ist fett gezeichnet. (vgl. Bild 52) 
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Antwortspektren der Original- und Hauptachsenkomponenten für HERA (vgl. S. 132) 
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Verzeichnis der Abkürzungen 
EW, NS, VT …Komponenten der gemessenen Bodenbeschleunigung auf Meßgerät-
achsen Ost-West, Nord-Süd, Vertikal, auch als Subskript aEW… 
T1,T2,T3 …Hauptachsen der Bodenbeschleunigung, Eigenvektoren der Kovarianz-
matrix (auch in Zeitfenstern) 
θk, ϕk, σk=1,2,3 …Winkelkoordinaten und Hauptvarianzen der Hauptachse Tk
cxy, σx, σy …Kreuzkovarianz und Standardabweichung der Zeitreihen X, Y 
θ(τ,...), ϕ(τ,...)...Hauptachsenformfunktionen für Streich- und Vertikalwinkel 
T1,T2,T3 …auf die Hauptachsen Tk transformierte Beschleunigungskomponenten 
(.)W …wellenzugbezogene Größe 
P,S,C,R,L …verallgemeinerte Wellenzüge von Longitudinal- (Primär-)Wellen, Trans-
versal- (Scher-, Sekundär-)Wellen und Coda-Wellen, Rayleigh- und 
Love-Wellen, C auch als O 
cij, C …Kreuzkorrelation bzw. Kreuzkovarianz, 3D Kreuzkovarianzmatrix 
τ,Δτ …Zeitversatz von Korrelationsfunktionen 
τk=1,2,3 …vorläufige Schätzwerte für Dominanzwechsel 
τW= P,S,C …Dominanzwechsel auf P,S, Coda-Wellenzug 
t0,t0,W,ta,ta,W …Beginn einer Wellenphase W 
t1,t1,W,t2,t2,W …Beginn und Ende einer Wellen-Dominanzphase W 
tp,tp,W,te,te,W …Zeitpunkt des Spitzenwerts und des Endes einer Wellenphase W 
dA,W, dS,W …wellenzugspezifische Anregungs- bzw. Starkbebendauer 
λk …Eigenwerte der Kovarianzmatrix, zur Hauptachse Tk
Wk …Zeitfenster, Spektralschätzfenster, Kovarianzschätzfenster 
dt, dtt ... Zeitfensterversatz  
L, L(t), L1,2 ...Zeitfensterlänge, Zeitfensterlängenfunktion, Ankerpunkte von RAMPSIN 
RAMPSIN ...Fensterlängenfunktion „Sinusrampe“ 
fk=1,2,3 ...Grenzfrequenzen der Spektralschätzfenster nach Kriterium 1,2,3 
PGA,PHA,PVA, PPA …Peak Ground | Horizontal | Vertical | Principal Acceleration 
     – Spitzenwerte  der Bodenbeschleunigung 
XCORR, KVH …Kreuzkorrelationsfunktion 
RMS ...Root-Mean-Square (Wert, Funktion) 
RSP ...Antwortspektrum 
PSD, CSD ...(Auto-) und Kreuzleistungsspektrum (Realteil bei CSD) 
RF …Resonanzfrequenz 
MKTS, KTS ... (Multi-)Kanai-Tajimi-Spektrum 
AMF ...Amplitudenmodulationsfunktion 
S(f),A(t) ...Spektrum, Amplitudenmodulationsfunktion 
 i 
ES(f,t) ...Evolutionsspektrum, evolutionäres Lastmodell 
Abkürzungen         
XES ...Zwischenmodell (Extracted Evolutionary Spectrum) bei der Lastformmo-
dellschätzung auf Basis des geschätzten Evolutionsspektrums 
α,τ ...Formparameter und Dauer der Lastaufbauphase der AMF 
fg, fmax ...ungedämpfte und gedämpfte Resonanzfrequenz im KTS 
ζg ...Lehr’sches Dämpfungsmaß, Dämpfungsparameter des KTS        
 zur Resonanzfrequenz fg
S0, S0, S0,i ...Anregungsparameter des MKTS bzw. der einzelnen KTS 
δ k,W, γk,W, τW ...Lageparameter der Hauptachsenformfunktionen ϕ und θ 
FIR, IIR ...Filtertypen, Finite & Infinite Impulse Response  
CDMG ...California Division of Mines & Geology, Kalifornische Bergbaubehörde 
CSMIP …Strong Motion Instrumentation Program, Meßprogramm des CDMG 
PEER, SMDB ... Erdbebendatenbanken/Websites 
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