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and 7Istituto Nazionale di Fisica Nucleare, Sezione di Roma 1, Rome, ItalyABSTRACT The observation that, through a titration mechanism, microRNAs (miRNAs) can act as mediators of effective
interactions among their common targets (competing endogenous RNAs or ceRNAs) has brought forward the idea (i.e., the
ceRNA hypothesis) that RNAs can regulate each other in extended cross-talk networks. Such an ability might play a major
role in posttranscriptional regulation to shape a cell’s protein repertoire. Recent work focusing on the emergent properties of
the cross-talk networks has emphasized the high flexibility and selectivity that may be achieved at stationarity. On the other
hand, dynamical aspects, possibly crucial on the relevant timescales, are far less clear. We have carried out a dynamical study
of the ceRNA hypothesis on a model of posttranscriptional regulation. Sensitivity analysis shows that ceRNA cross-talk is
dynamically extended, i.e., it may take place on timescales shorter than those required to achieve stationarity even in cases
where no cross-talk occurs in the steady state, and is possibly amplified. In addition, in the case of large, transfection-like
perturbations, the system may develop a strongly nonlinear, threshold response. Finally, we show that the ceRNA effect pro-
vides a very efficient way for a cell to achieve fast positive shifts in the level of a ceRNA when necessary. These results indicate
that competition for miRNAs may indeed provide an elementary mechanism to achieve system-level regulatory effects on the
transcriptome over physiologically relevant timescales.INTRODUCTIONIt is now well established that a large part of the eukaryotic
transcriptome consists of noncoding RNAs, including
numerous species (up to several hundreds in humans) of mi-
croRNAs (miRNAs) (1). The miRNAs play a central role in
posttranscriptional regulation (PTR), inasmuch as their pro-
tein-mediated binding to a messenger RNA (mRNA) results
in either translational repression or mRNA degradation
(2,3). However, their impact might be much more far-reach-
ing. On the one hand, the involvement of miRNAs in pecu-
liar motifs of the transcriptional regulatory network suggests
that they could actively perform noise processing (most
importantly, buffering) in gene expression (4,5). On the
other hand, by being able to target different mRNA species
with different kinetics, they can, in principle, act as the me-
diators of an effective interaction between the mRNAs, such
that a change in the transcription level of one mRNA can
result in an alteration of the levels of another mRNA
(6). The so-called competitive endogenous RNA (ceRNA)
hypothesis has attracted considerable attention lately (7).
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0006-3495/14/08/1011/12 $2.00is effectively influenced by the levels of the different
miRNA species, in ways that depend 1), on the a priori
possible couplings between miRNAs and mRNAs (the
miR program), and 2), on the kinetics that governs the
different interactions. In such a scenario, significant shifts
in the protein composition of a cell can be obtained by
altering the level of a small number of miRNA species.
This mechanism is now believed to play an important role
in many biological processes, from cell differentiation to
cancer (8–10).
Placing the intuitive appeal of the ceRNA hypothesis on
firm quantitative grounds is an important open challenge.
In particular, one would like to understand which kinetic pa-
rameters control the emergence of the effective cross-talk
between mRNAs and what type of effective interaction net-
works may result from such a simple titration mechanism.
Recently, different theories have been proposed that attempt
to answer these questions at steady state (11,12). The key
results of this kind of approaches lie, in our view, in the
emergence of selectivity: at any given level of miRNAs,
only a (potentially) small number of effective couplings
between mRNAs can be active, and by changing the levels
of miRNAs, the structure of the network of effective cou-
plings can be modified. This confers upon miRNA-mediated
regulation a remarkable flexibility and regulatory power.http://dx.doi.org/10.1016/j.bpj.2014.06.035
1012 Figliuzzi et al.Still, questions about the validity of the steady-state assump-
tion arise, as it is well known that, for instance, in processes
like cell differentiation, molecular levels are not stationary.
It is therefore very important to understand the following:
1. What the typical timescales are, over which the steady-
state scenario is established;
2. Whether steady-state like phenomenology may be
observed during transients; and
3. Which kinetic parameters control timescales and re-
sponses away from the steady state.
To gain a quantitative understanding of these issues, we
extend here the study of the model of PTR introduced in
Figliuzzi et al. (11) by characterizing the transient response
of the system to perturbations, i.e., to changes in the RNA
transcription rates. We shall carry mathematical calculations
as far as possible to be able to characterize the dependence
on parameters in detail, resorting to simulations to sort out
regimes out of our analytical reach.
In the first part of this work, we focus on small perturba-
tions. By analyzing (in Fourier space) the linearized dy-
namics of a system of N ceRNAs jointly targeted by a
single miRNA species, we recover the cross-talk scenario
obtained in Figliuzzi et al. (11) for the steady state, accord-
ing to which effective interactions may occur only when
miRNAs are partially recycled upon complex degradation
(or, in other words, when the rate of stoichiometric decay
of the miRNA-RNA complex is nonzero). In addition, how-
ever, we show that a significant response may dynamically
occur over finite timescales even when the rate of stoichio-
metric complex decay is zero and miRNAs are fully re-
cycled (i.e., when the complex degradation channel is
purely catalytic). This scenario is further studied in the
important limiting cases in which complex dissociation is
much faster, or much slower, than complex degradation,
where the relevant timescales can be characterized in
detail.
The second part of this work focuses instead on large
perturbations. Using numerical analysis and analytical
estimations, we characterize the emergence of nonlinear
response. In specific, we uncover an extended type of
cross-talk (not described by linear response theory) that is
activated when perturbations overcome a given threshold.
We will argue that this regime may indeed be realized
in experiments. Finally, relaxation times will be fully
characterized.
In summary, we provide an overall dynamical character-
ization of the ceRNA hypothesis in the limit in which the
dynamics can be described by mass-action kinetics and
molecular noise can be neglected. The work is organized
as follows: the case of small perturbations is dealt with
in the next section, the section following that presents the
analysis of the response to large perturbations, and the last
section contains a discussion of results. Auxiliary results
are detailed in the Supporting Material.Biophysical Journal 107(4) 1011–1022RESULTS
Small perturbations: the model and its linearized
dynamics
Our starting point is the model defined in Figliuzzi et al.
(11). We consider a system with one miRNA species (m)
and N ceRNA species (mi, i ¼ 1,.,N) that can form N spe-
cies of complexes (ci) with the miRNA, with the following
allowed processes:
B#
bi
di
mi;
B#
b
d
m;
mþ mi#
kþi
ki
ci;
ci.
si
B;
ci.
ki
m:
Arrow superscripts and subscripts denote the corresponding
rates. Note that complex decay can occur both with (rate k ,i
catalytic channel) and without (rate si, stoichiometric
channel) miRNA recycling. The mass-action rate equations
for the above system are given by
d
dt
mi ¼ dimi þ bi  kþi mmi þ ki ci;
d
dt
m ¼ dmþ b
X
i
kþi mmi þ
X
i

ki þ ki

ci;
d
dt
ci ¼ 

si þ ki þ ki

ci þ kþi mmi:
(1)
Here, mih mi(t) denotes the level of species mi (and simi-
larly for m and c ). In the steady state, one can most notablyi
characterize the susceptibilities
cssij ¼
v½mi
vbj
ðisjÞ; (2)
where [a] denotes the long-time limit as functions of [m] and
of the kinetic parameters. Generically, larger c ss valuesij
imply a larger effective cross-talk interaction between
ceRNA i and ceRNA j. The interaction is mediated by the
miRNA, therefore one may expect that much will depend
on whether ceRNAs i and j are completely repressed
(‘‘bound’’), completely unrepressed (‘‘free’’), or partially
repressed (‘‘susceptible’’) by the miRNA. In rough terms,
in the bound case, most ceRNAs are bound in complexes
and hence are unavailable for translation; in the free case,
the fraction of ceRNAs bound in complexes is small. In
these regimes, the response of a ceRNA level to changes
in the miRNA level is typically very small. On the other
hand, in the susceptible regime, ceRNA levels depend
Dynamics and Response to Perturbations of Competing RNAs 1013sensibly on the miRNA level. The emergent features of
cross-talk at steady state are the following (see Figliuzzi
et al. (11) for details).
Selectivity
Kinetic parameters can be tuned so as to couple only a sub-
set of ceRNAs by strong cross-talk interactions.
Directionality
In the presence of kinetic heterogeneities,
cssijsc
ss
ji :
Flexibility
The topology of the effective interaction pattern among
ceRNAs depends on [m].
Relevance of stoichiometric processing
The quantity sj ¼ 0 implies cijss ¼ 0. However, the quantity
corresponding to the steady-state susceptibility of a system
without recycling for sj ¼ 0, may remain finite, as
~cssijh lim
sj/kj
kj/0
sj þ kj
sj
cssij : (3)
We shall now focus on the return to the steady state after a
small perturbation away from it. Let
xiðtÞhmiðtÞ  ½mi;
yðtÞhmðtÞ  ½m;
ziðtÞhciðtÞ  ½ci:
(4)
Upon linearizing Eq. 1, the above variables are seen to obey
the equations
d
dt
xi ¼ dixi þ boi  kþi ð½mxi þ ½miyÞ þ ki zi;
d
dt
y ¼ dyþ bo 
X
i
kþi ð½mxi þ ½miyÞ þ
X
i

ki þ ki

zi;
d
dt
zi ¼ 

si þ ki þ ki

zi þ kþi ð½mxi þ ½miyÞ;
(5)
where we have introduced (small) time-dependent varia-
tions of the transcription rates, i.e.,bi/biðtÞ ¼ bi þ boi ðtÞ;
b/bðtÞ ¼ bþ boðtÞ:
Such perturbations (a precise form of which will be dis-
cussed later on) mimic regulatory alterations either gener-
ated endogenously or externally, like those that are usually
made in experiments, e.g., by transfection. In what follows,
we shall focus on the emergent behavior of Eq. 5.Dynamical response
Details of the analysis of Eq. 5 are reported in Analysis of
the Linearized Dynamics in the Supporting Material. It turns
out that, in Fourier space (where baðuÞ denotes the Fourier
transform of a(t)), response may be quantified through the
dynamical susceptibility
cij ðuÞ ¼ vbxi
v bboj ¼

JijðuÞcssij if sjs0;
FijðuÞ~cssij if sj ¼ 0;
(6)
where we have separated the case sjs 0 (with finite suscep-
tibility in the steady state) froms ¼ 0 (with vanishingc ss butj ij
finite ~cssij ) and isolated the frequency-dependent part of the
dynamical susceptibility in the functions Jij and Fij. These
functions can be factorized as the product of different filters
JijðuÞ ¼ SjðuÞDðuÞJiðuÞJjðuÞ; (7)
FijðuÞ ¼ CjðuÞDðuÞJiðuÞJjðuÞ; (8)
whereJiðuÞ ¼ 1þ ri
1þ ri
ð1þ iut1;iÞð1þ iut2;iÞ
1þ iut3;i
; (9)
SiðuÞ ¼ 1þ iut4;i; (10)
1þ iut3;i
CiðuÞ ¼ iut5;i ; (11)
1þ iut5;i
DðuÞ ¼ 1 P ; (12)
t0 cssmm ðiut0 þ 1Þ þ igiJiðuÞ
and we have introduced the timescalest0 ¼ d1;
t1;i ¼ d1i ;
t2;i ¼

si þ ki þ ki
1
;
t3;i ¼ ðsi þ kiÞ1;
t4;i ¼ s1i ;
t5;i ¼ k1i ;
(13)
as well as the parametersri ¼
m0;i
½m ;
gi ¼
kþi ½mi
t0ð1þ riÞ
;
m0;i ¼
dit3;i
kþi t2;i
:
(14)
The quantities ri and m0,i play a key role (as also discussed in
Figliuzzi et al. (11): if mx m0,i (or equivalently if rix 1),Biophysical Journal 107(4) 1011–1022
1014 Figliuzzi et al.the level of ceRNA i is approximately half of what it would
be in absence of the miRNA, and it is maximally susceptible
to a change in the miRNA level; if m m0,i (or equivalently
if ri[ 1) instead, ceRNA i is almost fully unrepressed by
the miRNA (free) and the fraction of complexes is small; if
m[ m0,i (or equivalently if ri  1), ceRNA i is almost
completely repressed (bound) by the miRNA and the frac-
tion of complexes is high. Finally, the quantity cssmm repre-
sents the steady-state susceptibility of the miRNA level to
(small) changes in its transcription rate.
Before discussing the behavior of the filters (especially Ji
and D) and giving a physical interpretation, let us clarify the
meaning of the different timescales. The values t0 and t1,i
represent, respectively, the (average) lifetime of the miRNA
and of ceRNA i in the absence of interactions. The values
t2,i, t3,i, and t4,i are related to the processing of complex
ci: t2,i is the average lifetime of complex ci before unbinding
or being degraded; t3,i represents the average time needed
for complex ci to be degraded (in absence of unbinding);
and t4,i and t5,i are, respectively, the average times required
for complex ci to be degraded stoichiometrically and
catalytically (in absence of all other processes). Note that
t2,i % t3,i % t4,i, whereas t3,i % t5,i if si ¼ 0.
Concerning the filters, we begin by noting that Ji mea-
sures the inertia of ceRNA i in responding to a change
in the level of the miRNA (see the Supporting Material).
In particular, it is related to the gain
gimðuÞhvbxi
vby ; (15)
by Ji(u) ¼ gim(u)/gim (0), so that when Ji x 1, ceRNA i is
instantaneously at equilibrium with the miRNA. Further-
more, we can rewrite it as
JiðuÞ ¼

1þ ri
1þ riBiðuÞ

1
1þ iuteff1;i ðuÞ
; (16)
whereteff1;i ðuÞ ¼
BiðuÞri
1þ BiðuÞri
t1;i (17)
withBiðuÞ ¼ 1þ iut2;i
1þ iut3;i;
jBiðuÞj%1:
(18)
As shown in Figliuzzi et al. (11), ceRNA i is in the bound
regime at steady state when r  1 (i.e., when the miRNAi
level is much larger than a ceRNA-dependent threshold),
whereas it is free and hence fully available for translation
when ri[ 1. In these limits, the above expression for Ji
simplifies as
JiðuÞx
 ½1þ iuriBiðuÞt1;i1 for ri  1;
BiðuÞ1ð1þ iut1;iÞ1 for ri[1:
(19)Biophysical Journal 107(4) 1011–1022Note that Ji can be>1 at intermediate frequencies, implying
that the ceRNA response to a variation of the miRNA level
can be transiently amplified with respect to the correspond-
ing steady-state response (gim(u) > gim(0)).
Filter D is a common prefactor in the expressions of the
different susceptibilities (i.e., it does not depend on the spe-
cific pair of ceRNAs considered), and is strongly dependent
on the miRNA decay timescale t0. Note that D and Ji values
are low-pass filters, Ci values are high-pass filters, and Si
values allow for transmissions at any frequency (but prefer-
entially transmit high frequencies), because
lim
u/0
JiðuÞ ¼ 1;
lim
u/N
JiðuÞ ¼ 0;
(20)
lim CiðuÞ ¼ 0;
u/0
lim
u/N
CiðuÞ ¼ 1;
(21)
lim SiðuÞ ¼ 1;
u/0
lim
u/N
SiðuÞ ¼ si þ ki
si
R1;
(22)
lim DðuÞ ¼ 1;
u/0
lim
u/N
DðuÞ ¼ 0: (23)
The complete absence of stoichiometric processing (and
hence full miRNA recycling) strongly affects the dynamical
behavior of the system: indeed, different filters (Ci for
completely catalytic, Si for at least partially stoichiometric
processing) describe the two situations.
One can now see that the steady-state cross-talk scenario
is recovered in the limit u/ 0. Indeed, Cj(0) ¼ 0, in the
absence of stoichiometric decay (sj ¼ 0). cijð0Þ ¼ 0 at
steady state. Cross-talk is possible only when sj s 0, in
agreement with Figliuzzi et al. (11). Away from the steady
state, however, the situation changes. In particular, the
dynamical susceptibility (6), in the case of completely cata-
lytic degradation (sj ¼ 0), contains both low- and high-pass
filters. As a consequence, we expect that in this case it will
be possible for the system to transmit a signal at intermedi-
ate frequencies, i.e., to observe a response on intermediate
timescales.Timescale separation: limiting cases
Unfortunately, little is known about the kinetics of RNA
interference. Studies on association kinetics between
RNAs in prokaryotic systems indicate that complexes
(formed, in that case, by mRNAs and small RNAs) might
dissociate into their original components with rates ki

FIGURE 1 Slow dissociation, fast processing. Dynamical response for
slow complex dissociation in a fully catalytic system (si ¼ 0, ki ¼ 10)
for pairs of free (ri¼ 100, in yellow), susceptible (ri¼ 1, in red), and bound
Dynamics and Response to Perturbations of Competing RNAs 1015ranging from 102 s1 to 101 s1 higher than the process-
ing rates si and ki of the complex (13,14). On the other hand,
analysis of RNA interference in eukaryotes suggest that the
kinetics can vary substantially across different targets, and
that it is strongly affected by the degree of complementarity
(15). In the absence of more-precise information, we shall
focus on the limiting behavior in two cases, namely those
of slow (ki  ki þ si) and fast (ki[ ki þ si) complex
dissociation. The remaining parameters used in the
following numerical studies are set to biologically reason-
able values falling inside the ranges considered in Haley
and Zamore (15), Alon (16), and Wang et al. (17), and are
measured in units of typical RNA half-life (t x 104 s)
and typical RNA concentration (gx 1 nM). In these units,
di x d x t, bi x gt
1, ki
þ ranges from g1t1 to
10g1t1, and ki ranges from t
1 to 10t1.(ri ¼ 0.01, in blue) ceRNAs. Remaining parameters are set as follows: di ¼
1, ki¼ 0, d¼ 1, and bi¼ 1 for each i. To see this figure in color, go online.Slow complex dissociation
In the limit ki
  ki þ si, complex formation is far from
equilibrium at steady state (in favor of association). More-
over, t2,ix t3,i, so that Bi(u)x 1 at any frequency. There-
fore, Ji(u) behaves as a simple low-pass filter, i.e.,
JiðuÞx 1
1þ iuteff1;i
; (24)
whereteff1;ix
ri
1þ ri
t1;i: (25)
Note that 8
teff1;i
<
:
xt1;i if ri[1;
xt1;i=2 if rix1;
 t1;i if ri  1:
(26)
Hence the cutoff frequency depends on ri and it is shiftedFIGURE 2 Slow dissociation, slow processing. Dynamical response in a
fully catalytic system (si ¼ 0, ki ¼ 0.01) for a couple of free ceRNA (ri ¼
100, in yellow), for a couple of susceptible ceRNA (ri¼ 1, in red), and for a
couple of bound ceRNA (ri ¼ 0.01, in blue). Other parameters are set as
follows: di ¼ 1, ki ¼ 0, d ¼ 1, and bi ¼ 1 for each i. To see this figure
in color, go online.toward high frequencies when ceRNAs are bound (ri 
1). Following Figliuzzi et al. (11), we will call susceptible
the ceRNAs such that ri x 1.
Fig. 1 shows the dynamical response for pairs of free, sus-
ceptible, and bound ceRNAs in the slow dissociation limit
(we considered irreversible binding, i.e., ki ¼ 0 ci). The
highest values of the global filter Fij(u) ¼ D(u)Cj(u)Ji(u)
Jj(u) (see Cesana et al. (8)) are achieved between pairs of
bound ceRNAs, when u x 1.
Fig. S1 in the Supporting Material shows the susceptibil-
ity cij(u): note that at high frequencies, cross-talk between
bound ceRNAs is stronger than that between free ceRNAs.
If ki< di, miRNA-mediated ceRNA degradation is slower
than spontaneous decay, so that miRNAs are typically
sequestered in complexes for very long times and we expect
to recover a cross-talk scenario even for a fully catalytic sys-
tem with si¼ 0 (for which no cross-talk may occur at steady
state). Indeed,cij ðuÞx
8<
:
~cssij =

u2t1;it2;i

if u[dj;
~cssij if kj  u  dj;
iu~cssij =kj if u  kj:
(27)
Fig. 2 shows that in case of slow catalytic processing, we
recover the stoichiometric steady-state scenario for interme-
diate frequencies: in the frequency window between u x
d1 ¼ 1 and ux ki, the global filter Fij is close to 1. Corre-
spondingly, cijðuÞz~cij, as shown in Fig. S2.Fast complex dissociation
In this case, the levels of complexes are close to equilibrium
at steady state, while t3,i[ t2,ix 1/ki
, so thatBiophysical Journal 107(4) 1011–1022
1016 Figliuzzi et al.BiðuÞx
1þ iu	ki
1þ iut3;i : (28)
At low enough frequencies (u  ki), Bi(u) x 1, and we
recover the slow complex dissociation scenario, whereas
for high enough frequencies (u[ ki þ si), Bi(u)  1,
and, as before, Ji can be expressed as a simple low-pass
filter,
JiðuÞx 1þ ri
1þ airi
1
1þ iuteff1;i
;
ai ¼ ki þ si
ki
;
(29)
with
eff airit1;i ¼ 1þ airi
t1;i: (30)
So we see that, in this case, we have both a regime-depen-
dent cutoff frequency (as in the case of slow unbinding)
and a regime-dependent modulation that amplifies ceRNAs
cross-talk. Fig. 3 and Fig. S3 show that indeed the dynam-
ical response scenario for fast dissociation is similar to the
one obtained for slow dissociation, except at high fre-
quencies, where the cross-talk between free ceRNAs is
stronger than the cross-talk between bound species.
Note that if the processing of complexes is slower than
spontaneous degradation, i.e., if t5,i > t1,i
eff, then cross-
talk can be dynamically amplified. Indeed, taking the
expression from Eq. 19 for bound ceRNAs (ri  1), we
observe that
cij ðuÞx 1þ ri1þ airi
1þ rj
1þ ajrj
~cssij ; (31)
which exceeds ~cssij for ki < u < di/(riai). To have a direct
comparison with the steady-state scenario, we have consid-FIGURE 3 Fast dissociation, slow processing. Dynamical response for
fast complex dissociation in a fully catalytic system (si ¼ 0, ki ¼ 10) for
pairs of free (ri ¼ 100, in yellow), susceptible (ri ¼ 1, in red), and bound
ceRNAs (ri ¼ 0.01, in blue). Other parameters are set as follows: di ¼ 1,
ki¼ 1000, d¼ 1, and bi¼ 1 for each i. To see this figure in color, go online.
Biophysical Journal 107(4) 1011–1022ered the case of a fully stoichiometric system: Fig. 4 shows
that, in case of slow processing (slower than spontaneous
decay), dynamical cross-talk (quantified in this case by the
filterJij(u)) is stronger than the stoichiometric steady-state
counterpart (i.e., Jij(u) > 1), particularly for susceptible
and free species. Dynamical susceptibilities cij(u) for the
same choice of kinetic parameters are again shown in
Fig. S4.
We have also considered the case of mixed stoichio-
metric-catalytic systems (see Fig. S5). At intermediate
timescales, the dynamical features in the limiting cases dis-
cussed above are qualitatively preserved, irrespective of the
proportion of stoichiometric and catalytic processing. On
the other hand, in the small frequency limit, as expected,
the response is gradually depleted as the degree of catalytic
processing increases, and vanishes for completely catalytic
systems.Large perturbations
When perturbations that bring the system away from the
steady state are sufficiently large, deviations from the linear
response scenario occur. The characterization of these
phenomena are especially important in understanding the
experiments, because transcriptional perturbations are nor-
mally carried out by transfections that increase levels by
several folds, and it is upon them that we shall focus in
this section. In particular, we will show (numerically) that
under large perturbations, the following is important:
1. The response can be highly nonlinear;
2. Cross-talk is extended, in that it may take place between
pairs of ceRNAs that would not interact otherwise; and
3. There exists a threshold perturbation for activating such
an extended cross-talk.FIGURE 4 Fast dissociation, fast processing. Dynamical response for fast
complex dissociation in a fully stoichiometric system (si ¼ 0.5, ki ¼ 0) for
pairs of free (ri ¼ 100, in yellow), susceptible (ri ¼ 1, in red), and bound
(ri ¼ 0.01, in blue) ceRNAs. Other parameters are set as follows: di ¼ 1,
ki¼ 1000, d¼ 1, and bi¼ 1 for each i. To see this figure in color, go online.
Dynamics and Response to Perturbations of Competing RNAs 1017In addition, the response to large perturbations appears to be
characterized by saturation effects as well as by character-
istic times increasing linearly with the perturbation.
We shall consider a particular kind of perturbation,
namely a steplike transcriptional input that modifies the
transcription rate of a given ceRNA at time t¼ t0, defined by
biðtÞ ¼ bi½1þ Diqðt  t0Þ; (32)
where q(x) is the Heavyside step function and Di measuresFIGURE 5 Integrated response as a function of the perturbation size.
ceRNAs have different binding rates so that they can be in the free (F), sus-
ceptible (S), or bound (B) regime, according to the legend. Binding rates
are: kþ ¼ 102 for free ceRNAs, one for susceptible ceRNAs, and 102
for bound ceRNAs. Remaining kinetic parameters are as follows: b1 ¼
b2 ¼ b ¼ 1,., k1 ¼ k2 ¼ 0, and k1 ¼ k2 ¼ 1. To see this figure in color,
go online.the fold change in the transcription rate of ceRNA i after
time t0. A perturbation with Di > 0 mimics a sudden signal
that saturates the promoter at t ¼ t0, the transcription rate
switching from bi (corresponding to a basal transcription
rate) to bi þ Dbi; conversely Di < 0 mimics the opposite
condition of a sudden drop of the activating signal at t ¼
t0, the transcription rate dropping from its initial value bi
to bi  Dbi (transcription being completely switched off
for Di ¼ 1). We will focus the analysis on completely cat-
alytic systems (si ¼ 0 for all i), for which we have seen in
the previous section that ceRNA cross-talk is activated for
a finite time interval. To quantify the response of the system,
we shall resort to
IRij

Dj
 ¼ ZN
0
½miðt þ t0Þ  miðt0Þdt; (33)
which depends both on the size of the response and on its
duration; IR indicates integrated response. If only free
mRNA molecules are translated into protein (at a constant
rate), Eq. 33 is strictly related to the total amount of protein
produced in response to the perturbation, i.e., to the ultimate
output of the input transcriptional signal. When perturba-
tions are large, the time needed to relax back to the steady
state after a transcriptional perturbation may be long
compared to cellular processes and can vary according to
the specific conditions (18). We will attempt, in the case
of large perturbation, to characterize such a relaxation time.Extended cross-talk
According to the linear response theory developed in Fig-
liuzzi et al. (11), cross-talk may take place only between
susceptible ceRNAs (symmetrically, i.e., perturbing one
species causes a response in the other, and vice versa) and
from bound to susceptible ceRNAs (asymmetrically, i.e.,
perturbing a bound ceRNA a susceptible one will respond,
but not vice versa). We will see here that, when the pertur-
bation overcomes a certain threshold, cross-talk is no longer
limited to the above cases.
Fig. 5 shows the integrated response of ceRNA1, after
a positive perturbation D2 on the transcription rate of
ceRNA2: strong deviations from linearity appear in the inte-
grated response between bound ceRNAs, and if the pertur-
bation is large enough the cross-talk between boundspecies can overcome that between susceptible ones.
Indeed, whereas integrated response is almost linear in the
perturbation size for ceRNAs in the free and in the suscep-
tible regimes, it is strongly nonlinear in the case of bound
ceRNAs, specifically when the perturbation overcomes a
given threshold (in this case, D2 x 4). The same effect is
also evident in Fig. 6.
Deviations from linear response behavior occur also in
the case of negative perturbations (reductions of the tran-
scription rates), as shown in Fig. 7, where the transcription
rate of ceRNA 2 is set to zero for t > 0, i.e., D2 ¼ 1. If the
transcription rate b2 before the perturbation is sufficiently
large, cross-talk between susceptible ceRNAs increases
slowly whereas the response by free ceRNAs increases.
Fig. 8 shows that the levels of free species are sensibly
depleted over a finite time window.
Quite remarkably, however (see Fig. 9), selectivity is pre-
served also in the case of large perturbations: cross-talk
is activated only among a subset of ceRNAs, those whose
binding kinetics lies in a finite window that depends on
the perturbation size and on miRNA level. Others ceRNAs
are almost unaffected by the perturbation.Threshold perturbation and saturation
phenomena
We have just seen that cross-talk between bound ceRNAs
follows a threshold behavior: if the perturbation is small,
the response dmi grows linearly with the perturbation,
according to dmi ¼ cijdbj, where cij is small as predicted
by linear response theory; if, however, the perturbation
overcomes a given threshold Dth, linear response theory
breaks down and nonlinear effects become important.Biophysical Journal 107(4) 1011–1022
FIGURE 6 Dynamical evolution of ceRNA 1
(Dmi(t) ¼ m1(t) – m1(0)) after a positive transcrip-
tional perturbation D2 of ceRNA 2 at t ¼ 0. ceR-
NAs have different binding rates so that they can
be in the free (F), susceptible (S), or bound (B)
regime. (Top plot) Here, only the B-S and S-S
cross-talk is activated; (bottom plots, where the
perturbation is above the threshold) B-B coupling
has switched on. To see this figure in color, go on-
line.
1018 Figliuzzi et al.Upon increasing further the perturbation, the integrated
response returns to a linear behavior, due to saturation ef-
fects. Intuitively, after a large positive perturbation that
shifts the level of a ceRNA up, miRNAs are temporarily
completely sequestered and other ceRNAs become
completely free. Hence, Dmi saturates to the maximal value,
as shown in the bottom-right panel of Fig. 6. Accordingly,
the relaxation time (which depends weakly on the perturba-
tion size in the linear response regime) increases linearly
with the perturbation when Dj > Dth.
An estimate of the relaxation times after large, saturating
perturbation can be worked out in the case of a kineticallyFIGURE 7 Absolute values of integrated response as a function of the
perturbation size. ceRNAs have different binding rates so that they can
be in the free (F), susceptible (S), or bound (B) regime. Binding rates
are: kþ ¼ 102 for free ceRNAs, 1 for susceptible ceRNAs, and 102 for
bound ceRNAs. Remaining kinetic parameters are as follows: b1 ¼ b ¼
1, d1 ¼ d2 ¼ 1, d ¼ 0.5, k1 ¼ k2 ¼ 0, and k1 ¼ k2 ¼ 1. To see this figure
in color, go online.
Biophysical Journal 107(4) 1011–1022homogeneous system (i.e., one in which binding kinetics
is the same for all ceRNAs), assuming that ceRNAs and
miRNAs are at equilibrium with respect to the instantaneous
values of the levels of the complexes. One finds (see Esti-
mate of the Relaxation Time Following a Large, Saturating
Perturbation in the Supporting Material for details)
trelx
bjDj
2bk
: (34)
Hence, when D is very large, relaxation times t decrease
upon increasing either the catalytic processing speed k or
the miRNA transcription rate b. This is consistent with the
numerical results shown in Fig. 10 and in Fig. S7.
Note also (see Fig. 11 and Fig. S6) that not only relaxa-
tion times, but also the value of the threshold Dth, appear
to shift upon varying b and k.Responsiveness and amplification
Velocity in changing molecular levels in response to a
perturbation (what we shall call ‘‘responsiveness’’ here)
can be a desirable feature in cells: for instance, differentia-
tion processes typically need rapid shifts in the levels of spe-
cific molecules. The ease of synthesis of small RNA
molecules may be beneficial for quick response/adaptation
to environmental stress (19), and it has been quantitatively
shown that posttranscriptional regulation (PTR) is advanta-
geous precisely when fast responses to external signals are
required (20). We are here in the position to compare the
properties of transcriptional regulation by perturbation
of transcription rate of a given gene to those of direct
PTR by perturbation of miRNA transcription rates and
indirect PTR by perturbation of the transcription rate of a
FIGURE 8 Dynamical evolution of ceRNA 1
(Dm1(t) ¼ m1(t) – m1(0)), after a transcriptional
perturbation D2 of ceRNA 2 at t ¼ 0. ceRNAs
have different binding rates so that they can be in
the free (F), susceptible (S), or bound (B) regime.
Note that for small negative perturbations (top
left plot) a significant response is achieved only
for the S-S and the S-B pairs. Upon increasing
the perturbation size, F-F cross-talk is activated,
as are the S-F, F-S, and F-B interactions. To see
this figure in color, go online.
Dynamics and Response to Perturbations of Competing RNAs 1019competitor of the gene. Our goal is to quantify the differ-
ences between the three regulation modes, to pin down the
situations when regulating through the ceRNA effect can
be more effective.
Fig. 12 shows that switching off the transcription of a
miRNA may not be the fastest way to increase the level of
a transcript (m1 in this case). It takes some time for miRNA
to be eliminated. On the other hand, turning on the transcrip-
tion of the gene in absence of miRNAs or increasing the
transcription of a ceRNA by several folds both result in
rapid increase of the level of the gene.
Interestingly, if complexes are close to equilibrium and
their lifetime is longer than that of free molecules, i.e., ifFIGURE 9 Integrated response integrated response of ceRNA 1 as a
function of the miRNA transcription rate b. Remaining kinetic parameters
are fixed as following: b1 ¼ b¼ 1, b2¼ 1, d1 ¼ d2¼ d ¼ 1, k1 ¼ k2¼ 0,
k1 ¼ k2 ¼ 1, k2þ ¼ 1, and D ¼ 2. To see this figure in color, go online.the conditions for cross-talk amplification are met, a sudden
increase of the transcription rate of a ceRNA may tempo-
rarily bring the level of the gene above the steady-state value
in the absence of miRNA (see bottom panel in Fig. 12). This
effect is due to the massive release of free molecules from
the dissociation of a large number of complexes ci right
after the perturbation, and it is more pronounced if the affin-
ity of the ceRNA is higher than that of the gene (k2
þ> k1
þ),
as in the case considered in Fig. 12. On the other hand, in
Fig. 13 it is shown that the fastest way to reduce the expres-
sion level of a gene is to turn on the transcription rate of the
miRNA; decreasing either the transcription rate of the gene
or that of a competitor seems to imply a slower response.FIGURE 10 Relaxation timetrel as a functionof the size of the perturbation,
for different values of the rate of the miRNA transcription rate b. Remaining
kinetic parameters are as follows: b1¼ b¼ 1, b2¼ 1, d1¼ d2¼ d¼ 1, kþ1¼
kþ2 ¼ 100, and k1 ¼ k2 ¼ 0. To see this figure in color, go online.
Biophysical Journal 107(4) 1011–1022
FIGURE 11 Integrated response between bound ceRNAs as a function of
the perturbation size D, for different miRNA transcription rates b. Remain-
ing kinetic parameters are as follows: b1¼ b2¼ 1, b2¼ 1, d1¼ d2¼ d¼ 1,
k1¼ k2¼ 0, k1¼ k2¼ 1, and k1þ ¼ k2þ ¼ 100. To see this figure in color,
go online.
FIGURE 12 Time evolution of m1 after different kinds of perturbations.
The comparison is carried out in the case of fast complex processing (top
panel, k ¼ 1) and slow complex processing (bottom panel, k ¼ 0.2).
Different perturbations are indicated as follows: Drop b, miRNA transcrip-
tion rate b set to zero at t> 0; D1¼ 1 (no miR), activation of transcription
of the gene with b1¼ 1 at t> 0 in the absence of miR; D1¼ 1 (with miR),
activation of transcription of the gene with b1¼ 1 at t> 0 in the presence of
miRNA; D2 ¼ 1, activation of transcription of the ceRNAwith b1 ¼ 1 at
t > 0; and D2¼ 10, activation of transcription of the ceRNAwith b2 ¼ 10
at t > 0. Remaining parameters are as follows: k ¼ 0, b1 ¼ 1, b ¼ 2, d1 ¼
d2 ¼ d ¼ 1, k ¼ 10, k1þ ¼ 10, and k2þ ¼ 1000. To see this figure in color,
go online.
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Considering the timescales involved, it is clear that
dynamical effects may play an important role in PTR.
Quantifying their relevance in comparison to steady-state
phenomenology may, on the one hand, help to interpret
experimental results, and on the other hand, provide an
overall understanding of the competition mechanism by
which cells may achieve selective control of PTR through
miRNAs. We have extended here the steady-state analysis
of the miRNA-ceRNA interaction network by studying the
dynamics and response of a system of posttranscriptionally
regulated RNAs, focusing on the linearized dynamics in
the limit of small perturbations, and on numerical analysis
in the case of large perturbations.
Our results can be summarized as follows. Although a
steady-state cross-talk scenario requires that miRNA-
ceRNA complexes decay, at least partially, through a
stoichiometric channel of degradation (11), cross-talk
can be effective even in the complete absence of stoichio-
metric processing if the system is away from stationarity.
Quite importantly, cross-talk can be dynamically amplified
when the processing of miRNA-ceRNA complexes is
slower than spontaneous ceRNA degradation: in this situa-
tion, the dynamical response may even overcome the
steady-state response (on sufficiently short timescales)
with fully stoichiometric complex processing. Therefore,
the emergent cross-talk scenario found in Figliuzzi et al.
(11) at the steady state occurs, and is possibly enhanced,
even in transients.
On the other hand, the response to large perturbations can
be strongly nonlinear, and a kind of extended cross-talk
appears above a specific threshold perturbation: in this situ-
ation, not only can susceptible-susceptible and susceptible-Biophysical Journal 107(4) 1011–1022bound ceRNA pairs interact, but other pairs of ceRNA may
also effectively interact. Most notably, bound-bound and
free-free ceRNA pairs may cross-talk in transients. When
the perturbation is particularly large, the system saturates,
because relaxation times increase linearly with the pertur-
bation size. The size of the transcriptional perturbation ulti-
mately determines the width of the time window for which
cross-talk is active.
Finally, we have shown that the ceRNA effect provides a
mechanism by which a cell may achieve fast positive shifts
in the level of a ceRNA, when necessary. Obtaining rapid
negative shifts in the same way is less efficient, because
the fastest decrease in RNA levels is obtained by increasing
the level of the miRNA.
FIGURE 13 Gene silencing, with time evolution of m1 after different
kinds of perturbations. Legends are as follows: Switch on b, miRNA tran-
scription rate b activated at t > 0; Switch off b1 (no miR), block the tran-
scription of gene 1 at t > 0 in absence of miRNA; Switch off b1, block
the transcription of gene 1 at t > 0 in the presence of miRNA; negative
perturbation D2 ¼ 1, block transcription of the ceRNA 2 with b2 ¼ 1 at
t > 0; and negative perturbation D2 ¼ 10, block transcription of ceRNA
2 with b2¼ 10 at t> 0. Remaining parameters are as follows: b1¼ 1, b¼ 4,
d1 ¼ d2 ¼ d ¼ 1, k1 ¼ 10, k1 ¼ 10, k1þ ¼ 10, k2þ ¼ 1000, and k ¼ 1. To
see this figure in color, go online.
Dynamics and Response to Perturbations of Competing RNAs 1021It is worth remarking that a major feature of the
steady-state scenario, namely the emergence of selectivity,
is fully preserved dynamically, so that target specificity
in the ceRNA cross-talk network is ensured even away
from the steady state. Likewise, by the ceRNA effect
one may obtain different cross-talk networks upon chang-
ing the miRNA levels, suggesting that the so-called miR
program may be a viable and effective mechanism to
regulate the transcriptome composition on physiological
timescales.
A dynamical simulation study of the same scenario
for miRNA-mediated regulation has been carried out in
Bosia et al. (21). In accordance with our analytical results,
the ceRNA effect was found to be transiently possible in
the case of catalytic miRNA-target interaction. The
response time to activating and deactivating transcriptional
signals has also been characterized, showing anomalous
dynamical features when the ceRNAs are close to the sus-
ceptible regime. In addition to this, the small-scale model
discussed here (two ceRNAs, one miRNA) gives many clues
about the regulatory potential of the ceRNA effect. Still, it
would be important to explore this scenario on a large-scale
miRNA-ceRNA network, where topological as well as
kinetic ingredients may provide further insight into why
PTR by small RNAs is so ubiquitous.
In addition, it should always be kept in mind that
signaling in this context can be limited by noise (22,23). It
has been shown that the noise profiles of microRNA-regu-
lated genes are almost identical in the case of stoichiometric
and catalytic complex processing (21,24). This suggests thatdynamical considerations are crucial to further understand-
ing of how noise processing may be performed during PTR.
Further work on the emergence and properties of ceRNA
cross-talk networks may therefore prove to yield deeper
insights on a number of key issues for transcriptome and
proteome regulation.SUPPORTING MATERIAL
Analysis of the Linearized Dynamics and Estimate of the Relaxation
Time Following a Large, Saturating Perturbation, seven figures, and 24
equations are available at http://www.biophysj.org/biophysj/supplemental/
S0006-3495(14)00679-1.
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