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Introduction
Consider the scalar and m × 1 vector of observable panel data variables y i,t and x i,t , where i = 1, ..., N and t = 1, ..., T indexes the cross-sectional and time series dimensions, respectively.
The data generating process (DGP) of the T × 1 vector y i = (y i,1 , ..., y i,T ) is similar to the DGP of Pesaran (2006) , and is given by
where x i = (x i,1 , ..., x i,T ) is T × m, β is a m × 1 vector of slope coefficients, F = (F 1 , ..., F T ) is a T × r matrix of common factors with λ i being the associated r × 1 vector of factor loadings, and i = ( i,1 , ..., i,T ) is a T × 1 vector of idiosyncratic errors. If the model includes unitspecific fixed effects, then y i , x i , e i , F and i are simply the correspondingly (time) demeaned variables.
The above model is the prototypical pooled panel regression with a factor error structure, in which i is independent of x i . 1 If F is also independent of x i , then (1) is nothing but a static panel data regression with exogenous regressors, which can be estimated consistently using least squares (LS). If, however, x i is correlated with F, then consistency will be lost. To allow for this possibility, we follow Pesaran (2006) and assume that
where Λ i is a m × r loading matrix and η i = (η i,1 , ..., η i,T ) is a T × m matrix of idiosyncratic errors. By combining (1)-(3),
where w i = (y i , x i ) = (w i,1 , ..., w i,T ) is T × (m + 1), w i,t = (y i,t , x i,t ) is (m + 1) × 1, C i = (Λ i β + λ i , Λ i ) is r × (m + 1), and u i = (u i,1 , ..., u i,T ) = (η i β + i , η i ) is T × (m + 1). Thus, (1)-(3) can be rewritten equivalently as a static factor model for w i , which is convenient because it means that the common component of the data can be estimated using existing methods for such models (see Chudik and Pesaran, 2013 , for a recent survey). 2 In this paper, however, 1 One difference between the above DGP and the one considered by Pesaran (2006) is that here β is assumed to be homogenous; see Section 2 for a more detailed discussion. 2 In Section 4 of the present paper we present some Monte Carlo result that enable comparison with the principal components-based estimator of Bai (2009) , which is arguably the closest competitor of the CCE approach.
we focus on the CCE approach of Pesaran (2006) , which has become very popular in the empirical literature with a large number of applications. The approach has also attracted much interest in the econometric literature where it has been shown to work under very general conditions, including models with weak factors, dynamic models and even models with non-stationary data (see, for example, Chudik et al., 2011; Chudik and Pesaran, 2013; Kapetanios et al., 2011; .
As is well known from the classical common factor literature, F and C i are not separately identifiable, suggesting that the best that one can hope for is consistent estimation of the space spanned by F. The idea of Pesaran (2006) is to make use of the cross-section variation to estimate this space. A natural way to accomplish this is to take the cross-section average, giving w t = C F t + u t , where C, w t and u t are the cross-section averages of C i , w i,t and u i,t , respectively. Hence, since u t = o p (1) (as N → ∞), we have that C F t = w t − u t = w t + o p (1).
This suggests using w t as an estimator of C F t , a strategy that would seem to require
where rk(C ) denotes the rank of C . Hence, the number of observables must be at least as large as the number of factors. The idea behind the CCE approach is then to estimate β as the LS slope on x i in a regression of y i onto x i and w t .
As Pesaran (2006) points out, the condition in (5) can actually be relaxed even within the original CCE framework. However, as we explain in detail in Section 3 of the current paper, this requires imposing additional restrictive conditions on λ i and Λ i , which, if false, may well render the CCE estimator inconsistent. Hence, even if (5) can in principle be relaxed, in most situations of practical relevance this is not the case.
The number of regressors, m, is usually a small number that is given by economic theory (and/or previous empirical evidence). By contrast, economic theory is usually not very informative regarding the number of factors, r (see, for example, Eberhardt et al., 2013) .
Therefore, the theoretically implied value of m has typically little or nothing to do with r. This is important because within the original CCE framework choosing m also means restricting r, and in many applications there is little or no reason to believe that this number should be less than or equal to m + 1. However, in practice this aspect is almost always ignored.
In the current paper we take this shortcoming as our starting point. The purpose is to provide a simple modification of the original CCE approach allowing (but not requiring) r > m + 1. The idea is to consider not only the equal-weighted average, but also other combinations of w 1,t , ..., w N,t . In particular, by considering k such combinations we can allow for k(m + 1) ≥ m + 1 common factors. In addition to the larger number of factors that can be allowed, the new approach also enables one to consider separately the selection of m and r. The asymptotic properties of the proposed combination-augmented CCE (C 3 E) estimator are studied under the assumption that N, T → ∞ with √ T/N → 0, which is less restrictive than the T/N → 0 condition of Pesaran (2006) . Some Monte Carlo results are also provided to suggest the asymptotic properties are borne out well in small samples.
The remainder of the paper is organized as follows. Section 2 gives the assumptions, which are used in Section 3 to derive the asymptotic distribution of the proposed C 3 E estimator. When T/N → τ < ∞ but √ T/N → 0 the estimator is biased. As a response to this, we propose using bias correction, a procedure that is shown to be effective provided that √ T/N → 0 and √ N/T → 0. As a solution to the practical problem of how to pick the appropriate combinations, an information criterion (IC)-based selection rule is proposed.
Section 4 focuses on the finite-sample accuracy of the theory provided in Section 3. Section 5 offers a conclusion.
A word on notation. tr(A) and ||A|| = tr(A A) denote the trace and Frobenius (Euclidean) norm, respectively, of the matrix A. Also, M A = I T − A(A A)A for any T-rowed matrix A. M < ∞ denotes a generic positive number. Finally, ∼ and → p signify asymptotic equivalence and convergence in probability, respectively.
Assumptions
The assumptions placed on i , η i and F may be summarized in the following way.
Assumption 1.
(i) i,t = φ i (L)ε i,t , where ε i,t is independent and identically distributed (iid) with E(ε i,t ) =
(iii) F t is covariance stationary such that E(||F t || 4 ) ≤ M and E(F t F t ) = Σ F is positive definite; (iv) λ i and Λ i are either random such that E(||λ i ||) ≤ M and E(||Λ i ||) ≤ M, or non-random such that ||λ i || < ∞ and ||Λ i || < ∞; (v) ε i,t , v i,t and F t are mutually independent. Remark 1. Assumption 1 is very similar to Assumptions 1-3 in Pesaran (2006) , and we therefore refer to this paper for a discussion. The main difference is that while in Pesaran (2006, Assumption 3) λ i and Λ i are assumed to be iid with mean λ and Λ, respectively, and positive definite covariance matrices, here λ i and Λ i can be either random in a general (non-iid) way or non-random. 3 Another difference is that while we only consider the case when β is homogenous, Pesaran (2006) also considers the more general case when β varies randomly across the cross-section. However, as we explain in Section 3, while this random specification of β is certainly more general when it comes to the types of slope behavior that can be permitted, there is also a "cost" to this greater generality.
It is convenient to cast everything in terms of stacked N-dimensional vectors. Let us therefore define the N(m + 1) × N(m + 1) matrix Σ u = diag(Σ u,1 , ..., Σ u,N ), where
For each column in w i , we consider k cross-section combinations, as given by the T × (m +
The columns of z will henceforth be referred to as "combinations" with z being the "combination matrix". The corresponding N(m + 1) × r matrix stacking C i is given by C = (C 1 , ..., C N ) . The columns of z can be deterministic and/or stochastic, provided that Assumption 2 is satisfied, where (ii) Z i is either deterministic such that ||Z i || ≤ M, or stochastic such that E(||Z i || 2 ) ≤ M;
Remark 2. In terms of the above notation, the original CCE approach is obtained by setting k = 1, H = C and z i = 1, and in this case Assumption 2 is the same as in Pesaran (2006) . Note in particular how in this case Assumption 2 (i) reduces to rk(H) = rk(C ) = r ≤ m + 1, requiring that the number of observables must be as least as large as the number of factors.
By considering k ≥ 1 combinations we can accommodate (m + 1)k ≥ m + 1 factors.
Remark 3. The equal-weighted average is not the only way to combine the data. In fact, as Pesaran (2006) points out, any weighting scheme satisfying granularity condition (14) in his paper will do. However, while recognizing the fact that the weights does not have to be equal, it is still just one combination/weighted average per observable that is being considered. The contribution of the present paper is the consideration of multiple combinations, which is important, because it relaxes the requirement that m + 1 ≥ r.
Asymptotic results

The C 3 E estimator
As already mentioned, since F and C i are not separately identifiable, F can only be estimated up to a matrix rotation. The proposed estimatorF of FH is given bŷ
whose dimension is T × (m + 1)k. The resulting estimator of β is given bŷ
Theorem 1. Under Assumptions 1 and 2, as N, T → ∞ with √ T/N → 0 and T/N → τ < ∞,
where ∼ signifies asymptotic equivalence, and
Remark 4.
Note that if k = 1 and Remark 6. The C 3 E estimator considered here is based on "within" pooling, whereby the data are summed over the cross-section before taking the ratio. Another approach is to use "between" pooling, in which case the ratio is taken prior to summing over the crosssection. Pesaran (2006) considers both types of pooling. However, since in his Monte Carlo study within pooling generally leads to the best performing estimator, in this paper we only consider this type.
The remainder of this subsection is devoted to a discussion of the necessity of the rank condition in (5). While under Assumptions 1 and 2 original CCE requires m + 1 ≥ r, as is made clear in Pesaran (2006) , by strengthening the assumptions placed on λ i it is actually possible to allow m + 1 < r (without the need for additional combinations). To illustrate this, suppose that instead of (1) we have y i = x i β i + e i , where β i = β + v i and v i is iid with mean zero and positive definite covariance matrix Σ v . Also, v i is independent of all other random elements of the DGP. Suppose first that F is known and that m + 1 = r, in which case
where the last result follows from applying a central limit law to
Thus, in this case normality is a direct consequence of the assumed randomness of β i . A similar result applies in case m + 1 < r, but then normality requires that λ i and Λ i have similar random coefficient representations as β i . In fact, as pointed out by Westerlund and Urbain (2013b) , in this case one also has to assume that Λ i and λ i are mutually independent, which seems like a rather restrictive assumption. For example, when regressing investments on savings, as is commonly done in the literature on the so-called "Feldstein-Horioka puzzle", a common shock that increases savings is going to push interest rates down and investments up, suggesting that Λ i and λ i should be negatively correlated. Thus, while the requirement that m + 1 ≥ r can be relaxed also within the original CCE framework, this does not come free of charge. Then there is also the dependence of the asymptotic distribution of
on Σ v , which makes for relatively complicated covariance estimation. Finally, if β i is allowed to vary, the rate of convergence is reduced, from √ NT to √ N, which is true also in case of a violation of m + 1 ≥ r.
One may think that the above mentioned reduction in the rate of consistency is due to the fact that β i is allowed to vary, and that imposing β 1 = ... = β N = β would prevent this from happening, regardless of whether m + 1 ≥ r or m + 1 < r. 4 However, this is not the case.
The reason for this is easily appreciated by replacing F in the above expansion of 
Bias correction
As pointed out by Bai (2009) , an obvious solution to the problem with bias in the case when T/N → τ > 0 is to use bias correction. Let us therefore define the following bias-adjusted version ofβ:
HereB is B with β, Σ η,i and σ 2 ,i replaced byβ,Σ η,i andσ 2 ,i , respectively, whereΣ η,i and 
According to Proposition 1, asymptotically the bias correction is successful. Moreover, the correction does not contribute to the limiting variance, which is the same as in Theorem 1.
Selecting the combinations
A problem in applications is how to pick the combinations, z. The most obvious approach is to exploit if there are natural candidates. z is ideally chosen to be uncorrelated with i,t , but highly correlated with C, measuring the exposure of each individual unit to the common shocks. As such, natural candidates for z are actually not difficult to find. For example, if w i,t includes GDP and/or inflation, then z might be a vector of trade shares, or, if w i,t includes stock prices, then z might be the book-to-market ratio and/or the earnings-price ratio (aggregated over the whole time period). In fact, z can even include preliminary consistent estimates of (the space spanned by) C. The only requirement is that the rate of consistency must be at least √ N, which is sufficiently relaxed to enable estimation by, for example, principal components (see Bai, 2003, Theorem 2) . Deterministic instruments are even simpler to come by. Again, if w i,t includes GDP, then Z might be a vector of distance rankings, or, if w i,t includes stock prices, then z might be industrial classification. Also, as Chudik et al. (2011) show, the cross-sectional average can be quite effective in mopping up cross-section dependence. Thus, a vector of ones is always a good starting point when constructing z.
Even if candidates for z are easy to find, in practice there will most likely be uncertainty regarding which candidates to use. If this is the case, then z can be estimated by an IC of the form
is the sum of squared residuals, and g(N) is a penalty function. To fix ideas, suppose for sake of argument that m is known and that the columns of z are ordered according to relevance, as measured by the (cross-section) correlation with (the unobserved) columns of C. The problem of determining z therefore reduces to the problem of consistent estimation of k, the dimension of z. The IC estimatork of k is given bŷ
where k max ≥ k. By Assumption 2, k ≥ r/(m + 1) , where x is the largest integer less than x. Hence, we do not propose to usek as an estimator of the number of factors, r, but as an estimator of the minimal number of columns of z required to approximate the underlying factor structure. 
Remark 7. Bai and Ng (2002) proposes several IC that are appropriate in the context of principal components estimation approximate common factor models. The class of IC considered here is very similar. The only difference is the penalty, which is here assumed not to depend on T. The reason for this difference is that while the rate of consistency of the principal components estimator of F depends on both N and T, the rate of consistency ofF only depends on N.
Remark 8. In order to appreciate the implications of Proposition 2 for the asymptotic distri-
it is useful to treatβ as a function k. Let us therefore writeβ k forβ.
Clearly,
where δ > 0. Because P(k = k) → 1 and P(k = k) → 0, the second term on the right-hand side converges to zero, and P[
suggesting that Theorem 1 is unaffected by the estimation of k.
The minimization can be done via gird search over all possible combinations of columns of z; however, given that the large number of potential candidates, a computationally less demanding procedure seems preferable. To implement the minimization, the following twostep approach may be used:
1. We begin by ordering the candidates. This can be done by considering the cross-section correlation between each element of z i and each element of C i . But since the latter is not observed, we propose to using
to estimate the space spanned by C i . This practice leads to a (m + 1) × k matrix of correlations, and hence (m + 1) potentially different orderings. As a way of summarizing these we propose to take the average of the correlations for each candidate over the elements of
2. Once an ordering of the candidates is obtained, the problem of selecting which combinations to use reduces to the relatively simple problem of selecting the number of combinations, which can be done by using an IC. The specific IC used in this paper can be seen as a version of the IC p1 criterion of Bai and Ng (2002) and is given by
Proposition 2 implies thatk based on this criterion is consistent for k.
Monte Carlo results
In this section we evaluate briefly the small sample properties of the C 3 E estimator. The DGP used for this purpose can be seen as a restricted version of (1)- (3), and sets m = 1,
The difference between the experiments considered lies in how we generate λ i , Λ i and z i . Seven experiments, denoted E1-E7, are considered.
In E1-E3, the rank condition in (5) is satisfied, whereas in E4-E7, the condition is violated.
In E4 and E5, λ i and Λ i are iid and independent of each other, as required in original CCE, whereas in E6 and E7, λ i and Λ i are non-iid. Exactly how λ i , Λ i and z i are generated is described in Table A The performance of C 3 E is compared with that of the naive LS estimator where the crosssectional dependence is ignored, original CCE, and the principal components (PC) estimator of Bai (2009) . Four versions of C 3 E is considered; (i) C 3 E based on the combinations reported in Table A , (ii) C 3 E|1 based on the Table A-combinations plus the cross-sectional average of the obsevables, (iii) C 3 ES, which is C 3 E based on IC selection of the Table A-combinations and, (iv) C 3 ES|1, which is C 3 E based on IC selection among the combinations reported in Table A plus the cross-sectional averages. The reason for the special treatment of the crosssection averages is that we would like to be able to study separately a violation of the CCE rank condition in (5) and the one in Assumption 2. As explained in Section 3.3 C 3 E|1 and C 3 ES|1 are obtained by simply including in z a vector of ones. There estimators therefore nest original CCE. The selection of the combinations (in C 3 ES and C 3 ES|1) is done as explained in Section 3.3. We begin by ordering the combinations according to their cross-section correlation with the time averages of the observables. Once an ordering is obtained, starting with the full set of combinations, the proposed IC is used to select the appropriate combinations to use.
The results for each experiment are reported in Tables E1-E7 . The conclusions that can be drawn from from these tables are summarized as follows.
E1. The aim of this experiment is to evaluate the accuracy of the theoretically predicted bias (as given in Theorem 1) and also to evaluate the performance of the bias-adjusted C 3 E estimator. 6 The results reported in Table E1 suggest that if N < T, then the bias of the C 3 E estimator is slightly smaller than expected, whereas if N ≥ T, then the empirical bias is generally very close to the one predicted by theory. As expected, bias correction leads to a considerable improvement for all estimators. The overall best performance is obtained by using bias-adjusted C 3 E, followed by CCE and PC.
E2. The aim of this experiment is to compare the performance of original CCE and C 3 E when all the conditions required for both methods to be valid, including (5), are met.
All the combinations are highly correlated with the loadings. Under these conditions both CCE and (the versions of) C 3 E should perform equally well, which is also reflected in Table E2 . CCE tend to perform slightly better, but the difference is not very large, and it gets smaller as N and T increases. As expected given Proposition 2, in large samples C 3 ES and C 3 ES|1 do just as well as C 3 E and C 3 E|1, respectively.
E3. In this experiment the combinations are generated independently of the loadings, such that Assumption 2 is violated. The expectation is that this should cause C 3 E to break down. However, (5) is still satisfied, and therefore CCE is still expected to perform well. Interestingly, this is not what we see in Table E3 . Specifically, while the performance of the C 3 E estimators is generally worse than in Table E2 , the other estimators also perform worse than in E2. In fact, in most of the cases C 3 E outperforms the compe- 6 The theoretical bias of the CCE and C 3 E estimators are obtained from Theorem 1. In case of the PC estimator the theoretical prediction is taken from Bai (2009).
tition, including CCE. A comparison of C 3 E and C 3 E|1 shows that when the loadings are generated independently of the combinations, including a vector of ones to the combination matrix decreases the bias for most of the N and T combinations. We also experimented with a subset of invalid combinations and obtained very similar results 7 .
E4. This experiment is conducted to compare the performance of CCE and the versions of C 3 E when (5) is not satisfied, as in this case E(C i ) = 1.5 0.5 0 0 (see Table A ). But the factor loadings are still iid. The theory suggests that in this case the rate of consistency of CCE should be reduced from √ NT to √ N. The results reported in Table E4 are quite suggestive of this; while decreasing in N, the bias is roughly constant in T. We also see that the size of the bias of the CCE is substantially higher when compared to E3. But while the bias is constant, the size distortions of the CCE are actually increasing in T. Moreover, although the bias is generally decreasing in N, the size distortions remain or even increase with increases in N. This is unexpected, because inference based on the CCE t-statistic should be asymptotically valid regardless of the relative expansion rate of N and T (see Pesaran, 2006 , Theorem 3).
By contrast, the C 3 E t-statistic maintains the nominal level well and the accuracy increases with increases in N and/or T. The √ NT-consistency of the C 3 E estimator is also clearly visible; increasing N and/or T leads a reduction in bias. Furthermore including a vector of ones to the combination matrix (so that C 3 E nests original CCE)
leads to a decrease in the bias.
E5. In this experiment (5) is again violated; however, this time the violation is due to the presence of too many factors; m + 1 = 2 < r = 3. Also, the loadings are independent of the combinations. The results reported in Table E5 show that while the conclusions regarding the CCE bias are roughly the same as in E4, the size distortions of this estimator are now markedly smaller. However, there is still a tendency for the distortions to increase with T. As expected, since there are now even more invalid combinations than in E3, the C 3 E results reported in Table E5 are worse than those reported in Table   E3 . However, in most of the cases, performance is still better than for CCE. 7 These unreported results can be made available upon request.
E6. In Table E6 ,
and therefore (5) is violated. Also, λ 2i and Λ 1i are correlated with each other, so the factor loadings are non-iid. As expected, CCE breaks down completely. However, since the combinations are still correlated with the loadings, C 3 E still performs well.
E7. All loadings are mean zero and non-iid in this experiment. The CCE estimator is now even more biased than in E7. The C 3 E estimator still performs well, as does C 3 ES.
Conclusion
This paper considers the problem of consistent estimation of a factor-augmented panel regression model in which the number of factors, r, is potentially larger than the number of observables, m + 1. The estimator that we propose can be viewed as an extension of the CCE estimator of Pesaran (2006) , which is based on using the cross-section averages of the observables as proxies for the latent factors. While CCE does allow r > m + 1, it does so at a cost. In particular, it is required that the factor loadings are iid, which in most cases of practical relevance is likely to be violated. Also, even if the assumption is met, the rate of consistency is only √ N, as opposed to the usual √ NT-rate. In this paper we take this feature of CCE as our starting point. The purpose is to provide a simple extension that preserves √ NT-consistency without for that matter requiring iid loadings.
The idea behind the proposed C 3 E estimator is to use not only the cross-section average but also other (cross-section) combinations of the observables. By taking k ≥ 1 such combinations we can allow k(m + 1) ≥ m + 1 common factors. The new estimator is shown to be √ NT-consistent and asymptotically normal under the condition that T/N → τ < ∞. This condition is more genal than the T/N → 0 condition of Pesaran (2006) , whose relaxation is shown to have important consequences. In particular, it is shown that the estimator is biased whenever τ > 0. As a response to this, a bias-adjusted C 3 E estimator is proposed, which is shown to support asymptotically normal inference under √ T/N → 0 and √ N/T → 0. This is true if the combinations are known. If there is uncertainty over which combinations to use an IC can be used to select the appropriate combinations.
The small-sample performance of the C 3 E estimator is examined through a series of (2006) are satisfied, the performance of the CCE and C 3 E estimators are comparable. If, however, the assumptions are not met, then the C 3 E estimator continues to work well while the CCE estimator breaks down. We also find that the proposed bias-adjustment and ICbased combination selection procedures seem to work well, leading to estimators with good small-sample properties.
Appendix: Proofs
We start with some notation. The model for w i,t = (y i,t , x i,t ) can be written in matrix notation as
where
. Alternatively, the model for w i,t can be written as the following N-dimensional system:
where w t = (w 1,t , ..., w N,t ) and u t = (u 1,t , .. Many of the results can be expressed in terms of (F − FH ). It is therefore going to be convenient to introduce some special notation to simplify such expressions. It is therefore useful to define
whose dimension is given by T × (m + 1)k. It is further convenient to write
is (m + 1)k × 1.
Before we come to the proof of Theorem 1 we state some useful lemmas.
Lemma A.1. Under Assumptions 1 and 2,
Proof of Lemma A.1.
The proof of Lemma 1 is a simple consequence of the fact that
Lemma A.2. Under the conditions of Lemma A.1,
Proof of Lemma A.2.
The proof is completed by noting that,
Lemma A.3. Under the conditions of Lemma A.1,
Proof of Lemma A.3.
A direct calculation reveals that
as was to be shown.
Lemma A.4. Under the conditions of Lemma A.1,
Proof of Lemma A.4.
By using the fact that
as required for the proof.
Lemma A.5. Under the conditions of Lemma A.1,
Proof of Lemma A.5.
The proof is implied by E( i,t u i,t ) = E[ i,t ( i,t + η i,t β, η i,t )] = (σ 2 ,i , 0) and
Proof of Theorem 1.
Since H is k(m + 1) × r with rk(H) = r ≤ k(m + 1), the r × r matrix H H is nonsingular. We may therefore define H − = H(H H) −1 , such that H H − = I r . The equation for y i can now be written as
where d =F − FH is as before. The estimator of β is given bŷ
We begin by considering the second term in the numerator. Clearly, MFdH − = MF(F − FH )H − = −MFF, and therefore (HF FH ) is k(m + 1) × k(m + 1) whereas its rank is r. From
we obtain
Consider K 12 , from the definitions of M FH and MF he have 
By Lemmas A.1 and A.2,
giving
and therefore
Hence,
, and using the result in (A15),
Application of Lemma A.3 now yields
where, via H − = H(H H) −1 ,
Next, consider K 2 . By using M FH Fλ i = M FH FH H − λ i = 0, and then substitution for 
and
K 22 can be expanded as follows, by adding and subtracting H − (T −1 F F) −1 H − :
where the summand in last term on the right is
The order of the second term in K 22 is √ NT times this, which is
The first term is, via Lemma A.4,
By using this we obtain
Thus, by adding the results,
x i MF i , the first term in the numerator of
The order of L 1 , ..., L 4 can be obtained by using the same steps as when analyzing K 2 . For L 1 , we use the fact that x i,t = Λ i F t + η i,t , giving
which in turn implies
Similarly,
Consider L 2 . Adding and subtracting
and by further use of Lemma A.2,
Consequently,
leading to the following result for ||L 2 ||:
Consider L 3 . As when evaluatingL 2 , we begin by adding and subtracting
where, in analogy to ||L 22 ||,
and, by substituting for x i , via Lemma A.5 the first term in L 3 can be written
Hence, letting
The results for L 1 , ..., L 4 imply
Consider the first term in (A44). By using the cross-section independence of i , the serial independence of η i,t , E( i i ) = σ 2 ,i I T and E(η i,t η i,t ) = Σ η,i and the result in (A15), we can sow that
where last equality holds because
Thus, since the variance is O p (T −1 ), we have
This result, together with the fact that
Consider the variance of
for any s = −(T − t), ..., t − 1. Hence, letting
Moreover, since the forth-order moments of η i,t and i,t are bounded by assumption, by a central limit law for iid variates,
as N, T → ∞, where ∼ signifies asymptotic equivalence. Thus, provided that
Let B = B 1 − B 2 − B 3 . The above results suggest the following limit for the numerator of √ NT(β − β):
which holds as N, T → ∞ with √ TN −1 → 0.
Next, consider the denominator of √ NT(β − β), which we expand as
By using this and
By adding all the results, as N, T → ∞ with
This completes the proof.
Proof of Proposition 1. 
It follows that, with H
and therefore, with ||Σ −1 η || = O p (1),
which is o p (1) under our assumption that
and, by Taylor expansion, ||Σ −1
Together with Theorem 1 these results imply
Proof of Proposition 2.
Theorem 2 of Bai and Ng (2002) states the consistency of the IC when applied to the PC estimator. According to Corollary 2 of Bai and Ng (2002) this result holds also when the method of estimation for the factors differs from PC, provided that the rate of consistency of the factor estimator is not greater than the rate that applies to PC, which is min{ √ N, √ T}.
In our case, ||d t || = O p (N −1/2 ), which means that the condition of Corollary 2 is not satisfied when N < T. Hence, since we cannot rely on Corollary 2 of Bai and Ng (2002) , we adapt the proof of their Theorem 2 to the current setup.
We need to prove that
as N, T → ∞. Consider first the case when s < k. Under the condition that g(N) → 0 as N → ∞, it is sufficient to show that V(s,F s ) − V(k,F k ) has a positive limit for each 1 ≤ s < k.
For this purpose, we use the identity
It can be established that
The first and the third terms of (A44) are of this form, so they are O p (N −1/2 ). The proof of this result is completely analogous to the proof of Lemma 2 in Bai and Ng (2002) . For the second term of (A44), we can show that, for any s with 1 ≤ s ≤ k, there exists a κ s > 0, such
The proof of this result is completely analogous to the proof of Lemma 3 in Bai and Ng (2002) . It follows that, if
Next, consider the case when s ≥ k. The rank condition in Assumption 2 is satisfied in this case. Using this we now show that
We begin by noting that when s ≥ k,
Hence, if we can show that |V(k,
, then we are done. Considering (A10) and assuming that β = 0 to simplify things, we have
Since the rank condition is satisfied, M F = M FH s . The fourth term on the right-hand side of the above expansion is (NT) −1/2 times the order of K 1 in the proof of Theorem 1. Hence,
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this term is O p (N −1 ), and so are second and the third terms. To find the order of the first term we write
Using Lemma A.5, we know that i d = O p (TN −1 ), and it is straightforward to show that
Using this result and the condition that Ng(N) → ∞ it is obvious that (A43) holds for the case with s ≥ k. This completes the proof. 6.7
Notes: "PC" and "CCE" refer to the principal components estimator of Bai (2009) , and the common correlated effects estimator of Pesaran (2006) , respectively.
"C 3 E" is the modified CCE estimator proposed in this paper. "Theory" and "BA" refer to the theoretical prediction and bias-adjusted version of each estimator. The theoretical bias of the CCE and C 3 E estimators are obtained from Theorem 1. In case of the PC estimator the theoretical prediction is taken from Bai (2009). Notes: "LS" and "C 3 ES" refers to the least squares and C 3 E estimator based on IC selection of the combinations. See Table E1 for an explanation of the rest. Notes:
"LS" and "C 3 ES" refers to the least squares and C 3 E estimator based on IC selection of the combinations. See Table E1 for an explanation of the rest. Notes: "LS" and "C 3 ES" refers to the least squares and C 3 E estimator based on IC selection of the combinations. See Table E1 for an explanation of the rest. 
