Abstract. We consider the Cahn-Hilliard equation on manifolds with conical singularities. For appropriate initial data we show that the solution exists in the maximal L q -regularity space for all times and becomes instantaneously smooth in space and time, where the maximal L q -regularity is obtained in the sense of Mellin-Sobolev spaces. Moreover, we provide precise information concerning the asymptotic behavior of the solution close to the conical tips in terms of the local geometry.
Introduction
Let B be a smooth compact (n + 1)-dimensional manifold, n ≥ 1, with closed (i.e. compact without boundary) possibly disconnected smooth boundary ∂B of dimension n. We endow B with a degenerate Riemannian metric g which in a collar neighborhood [0, 1) × ∂B of the boundary is of the form
where h(x), x ∈ [0, 1), is a family of Riemannian metrics on ∂B that is smooth and does not degenerate up to x = 0. We call B = (B, g) manifold with conical singularities or conic manifold; the singularities, i.e. the conical tips, correspond to the boundary {0} × ∂B of B.
We consider the following semilinear equation on B, namely u ′ (t) + ∆ 2 u(t) = ∆(u 3 (t) − u(t)), t ∈ (0, T ), (1.1)
where ∆ is the Laplacian on B, T > 0 and u 0 is an appropriate initial data. The above problem, called the Cahn-Hilliard equation, is a phase-field or diffuse interface equation which models the phase separation of a binary mixture. The scalar function u corresponds to the difference of the components; the sets where u = ±1 correspond to domains of pure phases. For global existence and the properties of the solutions on smooth domains we refer to [5] , [6] , [9] , [30] and [33] .
When the Laplacian ∆ on B is restricted to the collar part (0, 1) × ∂B it takes the degenerate form
where ∆ h(x) is the Laplacian on ∂B induced by the metric h(x). We regard ∆ as an element in the class of cone differential operators or Fuchs type operators, i.e. the naturally appearing degenerate differential operators on B. These operators act naturally on the scales of weighted Mellin-Sobolev spaces H s,γ p (B), p ∈ (1, ∞), s, γ ∈ R, see Definition 3.1. Due to the degeneracy, when ∆ is considered as an unbounded operator in H s,γ p (B) it admits several closed extensions; all of them differ by a finite dimensional space that is determined explicitly by the family h(·), see Section 3.2 for details.
We focus on a non-trivial closed extension of ∆ having domain H s+2,γ+2 p (B) ⊕ C ω , where C ω is the space of smooth functions that are locally constant close to the singularities, see Definition 3.4. In this situation, the domain of the associated bi-Laplacian is as in (1.6) , where E ∆ 2 ,γ is a finite dimensional s-independent space consisting of linear combinations of functions that are smooth in the interior of B and, in local coordinates (x, y) ∈ (0, 1)×∂B on the collar part, they are of the form c(y)x −ρ log k (x), where c ∈ C ∞ (∂B), ∂B = (∂B, h(0)), ρ ∈ {z ∈ C | Re(z) ∈ [ n−7
2 − γ, n−3 2 − γ)} and k ∈ {0, 1, 2, 3} . The powers ρ, k, and in general the subspace E ∆ 2 ,γ , are determined explicitly by the family h(·) and the weight γ.
Based on bounded imaginary powers (BIP) results for the above described Laplacian, together the theory of maximal L q -regularity, we show the following result concerning (1.1)-(1.2). For ξ ∈ (0, 1) and η ∈ (1, ∞), denote by (·, ·) ξ,η the real interpolation functor of type ξ and exponent η. for certain s-independent finite dimensional space E ∆ 2 ,γ ; both D(∆ 2 s ) and E ∆ 2 ,γ described in Section 3.2, are determined by the family of metrics h(·) and the weight γ. independent and are determined explicitly by h(·) and γ, see Section 3.2. Finally, due to standard embedding properties of Mellin-Sobolev spaces, see, e.g. Lemma 3.2.3, u H ∈ C ∞ (0, T ; C(B)) and, in local coordinates (x, y) ∈ [0, 1) × ∂B on the collar part, for each β < γ + 4 − n+1 2 , we have |u H (t, x, y)| ≤ Cx β , t ∈ (0, T ),
where the constant C > 0 is determined explicitly by u 0 , γ, β and t. Therefore, a picture of how the geometry is reflected to the evolution is provided. Related work. In [24] the problem (1.1)-(1.2) was studied on manifolds with straight conical tips and it was shown existence, uniqueness and maximal L q -regularity for solutions on weighted L p -spaces. Later on, in [22] this result was extended to possibly warped cones and to higher order Mellin-Sobolev spaces. In both cases the solutions were obtained for short times and their regularity provided was dependent on the regularity of the initial data. Moreover, in [32] the problem (1.1)-(1.2) was considered on manifolds with edge type singularities and short time results where shown in terms of incomplete edge-Hölder spaces.
In the present work, we show optimal results by generalizing the results of [22] and [24] from the following two aspects: 1st from the existence point of view by showing that the solutions are global in time when dim(B) = 2 or 3 and 2nd from the regularity point of view by showing instantaneously smoothing for solutions in space and time. Moreover, we provide sharper space asymptotics of the solutions through the domain of the bi-Laplacian, which indicates a stronger influence of the underline local geometry of the conical tips to the evolution.
The starting point in our consideration is a gradient estimate obtained by the energy functional for the Cahn-Hilliard equation. Next, a combination of the moment inequality and the singular Grönwall's inequality provides us a uniform bound for certain Laplacian's fractional powers domain norm of the short time solution. Then, we apply standard long time existence theory for maximal L q -regular solutions of semilinear equations. Smoothness in space and time is obtained by a Banach scale increasing regularity argument that relies on a theorem of Prüss and Simonett, based on Angenent [2] . We extensively use results from the cone pseudodifferential calculus such as the domain description of B-elliptic cone differential operators and the boundedness of the imaginary powers of our underline Laplacian.
Notation. In this paper, whenever E 0 and E 1 are Banach spaces, we denote by L(E 0 , E 1 ) the set of all bounded operators from E 0 to E 1 and write L(E 0 ) = L(E 0 , E 1 ) if E 0 = E 1 . We denote by E ′ 0 the dual space of E 0 . All Banach spaces are complex. However, whenever we are considering a solution of (1.1)-(1.2), we assume that the solution is real valued, which is equivalent to say that the initial valued u 0 is real valued. This is not so relevant in order to obtain short time solutions, but it is important for the study of the energy functional and of global existence of solutions. The set N always indicates the non-negative integers {0, 1, 2, ...} and the symbol ⊕ is used for the sum of Banach spaces, which is not always direct.
2. Maximal L q -regularity theory for semilinear parabolic problems
Our main tool for studying the Cahn-Hilliard equation on manifolds with conical singularities is the theory of maximal L q -regularity. A detailed account of the theory can be found in [18] . In this section, we recall some of the main results we shall need.
2.1. Existence and uniqueness. Let X 1 d ֒→ X 0 be a continuously and densely injected complex Banach couple. Definition 2.1 (Sectorial operators). Let P(K, θ), θ ∈ [0, π), K ≥ 1, be the class of all closed densely defined linear operators A in X 0 such that
The elements in P(θ) = ∪ K≥1 P(K, θ) are called (invertible) sectorial operators of angle θ.
Note that if A ∈ P(θ) then the Property (2.9) can be extended from S θ to the set {λ − δ ∈ C | λ ∈ S θ } for some δ > 0 and θ ∈ (θ, π), see, e.g., [1, (III.4.6.4) ] and [1, (III.4.6.5)]. Therefore, whenever A ∈ P(θ) we can always assume that θ > 0.
If A ∈ P(θ), θ ∈ (0, π), then we can use the Dunford integral formula
and R > 0 is such that the ball with center at the origin and radius R > 0 is contained in ρ(−A). The operators A −z ∈ L(X 0 ) are injections and allow the definition of A z = (A −z ) −1 , which are in general unbounded operators, see [1, (III.4.6.12) ]. By using Cauchy's integral formula we can deform the formula (2.10) and define the imaginary powers A it , t ∈ R\{0}, as the closure of the operator
see, e.g., [1, (III.4.6.12) ]. For the properties of the complex powers of a sectorial operator we refer to [1, Theorem III.4.6.5] . Concerning the imaginary powers, the following property can be satisfied.
Definition 2.2 (Bounded imaginary powers).
Let A ∈ P(0) in X 0 and assume that there exists
it ∈ L(X 0 ) for each t ∈ R and there exists some φ, M > 0 such that A it L(X0) ≤ M e φ|t| , t ∈ R; in this case we say that A has bounded imaginary powers and denote A ∈ BIP(φ).
Recall that if A ∈ P(θ) with θ > π 2 then A generates an analytic semigroup on X 0 . The semigroup {e −tA } t≥0 can be defined by (2.10) with the choice f (λ) = e tλ ; it extends analytically to a sector of angle θ − π 2 . Let q ∈ (1, ∞), T > 0, and consider the following abstract first order Cauchy problem
where −A : X 1 → X 0 is the generator of an analytic semigroup on X 0 and w ∈ L q (0, T ; X 0 ).
Definition 2.3.
The operator A has maximal L q -regularity if for any w there exists a unique
solving (2.11)-(2.12). In this case, u also depends continuously on w. Furthermore, the above property is independent of q and T .
If we restrict to the class of UMD (unconditionality of martingale differences property, see [1, Section III.4.4]) Banach spaces, then the following result holds. Theorem 2.4 (Dore and Venni, [11, Theorem 3.2] ). If X 0 is UMD and A ∈ BIP(φ) with φ <
Note that in general we have BIP(π − θ) ⊂ P(θ), θ ∈ (0, π). Hence, in the conditions of Dore and Venni Theorem, −A is the generator of an analytic semigroup.
Let q ∈ (1, ∞), U be an open subset of (X 1 , X 0 ) 1 q ,q , −A ∈ L(X 1 , X 0 ) be the generator of an analytic semigroup and F : U × [0, T 0 ] → X 0 for some T 0 > 0. Consider the equation
where 
for certain L > 0 depending on F , U and T 0 .
Theorem 2.5 (Clément and Li). Let that A has maximal L q -regularity and
Remark 2.6. For each q ∈ (1, ∞) and T > 0 the following embedding holds
In order to investigate the existence of global solutions, we define the maximal interval of existence [0, T max ), where T max > 0 is the supremum of all T ∈ (0, T 0 ] for which there is a u ∈ W 1,q (0, T ; X 0 )∩L q (0, T ; X 1 ) solving (2.13)-(2.14). By the uniqueness provided by the ClementLi theorem, there exists a unique function u : [0, T max ) → X 0 , called maximal solution, such that for all T < T max we have that
, be the maximal interval of existence and let u : [0, T max ) → X 0 be the maximal solution of (2.13)-(2.14). If T max < T 0 , then one of the following two situations occurs:
By the Corollary 2.7, if U is the whole space (X 1 , X 0 ) 1 q ,q , then T max < T 0 can happen only if the (ii) happens.
Note also that for any T < T max we have
Proof. Suppose that T max < T 0 , let T ∈ (0, T max ) and consider the problem
By the maximal L q -regularity property of A, (2.15)-(2.16) has a unique solution
Clearly, u is also a solution of (2.15)-(2.16) in the above space, so that, by uniqueness, u = w. By maximal L q -regularity inequality, see, e.g., [8, (2. 2)], we have that
for some constant C > 0 depending on A, q and T max . Suppose that F (u(·), ·) ∈ L q (0, T max ; X 0 ). Then, by letting T → T max , we get that u W 1,q (0,Tmax;X0)∩L q (0,Tmax;X1) < ∞.
In particular, by Remark 2.6, u ∈ C([0, T max ]; (X 1 , X 0 ) 1 q ,q ), so that u can be extended continuously up to T max . Let u(T max ) = lim t→T
we are under the condition (ii) of the Corollary. Let us show that we obtain a contradiction in the case u(T max ) ∈ U .
Consider the problem
Since u(T max ) ∈ U , by Theorem 2.5 there exists a T 1 ∈ (T max , T 0 ) and a unique
solving (2.17)-(2.18). Then, the function
is a solution of (2.13)-(2.14) in 
Next we combine the above theorem together with [25, Theorem 3.1] in order to obtain a spacetime smoothing result. Consider two complex Banach scales {Y
q ,q , for some fixed q ∈ (1, ∞). Moreover, consider the equation 
Then there exists a T > 0 and a unique function
Proof. The assumptions for k = 0 together with Theorem 2.5 imply the existence a unique maximal solution
) solving the equation
Let (t 0 , T max ) be the maximal interval of existence of the solution of the above equation and let
be the maximal solution. Suppose T max < T . By uniqueness of Theorem 2.5 we have that u max = u| [t0, Tmax) and there-
). Due to Corollary 2.7, we conclude that u max can be extended to a larger interval, which is a contradiction. Therefore, u max is well defined for all t ∈ [t 0 , T ). Moreover, by Theorem 2.8,
).
Manifolds with conical singularities
We study the Laplacian and bi-Laplacian on a conic manifold by regarding them as elements in the class of cone differential operators, i.e. the naturally appearing operators in such spaces. In this section we recall the main properties of these operators and of the associated function spaces. For more details we refer to [15] , [17] , [22] , [23] , [24] , [27] , [28] and [29] .
3.1. Cone differential operators and Mellin-Sobolev spaces. A cone differential operator of order µ ∈ N is an µ-th order differential operator A with smooth coefficients in the interior B
• of B such that, when it is restricted to the collar part (0, 1) × ∂B, it admits the following form
If, in addition to the usual pseudodifferential symbol, we assume that the rescaled symbol of A is also pointwise invertible, then A is called B-elliptic; this is the case for the Laplacian ∆ and bi-Laplacian ∆ 2 . We recall that the rescaled symbol (see, e.g., [10, (2. 3)] for more information) is defined by 
2 )x u(e −x , y).
Furthermore, take a covering κ i :
, of ∂B by coordinate charts and let {φ i } i∈{1,...,N } be a subordinated partition of unity. For any s ∈ R and p ∈ (1, ∞) let H s,γ p (B) be the space of all distributions u on B
• such that
is defined and finite, where * refers to the push-forward of distributions. The space H s,γ p (B), called (weighted) Mellin-Sobolev space, is independent of the choice of the cut-off function ω, the covering {κ i } i∈{1,...,N } and the partition {φ i } i∈{1,...,N } ; if A is as in (3.21), then it induces a bounded map
Next we collect some elementary properties of Mellin-Sobolev spaces.
is defined by using the Riemannian measure dµ g induced by the conic metric g.
2)
For every p ∈ (1, ∞) and s, γ ∈ R, the bilinear map
has a unique extension to a continuous bilinear map
This map, called duality map, allows the identification of the dual of H
and in local coordinates on the collar part we have
, (x, y) ∈ (0, 1) × ∂B, with some constant C > 0 that depends only on B and p. Moreover, we denote
q (B). 6) For any p, q ∈ (1, ∞) and γ ∈ R, we have that
Proof. The properties can be proved by localization using the Equation (3.22). Parts 1, 2 and 4 are stated in [25] and [29] ; part 3 is [24, Corollary 2.5].
Let us prove the part 5 by analyzing the terms defining the norm (3.22). We first focus on
. Using Hölder inequality and the fact that (1 − ω)u has compact support, we conclude that there is a constant C 1 > 0 such that (3.24) (
whenever s = t ∈ N. The inequality (3.24) for all s = t ≥ 0 follows by complex interpolation. Finally, for s ≥ t ≥ 0, we use the Sobolev inclusion H s q ֒→ H t q . In order to study the term
Due to the cut-off function ω, we can consider only x > 0. In this case, the function x ∈ (0, ∞) → e (γ2−γ1)x and all its derivatives are bounded. Moreover this function and its derivatives belong to L r (0, ∞) for all 1 < r < ∞. Under these considerations, from complex interpolation and Hölder inequality we conclude that, if p ≥ q and s ≥ t ≥ 0, then there is a C 2 > 0 such that
This concludes the proof. We note that the part 4 stated in [29] can be proved in a similar way by using the fact that
. Finally, part 6 is a simple consequence of parts 4 and 5. In fact, parts 4 and 5 imply that, for any s > 0 and ε > 0, we have
This easily implies that
As p and q are arbitrary numbers in (1, ∞), we can change their roles in the above argument and conclude that
Concerning the interpolation of Mellin-Sobolev spaces, the following properties hold, where for ξ ∈ (0, 1), we denote by [·, ·] ξ the complex interpolation functor. Concerning part 3, the case of γ 0 = γ 1 was proved by [23, Lemma 3.7] . Assume that γ 1 > γ 0 . Let X 0 and X 1 be Banach spaces such that X 1 is densely and continuously immersed into X 0 , i.e.
We denote by A(X 0 , X 1 ) the set of all bounded continuous functions f : Z = {λ ∈ C | 0 ≤ Re(λ) ≤ 1} → X 0 that are holomorphic in the interior Z
• of Z, that satisfy f (1 + it) ∈ X 1 , t ∈ R, and define a continuous and bounded map t → f (1 + it) ∈ X 1 .
Let (x, y) ∈ [0, 1) × ∂B be local coordinates on the collar part of B.
). Moreover, the following estimate holds
, Re(z) ≥ 0,
) is clear for s ∈ N due to (3.22) and (3.23). As we have seen, the third part of the lemma holds when γ 0 = γ 1 . Therefore (3.26) holds for every s ≥ 0 by complex interpolation and for all s ∈ R by duality due to Lemma 3.2.2. We conclude that for any k > | s|, the map
is bounded, continuous and, in {w ∈ C | Re(w) > 0}, it is also holomorphic.
for certain C 2 > 0. Therefore the map
is bounded and continuous whenever k > | s|. Therefore, for k > max{|s 0 |, |s 1 |} we have that 
where by ∼ = we mean norm equivalence. In particular, making the changes
. As p, s 0 , s 1 , γ 0 and γ 1 , with γ 1 > γ 0 and s 1 ≥ s 0 , are arbitrary, the embeddings (3.27) and (3.28) complete the proof.
3.2.
Realizations of the Laplacian on conic manifolds. We focus now on the Laplacian ∆ and regard it as an unbounded operator in H
. The domain of its minimal extension (i.e. its closure) ∆ s,min is given by
(B) for all ε > 0, and if
, where
The set of points Q ∆ coincides with the poles of the inverse of the following family of differential operators
The domain of the maximal extension ∆ s,max of ∆, defined by
Here E ∆,γ is a finite-dimensional s-independent space that is called asymptotics space and consists of linear combinations of C ∞ (B • ) functions that vanish on B\([0, 1) × ∂B) and in local coordinates (x, y) ∈ (0, 1) × ∂B on the collar part they are of the form ω(x)c(y)
2 − γ)} and k ∈ {0, 1}. The exponents ρ are determined explicitly by the metric h(·).
We note that, according to (3.23) , functions of the form ω(x)c(y)x −ρ log k (x) belong to the space Note that the maximal and minimal domain also depend on p ∈ (1, ∞) and γ ∈ R we choose. When this is relevant, we use the notation D(∆ s,p,min ) or D(∆ s,p,γ,min ) to denote the minimal domain and similar notations for other domains.
For a suitable choice of the space of functions and domains for the Laplacian and bi-Laplacian operator, we make first some very basic physical considerations. Usually, the solution of the CahnHilliard equation provides a function that describes the concentration of the phases in the process of phase separation of cooling binary solutions. For this reason:
• It would be reasonable that the solution for positive times to be bounded, and possibly smooth.
• Constant solutions such as u = 1 or u = −1 should be allowed, as they represent pure phases in the process.
• The problem should be well-posed, that is, the operator we choose must be the generator of an analytic semigroup. A possible choice for the domain of ∆, which we will see that is physically reasonable, is given by the space X If we restrict the weight γ in the interval (
2 ), then 0 ∈ Q ∆ is always contained in the strip {z ∈ C | Re(z) ∈ ( n−3 2 − γ, 
Then the map
The minimal domain satisfies
for all ε > 0, and if
Moreover, E ∆ 2 ,γ is a finite dimensional s-independent space consisting of linear combinations of C ∞ (B • )-functions that are equal to zero on B\([0, 1) × ∂B) and in local coordinates (x, y) ∈ (0, 1) × ∂B on the collar part they are of the form ω(x)c(y)x −ρ log k (x), where c ∈ C ∞ (∂B), ρ ∈ {z ∈ C | Re(z) ∈ [ n−7 2 − γ, n−3 2 − γ)} and k ∈ {0, 1, 2, 3}. In particular, there exists a 0 < δ 0 < 2 such that
The constant δ 0 is determined by the fact that it should be smaller than n+1 2 − (ρ + γ + 2) for all ρ such that ω(x)c(y)x −ρ log k (x) belongs to E ∆ 2 ,γ . Once we fix such a constant δ 0 , we can always find a slightly large constant δ 0 with the same properties. Finally, if h(x) is constant in x when x is close to 0, then
Here each E ∆ 2 ,γ,ρ is a finite dimensional s-independent space consisting of linear combinations of C ∞ (B • )-functions that are equal to zero on B\([0, 1) × ∂B) and in local coordinates (x, y) ∈ (0, 1) × ∂B on the collar part they are of the form ω(x)c(y)x −ρ log k (x), where c ∈ C ∞ (∂B) and k ∈ {0, 1, 2, 3}.
We can restrict more the weight γ from (3.31) in terms of the spectrum of the cross-section Laplacian ∆ h(0) in such a way that X 
where we have used [19, Lemma 2.4]. The above constant C 1 > 0 depends only on ρ and the sectorial bound of (c−∆ s ) 2 . Hence, by taking η sufficiently large we can make B(A+λ)
Furthermore, we estimate
for some C 2 > 0 depending on ρ and the sectorial bound of (c − 
for all ε > 0, where we have used Lemma 3.3.1. Hence w belongs to the maximal domain of ∆ in
for all ǫ > 0. By the above embedding, (4.35), the structure of E ∆,γ+δ0(1− 2 q )−ε ⊕C ω and the identity
As the above argument holds for all ε > 0 and as we can always find a slightly bigger δ 0 with the same properties as in (3.34), we conclude our proof.
(ii) We have 
In fact, the operator A has maximal L q -regularity due to Proposition 3.7 and Theorem 2.4. The
locally Lipschitz, as we will see later on. The property (1.8) follows by Remark 2.6, Lemma 4.1 and Remark 3.5. For (1.7), we apply Theorem 2.9 to the Banach scale
, k ∈ N. We will suppose that q < 4, without loss of generality. In fact, if q ≥ 4, we can choose q ∈ (2, 4) and note that (X 1 , X 0 ) 1 q ,q ֒→ (X 1 , X 0 ) 1 q , q and
Hence the smoothness will follow from the case where q < 4.
It remains to check the assumptions of Theorem 2.9. It is clear by the definition that
q ,q , we first note that, by (3.33), we have
for all ε > 0, where the finite dimensional space E ∆ 2 ,γ is independent of the order s + k. As q < 4, Lemma 3.3.2 implies that
for all ε > 0 sufficiently small. Therefore for any such ε > 0 For the assumption (ii) of Theorem 2.9, we check first that
As the space H
where indicates a function with the same domain and codomain. The functions F 1 and F 3 are linear, so they are smooth as well. The function F 2 is smooth due the fact that, according to Remark 3.5, the space H 
Moreover all these operations are continuous. It is clear that for t > 0, (1.7) provides a much stronger regularity than (1.5). The interesting point of (1.5) is that it provides information of how the solution behaves in the neighborhood of the initial data, that is, as t → 0 + . Moreover, (1.5)-(1.7) have an important implication for the proof of global existence of solutions. We will show that long time existence of solutions is, in some sense, independent of s, p and q.
the maximal interval of existence of the solution
p2 (B) be the maximal solution of (1.1)-(1.2). By (1.5)-(1.7), we know that
However,
,q1 , for sufficiently small ε, due to Lemma 3.3.2. As
,q1 . By (1.5)-(1.7) and our assumptions about global existence of solutions for s 1 , p 1 and q 1 , there is a unique solution u ∈ ∩ s1≥0 C ∞ ((
,Tmax) . We choose γ < γ such that γ also satisfies the conditions (1.3). For j ∈ {1, 2}, the embedding of Lemma 3.2.4 and Lemma 3.2.5 implies that
Moreover, for
Both solutions v| (
,T ′ ) belong to the space
for all Tmax 2 < T ′ < T max and are solutions of (1.1) with initial condition at Tmax 2 given by
By uniqueness of Theorem 2.5, they must be equal. Finally, we notice that, u ∈ C((
(B) ⊕ C ω ), for some δ 0 > 0 as in (3.34). As H ∞,γ+2+δ0 p1 (B) ⊕ C ω is a Banach algebra due to Remark 3.5, we have
where we have used again Lemma 3.2. Therefore
, cannot be the maximal interval of solution due to Corollary 2.7. We conclude that T max is necessarily infinity.
Long time solution.
We are now in position to study the existence of long time solutions of (1.1)-(1.2). For the proof of global solutions, we restrict to the case where dim(B) ∈ {2, 3} and proceed as follows:
(1) First we show that for p = 2 and q ≥ 2 the solution is bounded a priori in the space H 
2 ), when p = 2, q is large and ν ∈ (0, 1) is properly chosen. (3) Finally, by using (1.5), (1.7), (1.8) and Corollary 4.2, we obtain the correct estimate to guarantee global existence of solutions when dim(B) = 2 or 3. A similar strategy to prove existence of global solutions can be used to study the Cahn-Hilliard equation on smooth bounded domains in the L 2 -setting, see, e.g., the lecture notes of Larrson [14] . The presence of conical singularities and the use of L p -spaces turn this accomplishment much more technical. Here our regularity results (1.5), (1.7), (1.8) and Corollary 4.2, are crucial, not only for a very refined understanding of the regularity of the solutions, but also for proving the existence for long times.
For the first step, we use the energy functional. We start with the following version of the well-known Green's identity. where ·, · g and dµ g denote, respectively, the Riemannian scalar product and the Riemannian measure with respect to the metric g. The gradient associated to the metric g is denoted by ∇.
We note that if n ≥ 2, then C ω ֒→ H When n = 1, the proof is more complicated. In fact, in this case,
We first note that {·, ·} :
has a unique extension to a continuous bilinear map {·, ·} : H 
The equality (2) is a direct consequence of the definitions of w, v, w 1 , v 1 , a and b. In (1), we used our previous result, as v 1 and w 1 belongs to H , where we used the divergence theorem in (3) and (4.38) several times.
To prove that B w 1 ∆b dµ g + B ∇w 1 , ∇b g dµ g = 0, we consider a sequence
2 (B) while for the proof that B a∆b dµ g + B ∇a, ∇b g dµ g = 0, we use a sequence
(B). The arguments are then very similar as before. . We note that (1.5), (1.7), (1.8) requires that s + 2 > n+1 p . In Proposition 4.4, we have s = 0 and p = 2, therefore we need n < 3. This is why we ask for dim(B) ∈ {2, 3}.
Proof. By (1.7)-(1.8) we know that the solution
As H 
The functional is well defined. In fact, ∇u, ∇u g is integrable. Moreover, as p = 2 and dim(B) ∈ {2, 3}, that is, n = 1 or 2, Remark 3.5 tells us that H 2,γ+2 2
where we used Lemma 4.3 in the last equality, as 
Therefore, ∂ t Φ(u) ≤ 0 and
The estimate (4.40) now follows. In fact, it can be seen from (3.23) and (4.39) that an equivalent norm of H 1,1 2 (B) is given by
2 ). For the second step, we fix a positive constant c > 0 such that, according to Proposition 3.6 and Proposition 3.7, the operators defined below are invertible sectorial operators which belong to BIP(φ) for some φ < .3) and ν ∈ (0, 1) be such that
Then, for each u ∈ D(A 3+ν 2 s ) we have that
, with certain C 0 > 0 depending only on A s and ν.
Note that such a choice of ν is always possible, as {± ( n−1 2 ) 2 − λ j | j ∈ N} is a discrete set and γ + 2 > ) is a Banach algebra up to an equivalent norm, due to Remark 3.5. Therefore
for certain C 2 > 0 depending only on A s and ν. Equations (4.50) and (4.51) imply that
for suitable constants C 3 , C 0 > 0 depending only on A s and ν.
We are almost in position to obtain our estimate. We show first the following elementary result. Proof. Concerning (4.52), it is sufficient to consider the case σ ∈ (0, 1). The first equality in (4.52) follows from Proposition 3.6 and the second law of exponents, see [13, 
so that B Proof of long time existence. We now prove that the solutions are globally defined when dim(B) ∈ {2, 3}, γ ≤ 0 satisfies the conditions of (1.3), s ≥ 0 and s + 2 > n+1 p , where p ∈ (1, ∞). By Corollary 4.2 it is enough to prove it for s = 0, p = 2, q > ), for certain C 1 , C 2 , C 3 > 0. Here we used the fact that D(∆ 0 ) is a Banach algebra by Remark 3.5 and Proposition 4.8 in the last inequality.
We conclude that F (u(t)) L q (0,Tmax;H 0,γ 2 (B)) < ∞, which is a contradiction to Corollary 2.7; recall that F (·) is locally Lipschitz everywhere in (X 
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