Radiotherapy treatment planning relies on the use of geometrically correct images. This paper presents a fully automatic tool for correcting MR images for the effects of B 0 inhomogeneities. The post-processing method is based on the gradient-reversal technique of Chang and Fitzpatrick (1992 IEEE Trans. Med. Imaging 11 319-29) which combines two identical images acquired with a forward-and a reversed read gradient. This paper demonstrates how maximization of mutual information for registration of forward and reverse read gradient images allows the elimination of user interaction for the correction. Image quality is preserved to a degree not reported previously.
Introduction
Inhomogeneities in the static magnetic field lead to geometric distortions within an MR image. This results from the reliance of accurate image reconstruction on the resonance frequency of a spin, which in turn depends solely on the strong (homogeneous) external field and the superposition of a (spatially linear) gradient. If a spin experiences a magnetic field that locally deviates from its expected value due to, e.g., differing material susceptibility, local shielding by the electron cloud, or shim imperfections of the static field, its spatial position will be represented incorrectly in the image.
Among the various distortion correction techniques described in the literature the elegant correction procedure proposed by Chang and Fitzpatrick (1992) is particularly appealing as it does not require quantification or knowledge of the inhomogeneity. This method can be used for patient-induced field inhomogeneities. Furthermore, on initial inspection it appears to be a technique that can be simply implemented on any clinical scanner by alternately acquiring two images with opposite polarity of the read gradient. Simple as this approach may seem, it has not found its way into regular clinical use because of a number of practical issues that severely degrade the quality of the 'distortion-corrected' images.
The original post-processing correction proposed by Chang and Fitzpatrick (1992) consists of a two-stage procedure. Firstly, corresponding features in forward and reverse read gradient images are identified. Secondly, the corrected intensity at the average position of the identified corresponding features is calculated. It is the initial procedure of mapping the forward gradient image onto the reverse gradient image that is crucial for good image quality. Chang and Fitzpatrick (1992) and Kannengiesser et al (1999) both proposed schemes that worked well on phantoms and synthetically distorted images. Only Kannengiesser et al (1999) presented human images and, in these, correction in regions of low signal (e.g., sinus and other air cavities) failed. These are the regions that may be of particular interest for the planning of radiotherapy treatment of head-and-neck cancers, where susceptibility-based distortions might be expected.
The previously proposed correction techniques will be described briefly, together with the reasons why they fail under certain conditions. Two new mapping schemes will be introduced with an emphasis on methodology improvement. Specifically, we will compare the following techniques:
• Runge-Kutta integration/direct integration of the ordinary differential equation (ODE).
• Dynamic space warping as proposed by Kannengiesser et al (1999) .
• Mapping based on cross correlation.
• Mapping based on mutual information.
Examples of corrected images in the head and neck as well as in the pelvis will be given. The performance of different correction algorithms will be compared using image quality measures.
Method

Basic image recovery
Since the fundamentals of the correction technique have been shown in detail by Chang and Fitzpatrick (1992) and Kannengiesser et al (1999) , it will suffice to show how the corrected image is created once one has identified two matching points x 1 and x 2 along the gradient readout direction in the forward and reverse polarity gradient image, respectively: the true position of the pixel at position x 1 in the forward image and x 2 in the reverse image is given by
The pixel intensity, I (x), at position x can be derived under the condition that the integral image intensity has to remain constant. It is given by
where I 1 (x 1 ) and I 2 (x 2 ) signify intensities in the forward and the reverse gradient image. It is important to realize that the pixel intensities in the corrected image are calculated from the intensities in both forward and reverse gradient image taking into account the correspondence of position x 1 and x 2 in the forward and reverse image, respectively.
The correct identification of matching pairs (x 1 , x 2 ) is the foundation of any successful rectification algorithm. Chang and Fitzpatrick (1992) showed that, in the absence of noise, any matching pair (x 1 , x 2 ) will have to satisfy
where x 01 and x 02 are the edges in the corresponding forward and reverse gradient images. Equation (3) can be harnessed in a multitude of ways for the task of mapping corresponding positions in forward and reverse polarity gradient images. Chang and Fitzpatrick (1992) used a fourth-order Runge-Kutta integration of the differential form as well as a straightforward integration of equation (3). They did not find a difference in performance. Kannengiesser et al (1999) used an approach from speech recognition known as dynamic time warping. In its most general implementation, it is numerically equivalent to the Chang integration method. The introduction of conditions for the mapping process such as maximum pixel shift between forward and reverse gradient image, led to the algorithm becoming less susceptible to noiseinduced errors and providing an improvement in performance as reported by Kannengiesser et al (1999) .
Similarity measures
The approach described in this work maps image profiles according to their similarity at a local level and is inspired by image-registration techniques as used for matching multimodality images (Maes et al 1997 , Hawkes 1998 , Zitova and Flusser 2003 . In comparison to our requirements, the previously published algorithms for image registration have a very different purpose: they are being used to account for physical motion/distortion between different images on a global scale (rigid-body) or on a local level (non-rigid body). The methods described in this paper correct for distortion down to a very localized scale (pixel) and along one dimension (read gradient direction). They might be described as a (very) non-rigid registration in one dimension. Furthermore, the reversal of read gradients leads to an altogether different registration problem. The rationale behind using a technique aimed at improving local similarity relies on the fact that in the absence of B 0 inhomogeneity, the intensity profiles associated with forward and reverse polarity read gradient should be identical. In reality, they will be only similar, not identical, because of noise and, for this reason, when the warping due to distortions is removed, this similarity should only approach but not reach identity. The aim is to construct a measure of similarity which can be used to gauge similarity of associated profile lines. Roche et al (1999) have outlined the methodology of registration processes given some knowledge about the relationship between corresponding intensities in two images. For instance, if the intensities are linearly related, cross-correlation is an appropriate similarity measure, or, if they are probabilistically related, mutual information should be chosen to measure similarity. We implemented both, mutual-information based registration as well as cross correlation and tested their respective performance.
For two images acquired with forward and reverse polarity read gradients in the absence of B 0 inhomogeneities, intensities should be locally identical in the absence of noise. However, due to distortions, intensities will be changed depending on the 'compressing' or 'stretching' effect of the local distortion. Equation (2) shows how this effect can be removed by assuming an underlying conservation of summed total intensity in one profile.
Two profiles (or images, or volumes) are best aligned if the amount of information shared between them is maximal. A common way of measuring information content in signals is the Shannon-Wiener entropy measure, H. If i 1 and i 2 are the two intensity profiles along the read gradient direction x, one can calculate the mutual information, I (i 1 , i 2 ), of the two profiles according to a proposal by Shannon (1948) :
where H (i) is the Shannon-Wiener entropy measure for the intensity of profile i. It can be calculated according to H = k p k log(1/p k ), where p k is the relative frequency of intensity k occurring in profile i. Intensity values that occur very frequently convey a low amount of information while rare pixel intensities (0 < p k 1) carry a high information content. This is reflected in the entropy measure, H, with largest contributions from rare intensity values. Similarly, H (i 1 , i 2 ) is the joint entropy based on the relative frequency, p kl , of an intensity k occurring at a location in profile i 1 while intensity l occurs in profile i 2 at the same location: H = k l p kl log(1/p kl ). In equation (4) the contribution from the separate image entropies (H (i 1 ) and H (i 2 )) does not depend on the image alignment assuming that the field of view fully encompasses the object or misalignments at the edge of field of view occur only to a very small extent within a very small fraction of the entire volume. Only the joint entropy H (i 1 , i 2 ) will decrease if alignment is improved. Alignment will be improved if a certain pixel value will be associated mostly with the correct location in the second image ('aligned') rather than with many pixel intensities at wrong locations ('misaligned'). In a 2D histogram this reduction in joint entropy leads to the sharpening of the features. For the estimation of entropies, the authors have employed histogram binning with ten different intensity values grouped per bin. Tests with different bin sizes showed no discernable difference in image quality.
To accommodate the distortion along the read gradient direction, a mapping function, φ : x 1 → x 2 = φ(x 1 ), can be constructed. This mapping function is a monotonic one-to-one mapping of x 1 → x 2 . Note the transition from single pixel positions, e.g. x 1 , to a vector, e.g. x 1 , describing the positions of all pixels in one profile. To accommodate the unwarping of profiles in the calculation of similarity in equation (4), i 2 needs to be substituted with i 2 (φ(x 1 )). The distortion will be optimally described by φ if the mutual information
Instead of mutual information, cross correlation can be used (Roche et al (1999) ). The similarity, S, to be maximized becomes:
where corr(A, B) is the normalized cross correlation measure between vectors A and B. Roche et al (1999) have defined S as the ratio between the images covariance (Cov()) and the product of individual standard deviations ( √ Var()). A third possible measure of similarity is the sum of squared differences:
The rationale behind this choice is that, when the mapping function is optimal, one might expect this metric to be at a minimum, because the difference of the intensities will be equal simply to the noise level. The sum-of-squares metric has the advantage that it is faster to compute than the mutual information or cross-correlation. With the similarity measure established, the optimal mapping function can be found as follows:
(i) Construct the initial mapping function. Usually, this is the 1:1 mapping of x 2 = φ(x 1 ) = x 1 . (ii) Calculate the similarity function. This can be performed in the form of mutual information, cross correlation or sum of squared differences. (iii) Change the mapping function randomly, or, in a directed fashion. While the latter will be faster, a proof of principle can be achieved with a iteratively modified φ. For this, the mapping vector was recursively modified in decreasingly smaller sub blocks: initially, the entire mapping vector was shifted by one and two pixels in both directions. The shift producing the biggest improvement in the similarity function of step (ii) is accepted and the new mapping function is stored. (iv) Subsequently, the block size is reduced to half of the original block of pixels. In further iterations, the shifted vector length was reduced further and shifted by one or two pixel in either direction. This procedure ensures that global shifts of pixel groups are found quickly while distortions on a single-pixel scale are found at a later stage in the search algorithm. (v) Return to step (ii) until no further improvement in the similarity function can be achieved.
Using equations (1) and (2), the corrected image can be calculated, where vectors x 1 and x 2 have been identified as described above. In the above algorithm, the proposed search for the mapping function in step (iii) is ad hoc. However, the mapping function will always improve during the search because only increases in the similarity function are permitted. Ultimately, the search was terminated when the moved sub-blocks consisting of a decreasing number of pixels reach the size of one pixel. Figure 1 shows the improvement of the mutual information as a function of iteration for ten profiles of the correction of the image presented in figure 2 . The method does not guarantee to reach the globally optimal solution, something which could be achieved using a stochastic method such as simulated annealing. However, the improvements in comparison to the previous methods of rectification are already significant (see figures 3 and 4) . Given the difficulties discussed below of measuring quantitatively the improvement to the images-the 'by-eye' assessment of the trained radiologist still appears to be the most useful-, it is not clear to the authors that the extra processing time to achieve this is warranted. By contrast, a more directed optimization scheme, which would speed up the search for the best mapping function is a candidate for future development. 
Image acquisition and processing
When implementing the acquisition with gradient reversal, it was found that an interleaved acquisition (e.g. reversal of read gradient polarity) is a requirement to avoid patient motion artefacts. The correction algorithm fails if there is a difference in the two images due to motion, particularly in the case of through-slice motion. Obviously, there is a choice of how many lines of k-space with the same read gradient polarity can be grouped into one interleaved block. The more lines grouped, the more likely the possibility of motion between forward and reverse read gradient polarity images. Equally, image contrast and signal-to-noise ratio needs to be identical. If a saturation slab is excited prior to the acquisition of twice the amount of k-space data (i.e. an alternate forward and reverse polarity read gradient), the result will be a reverse gradient polarity image with less efficient signal suppression. Spoiler pulses in short-T r steady-state incoherent sequences have to be applied after each signal acquisition to avoid signal interference at the outset of a new k-space line preparation. It was found that these pulses have to be increased in length and strength to counter the effect of reversed magnetization evolution due to reversed read gradient polarity. These prolonged spoiler gradient pulses might necessitate longer repetition times, T r . To avoid the change in contrast, alternating read gradient polarity after all the lines of k-space within a repetition time period have been acquired (a 'shot') seems a reasonable compromise. For head and neck imaging, the imaging sequence used was a 3D T 1 -weighted spoiled gradient-echo with interleaved reversal of the read gradient. The parameters used were: FoV 230 mm (100%), matrix 256 × 256 (100%), 200 slices, isotropic voxel 0.9 3 mm 3 , T r /T e (ms) = 9.7/3.7. Contrast enhancement was achieved using an inversion pulse prior to 256 shots each with α = 12
• . The acquisition bandwidth per pixel was 192.5 Hz resulting in a fat-water shift of 1.1 pixels.
The second imaging technique, for pelvic imaging, was a 3D T 2 -weighted turbo spin echo with interleaved read gradient reversal. The experimental parameters were: FoV 400 mm (75%), matrix 256 × 256 (70% scan percentage), 60-80 slices (depending on patient anatomy), thickness 2.5 mm, and T e /T r (ms) = 1500/120. The acquisition bandwidth per pixel was 476.4 Hz resulting in a fat-water shift of 0.5 pixels.
The scanner used was a 1.5 T Philips Intera R 9.1. Informed written consent was obtained from patient volunteers. 
(A)) is shown in images (E)-(H). Image quality maps are shown in images (I)-(M) (MSE) and (N)-(Q) (SSI).
Note that for the comparison of identical images the MSE image will be black whereas the SSI image will be entirely white.
Image post-processing
Images were post-processed off line using IDL 5.6 and 6.0 (Interactive Data Language, Bolder, Colorado). A SUN Sparc Ultra-4 and a Dell Inspiron 8200 running Mandrake Linux have been used. Average times for correcting an image of 256 × 256 pixels are about 10 min for the mutual-information based correction method and less than 30 s for any of the other methods.
Results
As shown by Chang and Fitzpatrick (1992) as well as Kannengiesser et al (1999) , the previously presented correction technique can be successfully applied to phantoms. Image quality of the corrected phantom images is near the original image except for the removal of the distortion observed in the original images. The work presented here aims to overcome the difficulties of any of the discussed correction algorithms that become apparent when MR images of humans need to be corrected: contrast patterns are more intricate and the chemical shift artefact of neighbouring fat and muscle compartments is inadequately modelled by simple oil and water phantoms, where the compartments are usually separated in space by well-defined Perspex walls. Signal-to-noise ratios are usually higher in phantoms compared to human subjects further complicating application of correction algorithms in vivo. Figure 2 shows a typical result for a T 1 -weighted scan of a patient with a skull-based tumour. The difference image between forward and reverse read gradients in figure 2(B) shows the mismatch due to a combination of B 0 inhomogeneity, chemical shift and susceptibility artefacts. Effects of motion are minimized by the use of interleaved alternating polarity gradients. Note that the read gradient direction is running cranio-caudially. The mismatch is particularly evident in the region with adjacent bone and air cavities (sinuses, nasopharynx).
In figure 3 , a comparison between different correction techniques can be seen. In all cases, pairs of forward and reverse-polarity gradient intensity profiles have been registered separately. No smoothing between or within the registered profiles has been applied. While all four techniques recover the gross anatomy, serious shortcomings can be seen in figures 3(A)-(C) (see arrows). Although the structures in the brain are well recovered by all four techniques, regions such as the sinuses exhibit a degradation of image quality as shown in figure 3(A) through 3(C). These areas are more challenging for the distortion correction than comparatively homogeneous brain tissue because susceptibility mismatches and chemical shift artefacts (muscle near fat) are dominant. In contrast, the mutual information registration based correction shows a superior result in regions of these sharp changes of signal intensity. These edges associated with a change in signal intensity (arrow) are quite Table 1 . Image quality parameters MSE (equation (7)) and SSI (equation (8) jagged for the integration method but slightly better tolerated by the dynamic space warping method.
To quantify the quality of the images after the image recovery, two image quality measures have been implemented. Judging image quality if the ideal image ('ground truth') is not available is, of course, very difficult. However, from figures 3(A)-(D), it is apparent that artefacts akin to noise, in particular, can be blamed for the decreasing image quality. Furthermore, since distortions are a few pixels at most, it seems reasonable to compare the corrected image to the original forward-polarity read gradient image although one does not expect the perfectly corrected image to be identical to it. Specifically, the forward-polarity image and the ideal image should be similar in terms of noise. An image quality index based on the mean squared error (MSE) between the forward-gradient and rectified images should show an increase for images with an increasing amount of artefacts similar to noise. For comparison purposes, one can scale the mean squared error to the error of an image of white noise (uniformly random distribution of pixel values). The following expression gives the MSE normalized to the error of white noise:
where t i , o i and n i are the ith pixel value for the tested image, the original image (forwardpolarity read gradient) and the white-noise image, respectively. A complementary approach has been proposed by Wang and Bovik (2002) . Their structural-similarity index is designed to measure structural distortion by combining loss of correlation, mean distortion and variance distortion on a local level. Let o = {o i |i = 1, 2, . . . , N} be the original forward-polarity read gradient image and t = {t i |i = 1, 2, . . . , N} be the tested (distortion-corrected) image. The index is defined as
and
. The dynamic range of the structural-similarity index is [−1,1] with the best achievable value 1. The structural-similarity index has been applied to the images using a sliding window of 8 × 8 pixels and averaged over a region encompassing all of the head and neck as seen in figure 2(A). Table 1 summarizes the results from these two quality indices. It can be seen that the MSE is the lowest and the SSI the highest for the mutual-information based correction technique followed by the cross-correlation technique. The values for the MSE and SSI index are difficult to rationalize in absolute terms because the ideal case (MSE = 0 and SSI = 1) cannot be achieved as long as the comparison to the original forward-polarity read gradient image (o = {o i |i = 1, 2, . . . , N}) is being made. However, one can assume that the deviation from the ideal case is a composite effect of the introduction of noise by the correction techniques and the true difference of the ideal (unknown) corrected image and the original forward-polarity read gradient image. If the major difference of the techniques is the varying degree to which noise artefacts are introduced, then clearly a minimal MSE or maximal SSI, respectively, will characterize the best correction technique. Figure 4 is a demonstration of the performance of the mutual information-based technique in different anatomical site and with a different contrast mechanism: T 2 weighting in a TSE sequence. The dynamic space warping technique (figure 4(C)) introduces white artefactual lines in regions of low signal intensity such as around the femoral head (arrows). The artefacts are reminiscent of an edge enhancement filter. These artefacts are not seen in figure 4(D) which has been calculated using mutual information based correction. The image quality of the corrected scan is comparable to the original image but is free from distortion caused by perturbations in the magnetic field strength.
Discussion and conclusion
The results presented here show that results of the distortion-correction technique proposed by Chang and Fitzpatrick (1992) can be improved if a new method for the mapping of the pixel locations in forward and reverse read gradient polarity images is applied. The comparison of correction techniques showed that the best results were achieved using a mutual informationbased approach. Similarity measurements using the sum of squares were found to produce corrected images of comparable quality to that achieved using a mutual-information based similarity measurement in data sets tested (results not shown). Furthermore, the use of mutual information maximization for the mapping of profiles, offers the opportunity to use a group of neighbouring profiles for the establishment of the local mapping, although in the examples shown profiles have only been registered separately. While mapping several profiles simultaneously could prove advantageous in the case of noisier images, the construction of the mapping function must fulfil the following conditions: it must be flexible enough to accommodate location shifts on a pixel scale while maintaining the statistical advantage of using more than one profile. For our signal-to-noise ratios, image quality did not improve when three or five profiles were used. Conceivably, images with lower signal-to-noise ratios could benefit from this approach.
One interesting feature of the mutual information-based distortion correction is its ability to cope to some degree with chemical shift artefacts. One of the conditions required by the Chang and Fitzpatrick method is the absence of discontinuous distortions such as those introduced by chemical-shift artefacts. However, this requirement can be relaxed if the distortions occur in the vicinity of dark signal regions (e.g. bright fat in dark muscle). While all algorithms can correct for static B 0 (shim-based) inhomogeneities, the presented mutual information based method performs better for chemical shift artefacts than either the original Chang and Fitzpatrick approach or the dynamic-space-warping correction. The original methods introduce an 'edge ringing' similar to the effect observed in figure 4(C) around the femoral heads. This occurred when pixels containing fat were shifted onto pixels containing water. Pixel intensities were thereby added or void pixels occurred in profiles encoded by forward or reverse read gradients. The original method corrected the images by introducing ripples around the original edge while the mutual information-based method produces an edge located in the average position between the forward and reverse read gradient image. One has to keep in mind that this is only true for conventional images. Chemical shift artefact as observed in EPI is still too large to be corrected by the presented method.
As emphasized in the preceding article in this series by Doran et al (2005) , B 0 inhomogeneities in the form of chemical shift, or susceptibility differences are only one source of image distortions. To deliver images with the geometric accuracy needed for radiotherapy treatment planning, one must also correct for distortions originating from gradient nonlinearities. Using prior knowledge of these distortions for a particular imaging sequence, one can correct for gradient-based distortions in addition to the removal of B 0 -induced distortions using the procedure proposed above.
