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Abstract
Sigmoid semilogarithmic functions with shape of Boltzmann equations, have become extremely
popular to describe diverse biological situations. Part of the popularity is due to the easy avail-
ability of software which fits Boltzmann functions to data, without much knowledge of the fitting
procedure or the statistical properties of the parameters derived from the procedure. The purpose
of this paper is to explore the plasticity of the Boltzmann function to fit data, some aspects of
the optimization procedure to fit the function to data and how to use this plastic function to
differentiate the effect of treatment on data and to attest the statistical significance of treatment
effect on the data.
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1. Introduction.
“When a finger points at the moon,
one must not mistake the finger with the moon.”
Old Zen Buddhist advice.
“With four parameters I can fit an elephant
and with five I can make him wiggle his trunk.”
Attributed to J. Von Neuman [1].
Some thoughts and some equations transcending their greatness, also transcend their purpose.
During the last quarter of the XIX century Ludwig Boltzmann [2, Ch. 9] derived an equation
which predicts the proportion Nj particles, in an ensemble of N non interacting particles, that are
in a state with particle energy ǫj
Nj
N
= e−ǫj/kT∑Njj=1 e−ǫj/kT
= e−ǫj/kT
ζ(T ) (1)
where ζ(T ) is called the particle partition function or when dealing with molecules, the molecular
partition function. When only two energy levels are dealt with, the ratio of N0 particles in energy
level ǫ0 with N1 particles in energy level ǫ1 predicted by equation 1 is
N1
N0
= e−(ǫ1−ǫ0)/kT . (2)
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In an extension of eq, (1) for degenerate systems (when more then one states ǫj have the same
energy) a statistical weight, gj equal to the number of superimposed levels, is included. Then
Nj
N
= gje−ǫj/kT∑Njj=1 gje−ǫj/kT
. (3)
Which is the Boltzmann distribution law in its most general form. The average kinetic energy is
ǫ¯ = ∑
Nj
j=1Njǫj
∑Njj=1Nj
= ∑
Nj
j=1 ǫjgje
−ǫj/kT
∑Njj=1 gje−ǫj/kT
= kT 2 (∂ ln ζ
∂T
)
V
. (4)
The middle term in Eq. (4) includes the statistical weights gi which account for, so called, de-
generate levels. The molecular partition function is useful only when the system of interest can be
considered to be made up of noninteracting particles, molecules with no appreciable intermolecular
forces. Only then, can we define and enumerate the states of the system in either terms of quantum
mechanical energy states of individual molecules, or classical positions and moments of individual
molecules. When interactions between molecules occur, the description of the states of the sys-
tem must include potential energy terms, such as U(rij), which are functions of intermolecular
distances.
Equation (1) may be rewritten for ensembles of interacting particles as
pj = Nj
N
= e−Ej/kT∑Njj=1 e−Ej/kT
= e−Ej/kT
Z(T ) (5)
where Ej = 12mv2 + Uj , m is the particle mass, v is velocity and Uj is potential energy. Equation
(5) is the Maxwell-Boltzmann distribution function. If there are only two possible states in the
system Eq. (5) becomes
p1
p1 + p2 =
e−E1/kT
e−E1/kT + e−E2/kT Ô⇒ p1 =
1
1 + e−(E2−E1)/kT . (6)
When dealing with cell membranes, a Boltzmann equation is expressed as free energy in voltage
units (the electrical potential difference existing across cell membranes) in general the form used
looks like
B = 1
1 + e−(V2−V1)/κ (7)
where V is used to more clearly specify that we deal with electrical potential differences, κ is
customarily referred to as “slope factor” (see for example Peigneur et al. [3]). Since these situations
deal with ensembles of particles the “slope factor” is usually parametrized κ = RT /zF ≈ 25.4 mV, at
room temperature if: the ionic valence, z=1, F is the Faraday constant, R is the gas constant and
T is the absolute temperature. In electrophysiology, an equation of the form (7) was introduced
for the first time by Hodgkin and Huxley [4, 5] (H&H for brevity), and was used to describe
the distribution, inside or outside axons, of hypothetical particles associated with Na+ and K+
currents crossing the nerve membrane. Since the Hodgkin and Huxley [5] work was seminal for
electrophysiology, a plethora of papers have used Boltzmann functions in connection with electrical
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properties of cells and isolated ionic channels [6]. In electrophysiology, however equation (7) is
modified [4], V2 represent cell trans membrane potential (membrane potential for short) expressed
plainly as V and since Eq. (7) takes values between 0 and 1, V2 is taken as the membrane potential
where B = 0.5 and is usually termed V1/2, Eq. (7) thus becomes
B (V ∣V½, κ) = 1
1 + e−(V −V1/2)/κ . (8)
When Eq. (8) is used in the original fashion of H&H, to represent trans membrane distribution
of some charged particle, B is expressed in respect to the potential at which 50% of the particles
are in one side of the membrane, and 50% is at the other side. Eq. (8) is thus reduced to a
situation where a dependent variable B may be fitted by some nonlinear optimization procedure
to an independent variable V (usually expressed in mV) using Eq. (8). The optimization procedure
enables to estimate the parameters V1/2 and κ. In H&H work [4, pg 501, Eq. 1],
hsteady state = 1
1 + e−(V −Vh)/7 (9)
which is presented here with post H&H membrane potential sign conventions. Vh was estimated to
be close to the resting membrane potential. H&H also used a Boltzmann function to estimate prop-
erties of hypothetical particles gating or triggering the mechanism controlling Na+ conductance in
nerve [5, PART I, pp. 503–504] the form of the Boltzmann function in this case was
Pi = 1
1 + e−(w+zǫE)/kT (10)
where E is trans membrane potential, w is work done while molecule from the inside move to
the outside of the membrane, z is valence of the molecule or number of positive charges on the
molecule and ǫ is the absolute charge of an electron. With large E, Eq. (10) was used in the limit
form
Pi =KezǫE (11)
to estimate z of hypothetical particles; in Ec (11), K is a constant. Quoting Hodgkin and Huxley
[5, PART I, pp. 503–504]:
“whose distribution changes must bear six negative electronic charges, or, if a similar theory is devel-
oped in terms of the orientation of a long molecule with a dipole moment, it must have at least three
negative charges on one end and three positive charges on the other. A different but related approach
is to suppose that sodium movement depends on the presence of six singly charged molecules at a
particular site near the inside of the membrane.“
but
“Details of the mechanism will probably not be settled for some time, but it seems difficult to escape
the conclusion that the changes in ionic permeability depend on the movement of some component of
the membrane which behaves as though it had a large charge or dipole moment. If such components
exist it is necessary to suppose that their density is relatively low and that a number of sodium ions
cross the membrane at a single active patch.”
3
In modern terms, hsteady state expresses availability of sodium channels to be activated when the
membrane depolarizes. Yet, the term channel was never used by Hodgkin and Huxley [4, 5, 7, 8]
in their famous series of papers, which never mentioned the term probability in a statistical sense.
When H&H work was carried out, the existence of cellular plasma membranes has not been proven,
and nothing was known on the nature of macromolecules associated with nerve excitation. The
Hodgkin and Huxley [5] model is an outstanding example of model fitting to data based on bright
intuition. It took close to 20 years for evidence to appear proving the existence of gating currents
due to charge movements preceding channel activation as predicted by H&H intuition [9].
Equations of the form of Eq. (8) have become extremely popular to describe diverse biological
situations [4, 10–19], where it is referred as a “Boltzmann function” or as a “Boltzmann equation.”
Part of the popularity is the easy availability of software which fits Boltzmann functions to data,
without much knowledge of the fitting procedure or the statistical properties of the parameters
derived from the procedure. The purpose of this paper is to explore the plasticity of the Boltzmann
function to fit data, some aspects of the optimization procedure to fit the function to data and
on how to use this plastic function to differentiate the effect of a ‘treatment’ (anything that may
change the system) on data, when effect is marred by uncertainty. The stress in this review is to
point out is the (Proper?) use of the Boltzmann function in situations where it is related to the
mechanism underlying the process under study (a few examples are considered) from situations
where is given a mechanistic role based in just curve fitting. The review also pretends to stress
the fact that when equation (6) is fitted to experimental data, it is frequently forgotten that
this implies a nonlinear fit. When determining parameters that are not linearly independent, one
parameter estimate uncertainty “seeps” into the uncertainty of the other parameter; formally: the
autocovarience of the parameters is not null. To achieve this purpose the review includes some
description of Boltzmann’s function statistical properties, which are seldom described and often
ignored when this function is used in biology.
2. Methods.
2.1. Monte Carlo Boltzmann functions simulation.
To test the goodness of fitting curves to data, random data with known statistical properties
were generated using Monte Carlo simulation [20]. For this purpose sets of pairs (Vi, b′i(Vi)) were
generated at {Vi} = {−100,−90, . . . ,90,100} (in the fashion of Forsyth et al. [21, figures 4 – 7]) with
b′i(Vi) defined using bi(Vi) like in eq. (45), and
b′i(Vi) = N(0,1)σ + bi(Vi) = N(bi(Vi), σ2). (12)
Thus the random normal variate b′i(Vi) = N(bi(Vi), σ2) contains N(0,1)σ = N(0, σ2) as ǫi [Eq.
(46)], the “experimental error”.
The uniform pseudo-random variables in the closed interval [0,1] [U[0,1]] required by the
Box and Muller [22] algorithm to generate N(0,1), were produced using the Mersenne Twister of
Matsumoto and Nishimura [23] with improved initialization (www.math.sci.hiroshima-u.ac.jp/ m-
mat/MT/MT2002/emt19937ar.html) coded in GNU C++ (g++ v. 4.9.2), the seed required
to initialize the algorithm was obtained from the Ubuntu Linux 15.04 entropy gathering device
/dev/random . A copy of the program source is provided in a digital annex to this manuscript.
For the purpose of the simulations, initially, κ was set to 6 mV and V½ was set to -40 mV, the
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choices are arbitrary and irrelevant, they approximate with modern conventions the values for
nerve determined by H&H and may be taken as a small tribute to their monumental work after its
60th anniversary. The values chosen may easily be replaced by any other as long as the variance
modeled is kept.
2.2. Statistical Procedures.
Curves were adjusted to data using a simplex minimization [24]. The statistical significance
analysis of the differences between Boltzmann curves was done using Kolmogorov [25] statis-
tics as described in sections B.4. Results are presented as medians and their 95% confidence
interval (CI) determined with the Hodges and Lehman method. Comparisons of two samples
were done with the nonparametric Mann-Whitney (Wilcoxon) test; for all nonparametric statis-
tical procedures please refer to Hollander and Wolfe [26]. Statistical differences between sam-
ples were considered significant when the probability that they stem from chance was ≦ 5%
(P ≦ 0.05). All statistical procedures were carried out using the program est which is freely
available in C++ source form, and compiled for Linux, Windows and Macintosh OS X from
ftp://toxico.ivic.gob.ve/estadistica/Stat_package.
3. Results.
3.1. The plasticity of the Boltzmann proportion function to fit data.
To show the plasticity of the Boltzmann function to fit data, 2 groups of 20 sets of data were
generated using Monte Carlo simulation as explained before (Section 2.1). The first group was
simulated about a Boltzmann function [Eq. (8)] with uncertainty as follows
yi = 1
1 + e−(xi−V1/2)/κ +N(0,0.1) (13)
for 20 data sets with abscissa data points {xi} = {−100,−90,−80, . . . ,−10}, with V1/2 = −40 and
κ = 4; data generated are presented as diverse symbols in Fig. 1A. The solid line in Fig. 1A obeys
Eq. (8), with V1/2 = −39.7576 and κ = 3.95265, both values determined with the simplex algorithm
for n = 200 pairs of simulated data.
As an example of arbitrary use of the Boltzmann curve to fit unrelated data, the second group
was simulated about a rectangular hyperbola [27–29]
yi = 1
1 + k/xi (14)
(best known as Michaelis and Menten [30] equation in biochemistry) plotted semi logarithmically
[30] with uncertainty added, as follows
yi = 1
1 + k/xi +N(0,0.1) (15)
for 20 data sets with abscissa data points {xi} = {0.01,0.03,1,3,10,30,100,300} with k = 5; the
results are presented as diverse symbols in Fig. 1B. The solid line in Fig. 1B obeys Eq. (8), with
V1/2 = 0.716864 and κ = 0.430228, both values determined with the simplex algorithm for n = 200
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Figure 1: The plasticity of the Boltzmann function to fit data. Symbols in panel A represent data produced
as yi = 1/(1−exp[−(x−V1/2)/κ]+N(0,0.1) calculated, setting V1/2 = −40 and κ = 4, for 20 data sets with abscissa data
points {xi} = {−100,−90,−80, . . . ,−10}. Symbols in panel B represent data produced as yi = 1/(1+k/x)+N(0,0.1)
calculated with k = 5, for 20 data sets with abscissa data points {xi} = {0.01,0.03,1,3,10,30,100,300} plotted vs
log
10
(x), plotted vs x. In each case 20 sets of 10 data pairs were produced by Monte Carlo simulation and wer e
fitted to Eq. (8) with a simplex algorithm [24]. Curves fitted are presented as solid lines drawn through the data
points. Parameters calculated with the simplex algorithm describing the curves were: Panel A, V1/2 = −39.7576
and κ = 3.95265, calculated for n = 200 pairs; Panel B, V1/2 = 0.716864 and κ = 0.430228, calculated for n = 200
pairs. Other details in the text of the communication.
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Table 1: Parameters characterizing a sample of 200,000 w points generated as indicated by Eqs. (26)
and (28)
Parameter Value SEM 95 % CI
Sample mean −2.75364 ⋅ 10−2 1.620 ⋅ 10−2 (−5.912,0.404) ⋅ 10−2
Theoretical mean 0 1.622 ⋅ 10−2 (−3,164,3,164) ⋅ 10−2
Sample variance 52.4558
Theoretical variance 52.6378 . . .
Sample skewness −7.88 ⋅ 10−3
Theoretical skewness 0
Sample kurtosis 4.205
Theoretical kurtosis 4.2
SEM = standard error of the mean; CI = confidence interval. Theoretical parameter values are: mean and variance
are moments ω1 and ω2 in Eq. (29); skewness is S in Eq. (30): kurtosis is K in Eq. (31).
pairs of simulated data in the decimal semilogarithmic plane {log
10
(xi), yi}, where Michaelis–
Menten data [Eq. (14)] become a sigmoid function as seen in Fig 1B.
The right model–right data relationship in the case of Fig. 1A is clear; random variables from
a Boltzmann process are fitted with a Boltzmann equation, and the fit is quite good. The case
of Fig. 1B is different, a Michaelis–Menten process is not a equal to a Boltzmann process (for a
further discussion see Appendix A), and yet the Boltzmann model represented by the solid line
seems to fit the data in Fig. 1B well, and predicts correctly several properties of the random
Michaelis-Mented process used to generate the data, lim
xi→∞
y = 1 and lim
x→0
y = 0. As mentioned before
κ is the slope of the Boltzmann function when x → V½. The value predicted with the data in Fig.
1B (κ = 0.430228 . . .), overestimates the real value of k used to calculate the data [Eq. (17)] by
≈ 25%. since k ≈ 100.716864... ≃ 5.21 . . .. It follows that, in spite of the apparently good fit between
the data and the model in Fig. 1B, Eq. (8) not only lacks any mechanistic meaning regarding the
data in the figure, but could lead to estimate a slope value which is wrong and, if used for this
purpose, to assume a wrong molecularity for the Michaelis–Menten kind of reaction.
When Eq. (19) is plotted in semilogarithmic coordinates (for x > 0), it becomes sigmoidal, and
it slope is
[ dy
d[ln(x)]]
x=k
= [xdy
dx
]
x=k
= η ym
4
(16)
at the point where xi = k. Then, with η = 1 and ym = 1, the following is true for the form used in
Eq. (14) and Fig. 1B
[ dy
d[log
10
(x)]]
x=k
= [ x
log
10
(e) ⋅
dy
dx
]
x=k
= η ym
4 log
10
(e) ≃ 0.5756 . . . (17)
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Figure 2: The Boltzmann function and its derivative probability density function (pdf). Panel A: The
pdf associated with Eq. (8) as expressed by Eq. (25). Panel B: Is the probability distribution function (PDF)
calculated as Eq. (8). In both cases the functions were plotted with V½ = 0 and κ = 4.
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3.2. Comparing the theoretical Boltzmann function with values obtained in Monte Carlo simula-
tions.
Two hundred thousand variables distributed as b(w) were generated by rearranging Eq. (8) as
wi = −κ ln 1 − ui
ui
(18)
where ui was a random number uniformly distributed in [0,1] calculated with the genrand_res53()
function of Matsumoto and Nishimura [23]. Some statistical properties of this set are shown in
Table 1. The discrepancies between estimated sample parameters and the theoretical values in
the table are very small, and most of them are related to the numerical approximations needed in
computer simulation and the precision used to store the test file, set to 15 significant digits here;
the discrepancies are reduced when long double functions are used instead of double functions
in the C++ program, for example.
Table 1, does not stress enough that Boltzmann processes per se are highly stochastic inde-
pendently of the inherent uncertainty of any data collecting empirical procedure; the variability
of {wi} depends only on κ as indicated by the 2nd moment (ω2) in equation set (29). Figure 3
simulates an experiment where 30 values of {wi} obeying Eq. (8) were recorded and an empirical
PDF (EDF ) was constructed (stepped line) for the set {wi}i=1,2,...,30, in both cases κ = 7. The
EDF is a step function that jumps up by 1/n at each of the n data points [Eq. (36)]. The EDF
estimates the PDF underlying the points in the sample and converges with probability 1 according
to the Glivenko-Cantelli [31, 32] theorem. As indicated in the figure, the EDF for 30 points which
has no measurement uncertainty, deviates significantly from the theoretical PDF, due only to the
stochasticity inherent to the Boltzmann PDF. The parameters for the simulations in Figure 3 were
chosen to mimic κ values commonly observed in electrophysiology [4, pg 501, Eq. 1], but could be
any other set of values. The maximum difference between the 2 curves in Figure 3 is 0.203 (Arrow
in Figure 3), the Smirnoff test [33, 34] in used to compare the two curves the probability that the
differences between the two PDFs in the figure stems from chance will be estimated as P < 10−6,
which leads to a statistical error of type I, the incorrect rejection of a true null hypothesis. Un-
der experimental conditions, usually 15 to 20 points are recorded in a single experiment which is
replicated in some 3 to 5 subjects (or preparations), under conditions where preparation deterio-
ration, recording noise or instrumental limitations add uncertainty to the variable studied. The
situation is further made prone to errors by rigidly setting the null hypothesis rejection “threshold”
at P ≤ 0.05 ignoring that in many instances this “threshold” depends on the stochastic variable
under consideration [35–37].
4. Discussion.
Determinism is a metaphysical philosophical position stating that for everything that hap-
pens there are conditions such that, given those conditions, nothing else could happen. Many
mathematical models of physical systems are deterministic. Mathematical models which are not
deterministic because they involve randomness are called stochastic. Even systems that involve no
randomness involve uncertainty, for reasons such as:
1. Limitations of the observation instrument make the measurements fuzzy. Optical instru-
ments are a very intuitive example of fuzziness. Actually, measuring instrument introduces
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Figure 3: Boltzmann PDF (dotted line) and an empirical PDF (stepped line) determined from 30
points produced by Monte Carlo simulation using the Boltzmann PDF. The dotted curve was generated
as B(w∣κ) = 1/(1 + e−w/κ). The stepped line is the empirical PDF calculated via Monte Carlo simulation for a
sample of 30 points generated as wi = κ ln [(1 − ui)/ui] [Eq. (18) in te text of this work], where ui = U[0,1] a
uniform random variable in the closed interval [0,1]. In this figure κ = 7. Arrow indicates maximum distance
between empirical and Boltzmann PDFs. See the text for other details.
fuzziness, usually called uncertainty, which is dependent on the instrument’s limit of resolu-
tion.
2. Members of a population are not all equal. Individual variability and biological diversity are
essential to life.
3. Observing reality with a scope (aim or purpose) modifies the object observed [38]. This is
specially relevant to quantum physics, but applies to any measurement (draining current,
compressing with a caliper, heating, etc.) to, hopefully, a minor extent.
4. The object measured changes more or less cyclically in time. The height of the Mont Blanc
peak (like most other mountains) is a well known case [39, 40].
5. The dimension of the observed object depends on the scale of measurement (fractals) [41].
Coastlines, river beds or lengths, national borders, are classical examples.
6. The system studied is deterministic but unpredictable (chaotic), due to strong nonlinearity
or sensitivity to initial conditions, such as weather, population growth, seismic activity and
many more [42–48].
7. The variables measured are any of a variety of mathematical inequalities asserting a funda-
mental limit to the precision with which certain pairs of physical properties of a particle, can
be known simultaneously [49].
Equations of the form of Eq. (8) have become extremely popular to describe diverse biological
situations [4, 10, 12, 13, 15–19]. The purpose of this paper is to explore the plasticity of the
Boltzmann function to fit data, some aspects of the optimization procedure to fit the function
to data and on how to use this plastic function to differentiate the effect of changing system
conditions, also called: treatment.
Due to the reasons discussed in connection with Eq.(35), neither linear transformation nor
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nonlinear regressions are useful to estimate the uncertainty of unknown, linearly dependent, pa-
rameters {V½, κ} of Boltzmann functions, fitted to data; their variances due to intra-experimental
uncertainty cannot be separated and cannot be measured independently. This shortcoming is more
serious given that, as shown in Section 3.1 and Figure 1, Boltzmann functions may be fitted to
data for which the function has no mechanistic model value. In this regard, it must be stated that
rectangular hyperbolas (which was chosen arbitrarily as just an example), such as the Michaelis–
Menten equation [30] or its extention, the Hill equation [27] are not related to de Boltzmann
function in spite of some claims on the contrary [50], as it is discussed in more details in Appendix
A.
It has been said that “many physicists have little knowledge of statistics.” . . . ”this mostly arises
because there is little need for statistics in physics” [51]. The main difference between physics and
biology is that physics methods are applied to measure phenomena that are not too uncertain; most
physical constants are known precisely to well beyond 5 decimal places. But as high resolution
modern physics reaches its resolution limits (such as the most significant finding in recent times, the
existence of the Higgs boson) it depends critically on separating a small signal from its surrounding
uncertainty by statistical means [52, Figure 3].
Variability and diversity are fundamental for preserving life; consequently, biological phenomena
may be known only with significant uncertainty, and biological parameters cannot be usually
known with more that 5% accuracy. The problem is certainly worse in biology and medicine,
where experimenters may have little mathematical background, or even may be skeptic about the
value of mathematics, statistics and mathematical modeling. Quoting Colquhoun [53, 1.1. How
to avoid making a fool of yourself. The role of statistics]:
It is widely held by non-statisticians, like the author, that if you do good experiments
statistics are not necessary. They are quite right. At least they are right as long as
one makes an exception of the important branch of statistics that deals with processes
that are inherently statistical in nature, so called ‘stochastic’ processes” . . .. The snag
of course is that doing good experiments is difficult. Most people need all the help they
can get to prevent them making a fool of themselves by claiming that their favourite
theory is sustained by observations that do nothing of the sort.
In biology, a set ofm experiments is performed, then a Boltzmann or other function is fitted to each
experiment, and the values of the unknown model parameters (V½ and κ, for example) obtained
under different experimental conditions, are statistically compared without taking into account
the intra experimental uncertainty stemming from the dispersion of data about the function fitted.
Usually the experimenters are unaware of that such practice is prone to result in statistical type
I error, which occur when the null hypothesis is true, but is rejected; this is asserting something
that is absent, a false hit. A type I error may be compared with a so-called false positive (a
result that indicates that a given condition is present when it actually is not present) [37, 54, 55].
Consequently, it is wise to distrust small or weakly statistically significant differences between
Boltzmann function parameters fitted to data under different experimental conditions.
The handicap resulting from being unable to estimate intra experimental uncertainty of un-
known model parameters under, say, two experimental conditions, is most annoying when the
question to answer is: Is θi,1 different from θi,2?. This is so since it the uncertainty of θ1,j can-
not be separated from any other θi≠1,j . Yet under the condition of paired comparisons, when the
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same system is studied under two experimental conditions which may be described with equa-
tions like Eq. (8), say B(V ∣V½,1, κ1) and B(V ∣V½,2, κ2), the question: Is B(V ∣V½,1, κ1) different
from B(V ∣V½,2, κ2)?, may be answered more accurately (with less likelihood of statistical errors of
type I or II [54]). This is so since Eq. (8) is a PDF, and data described by the equation under
different, but paired, experimental conditions may be used to build EDFs which may be compared
(see Section B.1), no matter to which PDF they correspond (Section B.4 of this communication),
using Kolmogorov-Smirnov statistics [56, see Ch. 6 for practical aspects]. If Kolmogorov-Smirnov
statistics indicates that treatment modifies the system studied, but the uncertainty about which pa-
rameter(s) is(are) changing will not be dispelled. A nonparametric statistical comparison between
individual model variables, combined with the Kolmogorov-Smirnov test, will reduce uncertainty
to assess treatment efficacy more precisely than any of the two approaches per se [57].
5. Appendixes
A. On square hiperbolas and the Boltzmann function.
It is possible to deduce the Michaelis–Menten equation [Eq. 14] in a more general form [58,
Pg. 471, Eq. (VIII-9)], this form is sometimes called general logistic function [59, Pg. 32] or the
Hill equation [27, 60, 61]
y = ymxη
xη + kη
= ym
1 + (k/x)η =
ym
1 + q/xη (19)
where η is interpreted as the number of drug molecules interacting with a receptor (the molecularity
of the reaction), and ymax is the maximum drug effect or catalytic rate. Equation (19) may be
linearized as
log
ym − y
y
= log q − η logx ≡ Υ1 = A1 +B1X1 (20)
a linear transformation which is a log-log plot of an equation in Hill [60, 3rd equation in page 447]
and is known as the Hill plot [62–64] (“≡” indicates equivalence between the equations) which is
of great importance in cooperative binding analysis [65, 66]. An unrelated Hill estimator is also
used in statistics [67]. From the Hill equation η is also called the Hill coefficient.
It was suggested by Yifrach [50] that a logarithmic transform of a Boltzmann function [68, Eq.
(7)][50, Eq. (1)]
K(V ) = O
C
=KeZT FVRT (21)
is equivalent to the Hill plot. In Eq (21) the equilibrium between the open (O) an closed (C) states
of an ionic channel is voltage (V ) dependent. Other parameters in Eq. (21) are: K is the chemical
equilibrium constant for an ion channel gating in the absence of voltage (at 0 mV); ZT is the total
gating charge of a channel that moves across the membrane electrical field upon depolarization;
F is the Faraday constant; R is the gas constant and T is absolute temperature. As shown by
Yifrach [50, Eq. (2)], equation (21) may be transformed into a linear form such as
log
P
1 −P
= logK + nHZUF
RT
V ≡ log 1 − P
P
= logQ − nH −ZUF
RT
V ≡ Υ2 = A2 +B2X2, (22)
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where P is the probability of the channel being open [P = O/(O+C)], nH is the number of channel
subunits, and ZU is the unitary gating charge associated with the subunit [ZT = nHZU ]. Yifrach
[50, Eq. 839] uses a sophism to state
log
Y
1 − Y
= logK + nH log(S) ≡ log 1 − Y
Y
= logQ − nH log(ß) (23)
where (quoting Yifrach [50])
Y ; the fractional binding saturation function, is the fraction of sites occupied with the
substrate (S), nH is the Hill coefficient, and K is the apparent binding constant of the
substrate to the enzyme.
Obviously S = antilog (ZUF
RT
V ) but its use as in Eq. (23) is a tautology (by definition a variable is
the inverse of its inverse, when the inverse exists), a change of variables that turns a semilog plot
into a log-log plot. Yifrach [50] reasoning in fact proves the opposite of its intention: Eqs. (19) and
(21) are different since to make them lookalike you have to transform them into different spaces.
Thus in spite of a lookalike condition between Eqs. (21) and (22), reinforced by the sophistical
Eq. (23), the equations are different, not isomorphic. Eq. (20) is a log-log transformation of
Eq. (19) where log[(ymax − y)/y] is plotted versus log(x), whereas Eq.(22), is a semilog plot of
log[(1 − P )/P ] versus V . Thus, neither in its original form [Eq. (19)] nor in its transformed [Eq.
(20)] form, the logistic (Hill) Eq. (19) corresponds to Boltzmann Eq. (21) and Yifrach [50] choice
of calling nH “a Hill coefficient” is forced and misleading.
B. Mathematical appendix.
B.1. How does the Bolzmann function compare with a probability distribution function?
The Boltzmann function in Eq. (5) through (10) form, tells how likely it is that Nj particles
are in a given state out of N possible states, not the probability that a given particle is in such
state. It is definitely not a PDF. A condition that any continuous PDF, say f(x), must fulfill is
∫ ∞−∞ f(x)dx = 1 which is not the case of the Boltzmann PDF.
For any continuous pdf, such as f(x), F (w) = ∫ w−∞ f(x) dx exists and is a random variable
U[0,1] uniformly distributed in the interval [0,1], the so called standard uniform distribution
U[0,1], sometimes also referred to as rectangular distribution R(µ, ξ) = R(½,1) [54, pg, 155] since
it has an expectation µ = ½ and and any value in the closed interval [0,1] occurs with a probability
ξ = 1. . This is demonstrated by the following theorem [54, pg. 156, Theo. 7.1.1].
Theorem 1 (Wilks [54], pg. 156). If x is a random variable having a PDF F (x) then the random
variable y = F (x) has the rectangular distribution R(½,1).
Proof. This follows at once from the fact that the PDF of y is
G(y) = P [F (x) ⩽ y] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, y > 1
y, 0 < y ⩽ 1
0, y ⩽ 0
(24)
which is the pdf of the rectangular distribution R(½,1).
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Theorem (1) is obviously true for the Boltzmann function such as Eqs. (5) through (10). Thus
the Boltzmann function (B(V ∣V½, κ)) is a PDF, of the pdf
dB(V ∣V½, κ)
dV
= b(V ∣V½, κ)) = e−(V −V½)/κ
κ [1 + e−(V −V½)/κ]2 =
1
2κ [1 + cosh (V −V½
κ
)] . (25)
subject to necessary condition that (κ ≠ 0) ∈ R, where R is the set of real numbers, then
∫ ∞−∞ b(V ∣V½, κ))dV = 1 and Eq. (25) hold.
B.2. Boltzmann PDF central moments.
Two PDFs are equal if they have the same moment generating function (MGF ) [54]. The MGF
of the Boltzmann PDF may be obtained as follows:
∵ b(w∣V½, κ) = b(V − V½∣V½, κ) (26)
and since the MGF is generally defined as Mw(t) = E (etw) = ∞∫
−∞
etwdx then
Mw(t) = 1 + ∞∑
i=1
ti
E(wi)
i!
= 1 + ∞∑
i=1
ti
ωi
i!
(27)
∴ ωk = E (wk) (28)
is the kit central moment of w. Then, if (κ−1 > 0) ∈ R the first four central moments, ωk, of
b(w∣V½, κ) are
ω1 = µ = 0 ω2 = σ2 = π
2 κ2
3
(29)
ω3 = 0 ω4 = 7π
4 κ4
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As may be appreciated in Fig. 2A the Boltzmann PDF described by Eq. (25) is symmetric about
w = 0. The skewness [54, see pg. 265 for details on skewness] of b(w) is
S = ω3
ω
3/2
2
= 0. (30)
Although the plot in Fig. 2A evokes the Gaussian bell, the distributions are different, b(x) has a
kurtosis [54, see pg. 265 for details on kurtosis] exactly equal to
K = ω4
ω2
2
= 4.2, (31)
higher than the Gauss’ pdf kurtosis which is is exactly 3.
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B.3. Boltzmann pdf Hessian and variance.
The Hessian matrix of a function f(x∣θi)i=1,...,n is a matrix of second partial derivatives of the
form
Hf (x∣θi) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂2f(x∣θi)
∂θ2
1
∂2f(x∣θi)
∂θ1∂θ2
. . .
∂2f(x∣θi)
∂θ1∂θn
∂2f(x∣θi)
∂θ2∂θ1
∂2f(x∣θi)
∂θ2
2
. . .
∂2f(x∣θi)
∂θ2∂θn
⋮ ⋮ ⋱ ⋮
∂2f(x∣θi)
∂θn∂θ1
∂2f(x∣θi)
∂θn∂θ2
. . .
∂2f(x∣θi)
∂θ2n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(32)
If {θi} are all linearly independent, then Hf (x∣θi) is the diagonal matrix:
Hf (x∣θi) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂2f(x∣θi)
∂θ2
1
0 . . . 0
0
∂2f(x∣θi)
∂θ2
2
. . . 0
⋮ ⋮ ⋱ ⋮
0 0 . . .
∂2f(x∣θi)
∂θ2n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(33)
Where {γi} = {∂2f(x∣θi)
∂θ2i
}
i=1,...,n
are the matrix eigenvalues.
The Hessian matrix, of Eq. (8) is the non diagonal matrix:
HB (w∣V½, κ) = sech2 (ξ)
4κ4
⎡⎢⎢⎢⎢⎢⎢⎣
8κ2 sinh4 (ξ) csch3 (2ξ)
sech2 (ξ) κ [κ −w tanh (ξ)]
κ [κ −w tanh (ξ)] w [2κw tanh (ξ)]
⎤⎥⎥⎥⎥⎥⎥⎦
(34)
where ξ = V − V½
2κ
= w
2κ
; HB(w∣V½, κ) is symmetric and non singular, which indicates that {V½, κ}
are not linearly independent. Also
HB(w = 0∣V½, κ) = 1
4
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦
= 1
4
⎡⎢⎢⎢⎢⎣
−1 0
0 1
⎤⎥⎥⎥⎥⎦
(35)
which evaluating the matrix as a determinant (called the discriminant), has a value of -¼ with
eigenvalues {-1 , 1}. It is a negative definite matrix; meaning that no mater what is the value of κ,
the surface containing all the solutions of B(w∣V½, κ) has a maximum at w = 0 which is a critical
point of B (w∣V½, κ).
B.4. Kolmogorov distribution functions.
If {xi} is a set of n random variables ordered so that {x1 ⩽ x2 ⩽ . . . ⩽ xn}. Then Fn(x), called
by Kolmogorov [25] an EDF, has the following properties:
Fn(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, x < x1
i
n
, {xi ⩽ x ⩽ xi+1}i=1,2,...,n−1
1, xn ⩽ x
(36)
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then to measure how close F (x), a distribution function, is from Fn(x) Kolmogorov [25] defined
the supremum
D = sup
x
∣Fn(x) − F (x)∣ (37)
where the bars indicates absolute values, x is the point where the supremum occurs. By the
Glivenko–Cantelli theorem [31, 32], if the sample comes from distribution F (x), then D converges
to 0 almost surely. Kolmogorov [25] strengthened this result, by effectively providing the rate of
this convergence. The following two theorems are described inspired on Theo. (1) and (2) in Feller
[69]).
Theorem 2 (Kolmogorov [25]). For every fixed λ > 0 if Pr(D < λ/√n) denotes the probability
that D < λ/√n then
lim
n→∞
Pr(D < λ√
n
) = L(λ) (38)
where L(λ) is the probability distribution function (pdf), which for λ > 0, is given by either of the
following equivalent relations
L(λ) = 1 − ∞∑
k=−∞
(−1)ke−2k2λ2 =
√
2π
λ
∞
∑
k=1
e−
(2k−1)2pi2
8λ2 (39)
For λ ≤ 0, L(λ) = 0.
The Kolmogorov [25] proof of Theo. (2) demands that
Φ(y) =
y
∫
−∞
F (x) dx (40)
is a uniform random variable such as U[0,1]. Equation (40) characterizes the PDF of any contin-
uous pdf.
Another theorem, due to Smirnov [33] states:
Theorem 3 (Smirnov [33]). Let {xi}j be a sets of nj mutually independent random variables
ordered so that {x1 ≤ x2 ≤ . . . ≤ xnj}j for which Fj,nj(x) may be defined. Then if
Dn1,n2 = sup
x
∣Fn1(x) − Fn2(x)∣ (41)
define
ν = n1n2
n1 + n2
(42)
and suppose that
lim
n1→∞,n2→∞
n1
n2
= a (43)
where a is a constant. Then for every fixed λ > 0
Pr(D < λ/√ν) = 1 − ∞∑
k=−∞
(−1)ke−2k2λ2 =
√
2π
λ
∞
∑
k=1
e−
(2k−1)2pi2
8λ2 . (44)
Theorem (3) is a generalization of Theo. (2) to compare two empirical distribution functions based
on Kolmogorov [25] statistics and is the base of the so called Kolmogorov-Smirnov test.
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B.5. The Kolmogorov-Smirnov statistics in connection with the Boltzmann function.
If nj points are drawn to produce a sample {βj(Vi)}i=1,...,nj from a process described by
βj(Vi) = 1
1 + e−(Vi−V1/2,j) / κj
(45)
are ordered as {βj(V1) ≤ βj(V2) ≤ . . . ≤ βj(Vi) ≤ . . . ≤ βj(Vnj)}j where all βj(Vi) comply with the
conditions in equation set (36) and all have the form
βj(Vi) = Bj(Vi) + ǫi (46)
where ǫi is a random variable distributed as some PDF h(x) with expectation ∫ ∞−∞ x h(x) dx = 0 and
variance 0 < ∫ ∞−∞ x2 h(x) dx <∞. The subindex j introduced in equation (45) allows for different
experimental Boltzmann systems, or for the same Boltzmann system under different experimental
condition often called treatments.
Then, for two experimental samples we may define the set
{∆β1,2(V )} = {∣ 1
1 + e−(V −V1/2,1) / κ1
−
1
1 + e
−(V −V ′
1/2,2
) / κ2
∣} (47)
which has a supremum,
D = sup
V
{∆β1,2(V )} . (48)
The supremum of a subset {S} of a totally or partially ordered set {T} is the least element of{T} that is greater than or equal to all elements of {S}. If the supremum exists, it is unique
meaning that there will be only one supremum. The supremum expressed by Eq. (48), may easily
be evaluated numerically. In practice Eqs. (47) and (48) are defined only for V ∈ {Vi}i=1,...,n, and
thus, un practice, the supremum is
Dn,n = sup
V
{∆β1,2(Vi)} . (49)
According to Kolmogorov-Smirnov statistics if P (Dν) ⩽ α, with ν = n1n2/(n1+n2), the null hypoth-
esis may be rejected with an α confidence level. P (Dν) may be calculated with the algorithm of
Marsaglia et al. [70], is tabulated by Conover [71] and may also be expressed as P (Dn1,n2 ⩾ cn1n2) ⩽ α
where c is tabulated by Pearson and Hartley [72, pg. 122 and Table 55].
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