We present a complete finite axiomatization of the unrestricted implication problem for inclusion and conditional independence atoms in the context of dependence logic. For databases, our result implies a finite axiomatization of the unrestricted implication problem for inclusion, functional, and embedded multivalued dependencies in the unirelational case.
Introduction
We formulate a finite axiomatization of the implication problem for inclusion and conditional independence atoms (dependencies) in the dependence logic context. The input of this problem is given by a finite set Σ ∪ {φ} consisting of conditional independence atoms and inclusion atoms, and the question to decide is whether the following logical consequence holds Σ |= φ.
(1)
Independence logic [12] and inclusion logic [6] are recent variants of dependence logic the semantics of which are defined over sets of assigments (teams) rather than a single assignment as in first-order logic. By viewing a team X with domain {x 1 , . . . , x k } as a relation schema X[{x 1 , . . . , x k }], our results provide a finite axiomatization for the unrestricted implication problem of inclusion, functional, and embedded multivalued database dependencies over X[{x 1 , . . . , x k }].
Dependence logic [24] extends first-order logic by dependence atomic formulas
Team semantics
The semantics is formulated using sets of assignments called teams instead of single assignments. Let M be a model with domain M . An assignment s of M is a finite mapping from a set of variables into M . A team X over M with domain Dom(X) = V is a set of assignments from V to M . For a subset W of V , we write X ↾ W for the team obtained by restricting all the assignments of X to the variables in W . If s is an assignment, x a variable, and a ∈ A, then s[a/x] denotes the assignment (with domain Dom(s)∪{x}) that agrees with s everywhere except that it maps x to a. For an assignment s, and a tuple of variables x = (x 1 , ..., x n ), we sometimes denote the tuple (s(x 1 ), ..., s(x n )) by s( x). For a formula φ, Var(φ) and Fr(φ) denote the sets of variables that appear in φ and appear free in φ, respectively. For a finite set of formulas Σ = {φ 1 , . . . , φ n }, we write Var(Σ) for Var(φ 1 ) ∪ . . . ∪ Var(φ n ), and define Fr(Σ) analogously. When using set operations x ∪ y and x \ y for sequences of variables x and y, then these sequences are interpreted as the sets of elements of these sequences.
Team semantics is defined for first-order logic formulas as follows:
Definition 3 (Team semantics). Let M be a model and let X be any team over it. Then
• If φ is a first-order atomic or negated atomic formula, then M |= X φ if and only if for all s ∈ X, M |= s φ (in Tarski semantics).
• M |= X ψ ∨θ if and only if there are Y and Z such that X = Y ∪Z and M |= Y ψ and M |= Z θ.
• M |= X ψ ∧ θ if and only if M |= X ψ and M |= X θ.
• M |= X ∃vψ if and only if there is a function F :
• M |= X ∀vψ if and only if
The following lemma is an immediate consequence of Definition 3.
Lemma 4.
Let M be a model, X a team and ∃x 1 . . . ∃x n φ a formula in team semantics setting where x 1 , . . . , x n is a sequence of variables. Then
If M |= X φ, then we say that X satisfies φ in M. If φ is a sentence (i.e. a formula with no free variables), then we say that φ is true in M, and write M |= φ, if M |= {∅} φ where {∅} is the team consisting of the empty assignment. Note that {∅} is different from the empty team ∅ containing no assignments.
In the team semantics setting, formula ψ is a logical consequence of φ, written φ ⇒ ψ, if for all models M and teams X, with Fr(φ) ∪ Fr(ψ) ⊆ Dom(X),
Formulas φ and ψ are said to be logically equivalent if φ ⇒ ψ and ψ ⇒ φ. Logics L and L ′ are said to be equivalent, L = L ′ , if every L-sentence φ is equivalent to some L ′ -sentence ψ, and vice versa.
Dependencies in team semantics
Dependence, independence and inclusion atoms are given the following semantics.
Definition 5. Let x be a tuple of variables and y a variable. Then =( x, y) is a dependence atom with the semantic rule
• M |= X =( x, y) if and only if for any s, s ′ ∈ X with s( x) = s ′ ( x), s(y) = s ′ (y).
Let x, y and z be tuples of variables. Then y ⊥ x z is a conditional independence atom with the semantic rule
• M |= X y ⊥ x z if and only if for any s, s
Furthermore, we will write x ⊥ y as a shorthand for x ⊥ ∅ y, and call it a pure independence atom. Let x and y be two tuples of variables of the same length. Then x ⊆ y is an inclusion atom with the semantic rule
• M |= X x ⊆ y if and only if for any s ∈ X there is a s
Note that in the definition of an inclusion atom x ⊆ y, the tuples x and y may both have repetitions. Also in the definition of a conditional independence atom y ⊥ x z, the tuples x, y and z are not necessarily pairwise disjoint. Thus any dependence atom = ( x, y) can be expressed as a conditional independence atom y ⊥ x y. Also any independence atom y ⊥ x z can be expressed as a conjunction of dependendence atoms and an independence atom y * ⊥ x z * where x, y * and z * are pairwise disjoint. For disjoint tuples x, y and z, independence atom y ⊥ x z corresponds to the embedded multivalued dependency x ։ y| z. Hence the class of conditional independence atoms corresponds to the class of functional dependencies and embedded multivalued dependencies in database theory. 
The extension of first-order logic by dependence atoms, conditional independence atoms and inclusion atoms is called dependence logic (FO(=(. . .))), independence logic (FO(⊥ c )) and inclusion logic (FO(⊆)), respectively. The fragment of independence logic containing only pure independence atoms is called pure independence logic, written FO(⊥). For a collection of atoms C ⊆ {=(. . .), ⊥ c , ⊆}, we will write FO(C) (omitting the set parenthesis of C) for first-order logic with these atoms.
We end this section with a list of properties of these logics.
Proposition 7.
For C = {=(. . .), ⊥ c , ⊆}, the following hold.
(Empty Team Property) For all models M and formulas φ ∈ FO(C)
M |= ∅ φ. [6] ) If φ ∈ FO(C) is such that Fr(φ) ⊆ V , then for all models M and teams X,
(Locality
3. [6] An inclusion atom x ⊆ y is logically equivalent to the pure independence logic formula
where v 1 , v 2 and z are new variables.
4. [10] Any independence logic formula is logically equivalent to some pure independence logic formula.
5. [24, 12] Any dependence (or independence) logic sentence φ is logically equivalent to some existential second-order sentence φ * , and vice versa.
6. [9] Any inclusion logic sentence φ is logically equivalent to some positive greatest fixpoint logic sentence φ * , and vice versa.
Deduction system
In this section we present a sound and complete axiomatization for the implication problem of inclusion and independence atoms. The implication problem is given by a finite set Σ ∪ {φ} consisting of conditional independence and inclusion atoms, and the question is to decide whether Σ |= φ.
Definition 8.
In addition to the usual introduction and elimination rules for conjunction, we adopt the following rules for conditional independence and inclusion atoms.
1. Reflexivity:
2. Projection and Permutation:
for each sequence i 1 , . . . , i k of integers from {1, . . . , n}.
Transitivity
where φ ′ is obtained from φ by replacing any number of occurrences of a by b.
where x is a new variable.
where x is a sequence of pairwise distinct new variables.
In an application of Inclusion Introduction, the variable x is called the new variable of the deduction step. Similarly, in an application of Start Axiom, the variables of x are called the new variables of the deduction step. A deduction from Σ is a sequence of formulas (φ 1 , . . . , φ n ) such that:
1. Each φ i is either an element of Σ, an instance of Reflexivity or Start Axiom, or follows from one or more formulas of Σ ∪ {φ 1 , . . . , φ i−1 } by one of the rules presented above. We say that φ is provable from Σ, written Σ ⊢ φ, if there is a deduction (φ 1 , . . . , φ n ) from Σ with φ = φ n and such that no variables in φ are new in φ 1 , . . . , φ n .
Soundness
First we prove the soundness of these axioms. Identity Rule and Start Axiom are sound if we interpret all the new variables as existentially quantified. 
Proof. We show the claim by induction on n. So assume that the claim holds for any deduction of length n. We prove that the claim holds for deductions of lenght n + 1 also. Let (φ 1 , . . . , φ n+1 ) be a deduction from Σ, and let y and z list all the new variables of the deduction steps φ 1 , . . . , φ n and φ n+1 , respectively. Note that φ n+1 might not contain any new variables in which case z is empty. Assume that M |= X Σ for some M and X, where Var(Σ n+1 ) \ y z ⊆ Dom(X). By Proposition 7.2 we may assume that Var(Σ n+1 ) \ y z = Dom(X). We need to show that
By the induction assumption, M |= X ∃ y Σ n when by Lemma 4 there is a function F :
where
If φ n+1 is an instance of Start Axiom, or follows from Σ n by Inclusion Introduction, then by Lemma 4 it suffices to find a G :
For this note that no variable of z is in Var(Σ n ), and hence by Proposition 7.2 M |= X ′ [G/ z] Σ n follows from (10) . Otherwise, if z is empty, then it suffices to show that M |= X ′ φ n+1 .
The cases where φ n+1 is an instance of Reflexivity, or follows from Σ n by a conjunction rule, Projection and Permutation, Transitivity or Identity are straightforward. We prove the claim in the cases where one of the last four rules is applied.
• Inclusion Introduction: Then φ n+1 is of the form ax ⊆ bc where a ⊆ b is in Σ n . Let s ∈ X ′ .
Since
• Start Axiom: Then φ n+1 is of the form a c ⊆ a x ∧ b ⊥ a x ∧ a x ⊆ a c. We define G :
Again, since x does not list any of the variables in Dom(X ′ ), it is straightforward to show that
• Chase Rule: Then φ n+1 is of the form a b c ⊆ x y z where
and M |= X ′ y ⊥ x z, there is a s 0 ∈ X ′ such that s 0 ( x y z) = s( a b c) which shows the claim.
• Final Rule: Then φ n+1 is of the form b ⊥ a c where
which shows the claim and concludes the proof.
This gives us the following soundness theorem.
Theorem 11. Let Σ∪{φ} be a finite set of conditional independence and inclusion atoms. Then
Proof. Assume that Σ ⊢ φ. Then there is a deduction (φ 1 , . . . , φ n ) from Σ such that φ = φ n and no variables in φ are new in φ 1 , . . . , φ n . Let M and X be such that Var(Σ ∪ {φ}) ⊆ Dom(X) and M |= X Σ. We need to show that M |= X φ. Let y list all the new variables in φ 1 , . . . , φ n , and let z list all the variables in Var(Σ n ) \ y which are not in Dom(X). We first let X ′ := X[ 0/ z] for some dummy sequence 0 when by Theorem 7.2, M |= X ′ Σ. Then by Theorem 9, M |= X ′ ∃ y Σ n implying there exists a F :
and no variables of y or z appear in φ, we conclude by Theorem 7.2 that M |= X φ.
Completeness
In this section we will prove that the set of axioms and rules presented in Definition 8 is complete with respect to the implication problem for conditional independence and inclusion atoms. For this purpose we introduce a graph characterization for the implication problem in subsection 5.1. This characterization is based on the classical characterization of the implication problem for various database dependencies using the chase procedure [18] . The completeness proof is presented in subsection 5.2.
Graph characterization
We will consider graphs consisting of vertices and edges labeled by (possibly multiple) pairs of variables. The informal meaning is that a vertice will correspond to an assignment of a team, and an edge between s and s ′ , labeled by uw, will express that s(u) = s ′ (w). The graphical representation of the chase procedure is adapted from [20] .
Definition 12.
Let G = (V, E) be a graph where E consists of non-directed labeled edges (u, w) ab where ab is a pair of variables, and for every pair (u, w) of vertices there can be several ab such that (u, w) ab ∈ E. Then we say that u and w are ab-connected, written u ∼ ab w, if u = w and a = b, or if there are vertices v 0 , . . . , v n and variables x 0 , . . . , x n such that
Next we define a graph G Σ,φ in the style of Definition 12 for a set Σ ∪ {φ} of conditional independence and inclusion atoms. Definition 13. Let Σ ∪ {φ} be a finite set of conditional independence and inclusion atoms. We let G Σ,φ := ( n∈N V n , n∈N E n ) where G n = (V n , E n ) is defined as follows:
If φ is a ⊆ b, then V 0 := {v} and E 0 := ∅.
• Assume that G n is defined. Then for every v ∈ V n and x 1 . . . x k ⊆ y 1 . . . y k ∈ Σ we introduce a new vertex v new and new edges (v, v new ) xiyi , for 1 ≤ i ≤ k. Also for every u, w ∈ V n , u = w, and y ⊥ x z ∈ Σ where u ∼ xx w, for x ∈ x, we introduce a new vertex v new and new edges (u, v new ) yy , (w, v new ) zz , for y ∈ x y and z ∈ x z. We let V n+1 and E n+1 be obtained by adding these new vertices and edges to the sets V n and E n .
This gives us a characterization of the following form. Instead of writing M |= X φ we will now write X |= φ, since the satisfaction of an atom depends only on the team X. Theorem 14. Let Σ ∪ {φ} be a finite set of conditional independence and inclusion atoms.
Proof. We deal with cases 1 and 2 simultaneously. First we will show the direction from right to left. So assume that the right-hand side assumption holds. We show that Σ |= φ. Let X be a team such that X |= Σ. We show that X |= φ. For this, let s, s ′ ∈ X be such that
we need to find a s ′′ such that s
We will now define inductively, for each natural number n, a function f n : V n → X such that f n (u)(x) = f n (w)(y) if (u, w) xy ∈ E n . This will suffice for the claim as we will later show.
• Assume that n = 0. If φ is a 1 . . . a k ⊆ b 1 . . . b k , then V 0 = {v} and E 0 = ∅, and we let f 0 (v) := s.
1.
, for a ∈ a, as wanted.
• Assume that n = m + 1, and that f m is defined so that f m (u)(
\ V m and that there are u ∈ V m and x 1 . . .
Assume then that v new ∈ V m+1 \ V m and that there are u, w ∈ V m , u = w, and y ⊥ x z ∈ Σ such that (u, v new ) yy , (w, v new ) zz ∈ E m+1 \ E m , for y ∈ x y and z ∈ x z. Then u ∼ xx w in G m , for x ∈ x. This means that there are vertices v 0 , . . . , v n and variables x 0 , . . . , x n , for x ∈ x, such that
By the induction assumption then
Hence, since X |= y ⊥ x z, there is a s 0 such that s 0 ( x y z) = f m (u)( x y)f m (w)( z). We let f m+1 (v new ) := s 0 and conclude that f m+1 (u)(y) = f m+1 (v new )(y) and f m+1 (w)(z) = f m+1 (v new )(z), for y ∈ x y and z ∈ x z. This concludes the construction. Now, in case 1 there is a v ∈ V Σ,φ such that v + ∼ bb v and v − ∼ cc v for all b ∈ a b and c ∈ a c. Let n be such that each path witnessing this is in G n . We want to show that choosing
The case where v = v + is trivial, so assume that v = v + in which case there are vertices v 0 , . . . , v n and variables x 0 , . . . , x n such that
, for c ∈ c, which concludes this case.
In case 2, s ′′ is found analogously. This concludes the proof of the direction from right to left. For the other direction, assume that the right-hand side assumption fails in G Σ,φ . Again, we deal with both cases simultaneously. We will now construct a team X such that X |= Σ and X |= φ. We let X := {s u | u ∈ V Σ,φ } where each s u : Var(Σ ∪ {φ}) → P(V Σ,φ ) |Var(Σ∪{φ})| is defined as follows:
We claim that s u (x) = s w (y) ⇔ u ∼ xy w. Indeed, assume that u ∼ xy w. If now v is in the set with the index z of the product s u (x), then u ∼ xz v. Since w ∼ yx u, we have that w ∼ yz v. Thus v is in the set with the index z of the product s w (y). Hence by symmetry we conclude that s u (x) = s w (y). For the other direction assume that s u (x) = s w (y). Then consider the set with the index y of the product s w (y). Since w ∼ yy w by the definition, the vertex w is in this set, and thus by the assumption it is in the set with the index y of the product s u (x). It follows by the definition that u ∼ xy w which shows the claim. Next we will show that X |= Σ. So assume that y ⊥ x z ∈ Σ and that s u , s w ∈ X are such that
It suffices to show that X |= φ. Assume first that φ is b ⊥ a c. Then s v + ( a) = s v − ( a), but by the assumption there is no v ∈ V Σ,φ such that v + ∼ bb v and v − ∼ cc v for all b ∈ a b and c ∈ a c. Hence
Completeness proof
We are now ready to prove the completeness. Let us first define some notation needed in the proof. We will write x = y for syntactical identity, x ≡ y for an atom of the form xy ⊆ zz implying the identity of x and y, and x ≡ y for an conjunction the form i≤| x| pr i ( x) ≡ pr i ( y). Let x = (x 1 , . . . , x n ) be a sequence listing Var(Σ ∪ {φ}). If x v is a vector of length | x| (representing vertex v of the graph G Σ,φ ), and p = (x i1 , . . . , x i l ) is a sequence of variables from x, then we write p v for Proof. Let Σ and φ be such that Σ |= φ. We will show that Σ ⊢ φ. We have two cases: either 1. φ is x i1 . . . x im ⊆ x j1 . . . x jm and, by Theorem 14, there is a w ∈ V Σ,φ such that v ∼ xi k xj k w for all 1 ≤ k ≤ m, or 2. φ is b ⊥ a c and, by Theorem 14, there is a v ∈ V Σ,φ such that v + ∼ xixi v and v − ∼ xj xj v for all x i ∈ a b and x j ∈ a c.
Using this we will show how to create a deduction of φ from Σ. We write Σ ⊢ * ψ if ψ appears as a step in the deduction. Recall that the new variables introduced in the deduction steps previously must not appear in φ but may appear in ψ. We will introduce for each u ∈ V Σ,φ a sequence x u of length n (and possibly with repetitions) such that Σ ⊢ * x u ⊆ x. For each (u, w) xixj ∈ E Σ,φ we will also show that Σ ⊢ * pr i ( x u ) ≡ pr j ( x w ). We do this inductively for V n and E n as follows:
• Assume that n = 0. Then we have two cases:
1. Assume that φ is x i1 . . . x im ⊆ x j1 . . . x jm when V 0 := {v} and E 0 := ∅. Then we let x v := x in which case we can derive x v ⊆ x by Reflexivity.
2. Assume that φ is b ⊥ a c when V 0 := {v • Assume that n = m + 1 and for each u ∈ V m there is a sequence x u such that Σ ⊢ * x u ⊆ x and for each (u,
By Projection and Permutation we deduce first
from (18) and x i1 . . . x i l ⊆ x ji . . . x j l by Transitivity.
Then by Reflexivity we may deduce pr i1 ( x u ) ⊆ pr i1 ( x u ) from which we derive by Inclusion Introduction
where y 1 is a new variable. Then from (19) and (20) we derive by Identity Rule
Iterating this procedure l times leads us to a formula
where y 1 , . . . , y l are pairwise distinct new variables. Let x j l+1 , . . . , x j l ′ list x \ {x j1 , . . . , x j l }. Repeating Inclusion Introduction for the inclusion atom in (22) gives us a formula
where y l+1 , . . . , y l ′ are pairwise distinct new variables. Let y now denote the sequence y 1 . . . y l ′ when
is the formula obtained from (22) by replacing its inclusion atom with (23) . By Projection and Permutation and Identity Rule we may assume that pr k ( y) = pr k ′ ( y) if and only if j k = j k ′ , for 1 ≤ k ≤ l ′ . Analogously to the case n = 0, we can then order the variables of y as a sequence x vnew of length | x| such that pr j k ( x vnew ) = pr k ( y), for 1 ≤ k ≤ l ′ . Then
is the formula (24) . By Projection and Permutation we can now deduce x vnew ⊆ x from the inclusion atom in (25) . Hence x vnew is such that Σ ⊢ * x vnew ⊆ x and Σ ⊢ * pr i k ( x u ) ≡ pr j k ( x vnew ), for 1 ≤ k ≤ l. This concludes the case for inclusion.
Assume then that v new ∈ V m+1 \V m is such that there are u, w ∈ V m , u = w, and q ⊥ p r ∈ Σ for which we have added new edges (u, v new ) xixi , (w, v new ) xj xj to V m+1 , for x i ∈ p q and x j ∈ p r. We will introduce a sequence x vnew such that Σ ⊢ * x vnew ⊆ x, and Σ ⊢ * pr i ( x u ) ≡ pr i (x vnew ) and Σ ⊢ * pr j ( x w ) ≡ pr j (x vnew ), for x i ∈ p q and x j ∈ p r. The latter means that Σ ⊢ * p u q u ≡ p vnew q vnew ∧ p w r w ≡ p vnew r vnew .
First of all, we know that u ∼ x k x k w in G m for all x k ∈ p. Thus there are vertices v 0 , . . . , v n ∈ V m and variables x i0 , . . . , x in such that
Hence by the induction assumption and Identity Rule, there are x u and x w such that Σ ⊢ * x u ⊆ x and Σ ⊢ * x w ⊆ x, and Σ ⊢ * pr k ( x u ) ≡ pr k ( x w ), for x k ∈ p. In other words,
By Projection and Permutation we first derive
and p w r w ⊆ p r (28) from x u ⊆ x and x w ⊆ x, respectively. Then we derive p u r w ⊆ p r
from p u ≡ p w and (28) by Identity Rule. By Chase Rule we then derive p u q u r w ⊆ p q r
from q ⊥ p r, (27) and (29). Now it can be the case that x i ∈ p q and x i ∈ r, but pr i ( x u ) = pr i ( x w ). Then we can derive pr i ( x u )pr i ( x w ) ⊆ x i x i (31) from (30) by Projection and Permutation, and p u q u r w (pr i ( x u )/pr i ( x w )) ⊆ p q r (32)
