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Because of the extreme complexity of physical phenomena at high pressure, only limited data are available for
solver validation at device-relevant conditions such as liquid rocket engines, gas turbines, or diesel engines. In the
present study, a two-dimensional direct numerical simulation is used to establish a benchmark for supercritical flow
at a high Reynolds number and high-density ratio at conditions typically encountered in liquid rocket engines.
Emphasis has been placed onmaintaining the flow characteristics of actual systemswith simple boundary conditions,
grid spacing, and geometry. Results from two different state-of-the-art codes, with markedly different numerical
formalisms, are compared using this benchmark. The strong similarity between the two numerical predictions lends
confidence to the physical accuracy of the results. The established database can be used for solver benchmarking and
model development at conditions relevant to many propulsion and power systems.
Nomenclature
C = constant of the Papamoschou/Roshko model
Dij = matrix of binary diffusion coefficients, m2∕s
Dk = diffusion coefficient of species k, m2∕s
dt = time step, s
E = total energy per unit mass, J∕kg
e = sensible energy per unit mass, J∕kg
ec = kinetic energy per unit mass, J∕kg
f = frequency, Hz
h = lip height, m
hn = label formeshwithn cells within the lip height (wheren
is equal to 30, 100, 250, or 500)
hk = partial enthalpy of species k, J∕kg
Jj;k = jth component of the diffusive flux of species k, kg ·
m−2 · s−1
k = species index representing H2 or O2
Ldc = dense-core length, m
M = momentum-flux ratio
Ma = Mach number
P = pressure, Pa
Pc;k = critical pressure of species k, Pa
q = second invariant of the velocity gradient
tensor, s−2
qj = jth component of the total heat flux vector,W∕m2
Sij = strain rate tensor, s−1
Sck = Schmidt number of species k
T = temperature, K
Tc;k = critical temperature of species k, K
TFT = flowthrough time, s
t = time, s
U = injection velocity, m∕s
Uconv = convective velocity of coherent structures, m∕s
u = axial component of the velocity vector, m∕s
ui = ith component of the velocity vector, m∕s
v = transverse component of the velocity vector, m∕s
W = molar mass of the mixture, kg∕mol
Wk = molar mass of species k, kg∕mol
Xk = molar fraction of species k
x = axial position, m
xi = ith component of the position vector, m
x0 = virtual origin of the mixing layer
Yk = mass fraction of species k
y = transverse position, m
αρ0.5 = angle of the inflection point of the density profiles
ΔU = velocity difference between the hydrogen and oxygen
streams, m∕s
δi = reference length for the initial scalar profiles, m
δij = Kronecker delta
δ 0vis = spatial growth rate of the mixing layer
δY = mixing-layer thickness, m
δω = reference length for the inlet velocity profiles, m
η = similarity variable of the mixing layer
θ = initial scalar profile
λ = thermal conductivity,W · K−1 · m−1
μ = dynamic viscosity, Pa · s
ρ = density, kg∕m3
ρk = density of species k, kg∕m3
τij = stress tensor, N∕m2
ωac = acentric factor
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I. Introduction
T URBULENTmixing and combustion at high pressures occur inmany high-performance propulsion and power systems such as
liquid rocket engines (LREs), diesel engines, and modern gas
turbines. These systems are characterized by largeReynolds numbers
and large density ratios between the propellants. Chamber pressures
often exceed the thermodynamic critical pressure of the injected
fluids, which involves significant phenomenological changes in the
dynamics of both nonreacting and reacting flows. At subcritical
pressure, mixing is dominated by atomization and evaporation of
droplets, whereas at supercritical pressure, mixing is mainly
governed by turbulent mixing and diffusion. A comprehensive
description of available experimental work at high pressure was
presented in the reviews of Oschwald et al. [1] and Chehroudi [2].
The configurations that are generally studied are dense liquid jets
injected in a chamber of quiescent gaseous mixture and assisted by a
coaxial stream. For such nonreacting conditions, the data available
include 1) mean longitudinal profiles of a scalar (temperature,
density, or mass fraction) along the jet axis [3], 2) radial profiles of a
scalar downstream of the jet exit [4–7], and 3) measurements of the
“dense-core” (also called “dark-core”) length [7–10] and jet angle
[6,11]. A problem at these conditions, however, is that the space and
time resolution of themeasurements are limited by beam-steering and
line-of-sight spatial averaging. This prevents quantification of the
intermediate and small scales of turbulence, which in turn prevents
thorough validation of computational fluid dynamics (CFD)
calculations.
In addition to the lack of validation data, many ambiguities remain
to be solved in numerical tools. At a physical level, the treatment of
high-pressure thermodynamics requires sophisticated methods to
account for the nonlinearities occurring near the pseudoevaporation
line. At the numerical level, advanced schemes and stabilization
methods must be employed to limit errors and preserve accuracy. To
address these challenges, various three-dimensional direct numerical
simulations (DNSs) have been carried out at reduced Reynolds
numbers and low density ratios [12–18]. These investigations have
shown the impact of high-pressure nonidealities on mixing in three-
dimensional temporal mixing layers. However, a three-dimensional
DNS at device conditions involves large Reynolds numbers and a
large density ratio, which requires extremely fine grids. Such
computations are not feasible, even with the best supercomputers
available today.
Another approach to treat these types of flow is the large-eddy
simulation (LES) technique. LES has been employed to predict high-
Reynolds-number flows at elevated pressures [19–32]. In these
studies, extreme gradients are created by the coupling of very large
density ratios and strong turbulent strain rates inside complex shear
layers. Since the resolution of all scales is not possible, various
methods have been tested to avoid spurious numerical oscillations. In
the works by Oefelein and Yang [19], Oefelein [20], and Zong et al.
[22], upwinding of the convective fluxes was used to transport stiff
scalar gradients. In thework by Schmitt et al. [27], artificial viscosity
was added to the species transport equations, coupled with a pressure
correction term in the energy equation. Similar artificial stabilization
approaches have been developed in works by Terashima et al. [30]
and Terashima and Koshi [31] considering different tradeoffs
between errors and energy conservation. Despite the high level of
sophistication of these methods, the absence of detailed data for
validation can significantly limit the development of predictive
models at such extreme conditions.
The objective of the present work is to provide accurate numerical
benchmark data in a configuration containing the essential features of
real devices (geometry, thermodynamics, and hydrodynamics)
while being simple enough to make it accessible to other research
groups using different types of numerical approaches (structured,
unstructured, DNS, LES, and Reynolds-averaged Navier–Stokes). A
two-dimensional DNS approach has been used with two state-of-the-
art solvers havingdistinct numerical formalisms. TheDNS resolution
is verified through a grid-convergence study, which has never been
conducted in such a configuration, and which quantifies the required
spatial resolution to capture all physical details.
We describe the benchmark configuration in Sec. II. A concise
description of the two CFD solvers is given in Sec. III. In Sec. IV.A,
details on the procedure used to obtain statistics are provided. In
Sec. IV.B, a grid-convergence study is undertaken to determine the
spatial resolution required to attain grid independence. In Sec. IV.C,
we compare numerical results to available experimental data. And,
finally, in Secs. IV.D–IV.F, the detailed numerical results obtained by
the two solvers are compared to thoroughly assess the physical
content of the provided benchmark data.
II. Benchmark Configuration
A. Description of the Case
The goal of the present case is to provide a platform to benchmark
solver accuracy in the context of highly turbulent flows with large
density ratios. The configuration has been selected based on the
following considerations: 1) relevant conditions for real devices such
as rocket combustors and diesel engines (large Reynolds number,
typical characteristic size, detailed real-fluid thermodynamics, and
transport), 2) representative geometrical features (including injector
lip, in contrast with temporal mixing layers studied in the literature),
3) precise control of boundary conditions to facilitate accessibility by
different solvers, and 4) computational affordability.
To comply with all the previously listed requirements, we consider
a two-dimensional mixing layer with an injector lip that separates
liquid-oxygen (LOX) and gaseous-hydrogen (GH2) streams at
supercritical pressurewith respect to oxygen. As shown in Fig. 1, this
configuration is generically representative of a cryogenic coaxial
injector, where a central dense oxygen jet is exposed to shear by a
high-speed coaxial hydrogen stream. This configuration allows good
control of mixing and flame stabilization in real engines, and it has
been studied by several teams [19–21,23,24].
The gray frame in Fig. 1a represents the two-dimensional
simulation domain, which is shown in Fig. 1b. The geometrical
simplicity of the computational domain allows the use of the same
mesh in structured and unstructured solvers, which removes
ambiguities linked to the mesh type. Note that, for benchmarking
purposes, we solve the two-dimensional Navier–Stokes equations
Fig. 1 Representations of a) typical coaxial injector of a LRE and b) the two-dimensional computational domain.
instead of the axisymmetric equations. Planar two-dimensional (2-D)
calculations provide a better canonical choice for two reasons. First,
solving two-dimensional equations is accessible to all CFD solvers,
and this makes the benchmark readily usable by the community.
Second, the highly unsteady precession of the core and/or turbulent
mixing that exists in an actual coaxial injector is not strictly
axisymmetric. This can lead to abnormally long liquid penetration
at the centerline, which is an undesirable circumstance from
a benchmarking perspective. Even though a two-dimensional
simulation has potential limitations in terms of turbulent mixing
characteristics, a three-dimensional simulation has serious limita-
tions as a benchmark configuration due to the computational cost at
the inherently high Reynolds numbers. Details related to CPU cost
are given in Appendix B. From this perspective, the two-dimensional
domain used here provides a good compromise. Note also that
Chehroudi et al. [33] compared favorably the opening angle of
cryogenic round jets to plane mixing layers, which tends to indicate
that eddies are mainly two-dimensional at early stages, close to the
injector lip where destabilization occur.
B. Boundary Conditions
In the present configuration, a lip height of h  0.5 mm separates
the two streams, which is a realistic value for LREs. The ambient
pressure isP  10 MPa, which is about twice as much as the critical
point ofO2 (5.04MPa). The inner, dense oxygen jet has a velocity of
UO2  30 m∕s, and the Mach number is MaO2  0.04. The outer,
light hydrogen jet has a velocity of UH2  125 m∕s and a Mach
number of MaH2  0.12. The large shear induced by the velocity
difference between the jets triggers turbulent mixing. The density
ratio between the oxygen stream and the hydrogen stream is equal to
80, with ρO2  1258 kg∕m3 and ρH2  15.8 kg∕m3. Using the lip
height as the reference length and the injection velocity in each
stream, the Reynolds number in each stream is defined as
Re  ρhU∕μ (1)
where μH2  5 × 10−6 Pa · s and μO2  4 × 10−4 Pa · s. Using this
definition, we find ReH2  2 × 105 and ReO2  5 × 104.
The boundary conditions are summarized in Fig. 1b.A1/7th power
law for the inlet velocities in both streams is used to mimic the mean
velocity profile in a turbulent pipe flow:
uy  Uy − ywall∕δω1∕7 (2)
where U is the injection velocity in each stream, y − ywall is the
distance to the injector wall, and δω  4.5h. The Reynolds number is
sufficiently large in each stream for the flow to transition to
turbulence in thewake of the lip. No velocity perturbations are added
to the inflow to maintain the simplicity and repeatability of the
boundary conditions. The present study does not focus on wall-
generated turbulence but instead on the interactions between dense
and light streams. Adding synthetic turbulence at the inlet and
attempting to model wall effects would complicate the comparison
between solvers.
The thickness of the vorticity profile at the inlet, as well as the
height of the injector lip, determines the characteristics (wavelength
and frequency) of the coherent structures developing in the turbulent
mixing layer downstreamof the injector [34]. Thevalue of δω  4.5h
gives an inlet momentum thickness that is comparable to the lip
height h so that the flow is characterized by only one characteristic
length scale. The upper and lower boundaries are symmetric, whereas
the lip is treated as an adiabatic no-slip wall. The exit plane pressure
is 10 MPa.
C. Initial Conditions
To initialize the simulation, the inlet boundary conditions are
swept axially through the entire domain. A hyperbolic tangent profile
θy for the O2 mass fraction and the temperature is used behind the
lip (−0.5h < y < 0.5h) inside a zero-velocity zone, as shown in
Fig. 2. The profile is
θy  tanhy − ywall;O2∕δi (3)
where ywall;O2  −0.5h and δi  h∕4. The temperature and mass
fraction profiles are
Ty  TO2  TH2 − TO2θy (4)
YH2y  θy (5)
The thickness of the hyperbolic tangent profile is chosen so that the
oxygen and temperature gradient thicknesses are initially resolved
withmore than five grid points with the coarsest mesh spacing, which
has 30 points within the lip height. The grid and spatial resolution are
described in detail in Sec. IV.B. The initial conditions do not have any
impact on the final results, as transients are flushed during the
initialization phase before recording any statistics. The procedure to
obtain statistics independent of initial conditions is presented in
Sec. IV.A.
D. Geometry and Grid
The dimensions of the configuration are presented in Fig. 1b. The
lip is 1h long. The computational domain is 10h in the (transverse) y
direction and 15h in the (axial) x direction. The region of interest
extends axially from 0 to 10h. A sponge layer is placed before the exit
to prevent spurious acoustic wave generation due to outgoing
hydrodynamic structures. To avoid any undesirable effects of
stretching in the region where eddies develop, the grid spacing is
constant across a span of 3h in the y direction (centered on the lip) and
10h in the x direction. To minimize computational cost, stretching is
applied outside this region, where no eddies are present using a factor
of 1% in the y direction only.
III. Description of the Solvers
To establish quantitative benchmark data that are independent of
the solver used, we have performed back-to-back comparisons of the
results using two different solvers. Each has distinct state-of-the-art
numerical frameworks. The initialization, boundary conditions, and
physical models are applied consistently between these solvers.
AVBP is a massively parallel CFD solver codeveloped by Centre
Européen de Recherche et de Formation Avancée en Calcul
Scientifique and IFP Energies Nouvelles. AVBP has been used in
many different industrial applications, ranging from gas turbines
[35–37] and piston engines [38,39] to scramjets [40]. An overview of
the solver properties and recent applications were presented in works
by Gourdain et al. [41,42]. In the context of supercritical studies,
AVBP has been used to study nonreacting supercritical nitrogen
round jets [27,29] and in the reacting studies of coaxial jets [28,43].
RAPTOR is a massively parallel CFD solver, for which the
theoretical and numerical frameworkwas described byOefelein [20].
The code is designed to provide a unified treatment of high-
Reynolds-number high-pressure real-gas/liquid reacting flows over a
wideMach operating range. It has been used to study nonreacting and
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Fig. 2 Transverse cut through the initial solution downstream of the lip
(TH2  150 K, TO2  100 K, uH2  125 m∕s, and h  0.5 mm).
reacting flows at rocketlike conditions [19–21,44] and to investigate
transient injection processes relevant to internal combustion
engines [45,46].
A. Theoretical Framework
1. Governing Conservation Equations
In this study, an Eulerian formulation is adopted to represent the
O2∕H2 supercritical mixing layer. This formulation assumes that
surface tension is negligible relative to aerodynamic forces, which
appears correct in the light of experimental studies of cryogenic flows
(see Sec. I).
The conservation equations describing the evolution of a
compressible flow are
∂ρui
∂t
 ∂ρuiuj
∂xj
 − ∂
∂xj
Pδij − τij (6)
∂ρE
∂t
 ∂ρEuj
∂xj
 − ∂
∂xj
uiPδij − τij  qj (7)
∂ρk
∂t
 ∂ρkuj
∂xj
 − ∂
∂xj
Jj;k (8)
Equations (6–8) correspond to the conservation laws for
momentum, total energy, and species, respectively, where ρ, ui, E,
and ρk denote the density, the ith component of the velocity vector,
the total energy per unit mass (E  ec  e, with ec as the kinetic
energy and e as the sensible energy), and the density of the species k:
ρk  ρYk for k  1 to N (where N is the total number of species),
with Yk being the mass fraction of the kth species. P denotes the
pressure, τij denotes the stress tensor [defined in Eq. (11)], qj is the
heat flux vector [defined in Eq. (13)], and Jj;k is the vector of the
diffusive flux of species k [defined in Eq. (9)]. The gravity force is
neglected here, since high-performance devices are typically driven
by forced convection.
The diffusive species flux for each species k is modeled as
Ji;k  −ρ

Dk
Wk
W
∂Xk
∂xi
− YkVci

(9)
where Dk represents the diffusion coefficients for each species k in
themixture,Wk is themolarmass of species k,W is themolarmass of
the mixture, and Xk is the molar fraction of species k. Using the
recommendations of Poinsot andVeynante [47], the ith component of
the correction diffusion velocity Vci is given by
Vci 
XN
k1
Dk
Wk
W
∂Xk
∂xi
(10)
The stress tensor τij is given by
τij  2μ

Sij −
1
3
δijSll

(11)
where Sij is the rate of strain tensor, and μ is the dynamic
viscosity:
Sij 
1
2

∂ui
∂xj
 ∂uj
∂xi

(12)
The total heat flux vector then takes the form
qi  −λ
∂T
∂xi

XN
k1
Ji;k hk (13)
where λ is the heat conduction coefficient of the mixture
(see Sec. III.A.2.b), and hk is the partial enthalpy of the species k [48].
The computation of the heat, momentum, and mass coefficients is
outlined in Sec. III.A.2.b.
2. Real-Fluid Model for Supercritical Fluids
a. Equation of State. To account for real-gas effects, cubic equation
of states (EOSs) offer a good tradeoff between cost and accuracy.
Figure 3a shows the density of pure oxygen at P  10 MPa as a
function of temperature using the Peng–Robinson (PR) [49] EOS, the
Soave–Redlich–Kwong (SRK) [50] EOS, the ideal-gas law, and
National Institute of Standards and Technology (NIST) reference
data [51]. At T  100 K, the relative errors to NIST data are 1, 13,
and 65% with the SRK, PR, and ideal-gas EOSs, respectively. The
SRK EOS is typically more accurate at low temperatures (100 to
150 K), whereas the PR EOS is more accurate when thermal
expansion is large, as observed between 150 and 200 K in Fig. 3a.
More accurate EOSs also exist, such as the 32-termBenedict–Webb–
Rubin EOS [52], but their increased level of sophistication and
100
a) b)
125 150 175 200
0
250
500
750
1000
1250
T [K]
[k
g/m
3 ]
[k
g/m
3 ]
PR
SRK
Ideal Gas
NIST
0 0.2 0.4 0.6 0.8 1.0
0
250
500
750
1000
1250
XH2 [-]
ρρ
PR
SRK
Ideal Gas
Fig. 3 Real-gas effects on density for a) oxygen at P  10 MPa and variable temperature; and b) a binaryH2∕O2 mixture with variable composition,
at T  125 K and P  10 MPa.
Table 1 Species critical-point
properties (temperature T, pressure
P, and acentric factor ωac)
Parameters H2 O2
Tc;k, K 33 154.581
Pc;k, MPa 1.2838 5.0430
ωac −0.216 0.0222
computational cost make them less suited for CFD. Here, we use the
PR EOS in both solvers given the current scope, with the numerical
values of the critical parameters listed in Table 1. This choice was
motivated by the greater accuracy of PR in the high-temperature
range, whichmakes it a better candidate for subsequent reacting flow
studies. Figure 3b also highlights real-gas effects on density for a
binaryH2∕O2 mixture with variable composition, at T  125 K and
P  10 MPa. For an ideal gas, density is a linear function of
composition. For a real gas, a strong departure from linearity is
observed when the mixture contains mostly oxygen (for XH2 ≤ 0.5)
on Fig. 3b, whereas a near-ideal behavior is observed in pure
hydrogen when the fluid state is well above the critical point of
hydrogen (see Table 1). The density is approximately three times
larger with the two cubic EOSs than with the ideal-gas law. Many
studies have shown the impact of the density ratio on turbulent
mixing [27,53,54]. Thus, real-gas effects are prevalent in this
benchmark. Real-gas EOSs also impact partial derivatives of density
and energy, which induce steep spatial variations of thermodynamic
coefficients between the hydrogen and oxygen streams.
b. Transport. In AVBP, complex transport coefficients for heat and
momentum are modeled using the extended corresponding states
methodology developed by Chung et al. [55,56]. For multispecies
mixtures, this methodology can develop anomalies [57]. Here, a
modified version is used, which enables one to maintain accurate
behavior in the limit of pure species and good computational
efficiency while circumventing diverging values for varying
compositions. The transport coefficients for each components of
the mixture are first computed separately. Then, coefficients for each
species are weighted according to their mass fraction to yield the
mixture-average transport coefficients. In Figs. 4a and 4b, the
transport coefficients computed with this modified version of the
Chung et al. methodology are compared to the extended
corresponding states methodology developed by Ely and Hanley
[58,59], which is used in RAPTOR. The composition of a H2∕O2
binarymixture is varied, withT  125 K andP  10 MPa, which is
representative of the thermodynamic state of the mixing layer. For
this mixture, the modified version of the Chung et al. method used in
AVBP allows one to retrieve a correct behavior for the heat and
momentum transport coefficients.
In RAPTOR, the mixture diffusion coefficient for species k (Dk) is
computed as a function of the matrix of binary diffusion coefficients
Dij, as obtained from kinetic theory [60,61]:
Dk 
1 − YkP
N
j≠k Xj∕Djk
(14)
The pressure correction model of [62] is also taken into account in
Dk. In AVBP, constant Schmidt numbers are used for each species:
Sc;H2  0.3, Sc;O2  1.0, and the diffusion coefficient is
Dk 
μ
ρSc;k
(15)
Figure 4c shows how the Schmidt number compares between
AVBP and RAPTOR. In a low-Reynolds-number flow, the strong
assumption made in AVBP will impact scalar profiles; but in the
present case, mixing is highly turbulent and the impact of these
diffusion coefficients is assumed to be small so that this
approximation should be acceptable. This is verified a posteriori in
Sec. IV.E,where statistical results do not appear to bevery sensitive to
these coefficients. Similarly, the Dufour and Soret terms in Eqs. (13)
and (9) have been neglected to establish an initial baseline.
B. Numerical Framework
1. Spatial Discretization Scheme
AVBP uses unstructured meshes and finite volume or finite
element high-order differencing stabilized by explicit and localized
artificial viscosity. In this study, the TTG4A finite element scheme
[63] is exclusively used. This scheme is third-order accurate in space
and time.
RAPTOR is a generalized-curvilinear-coordinate multiblock
solver. The spatial discretization employs a second-order-accurate
0
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Fig. 4 Transport coefficients for a binaryH2∕O2mixture atT  125 K andP  10 MPa: a) dynamic viscosity, b) thermal conductivity, and c) Schmidt
numbers.
staggered-grid formulation, where scalar values are stored at cell
centers and velocity components are stored at respective cell faces.
2. Temporal Integration Scheme
In AVBP, the TTG4A scheme [63] uses a two-step Runge–Kutta
explicit time integration, which is third-order accurate in time. The
acoustic Courant–Friedrichs–Lewy (CFL) number is dynamically set
to 0.9, which results in an explicit time step of dt 10−9 s for the
h250 mesh used to obtain the database results in Sec. IV (250 cells
within the lip height).
The temporal integration scheme implemented in RAPTOR
employs an all-Mach-number formulation using the dual-time-
stepping technique with generalized preconditioning [64–66]. This
semi-implicit approach is fourth-order accurate in time. The physical
time step is set to dt 10−8 s for the h250 mesh and 20 inner-loop
integrations are conducted at a local convective CFL of 0.5.
3. Numerical Stabilization
In the present case, the high level of turbulence coupled with the
large density ratio lead to sharp velocity and scalar gradients. In the
two solvers, numerical errors are avoided by using two different
approaches.
In AVBP, the numerical stabilization technique is inspired by
Schmitt et al. [27], who devised a local artificial dissipation operator
dedicated to supercritical computations. The purpose of this operator
is to prevent the generation of spurious pressure oscillations that can
arise in the vicinity of steep density gradients when real-gas
thermodynamics is used. This is accomplished by adding a source
term on the energy equation using the exact thermodynamic relation
between energy and density at constant pressure. More details are
given in the work by Schmitt et al. [27].
In RAPTOR, the stabilization method is based on convective
switching. This strategy comes from shock capturing methods
[67–69] and has been adapted to supercritical flowswith high-density
gradients [66]. The flux correction switches from a second-order
quadratic upstream interpolation for convective kinematics scheme
in flow regions where no numerical difficulty is detected to a first-
order upwind scheme in zones requiring stabilization. The overall
strategy ensures total variation diminishing properties.
C. Implementation of Boundary Conditions
In AVBP, the Navier–Stokes characteristic boundary condition
(NSCBC) formalism [70,71] is used and accounts for both real-gas
effects [72] and transverse terms [73] at the inlets and the outlet. In
RAPTOR, transported variables are imposed at the inlets and
extrapolated at the outlet. In both cases, a sponge layer is added in the
x∕h ≥ 9 region to prevent spurious acoustic wave generation due to
outgoing hydrodynamic structures.
D. Summary
Table 2 summarizes the similarities and differences between the
setup and code features in AVBP and RAPTOR. The contrast in code
features is sufficient so that a similar answer from both solvers will
lend confidence in the benchmark results.
IV. Numerical Results
A. Simulation Sequence and Temporal-Averaging Procedure
Before analyzing the results, two points need to be clarified.
1) How long does it take to flush the initial solution and reach
quasi-steady state?
2) How long should the simulation be run to reach temporal
convergence and obtain meaningful statistics?
These two periods are determined using a sufficient number of
flowthrough times of coherent structures through the region of
interest.
The convective velocity is evaluated using the expression [74,75]
Uconv 
UO2  ρH2∕ρO21∕2UH2
1 ρH2∕ρO21∕2
(16)
which givesUconv  39.6 m∕s. Other expressions for the convective
velocity have also been proposed in the literature [76,77], but they all
give the same order of magnitude for the current case [78].
The flowthrough time in the present configuration is then defined
using the length of the zone of interest (10h):
TFT 
10h
Uconv
 0.125 ms (17)
The temporal evolutions of the main quantities (T, P, u, v, YO2 )
recorded at various locations in the mixing layer showed that steady
state is reached after 10TFT, starting from the initial solution.
From t  10TFT, three different time-averaging periods have been
compared: 10TFT, 15TFT, and 20TFT. For the comparison, the
transverse one-dimensional (1-D) profiles at x  5h (middle of the
mixing layer) have been used, as shown for the mean and root mean
square of temperature and velocity in Fig. 5. The other scalars have a
similar behavior and are not shown for conciseness. For the mean
quantities, 10TFT is sufficient to obtain well-converged profiles. For
the rms velocities, the increase in time-averaging duration from
15TFT to 20TFT has aminor impact (less than 5% relative error) on the
convergence. The physical analysis of these transverse profiles is
described in Sec. IV.E.
Subsequently, the simulation follows the sequence:
1) Reach steady state by running the computation for 10TFT 
1.25 ms from the initial conditions presented in Sec. II.C.
2) Converge the statistics over a period of 15TFT  1.83 ms.
B. Effect of Grid Resolution and Convergence
The objective of this section is to determine the spatial resolution
required to obtain grid-independent turbulence statistics for the
present benchmark. The grid is progressively refined until the mean
and rms of the transported quantities become insensitive to spatial
refinement. A set of simulations using increasingly refined meshes
have been conducted. The number of cells within the lip height h are
set to 30, 100, 250, and 500. In the following, the meshes are called
“hn,” where n is the number of cells within the lip height.
To identify coherent structures in the flowfield, we use the
second invariant of the velocity gradient tensor q, defined as
Table 2 Similarities and differences between the setup and code features in AVBP and RAPTOR
Common
setup
AVBP & RAPTOR Contrasting code features AVBP RAPTOR
Mesh Constant spacing with
dx  h∕250 in the lip wake
Transport coefficients of
heat and momentum
Modified Chung et al. [55,56] Ely and Hanley [58,59]
Initial
conditions
Well-resolved hyperbolic
tangent profiles
Transport coefficients of
mass
Constant Schmidt numbers:
Sc;H2  0.3, Sc;O2  1.0
Binary-diffusion matrix with pressure
correction [60–62]
Boundary
conditions
1/7th inlet velocity profile
without flow perturbations
Spatial discretization TTG4A scheme [63], finite
element, third order centered
Finite volume, second order staggered
Equation of
state
Peng and Robinson [49] Temporal discretization Explicit two-stage Runge–Kutta Semi-implicit four-stage Runge–Kutta
with dual-time stepping [64,65]
— — — — Numerical stabilization Artificial viscosity with energy
correction method [27]
Convective switching to first order
upwind [66]
q  jΩj2 − jSj2∕2, with Ω defined as the spin tensor and S as the
strain rate tensor [79]. Fluid particles with a positive q value have
more vorticity than strain, which enables one to locate coherent
structures in the flow. Figure 6 shows instantaneous snapshots of the
density field superimposed with large positive q isocontours
(q 1012 s−2), colored by vorticity (online version only). The blue
and red contours in the online version of Fig. 6 indicate negative
(clockwise rotation) and positive vorticity (counter-clockwise
rotation), respectively.
Similarities can be observed between the four grids. The Kelvin–
Helmholtz mechanism that sheds eddies at the top corner of the lip is
captured, even with the coarsest mesh. These large eddies with
negative vorticity are shown in Fig. 6. Large-scale disturbances in the
density field can be observed as a result of the interactions between
the positive and negative vorticity structures with the scalar field.
Increasing the resolution clearly impacts turbulence at the smallest
scales. This is coupledwith an increase of themultiscalewrinkling of
the exchange surface between the two streams.
To show the sensitivity of flow statistics to grid resolution, the
mean and rms transverse profiles of major quantities have been
compared for the different mesh resolutions. The transverse profiles
of temperature and axial velocities at x∕h  5 are presented in Fig. 7.
Very similar trends have been observed at other locations. Although
there is a significant impact of mesh resolution between h30 and
h100, the time-averaged results are fairly insensitive to mesh
resolution beyond h100.
Figure 8 shows the power spectrum density (PSD) of the square of
the transverse velocity v using a time-resolved probe located in the
mixing-layer region at x∕h  7 and y∕h  0 for increasing mesh
resolutions. The spectra have two main regions: one with a −5∕3
slope and one with a −3 slope, as indicated in Fig. 8. In two-
dimensional turbulent flows, the −5∕3 slope indicates a reverse-
energy cascade that transfers energy from the small scales to the large
scales through amalgamation of vortices. The −3 slope indicates a
forward-enstrophy cascade, which transfers energy to the dissipative
scales of the flow. These two regions have been predicted by
theory [80,81] and have been observed experimentally [82] for
homogeneous two-dimensional turbulent flows.
The presence of these two slopes in the turbulent kinetic energy
spectrum is an indication that canonical two-dimensional turbulence
is accurately predicted in the present simulation. It also indicates the
implications of the two-dimensional approximation used in the
present work because the transfer of turbulent kinetic energy in a
three-dimensional turbulent flow is dominated by the classical
forward-energy cascade with a −5∕3 slope. From the numerical
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Fig. 5 Impact of time-averaging period on transverse profiles at x∕h  5: a) mean axial velocity, b) mean temperature, c) rms axial velocity, and d) rms
temperature.
Fig. 6 Instantaneous density fields (log scale) superimposed with
q 1012 s−2 isocontours, colored by vorticity (online version only).
benchmark perspective, the main challenge is to accurately solve the
interaction of strong density gradients with vortical structures, which
is a difficulty that is embedded in this two-dimensional configuration.
The two-dimensional approximation mainly saves computational
time and makes this benchmark accessible to the wider CFD
community.
The forward-enstrophy cascade is present in the h100, h250, and
h500 calculations in the high-frequency range (f > 3 × 105 Hz).
The h30 mesh is too coarse to capture this range of scales, which
implies that dissipation at small scales does not occur. The reverse-
energy cascade thus transfers more energy to the large scales, which
can explain why the peak and width of the velocity fluctuations
presented in Fig. 7 are too large.
The h100 case represents an extreme, where the forward-
enstrophy cascade starts to appear but the dissipation of energy
artificially occurs at scales larger than the physical dissipative scales
due to numerical stabilization. This is consistent with the limited
amount of small-scale structures observed in Fig. 6. Because only a
small part of the turbulent kinetic energy is contained in the small
scales, the mean and rms of the velocities and scalars are still in good
agreement with the h250 and h500 cases, as observed in Fig. 7.
Appendix C gives additional details about the scale separation in the
present configuration.
Given the results here, the h250 mesh resolution is used for
comparing AVBP and RAPTOR results. This helps verify that mean
and rms statistics are grid independent and numerical dissipation
does not impact vortical structures.
C. Comparison with Available Experimental Data
In this section, we compare numerical results to the available
experimental measurements of the spreading angle and mixing-layer
thickness. These quantities provide good bulk estimates of turbulent
mixing. The limitations of a two-dimensional calculation have been
acknowledged in the previous sections. The objective of this section
is simply to determine how the present benchmark data compare to
available experimental results.
Here, the dense-core length Ldc is estimated using the location of
the inflection point of the mean density profile. This is based on the
premise that experimental shadowgraphs identify a dense core as
the region of steepest variation of density, which in turn is responsible
for most of the light deviation. From the spatial evolution of
the inflection point in the downstream direction, an angle αρ0.5 is
extracted, leading toLdc∕D  1∕2 tanαρ0.5. With αρ0.5  2.2 and
1.7 deg for AVBP and RAPTOR, we obtain Ldc∕D  13 and 17,
respectively. This is compared to experimental results obtained using
shadowgraphy in Fig. 9 (adapted fromChehroudi [2]). The equivalent
dense-core length obtained in the present study is in the range of
experimental values observed in supercritical coaxial jets at the same
momentum-flux ratio. The momentum-flux ratio is defined by
M  ρH2U
2
H2
ρO2U
2
O2
(18)
which gives M  0.22. Although this seems to indicate a correct
physical content of the present simulations, one clearly understands
the limitation of this comparison in terms of validation. The value
of the dense-core length depends on the threshold chosen in both
the experiments and simulations, and comparisons are, at best,
qualitative.
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Fig. 7 Mean and rms profiles at x∕h  5: a) mean axial velocity, b) mean temperature, c) rms axial velocity, and d) rms temperature.
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In the work by Papamoschou and Roshko [74], a model was
proposed to assess the spatial growth rate of variable-density mixing
layers δ 0vis as a function of the velocity and density ratios (contained
in the definition of the convective velocity Uconv). This quantity is
given by
δ 0vis  C
ΔU
Uconv
(19)
where C is a constant, ΔU is the velocity difference between the two
streams, andUconv is the convection velocity defined by Eq. (16). As
observed by Chehroudi [2], this model implies that the convection
velocity of the largest eddies of the mixing layer depends on the
density ratio of the two streams, whereas the opening angle of the
mixing layer is only affected by the velocity difference ΔU in a
reference frame moving at Uconv. Using the constant C  0.17,
which enables one to retrieve the low-Mach-number mixing
layers of Brown and Roshko [53] (Uconv  39.6 m∕s and ΔU 
UH2 −UO2  95 m∕s), we obtain δ 0vis  0.41.
In thework byBernal andRoshko [83], the thickness of themixing
layer at a given axial location was defined as the distance between the
locationwhereYO2  0.99 andYO2  0.01 (1% threshold). Here,we
use this 1% threshold aswell as a 5% threshold to show the sensitivity
of the opening angle to this parameter. The axial evolution of the
mixing-layer thicknesses for both AVBP and RAPTOR is plotted in
Fig. 10. A linear regression of the spatial evolution of these
thicknesses gives the spreading rates. The regression is performed
past the wake region (for x∕h ≥ 4 only) in order to be comparable
with amixing-layer configuration. In AVBP,we obtain values of 0.44
and 0.35 for the 1 and 5% thresholds, respectively. In RAPTOR, we
obtain values of 0.48 and 0.37 for the 1 and 5% thresholds,
respectively. The growth rates are close to the 0.41 value obtained by
the model for the variable-density mixing layers expressed in
Eq. (19), which is plotted for comparison in Fig. 10with the label 'PR
model' (Papamoschou and Roshko). This model appears to provide a
good estimate for the opening angle of two-dimensional supercritical
mixing layers, even at a density ratio of ρO2∕ρH2 ≈ 80, which is well
beyond the range of density ratios explored experimentally
(ρN2∕ρHe  1∕7 to 7) [53,83].
D. Baseline Analysis of Instantaneous Fields
Typical instantaneous fields obtained by the two solvers are
presented in Fig. 11. Velocities, oxygen mass fraction, and density
are shown. In both cases, the mixing layer is dominated by large-
scale vortical structures with characteristic sizes comparable to the
momentum thickness (which is approximately h). In the velocity
fields, three of these vortical structures are observedwith a separation
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Fig. 10 Axial evolution of mixing-layer thicknesses.
Fig. 11 Instantaneous flowfields in RAPTOR and AVBP. From top to bottom: axial velocity, transverse velocity, oxygen mass fraction, and density.
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Fig. 9 Comparison of the present dense core lengths with experimental
measurements. Graph adapted from work by Chehroudi [2].
of approximately 5h. In the mean, their spatial wavelength is equal to
5h [78]. Small-scale structures are also present in the mixing layer in
both cases. This induces multiscale wrinkling of the oxygen and
density fields. Waves are observed at the surface of the oxygen
stream, with a wavelength comparable to the 5h wavelength of the
large vortical structures. These waves remind the “fingerlike”
structures observed in many nonreacting supercritical experiments
[1]. The nonlinearity associated with real-gas behavior is evident in
the deviations between the mass fraction and density fields (see also
Fig. 3). The steep density gradient induced by real-gas effects has a
significant impact on turbulence, mainly through baroclinic-torque
effects. Fluid particles with lower densities have less momentum and
are more easily accelerated by pressure forces induced by vortices.
Thus, when the gradients of density and pressure are misaligned,
vorticity is generated and secondary instabilities are triggered [84]. In
atmospheric-pressure variable-density flows, this mechanism leads
to an early transition to turbulence [85–87]. This phenomenon is even
stronger in the present flow, where density gradients are increased by
real-gas thermodynamics.
E. Time-Averaged One-Dimensional Profiles
The streamlines obtained from the time-averaged velocity field are
shown in Fig. 12.Overall, there is a very good agreement between the
two solvers. There is a small deviation for the length and shape of the
time-averaged recirculation zone immediately downstream of the lip.
This is a sensitive feature of the flow that is influenced by the
ensemble of vortices shed at the lip. Figure 12 also shows the location
of the transverse 1-D cuts used in Figs. 13–16.
Figure 13a shows the mean axial velocity. Very good agreement is
observed. This figure shows that the flow transitions from a wake of
the lip to a mixing layer as the velocity defect in the wake
progressively disappears with axial distance.
Figure 13b shows the rms axial velocity. Good agreement is
obtained between the two solvers. The peak rms velocity slowly
decreases with axial distance from the lip, whereas the profiles
broaden due to the development of turbulence. There is a strong
asymmetry in the fluctuation profiles, and turbulence tends to
develop on the light side of the mixing layer. This is due to the
stabilizing effect of large density gradients on the oxygen side
[14,27,88,89]. Outside of the mixing layer and near the upper wall of
the computational domain at y∕h  5, the axial velocity fluctuations
do not reach zero. A detailed observation of the mixing layer shows
that these fluctuations are actually due to the penetration of fingerlike
structures into the hydrogen stream. The presence of these large-
momentum oxygen structures induces a reduction of the passage
section for the hydrogen flow and creates intermittent accelerations
on the hydrogen side, which result in velocity fluctuations. This is
qualitatively observed on the instantaneous velocity and density field
at the instant depicted in Fig. 11. In RAPTOR, fluctuations are
slightly larger, which indicates a slightly larger penetration of the
fingerlike structures into the hydrogen stream. This is consistent with
the larger opening angle shown in Fig. 10.
Figure 14a shows the mean transverse velocity. At x∕h  1 and
x∕h  3, a negative transverse velocity indicates the presence of the
recirculation zone in the wake of the lip. There is a small deviation
between the two solvers at x∕h  1, which is related to the small
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Fig. 13 Transverse cuts of a) mean and b) rms axial velocity. These profiles are also provided as supplemental data in Figs. 13–16.
deviations in the length and shape of the recirculation zone
immediately downstream of the lip, as observed in Fig. 12.
At x∕h  5, both solvers indicate that, in themean, a small upward
velocity is present on the hydrogen side. This is related to the rise of
fingerlike structures in the hydrogen stream, inducing an upward
deviation of the hydrogen stream. At x∕h  7, a larger transverse
velocity is observed inRAPTOR,which also tends to indicate a larger
penetration of fingerlike structures in the hydrogen stream.
Figure 14b shows the rms transverse velocity. Good agreement is
obtained between the two solvers. The peak rms velocity slowly
decreases with axial distance from the lip, whereas the profiles
broaden due to the development of turbulence. The peak rms velocity
in the vicinity of y∕h  0 is slightly smaller in RAPTOR than in
AVBP. On the hydrogen side, fluctuations are slightly larger in
RAPTOR, which once again appears consistent with a larger
penetration of fingerlike structures in the hydrogen stream.
Figure 15a shows the mean profiles of oxygen mass fraction. At
x∕h  1, the profile of oxygenmass fraction has a nonclassical shape
with a steep slope in the vicinity of y∕h  0.5, which is in the
immediate wake of the hydrogen vorticity layer. Both solvers predict
this particular feature. Then, from x∕h  3 to x∕h  7, the mean
profile of oxygenmass fraction thickens due to turbulent mixing. The
agreement between the two solvers is excellent at every location.
Figure 15b shows the rms profiles of oxygen mass fraction. In the
recirculation zone at x∕h  1, the scalar fluctuations have a flat
profile with a plateau located at YO2;RMS  0.3. Both solvers predict
this feature. At x∕h  3, the maximum fluctuation increases to
YO2;RMS  0.4, and the profile broadens on the hydrogen side up to
y∕h  2. On the oxygen side, fluctuations only reach y∕h  −1.
This asymmetry is accentuated further downstream at x∕h  5 and
x∕h  7. At x∕h  7, the fluctuations reach x∕h  −1.5 on the
oxygen side, whereas they reach x∕h  3.5 on the hydrogen side,
which clearly shows the asymmetry. Themean and rms of the oxygen
mass fraction are in excellent agreement and capture the growth of the
mixing-layer thickness due to turbulent mixing.
Figures 16a and 16b show the mean and rms of temperature
profiles. In comparison with velocity and species profiles, the
temperature profiles show larger deviations. The temperature profiles
in AVBP are steeper than in RAPTOR. The fluctuations show similar
peak values but spread more toward the light hydrogen side in
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Fig. 16 Transverse cuts of a) mean and b) rms temperature. These profiles are also provided as supplemental data.
RAPTOR. In RAPTOR, the spatial extent of the temperature and
mass fraction fluctuations are approximately similar; whereas in
AVBP, the spatial extent of the temperature fluctuations are narrower
than the mass fraction fluctuations. This difference could come from
the differences in the Schmidt numbers used between AVBP and
RAPTOR (see Fig. 4c). Because of the large Reynolds number,
preferential diffusion effects are likely to be small. This deviation
could also be induced by the difference in the numerical
methodologies used in AVBP and RAPTOR. In AVBP, the energy
correctionmethod used to prevent spurious acoustic wave generation
could impact the temperature field. Conversely, the absence of
specific treatment of real-gas thermodynamics in the stabilization
method in RAPTOR could also impact the turbulent field.
Overall, good quantitative agreement is obtained between the two
solvers for most turbulence quantities of interest, which lends
confidence to the physical accuracy of the results. The database of
mean and rms profiles is available as supplemental data in
Appendix A.
F. Self-Similarity of the Supercritical Mixing Layer
Self-similarity is a feature of turbulent flows that is widely used to
study turbulent jets (see [90] for instance). Self-similarity implies that
it is possible to collapse turbulence profiles at different axial location
using a similarity variable η. To investigate whether self-similarity is
observed in this flow, themean and rms of hydrogenmass fraction are
presented in Fig. 17 as a function of η  y∕x − x0, where x0 is the
virtual origin of the mixing layer. As in the work by Bernal and
Roshko [83], linear regression of the mixing-layer thickness is
employed based on the 1% mass fraction threshold (see Fig. 10) to
determine the virtual origin. It was found that x0  −2.5h for AVBP
and x0  −2.3h for RAPTOR. As the wake component of the flow
disappears and the turbulent mixing layer develops, self-similar
scalar profiles are observed, even in the near field. This rapid
transition to turbulence is due to the large Reynolds number of the
present flow and real-gas effects. The steep density gradients
generated by the nonlinearity of the equation of state (see Fig. 3)
enhance baroclinic torque, which in turn generates vorticity. The
results presented in Fig. 17 are qualitatively comparable to the
profiles obtained in the self-similar region of a variable-density
HE∕N2 plane mixing layer [83] (figures 16 and 17 in work by Bernal
and Roshko [83], where ρN2∕ρHe  7 and UN2∕UHe  0.38). A
similar asymmetry in the profiles of the mean and rms concentration
is observed, and fluctuations are more largely present in the light
stream (η > 0).
V. Conclusions
A benchmark for CFD simulations of high-pressure high-
Reynolds-number supercritical flowswith large density gradients has
been established. This type of flow is encountered in many
propulsion and power devices, such as liquid rocket engines, diesel
engines, andmodern gas turbines. The challenge for solver validation
at these conditions is the absence of detailed experimental data.
Additionally, high-Reynolds-number flows are still out of reach for
three-dimensional direct numerical simulation, even with the largest
supercomputers available today. The approach selected in the present
study relies on two-dimensional direct numerical simulation.
The benchmark case considered is a mixing layer forming
downstream of an injector lip separating a stream of dense oxygen
from a stream of light hydrogen. This case has characteristic flow
features that can be found in rocket engines with a Reynolds number
in the range of 105, an operating pressure of 10 MPa, and a density
ratio between the oxidizer and the fuel streams of 80. The overall
configuration and boundary conditions were selected to facilitate its
reproducibility by other groups. Simple and controlled boundary
conditions have been defined to make detailed analysis of statistics
computationally affordable.
The confidence in the results has been established on two aspects.
First, two state-of-the-art solvers have been used to perform
computations under identical conditions. Both are based on advanced
theoretical frameworks for real fluid thermodynamics, but they use
different numerical methodologies. These two solvers provide very
comparable statistics in the present case. Second, a grid-convergence
study has been conducted to determine the resolution, beyond which
the turbulence statistics are no longer dependent on grid spacing. At
the resolution chosen to build the database, the quantities of interest
are not impacted by the numerical approaches, which lends
confidence that the results only depend on the physics.
Transverse profiles of the mean and rms velocity, oxygen mass
fraction, and temperature are provided at several axial locations, and
self-similarity has been identified. Real-gas effects have also been
observed. The real-gas equation of state induces strong nonlinear
variations of density, which create strong density gradients in the
flowfield. These strong density gradients create an asymmetry in the
transverse profiles of rms velocity, and turbulence preferably
develops on the light side of the mixing layer. Although some
similarities with variable-density mixing layers are observed,
the early transition to self-similarity might be characteristic of
supercritical flows with large density ratios due to enhanced
baroclinic-torque effects.
The established database can be used for solver benchmarking at
conditions relevant to many propulsion and power systems. It can
also serve as a reference point to further investigate the impact of
design parameters on turbulent mixing, such as thermodynamic
quantities, dynamics, and geometrical aspects. Accurate turbulence
closures for large-eddy simulation of high-Reynolds-number flows
with large density gradients can also be derived and benchmarked
using the present work.
Appendix A: Database
The mean and rms profiles presented in Sec. IV.E are available as
supplemental material. The results from AVBP and RAPTOR are
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Fig. 17 Mean and rms hydrogen mass fraction versus similarity variable η  y∕x − x0: a) mean hydrogen mass fraction and b) rms fluctuations of
hydrogen mass fraction.
labelled avbp_xn.txt and raptor_xn.txt, respectively, where n
indicates the axial location of the transverse cut. For instance
avbp_x1.txt corresponds to the transverse cut located at x∕h  1,
between y∕h  −5 and y∕h  5. A header is provided at the
beginning of each file, which clearly indicates the content of each
column. The variables are provided in Système International units, as
plotted in Figs. 13–16.
Appendix B: Relative Computational Cost
Table B1 summarizes the computational cost involved in the grid-
convergence study conducted with AVBP in Sec. IV.B. These
simulations have been conducted on the JADE supercomputer at
Centre Informatique National de l’Enseignement Supérieur (Intel
quadcore at 2.8 GHz), where the efficiency of AVBP is 15 × 10−6 s
per iteration and per cell. Section IV.A shows that a time-averaging
duration of 1.83 × 10−3 s is sufficient to obtain converged statistics.
The time steps then determine the number of iterations. To assess the
cost of analogous three-dimensional (3-D) simulations, the spanwise
extent must be chosen. Studies have shown that a spanwise extent on
the order of 10h enables one to decorrelate turbulent fluctuations and
prevent confinement [91,92]. With a 10h spanwise extent, the
resulting number of cells for theh250 andh500 simulationswould be
8.5 and 68.5 billion cells. The largest simulations of turbulent
combustion that are currently performed on supercomputers are
typically in the range of 1–10 billion cells [93,94]. Thus, the
benchmarkwould be inaccessible to most of the CFD community if a
three-dimensional computational domain was chosen. The CPU
costs associated with obtaining converged statistics in three
dimensions are also beyond reach, since one billion CPU hours
would be required to perform the h500 simulation. This is the main
motivation for using a two-dimensional computational domain. The
quick turnaround time of the simulations facilitates CFD solver
benchmarking.
Appendix C: Scale Separation
Figure 8 shows that, for the finest grid (h500), the frequency that
corresponds to the peak of PSD is f  8000 Hz. The frequency for
which the slope of the spectrum changes from −5∕3 to −3 is
f  500 × 103 Hz. The scale separation is thus on the order of 50.
This would correspond to a turbulence Reynolds number of
Ret 504∕3  185 in a fully developed three-dimensional turbulent
flow. However, the present configuration is a transition to turbulence,
where turbulence production and dissipation are not at equilibrium,
and scale separation is not as large as in fully developed turbulence.
The turbulence Reynolds number can be assessed directly:
Ret  u 0lt∕ν  40 × 103 (C1)
where u 0  25 m∕s is the peak velocity fluctuations (see Fig. 13);
ν  3 × 10−7 m2 is the median viscosity between stream values; and
lt  h is the integral scale, which is imposed by the momentum
thickness at the inlet (see Sec. II.B). This large Reynolds number
would induce a scale separation of 3000 instead of 50 in a fully
developed flow region. Studies of turbulent jets show that turbulence
is fully developed in the far field only, where x∕d is in the range of
30–100d [90], whereas our computational domain is limited to the
near field and is two-dimensional.
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