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Abstract
In this paper we derive a formula for inde&nite integration of analytic functions over (−1; s) where
−1¡s¡ 1, by means of the double exponential transformation and the Sinc method. The integrand must be
analytic on −1¡x¡ 1 but may have a singularity at the end points x=±1. The error of the formula behaves
approximately as exp(−c1N=log c2N ) where N is the number of function evaluations of the integrand. This
error term shows a much faster convergence to zero when N becomes large than that of the known formula
by Haber. Also we derive e4cient double exponential formulas for numerical evaluation of inde&nite inte-
grals over (0; s), 0¡s¡∞ and over (−∞; s), −∞¡s¡ +∞. Several numerical examples indicate high
e4ciency of the formulas.
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1. Introduction
It is known that the double exponential transformation gives an optimal result for numerical
evaluation of a de&nite integral of an analytic function [4,3]. In fact in practical applications it has
turned out to be quite e4cient and robust when it is applied to numerical evaluation of a de&nite
integral of an analytic function with end point singularity or of a slowly decaying analytic function
over the half in&nite interval.
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The main purpose of the present paper, on the other hand, is to present a double exponential
formula for numerical evaluation of an inde&nite integral∫ s
−1
f(x) dx; −1¡s¡ 1 (1.1)
of an analytic function f(x). We assume that the integrand f(x) is analytic over the range of integra-
tion −1¡x¡ 1 except at the end points x=±1. We also give e4cient double exponential formulas
for numerical evaluation of inde&nite integrals
∫ s
0 f(x) dx where 0¡s¡∞ and of
∫ s
−∞ f(x) dx
where −∞¡s¡∞.
A method for numerical evaluation of inde&nite integrals that uses a variable transformation has
been given by Haber [1]. It is useful and easy to write a code. However, his method is based on the
single exponential transformation. In the present paper we follow the analysis by Haber in principle,
i.e. for approximation of the integrand we use an expansion in terms of the sinc functions as Haber
did [1], while for variable transformation we employ the double exponential transformation instead
of the single one. In this way we are successful to derive a new method with much higher e4ciency
as shown below.
Haber derived two formulas (A) and (B) [1]. The formula (B) was introduced in order to enhance
the e4ciency of computation when it is applied to numerical evaluation of (1.1) for several values
of s. We think, however, that the basic idea is included in the derivation of formula (A), and hence
in the present paper we concentrate ourselves on the analysis of formula (A).
2. Indenite integration over the nite interval
We &rst apply to integral (1.1) a variable transformation
x = 	(t) = tanh
(
2
sinh t
)
; (2.1)
where 	(t) satis&es
	(−∞) =−1; 	(∞) = 1 (2.2)
and its inverse is given by
t = 	−1(x) = arcsinh
(
2

arctanh x
)
: (2.3)
Then we have∫ s
−1
f(x) dx =
∫ 
−∞
u(t) dt; u(t) = f(	(t))	′(t); = 	−1(s): (2.4)
Note that
	′(t) =
=2 cosh t
cosh2(=2 sinh t)
= O
(
exp
(
−(1− )
2
exp|t|
))
as |t| → ∞; (2.5)
holds for arbitrary 1¿¿ 0 which we need because of the factor cosh t in the numerator. Trans-
formation (2.1) is called the double exponential transformation due to its behavior (2.5). Hereafter
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we will focus our attention to the integrand u(t) = f(	(t))	′(t) in (2.4). If f(x) does not have
singularities except at x = ±1 then u(t) is shown to be regular in the strip |Im t|¡=2 which
corresponds to an in&nite array of zeros of cosh (=2 sinh t) in the denominator of (2.5) along the
lines Im t =±=2 [4]. We generalize this condition and assume hereafter that
u(t) is regular in the strip |Im t|¡d for some d¿ 0: (2.6)
Under some additional conditions, which u(t)=f(	(t))	′(t) in (2.4) actually satis&es, we can derive
an expansion of u(t) in terms of the sinc functions with mesh size h [1]:
u(t) =
∞∑
k=−∞
u(kh)sinc
( t
h
− k
)
+ e(t; h; d); (2.7)
where sinc is de&ned by
sinc(x) =
sin x
x
; (2.8)
and e(t; h; d) is the remainder term.
Next we assume that f(x) satis&es
f(x) =
{
O((1− x)−1++) as x → +1
O((1 + x)−1+−) as x → −1
(2.9)
for some + ¿ 0 and −¿ 0. Then from (2.5) we have
u(t) = f(	(t))	′(t) =


O
(
exp
(
−(+ − )
2
exp t
))
as t →∞
O
(
exp
(
−(− − )
2
exp|t|
))
as t → −∞:
(2.10)
We should note that if (2.10) holds the Haber’s condition (H4)
u(t) = O
(
exp
(
−
′
2
|t|
))
as |t| → ∞ (2.11)
holds with
′ = − ; =min(+; −) (2.12)
because we always have e ¿ for ¿ 0. Under these conditions we substitute (2.7) into the
inde&nite integral (2.4) and obtain∫ 
−∞
u(t) dt= h
∞∑
k=−∞
u(kh)
(
1
2
+
1

Si
(


h
− k
))
+O
(
h exp
(
−d
h
))
; = 	−1(s); (2.13)
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where Si(x) is the sine integral de&ned by
Si(x) =
∫ x
0
sin 

d; (2.14)
which satis&es Si(−x) = −Si(x). The interchange of the integration ∫ −∞ dt and the summation∑∞
k=−∞ is enabled because of (2.11) or (2.10) [1].
Obviously, the in&nite summation on the right-hand side of (2.13) must be truncated at some
&nite k = N in actual calculation. N , the number of function evaluations, should be chosen in such
a way that the order of magnitude of the discretization error O(h exp(−d=h)) of (2.13) is equal to
that of the error due to the truncation of the in&nite summation. The order of the truncation error
can be estimated as follows. Note that |1=2 + Si(=h − k)=| is bounded and approximately less
than 1 and u(t) behaves like (2.10). If we truncate the summation of (2.13) at k =±N (t =±Nh),
then from (2.10) the error will be approximately bounded from above by
h
{
exp
(
−
′
2
e(N+1)h
)
+ exp
(
−
′
2
e(N+2)h
)
+ · · ·
}
= h(e
h
+ e
2h
+ · · ·); = exp
(
−
′
2
eNh
)
¡h(1+h + 1+2h + · · ·) = h 
h
1− h ¡h exp
(
−
′
2
eNh
)
; (2.15)
where we assumed that h ¡ 12 is satis&ed because  is small. According to the guideline stated
above, we equate the exponent of the error term exp(−d=h) in (2.13) and that in (2.15), and
obtain the relation between the number N of function evaluations and the mesh size h:
N =
1
h
log
2d
′h
; ′ =min(+; −)− : (2.16)
An approximate solution of the transcendental equation (2.16) with respect to h will be obtained if
we substitute a zeroth approximation h= 1=N to the right-hand side of (2.16), which gives
h=
1
N
log
2 dN
′
: (2.17)
In this way we eventually obtain the double exponential formula for the inde&nite integral (1.1) [2]:∫ s
−1
f(x) dx= h
N∑
k=−N
f(	(kh))	′(kh)
(
1
2
+
1

Si
(

	−1(s)
h
− k
))
+O
(
exp
(
−  dN
log(2 dN=′)
))
: (2.18)
It is clear that in (2.17) all values of ′ less than the given  = min(+; −) may be validly used,
but not  itself if the error estimate is to hold rigorously. However, in actual calculation we shall
use  itself instead of ′ in (2.17).
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Fig. 1. Image of the lines |Im t|= d; d= 0:1; 0:2; : : : by x = tanh(=2 sinh t).
On the other hand, Haber [1] employed the single exponential transformation
x =  (t) = tanh
t
2
(2.19)
instead of (2.1) and obtained∫ s
−1
f(x) dx= h
N∑
k=−N
f( (kh)) ′(kh)
(
1
2
+
1

Si
(

 −1(s)
h
− k
))
+O
(
N 1=2 exp
(
−
√
dN
))
; h=
√
d
N
; = + = − (2.20)
which Haber called formula (A) for the inde&nite integral (1.1). If we compare the dependence on
N of the error term of (2.18) and that of (2.20) we see that the error of the double exponential
formula (2.18) converges to zero much faster than the error of (2.20) as N becomes large.
It would be useful to summarize conditions necessary for (2.18) to hold in accordance with Haber’s
analysis. We denote by d the region in the x-plane which is the image of the strip |Im t|¡d in the
t-plane by x=tanh(=2 sinh t). The image curves of the lines |Im t|=d; d=0:1; 0:2; : : : ; 1:1 on the right
half principal sheet of the Riemann surface of arcsinh(2= arctanh x) are shown in Fig. 1. The curve
marked as, say, 0.5 is the boundary of 0:5. In Fig. 1 the entire image of the line Im t=1, Re t ¡ 0 is
shown in the left half plane. It runs in the Riemann surface of arcsinh(2= arctanh x) rotating around
and converging very quickly to −1. Thus, the boundary of d consists of such two curves symmetric
with respect to the real- and imaginary-axis. Then we can say, corresponding to the statement of
Theorem 2 in [1], that if f(z) is analytic in d for some d6 =2 and f(z) = O(|1 − z2|−1+) for
some ¿ 0 as z → ±1 from inside d, then (2.18) in which d is replaced with any d′ ∈ (0; d)
holds uniformly in s∈ [− 1; 1] where h is de&ned by (2.17).
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3. Numerical examples
In this section we &rst apply our formula (2.18) to the following four integrals which are the
same ones as Haber [1] evaluated by (2.20)
Example 3.1.∫ s
−1
1

√
1− x2 dx =
1

(
arcsin s+

2
)
: (3.1)
Example 3.2.∫ s
−1
1
4 log 2
log
(
1 + x
1− x
)
dx
=
1
4 log 2
{(1 + s)log(1 + s) + (1− s)log(1− s)} − 1
2
: (3.2)
Example 3.3.∫ s
−1
1
2
dx =
1
2
(s+ 1): (3.3)
Example 3.4.∫ s
−1
2

√
1− x2 dx = 1

(
arcsin s+ s
√
1− s2
)
+
1
2
: (3.4)
The constants are chosen to normalize the integrands f(x) in the sense that
∫ 1
−1 |f(x)| dx = 1. The
situation will be the same in the succeeding examples. Calculation was carried out in double precision
arithmetic on a pentium III personal computer with a Compaq Visual Fortran compiler.
In order to compare the e4ciency of the formulas, we used N = 1; 4; 9; 16; : : : for the number of
function evaluations as Haber used. In the four examples the values we used for  are 12 ; 1; 1;
3
2 ,
respectively. d is taken =2 for all the examples. For the given N we calculated h by (2.17) and
used it in the evaluation of sum (2.18). We evaluated Si(x) in (2.18) by the same method as Haber
proposed in [1]. The error by the formula (2.18) together with the one by (2.20) listed in [1] are
shown in Figs. 2–5.
In each &gure the abscissa corresponds to N and the ordinate corresponds to “max error” in
logarithmic scale which denotes the maximum of the absolute value of the error of the approximation
for those values of s for which the integral was calculated. The curve marked as DE is for the error
by the double exponential formula (2.18) and the curve marked as SE (single exponential) is from
[1]. To the values of s for which Haber evaluated the integrals we added +0:901;+0:902; : : : ;+0:909,
so that we eventually evaluated each integral for the following 379 values:
s=−0:999;−0:998;−0:997; : : : ;−0:901;−0:900;−0:89;−0:88; : : : ;−0:01; 0:00;
+0:01;+0:02;+0:03; : : : ;+0:89;+0:900;+0:901;+0:902; : : : ;+0:999:
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Fig. 2. Max error of Example 3.1.
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Fig. 3. Max error of Example 3.2.
From these four &gures we can see that the double exponential formula gives results with much
higher accuracy with the same number of function evaluations than (2.20).
In order to observe how our formula works for integrands with some &nite singularities in the
x-plane we give here another example:
Example 3.5.∫ s
−1
2
(1 + x2)
dx =
2 arctan s

+
1
2
: (3.5)
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Fig. 4. Max error of Example 3.3.
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Fig. 5. Max error of Example 3.4.
In Fig. 6 two error curves in the present example are shown, one is by the double exponential
formula (2.18) marked as DE and the other is by the Haber’s formula (2.20) marked as SE. We
took here again N = 1; 4; 9; 16; : : : . We chose d = =6 for (2.18) in the present example because
the image points which are located nearest to the real axis in the t-plane of the singular points
x = ±i are t = ±i=6, while we take d = =2 for the Haber’s formula (2.20) because the image
points which are located nearest to the real axis in the t-plane of x = ±i are t = ±i=2. We used
=1 in both formulas and evaluated the integral for the same values of s as the previous examples.
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Fig. 6. Max error of Example 3.5.
Fig. 7. Error as a function of = 	−1(s) for Example 3.3 with h= 0:25.
Although the convergence is slower than that of the previous four examples, the e4ciency of the
double exponential formula (2.18) is again much higher than that of (2.20).
In order to see how the error behaves as a function of s we give here a graph of the actual error.
Fig. 7 shows the error as a function of = 	−1(s) for formula (2.18) applied to Example 3.3 with
h= 0:25. Note that the interval (−3; 3) of  corresponds to (−1 + 2:8× 10−7, 1− 2:8× 10−7) of s.
In practical applications it is usually di4cult to know the values of d beforehand and we must
devise some other methods than (2.17) to determine the relation between N and h. In other words
we want to have some criterion for the truncation of (2.13). Suppose that the mesh size h is given
and is smaller than 1. A very easy and reliable strategy is to stop summation (2.13) at k = N if
|f(	(Nh))	′(Nh)|6  (3.6)
440 M. Muhammad, M. Mori / Journal of Computational and Applied Mathematics 161 (2003) 431–448
Table 1
Decay of the weight of the double exponential formula
t 2.2 2.4 2.6 2.8
w 2:38× 10−5 1:22× 10−6 3:12× 10−8 3:45× 10−10
r 8:94× 10−2 5:11× 10−2 2:57× 10−2 1:10× 10−2
t 3.0 3.2 3.4 3.6
w 1:36× 10−12 1:51× 10−15 3:60× 10−19 1:30× 10−23
r 3:94× 10−3 1:11× 10−3 2:38× 10−4 3:60× 10−5
is satis&ed where  is some prescribed small number, e.g., =10−16 for double precision arithmetic.
Since the magnitude of the N th term is approximately bounded from above by h exp(−(′=2)eNh)
as seen from (2.15), this stopping strategy is expected to give a truncation error smaller than h. If
we regard h as a safety factor the truncation error is expected to be more safely smaller than .
You might think that  = 10−16 is too severe for a large h, but it is not the case. Note that  is
not an error tolerance but just a small parameter to stop summation (2.13). Suppose that the order
of magnitude of the N th term u(Nh) in (2.13) is about . Then the ratio r of the magnitude of the
(N − 1)th term to that of the N th term is estimated to be
r=exp
(
−
′
2
e(N−1)h
)/
exp
(
−
′
2
eNh
)
= exp(−h)−1  −h; = exp
(
−
′
2
eNh
)
(3.7)
from (2.10). This means that the magnitude of the (N − 1)th term will probably be about −h times
larger than that of the N th term, i.e.
exp
(
−
′
2
e(N−1)h
)
 1−h: (3.8)
In Table 1 we show the weight w = =2 cosh t=cosh2(=2 sinh t) of the double exponential formula
and the ratio r of (3.7) for t=2:2; 2:4; : : : ; 3:6. Take h=0:2, for example. Then actual calculation of
(2.13) using the stopping criterion (3.6) with =10−16 will give you a sum up to N =17 (t =3:4)
with an error 2:63× 10−10. On the other hand, a sum up to N = 15 (t = 3:0) su4ces for this error
as seen from Table 1. This means that you have carried out only two excess function evaluations at
t=3:2 and 3.4, one of which at t=3:4 you needed to con&rm (3.6) to hold. The double exponential
decay comes on a sudden in this way, so that you usually carry out at most, if any, only one or
two unnecessary but unavoidable function evaluations by the strategy proposed above.
In order not to deteriorate the computational e4ciency we should employ this strategy indepen-
dently for t → −∞ and +∞, particularly when − and + in (2.9) are not equal to each other.
We applied the truncation strategy (3.6) to the examples shown in the present section and observed
that there are only a very small diMerence in the e4ciency between the calculations based on (2.17)
and that on (3.6). In numerical examples in the succeeding sections we will truncate the summation
according to criterion (3.6).
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Fig. 8. Max error as a function of 1=h.
Table 2
Coe4cients of the linear term error dependence on 1=h
Example DE (2.18) SE (2.20)
No. Calculated Theoretical Calculated Theoretical
1 1.65 1:57 (=2) 3.11 3:14 ()
2 1.44 1:57 (=2) 2.95 3:14 ()
3 1.46 1:57 (=2) 3.13 3:14 ()
4 1.33 1:57 (=2) 3.01 3:14 ()
5 0.555 0:524 (=6) 1.57 1:57 (=2)
It would be interesting to see how the calculated error depends on 1=h. From the discretization
error term exp(−d=h) in (2.13) we can expect that a linear dependence of −log(error) on 1=h will
be observed. In Fig. 8 we show error curves obtained by numerical integration as a function of 1=h
by (2.18) for Example 3.3 (indicated DE3) and 3.5 (DE5), and also by (2.20) for Example 3.3
(SE3) and 3.5 (SE5). The dependence on 1=h of the error in logarithmic scale looks almost linear
and the gradient of the curve is expected to give d, and hence we applied linear curve &tting to
the logarithm of the data of all the four examples. We assumed that −log(error) = a × (1=h) + b
and calculated a and b by the least-squares method with an equal weight for all the data. We used
such pairs of data (1=h;−log(error)) that seem to lie consecutively almost on the linear part of each
curve as seen in Fig. 8. The calculated d, i.e. a=, are shown in Table 2 together with the theoretical
values of d. DE corresponds to the double exponential formula (2.18) and SE to (2.20). Calculation
was carried out based on the truncation by (3.6) for DE, while for SE by the data from [1]. From
this table we can say that an approximate value of d, although with only one or two signi&cant
digits, will be found by means of such a linear curve &tting of the error curve given above.
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4. Indenite integration over the innite interval
In Section 2 we derived the double exponential formula for numerical inde&nite integration over
the &nite interval (−1; s), −1¡s¡ 1 via the variable transformation which maps (−1; 1) onto
(−∞;∞). We have seen that what is essential in the transformation is the decay property of the
transformed integrand at the end points ±∞. That is, what we should do is to choose a mapping
function that results in such an integrand as behaves like (2.10). According to this guideline we can
derive double exponential formulas not only for integrals over a &nite interval but also for those
over any interval including (0; s); 0¡s¡∞ or (−∞; s);−∞¡s¡∞. We deal here with a few
typical types of integrals which often appear in applications.
(a) Inde3nite integration over (0; s); 0¡s¡∞
First we consider integrals of the type∫ s
0
f(x) dx; 0¡s¡∞: (4.1)
We assume here that f(x) is an algebraic function satisfying
f(x) =
{
O(x−+−1) as x →∞ (+ ¿ 0);
O(x−−1) as x → 0 (−¿ 0):
(4.2)
An appropriate transform for (4.1) is [4]
x = 	(t) = exp
(
2
sinh t
)
; (4.3)
t = 	−1(x) = arcsinh
(
2

log x
)
; (4.4)
which gives again the same form of an in&nite sum as (2.13) corresponding to the present u(t) =
f(	(t))	′(t). Since
	′(t) =

2
cosh t exp
(
2
sinh t
)
=


O
(
exp
(
(1 + )
4
et
))
as t →∞;
O
(
exp
(
−(1− )
4
e|t|
))
as t → −∞
(4.5)
holds for arbitrary ¿ 0, we have from (4.2)
f(	(t))	′(t) =


O
(
exp
(
−(+ − )
4
et
))
as t →∞;
O
(
exp
(
−(− − )
4
e|t|
))
as t → −∞:
(4.6)
In the same way as in Section 1 we equate the exponent of the discretization error exp(−d=h) in
(2.13) and that of the truncation error induced by the truncation of the in&nite summation (2.13) at
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Table 3
Mesh size h used in calculation of the examples
No. 1 2 3 4 5 6 7
h 1.0 0.8 0.625 0.5 0.4 0.25 0.2
No. 8 9 10 11 12 13 14
h 0.16 0.1333 0.125 0.1 0.08 0.0625 0.05
k = N . Then we have
h=
1
N
log
4 dN
′
; ′ =min(+; −)−  (4.7)
and obtain the double exponential formula for the inde&nite integral (4.1):∫ s
0
f(x) dx= h
N∑
k=−N
f(	(kh))	′(kh)
(
1
2
+
1

Si
(

	−1(s)
h
− k
))
+O
(
exp
(
−  dN
log(4 dN=′)
))
; 0¡s¡∞: (4.8)
As an example we evaluated numerically the following integral:
Example 4.1.∫ s
0
2
(1 + x2)
dx =
2

arctan s: (4.9)
In this example + and − for (4.2) should be + =1 and −=1. In actual calculation we chose
h’s of Nos. 1–9 from Table 3. Then, for each h, we evaluated the integral for the following 81
values of s:
s= n× 10m; n= 1; 2; : : : ; 9; m=−4;−3; : : : ; 3; 4: (4.10)
The in&nite summation (2.13) was truncated at k = −N− on the negative side of k and at k = N+
on the positive side of k where (3.6) is satis&ed for =10−16 on each side. The graph of the error
observed is the curve (a) in Fig. 9. The abscissa N denotes
N =max(N−; N+) (4.11)
and the ordinate denotes the maximum of the absolute error in logarithmic scale.
(b) Inde3nite integration over (0; s); 0¡s¡∞ with an exponential factor
Many of integrals over (0;∞) encountered in practical problems have an exponential factor in
their integrands:∫ s
0
f1(x)e−+x dx; 0¡s¡∞; (4.12)
where f1(x) is an algebraic function. In this case the integrand has already a decay as a single
exponential function at x → +∞, and hence we have only to choose such a mapping function as
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Fig. 9. Max error of the examples.
adds one more exponential decay at x → +∞, together with a double exponential decay at x → −∞.
Corresponding to such type of functions we assume that
f(x) =
{
O(e−(+−)x) as x →∞ (+ ¿ 0)
O(x−1+−) as x → 0 (−¿ 0):
(4.13)
Here we write O(exp(−(+ − )x)) as x → ∞ because we are thinking of an increasing algebraic
function for f1(x) in (4.12). A conventionally used transform for this kind of integrals is
x = 	(t) = exp(t − e−t): (4.14)
This function, however, requires the Newton’s iteration method to compute its inverse. Thus we
propose here an alternative transform
x = 	(t) = log
(
exp
(
2
sinh t
)
+ 1
)
; (4.15)
t = 	−1(x) = arcsinh
(
2

log(ex − 1)
)
: (4.16)
This function satis&es
	′(t) =
=2 cosh t exp(=2 sinh t)
exp(=2 sinh t) + 1
=


O
(
4
exp t
)
as t →∞;
O
(
exp
(
−(1− )
4
e|t|
))
as t → −∞
(4.17)
and hence we have from (4.13)
f(	(t))	′(t) =


O
(
exp
(
−(+ − )
4
et
))
as t →∞;
O
(
exp
(
−(− − )
4
e|t|
))
as t → −∞:
(4.18)
As an example we evaluated the integral
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Example 4.2.∫ s
0
(1 + x)2e−x
(1 + x2)2
dx = 1− e
−s
1 + s2
(4.19)
by means of transform (4.15). In this example the parameters in (4.13) should be +=1 and −=1.
We chose again h’s of Nos. 1–9 from Table 3 and evaluated the integral for the values of s given
by (4.10). The result is the curve (b) in Fig. 9.
(c) Inde3nite integration over (−∞; s); −∞¡s¡∞
The analysis naturally leads us to the double exponential transform for inde&nite integrals of the
type ∫ s
−∞
f(x) dx; −∞¡s¡∞; (4.20)
where f(x) is a slowly decaying algebraic function. We assume here that
f(x) = O(|x|−−1) as |x| → ∞ (¿ 0): (4.21)
For this kind of integrals we choose a mapping function that transforms (−∞;∞) onto itself:
x = 	(t) = sinh
(
2
sinh t
)
; (4.22)
t = arcsinh
(
2

arcsinh x
)
: (4.23)
In the present case
	′(t) =

2
cosh t cosh
(
2
sinh t
)
=O
(
exp
(
(1 + )
4
e|t|
))
as |t| → ∞; (4.24)
so that we have from (4.21)
f(	(t))	′(t) = O
(
exp
(
−(− )
4
e|t|
))
as |t| → ∞: (4.25)
As an example we evaluated the following integral:
Example 4.3.∫ s
−∞
√
3
2(x2 + x + 1)
dx =
1

arctan
2√
3
(
s+
1
2
)
+
1
2
: (4.26)
In the present example the parameter in (4.21) is  = 1. We chose h’s of Nos. 3–14 from Table
3 and evaluated the integral for the following 2001 values of s:
s=±0:1× n; n= 0; 1; 2; : : : ; 999; 1000: (4.27)
The result is the curve (c) in Fig. 9. The convergence is slower than the other two examples because
d is smaller. In fact, d in the present case is 0.470 because there exist a pair of singular points at
t=−0:454±0:470i in the t-plane corresponding to the two zeros x=exp(±2i=3) of the denominator
of (4.26).
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From the curves in Fig. 9 we see that the double exponential formulas work well with high
e4ciency not only for inde&nite integrals over a &nite interval but also for ones over the “in&nite
interval”.
5. Optimality of the double exponential transformation
The analysis and the numerical examples given in the present paper so far seem to indicate that
a faster decay rate of the integrand at t = ±∞ after the transformation gives a higher e4ciency,
and hence you might try to apply another transformation which results in a faster convergence of
integrands than double exponential. However, it is useless because of a nonexistence theorem by
Sugihara [3]. He proved that there exists no function other than the zero function that decays faster
than “double exponential” at |t| → ∞. That is, suppose that you &x d, the half-width of the strip
on which the function is regular. Then there exists no function whose decay at |t| → ∞ is faster
than double exponential. This means that, if you try to make the decay faster, then d must become
smaller which will deteriorates computational e4ciency. In order to apply Sugihara’s theorem to the
present analysis we need to con&rm that the integrand under consideration is analytic in the strip
|Im t|¡d for some d¿ 0. Consider a function
v(t) = f(	(t))	′(t)Yh;(t); (5.1)
Yh;(t) =
1
2
+
1

Si
(
h
(− t)
)
; = 	−1(s): (5.2)
If we integrate v(t) over (−∞;∞) by the trapezoidal formula with mesh size h, then we have
formula (2.18). We have assumed that f(	(t))	′(t) is regular in |Im t|¡d. In Fig. 10 we show
the graph of Yh;(t) when h = 0:25 and  = 0. This graph indicates that Yh;(t) approximately cuts
oM the function f(	(t))	′(t) at t =  which corresponds to the cut oM of the integration of (1.1) at
the upper bound x = s. In this sense Yh;(t) plays the role of the Heaviside step function. Although
Yh;(t) is an approximation to the step function which is not continuous it is regular in the strip
|Im t|¡d, so that Sugihara’s theorem applies.
In order to con&rm the optimality numerically we apply transform (4.3) to the integral∫ s
0
e−x dx = 1− e−s: (5.3)
Fig. 10. Yh;(t) = 12 + (1=)Si(=h(− t)), h= 0:25, = 0.
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Fig. 11. Max error by the triple exponential transform.
Application of (4.3) gives rise to a triple exponential decay in
f(	(t))	′(t) = exp
(
−exp
(
2
sinh t
)) 
2
cosh t exp
(
2
sinh t
)
; t → +∞: (5.4)
We evaluated (5.3) for the values of s given in (4.10). The curves in Fig. 11 are the result
of numerical integration of (5.3). DE denotes the error curve by (4.15) which is suitable for
the evaluation of (5.3), while TE denotes the curve by (4.3) which gives a too fast decay at
t→ + ∞ after the transformation. As the abscissa N for TE we employed not (4.11) but the av-
erage N = (N+ + N−)=2 for the sake of fairness. Also, in order to see the e4ciency of the single
exponential transformation, we applied
x =  (t) = log(et + 1) (5.5)
to (5.3), which gives a single exponential decay both at t → +∞ and at −∞ after the transformation.
Since log(et + 1) has a branch point at t = ±i we have d = . Then we chose N = 1; 4; 9; : : : ; 49
and calculated h by h =
√
d=N from (2.20). The curve marked as SE in Fig. 11 is the result of
calculation which gives again a slower convergence than the curve DE, although the e4ciency is
better for very small N .
This example calls you a special attention that, when you use the transformation technique in
numerical inde&nite integration, you should be very careful to choose a suitable double exponential
transformation.
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