An optimization approach to Iterative Learning Control (ILC) is considered. The ILC algorithm is formed by minimizing a quadratic criterion in the control error and input signal. A frequency domain interpretation of the derived updating algorithm is given. Experiments carried out on an ABB IRB 1400 are presented.
Introduction
Iterative Learning Control (ILC) is an established control method in situations where the purpose of the system is to carry out a particular operation repeatedly. The major area of application has been industrial robots, but also other types of batch processes have been studied. Surveys of the field are given in [l] and [2] , and a collection of recent results in the area can also be found in [3] . In this paper the design of the ILC algorithm will be viewed as an optimization problem where the aim is to minimize the control error while using a reasonable input signal. Previous contributions in this area can be found in e.g. (41, [5] , [6], [7] , and [8] .
The main contribution here is that a frequency domain interpretation of the optimization based ILC will be given. The updating of the ILC input signal is expressed as a filtering operation where the filters are obtained from the model of the system and the design variables in the optimization criterion. Furthermore, the optimization based ILC algorithm will be tested in real experiments carried out using an ABB IRB 1400. The paper is organized as follows. In Section 2 the formulation of the ILC problem in general is given and in Section 3 the problem is stated as an optimization problem and an updating algorithm is derived. In Section 4 the algorithm is interpreted in the frequency domain. Section 5 and Section 6 then contain a numerical example and experiments on an ABB IRB 1400 respectively. ' This work was supported by CENIIT at Linkoping University and by ABB Robotics within ISIS at Linkoping University.
Finally, some conclusions are given in Section 7.
Problem Formulation
The discussion will be restricted to linear SISO systems working in discrete time, described by
where u k ( t ) and yk(t) denote the ILC input signal and the output signal respectively. Furthermore r( t ) and v k ( t ) denote the desired output (reference) signal and a vector of disturbance signals respectively. The subscript IC denotes iteration number and equation (1) implies that the reference signal is the same in all iterations while the other signals will change from iteration to iteration. The disturbance signal vk(t) can however be composed of some repeatable component, typically a load disturbance, and some component that has random character, typically a measurement disturbance. All signals are defined on a finite time interval t = 0,. . . , N . Finally T,(q),T,(q), and T,(q) are stable discrete time filters.
The formulation in equation (1) is taken from [9] . One example is this structure is open loop control where T,(q) = T,,(q) = 0 and T,(q) = G(q), where G(q) is the transfer operator of the system to be controlled. Another example is a closed loop system operating under both feed-back and feed-forward control as depicted in Figure 1 . The signals d k ( t ) and n k ( t ) denote load and measurement disturbances respectively. Figure 1 also describes the situation in which the experiments presented in Section 6 have been carried out, i.e. ILC is used as a complement to the conventional robot control system. Equation (1) also covers the common case when the ILC signal ~k ( t ) is used as a feed-forward signal and is added to the outputs of F and Ff.
Considering linear operations a general formula for updating the input signal u k ( t ) is given by where methods for design of robust control systems are applied. It should also be noted that uk+l(t) only depends on ek(t) and not on ek+l(t), which is the case in some papers.
Algorithm Derivation
The algorithm derivation presented here is not new but included for completeness. Introduce the vectors and Using these notations the system can be described by the equation
where Tu is a matrix formed by the impulse response coefficients of the transfer operator T,(q), i.e.
and T, and T, are defined analogously. It should be noted that even though to is included in T, the derivation is not restricted to relative degree zero.
This representation of the system can also be found in e.g.
[5] and [SI. In equation (9) the matrix elements along the diagonals are constant, but in case the system dynamics change during one iteration it is straightforward to let the coefficients in Tu vary along the diagonals. See e.g. [7] . It is however assumed that the same Tu is valid in each iteration.
It is also worth noticing that a system representation similar to (8) Consider now the criterion where We and W, are weight matrices determining the trade off between performance and input energy. The weight matrices can be used for both time and frequency weighting. Criteria like (10) can also be found in e.g. [5] and [8] . In order to achieve an iterative procedure the criterion is minimized subject to the constraint
Equation (8) implies that
and for simplicity the discussion will be confined to the case when T, = 0 and T, = 0, i.e.
where Tu denotes a nominal model of the system. The updating matrices Q and L hence depend on the nominal model Tu which is considered to be given and the weight matrices W, and We. The Lagrange multiplier X is not computed explicitly but instead used as a design variable. 
as studied in e.g. i.e. a filtering operation that gives zero phase shift. One implementation of this operation is provided by the Matlab command f iltf ilt.
= t l U ( t + 2 ) = ti(-)-'u(t) x T,(-)u(t)
Now consider equation (23) with Q and L given by equations (17) and (18) with W, = p . I and We = I.
In the frequency domain this consequently corresponds to the filtering operation where (38)
and (39) It should be observed that all boundary effects in the beginning and the end of the data sequences are neglected in the derivation of the transfer function formulation. If the length of each movement N is large the frequency domain expressions however give a useful interpretation of the optimization based ILC algorithm.
Assuming that the nominal model equals the true system, i.e. T, = TO, the well known convergence criterion
This condition is satisfied for all w provided that p > 0.
Since the gain of the system tends to zero for high frequencies the left hand side of the inequality tends to X/(X + p ) for high frequencies. It is also of interest to compute the asymptotic error. Still assuming
Tu(z-l)Eoo(z) which together with E,(z) = R(z) -

Tu(z)U,(z) yield
The value of p hence influences the magnitude of the error after the iterations have converged.
Numerical Example
In this section a numerical example will be given where the properties of the filters L ( z ) and Q ( z ) are investigated. The example will be based on the first order (43) presented in [9] and obtained by identification of an ABB IRB 1400. This model will also be used in the experiments in Section 6. The data used for the identification were collected while the robot was controlled by the conventional control system. This means that T,(z) in equation (43) This means that the value of p has to be of the same magnitude as X in order to give a significant low pass behavior of Q ( z ) . When p is essentially smaller than X the high frequency gain of Q ( z ) is close to unity. This can be seen in Figure 5 . The low frequency gain of Q ( z ) does also depend on the low frequency gain of the nominal model Tu@). Some examples are given in Figure 4 and Figure 5 respectively.
Experiments
The experiments are carried out on the ABB IRB 1400 installed at the Division of Automatic Control, Linkoping University. In the experiment a desired motion of axis one is specified, and the desired trajectory is given in Figure 6 . It should be noticed that all signals correspond to the motor side, i.e. before the gear-box, since no measurements on the arm side are available.
The nominal model required in order to design the ILC updating algorithm is obtained by using system identification and this results in the first order model, equation (43), presented in the previous section. Further details concerning this step is given in [9] . Using this model the matrix Tu containing the impulse response coefficients is formed and then the matrices Q and L are computed. The design variables were chosen as X = and p = Since the updating of the ILC input signal in the experiments is carried out in Matlab a straightforward implementation of the updating formula (23) is feasible. In the experiments an interface between the robot control system S4C and Matlab is used. See also [9] .
Four iterations are carried out and the maximum value of the absolute value of the error in each iteration is shown in Figure 7 . The first value in the plot hence corresponds to the error obtained without any ILC input applied. Already after one iteration the error is almost completely eliminated, and after two iterations the level of the error corresponds to the resolution in the measurement device. Figure 8 shows the error signal at iterations 0 , l and 2 respectively. In Figures 7  and 8 the errors are normalized.
Conclusions
An optimization approach to Iterative Learning Control has been studied. By minimizing a quadratic criterion including the control error and the input signal subject to a constraint on the change of the input signal an algorithm for updating the input signal is obtained. The updating has an appealing interpretation in the frequency domain where the filter properties coincide well with previous experience. The optimization approach has also been tested in experiment on an ABB IRB 1400 with very good results. 
