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We generalize Arveson’s extension theorem for completely positive mappings [ 1] 
to a Hahn-Banach principle formatricial sublinear functionals withvalues in an 
injective C*-algebra o  n ideal inB(Z). We characterize injective V-algebras by
a matricial order condition. We illustrate the matricial H hn-Banach principle by 
three applications: (1) Let d, 9, Q be unital C*-algebras, Q a subalgebra of JS’ 
and 9, 9 injective. If (D: S? + ZS is a completely bounded self-adjoint $5 
bihomomorphism, then it can be expressed as the difference of two completely 
positive Q-bihomomorphism. (2) Let X be a V-algebra, containing lp,on a 
Hilbert space &4 If X is finite and hyperlinite, thereexists aninvariant expectation 
mapping P of B(oM) onto x’. P is an extension of the center t ace. (3) Combes [7] 
proved, that a lower semicontinuous scalar weight on a C*-algebra is the upper 
envelope ofbounded positive functionals. We generalize this result tounbounded 
completely positive mappings with values inan injective V-algebra. 
Arveson zeigte in[ 11, dal3 der Raum B(Z’) der beschrlnkten Op ratoren 
auf einem Hilbertraum X die Fortsetzungseigenschaft fur vollstlndig 
positive Abbildungen hat. Wir erweitern dies zu einem allgemeinen 
Hahn-Banach Satz fur matrix sublineare Funktionale 8 von einem 
komplexen Vektorraum V mit Involution n B(X). Diese matrizielle 
Hahn-Banach Eigenschaft iibertrligt sich von B(X) auf alle injektiven C*- 
Algebren u d auf die Ordnungsideale in B(Z), z.B. die kompakten 
Operatoren, die Hilbert-Schmidt Klasse oder die Spurklasse. Di  injektiven 
IP-Algebren lassen sich als duale matrixgeordnete Ordnungseinraume R 
charakterisieren, in denen eine untere Schranken-Bedingung fur gewisse 
hermitesche Matrizen iiber R gilt. Wir demonstrieren di  A wendung des 
operatorwertigen Hahn-Banach Satzes andrei verschiedenen Fragestellungen 
und zeigen: (1) Jede selbstadjungierte volls iindig beschriinkte Abbildung cp
einer unitalen C*-Algebra -& in eine injektive C*-Algebra 9 Iat sich als 
Differenz zweier vollstandig positiver Abbildungen ‘p,, (pz darstellen. 1st Q
eine gemeinsame C*-Unteralgebra von &’ und 9, q ein Q- 
Bihomomorphismus, so kann man such qi und oz als Q-Bihomomorphismen 
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wahlen. (2) Es sei J’ eine finite, hyperfinite V-Algebra auf einem Hilbert- 
raum 2, die 1, enthllt. Diezentrale Spur Ial& sich zu einer invarianten 
vollsttindig pos tiven Projektion von B(Z) auf X’ fortsetzen. (3) Combes 
[ 71 zeigte, da13 die nach unten halbstetigen skalaren Gewichte auf einer C*- 
Algebra &’obere Einhiillende von b schrankten positiven Li earformen auf 
& sind. Wir ubertragen dieses Ergebnis auf unbeschrankte vollstandig 
positive Abbildungen vo XZ’ in eine injektive V-Algebra. Der Verfasser 
dankt Frau Mehlhorn, Herrn Helbrich und Herrn Kraus fur die anregenden 
Diskussionen zu diesem Thema. 
1. BEZEICHNUNGEN,MATRIXGEORDNETE R&ME UND 
VOLLST.&NDIG POSITIVE ABBILDUNGEN 
Fiir C*- und v-Algebren verwenden wir die Begriffe undBezeichnungen 
von Sakai [ 181. Fur matrixgeordnete R&m verwenden wir die 
Terminologie, die Choi und Effros [5] eingefiihrt haben. Man findet sie such 
in [ 10, Appendix] wo ein Uberblick iiber den Stand er Theorie g geben 
wird. Wir fiihren die hlutig benutzten Bezeichnungen, die grundlegenden 
Delinitionen u d einige R chenregeln kurzauf. 
Es sei V ein komplexer Vektorraum mit einer Involution *. V,, ist der 
reelle Unterraum der hermiteschen El mente v = v*. Es ist V= V,, @ iv, =
C On. V,,. M, sei der Raum der komplexen ( , n)-Matrizen, g ordnet durch 
den Kegel der positiven (genauer positiv semidefiniten) Matrizen M,f und der 
tiblichen Involution *. M,(V) sei der Raum der (n, n)-Matrizen mit Koef- 
fizienten in V und der Involution [up”]* = [v,*,]. Es ist M,(V) = V @ M, und 
M,(V),, = V, 0, (M,),, . Fur a E M,,,, vE M,(V), /3 EM,,, erkliiren wir 
das Matrizenprodukt av/3 E M,(V). Fur v E M,(V), wE M,(V) sei 
Wir benotigen hlufig die Verjiingung (Kontraktion): u @ w -+ u x w = 
c VU” 0 W,” fur u = [u,,] EM,(v), w = [NJ,,] EM,(W). Fiir aEM,,,, 
v E M”v% BE M,,, gilt (a@) x w = v X (c&Y). Man beachte den 
Spezialfall u x a = v @ a fiir u E V, a E M,(M,) =M, . Es seien E,, die 
Matrixeinsen in M,,. Da E* = ns ist, ist E:= [sru] E M,(M,)+. Es gilt 
v x E = u fur uE M,(V). 
Eine komplex lineare Abbildung 9 heiljt selbstadjungiert, wenn 9(u*) = 
9(u)* ist. Wir setzen 9,, = 9 @ id,: [vu”] + [9(u,,)]. 1st 9: M, -+ M,, a = 
9n[s,v] E M,(M,) so folgt (id, @ 9)(v) = v x a fur uE M,,(V). 
Sind Vund W in Dualitat, so verwenden wir (abweichend von [5, 181) die 
Schreibweise (u, w)(statt w(u)). Diese Bezeichnung istbei den im folgenden 
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auftretenden ll geren Ausdriicken iibersichtlicher. Die zugehorige 
Linearform auf dem Tensorraum P’@ W sei (u @ w). Fiir uE M,(V), 
w E M,(W) erkllren wir die Dualitat (u, w) = (v x w) = 2 (Us,,, w “). Fur 
skalare Matrizen a,/? EM, ist (a,@ = Spur(@). Es gilt (au/?, w) =
(v, a%$?*) fur a E M,,,, u E M,(V), /3 EM,,,, w E M,( ry). Wir haben 
(u @ a, w)=(u, aX w) f” ur u E V, a E M,, und w E M,(W). Wir erinnern 
noch an die Ungleichung: Wenn ,7J ai @pi E M,(M,)+ =M$ ist, so ist 
C (ai Pi) = C Spur(a,jJ:) = Spur((C ai0 Pi)&‘) > 0. 
Ein komplexer *-Vektorraum V heiljt matrixgeordnet [5], wenn die 
Rlume M,,(V),, durch Kegel M,(V)’ teilweise geordnet sind, so daB das 
Transformationsgesetz y*M,(Q+y EM,(V)+ fur y E M,,,, gilt. Beispiele 
sind ie C*-Algebren undihre *-invarianten Unterraume. Eine selbstad- 
jungierte Abbildung o zwischen matrixgeordneten Rlumen heiBt uollstiindig 
positiu [20], wenn (P,, positiv ist fiir all nE N. Choi [4] hat gezeigt, dalj eine 
selbstadjungierte Abbildung o:M n -+ M, genau dann vollstlndig positiv ist, 
wenn a = o),(e) E M,(M,)+ ist. Es gibt endlich viele yi EM,,, so dal3 
o(J) =,0 x a, C $/Iyi fur /I EM, gilt. Fur u E M,,(V)+, a EM,(M,)+ ist 
also uX a E M,(V)+. 
2. SATZ VON HAHN-BANACH 
2.1. Matrixsublineare Funktionale 
2.1.1. DEFINITION. Es sei V eine teilweise geordnete M nge. Fur 
Teilmengen A, B von T/ definieren wir A<B, wenn es zu jedem bE B ein 
a E A so gibt, dal3 a< b ist. 
2.1.2. DEFINITION. Es seien V ein *-Vektorraum undW ein matrix- 
geordneter Raum. Es sei 0= (e,),,,. Dieen sind Abbildungen vo M,(v),, 
in die Teilmengen von M,(I+‘),, . 8: V-t W heiBe in matrixsublineares 
Funktional, wennfolgendes gilt: 
(9 e,(u) f 0, 
(ii> W + 4 < e,(u) + e,(u), 
(iii) 0 < e,(o), 
(4 e,(Y*ud < ~*4w, 
fiir alle u, u E M,(V),, yE M,,,, m, n E IN. 
2.1.3. LEMMA. Es sei 0: V-t W ein matrixsublineares Funktional. 8 hat 
die folgenden Eigenschaften : 
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(a) R&W < %04 fur JEIR+,uEM,(V),, 
@I ‘J,(O) 4 0 fir 0 E M,(V), 
(cl en(u x a> < @n(u) x a fur u E M,(V), a E M,(M,)+ 
(4 ~n,,,(u 0 P> < @Au) o P fir uEM,(u),,/?EM~, 
(4 4, ,(u 0 u> 4 e,(u) 0 e,(u) fur u E M,(V), u E M,(V), 
(f) Y*e”(u)Y < e,(Y*uY) fur y E M, inuertierbar, u E M (V), .
Beweis. (a) ist ein Spezialfall von 2.1.2(iv). (b  folgt aus (a). (c): Nach 
[4, Theorem I] gibt es endlich viele yiE M,,,, so dalj u x a = C$uyi gilt. 
Also folgt (c) aus 2.1.2(ii, iv).(d) ist ein Spezialfall von (c). (e): Es seien y =
11,, O ,,) E Mm,,+,, 6 = P,,,,,, I 1 EM,,,,,. Dann ist 
8,+.(~0~)=e,+.(y*uy+6*~s)~y*e,(u)y+6*e,(u)S 
= em04 0 em. 
(f): Esist 
Y*u4Y = Y*uY*-IY*uYY-w Y*Y*-t(Y*w-9 
= e,(y*uy). I 
Wir schreiben 8, < 6, wenn B,,,(u) < e,,,(u) fiir alle u E M,(V),, nE N. 
Lineare s lbstadjungierte Abbildungen vo V nach W sind matrixsublinear. 
2.1.4. LEMMA. Es seien 8: V-r W matrixsublinear, rp: V-1 W linear, 
selbstadjungiert. Aus 8< u, folgt q< 0. Ist W+ spitz, soist dann q,(u) =
min O,(u) fur alle uE M,(V),, nE N. 
Beweis. Es sei uE M,,(V),,. Es gibt ein w E e,(u) mit w < o(u). Aus 
o=qe,(~) + 8,(-u)< W+ e,(-u) f0igt (D(--v)+-w=ge,(-u), also =q. 1st 
W+ spitz, soist such M,(W)+ spitz. Aus o,(u) < e,(u) < q,(u) folgt, daB 
o,(u) das kleinste El ment inO,(u) ist. 1
2.1.5. LEMMA. Es seien V ein *-Vektorraum, W, W, matrixgeordnete 
R&me, 8: V-r W, matrixsublinear, (D: W, -+ W, uollstandig positiu. Dann 
ist v, 0 8: V+ W, mit ((D 0e),(u) = (p,(t?,(u)) fur u E M,( V)h, nE N, matrix- 
sublinear. 
Beweis. Wie man sieht, sind ie Bedingungen 2.1.2(i-iv) erfiillt. 1 
2.2. Der matrizielle Hahn-Banach Satz 
Die einfachste Form des skalaren Satzes von Hahn-Banach lautet: Zu 
jedem sublinearen Funktional B gibt es ein lineares Funktional o mit v, < 8. 
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Durch geeignete Wahl von 8 erhiilt mandie zahireichen Varianten des 
Hahn-Banach Prinzips. Dieser Weg wird in den Arbeiten von Konig (siehe 
[ 131) entwickelt. Der matrizielle Hahn-Banach Satz wird fur semidiskrete 
WY-Algebren auf den skalaren Hahn-Banach Satz zuriickgefiihrt. Man 
beachte, da13 der Beweis nur die Approximation 2.2.2(i), n cht aber die 
Normierungs- und Stetigkeitsforderung 2.2.2(ii) benutzt. 
2.2.1. LEMMA. Es sei V ein *-Vektorraum. Es sei J eine V-Algebra. 
8: V 4 & sei matrixsublinear. Fzi’rt E (V @ J*)h bilde man 
o(t)=inf{(B,(v),r)(uXr=t,uEM,(V),,rEM,(~*)’., nEN}. 
Die folgenden Aussagen sind tiquivalent: 
(i) O(0) = 0. 
(ii) Es gibt eine lineare s lbstadjungierte Abbildung cp: V-, W mit 
6 8. 
Wenn (i) oder (ii) gelten, soist 0: (V @ A,),, + IR sublinear. Dielinearen 
Funktionale @: (V @A*),, + IR mit @ Q 0 entsprechen eineindeutig den
linearen selbstadjungierten Abbildungen cp: V-+ d mit cp < 0. Es gilt 
@(~OP)=(vP(u),P)f~r~E V,,p A,. 
Beweis. (i) -j (ii) Es seien s, t E (V a.&),,, uE M,(V)‘),, u E M,(V),, 
~EM,,,(A’ii)+, REM,+ so, da13 UX~=S, ux<=t. Es ist (U@U)X 
(q C$ t) = s + t. Nach 2.1.3(e) folgt 
Also ist O(s + t) < O(s) + o(t). Es ist @(At) = A@(t) fur 0< A E I?. Da 0 = 
O(0) < G(t) + @(-t) ist, ist --co <o(t). 0 ist sublinear. N chdem Satz von 
Hahn-Banach gibt es ein lineares Funktional @: (V @ A*),, -+ R mit @ < 0. 
Es ist (@(u 0 p)] < const(u) ]]p](. Es gibt eine indeutig bestimmte lineare 
selbstadjungierte Abbildung cp: V-+M, dalj (q(u),p) = @(u @ p) ist. Dafur 
u E M,(V),, r E M,MJ+ 
gilt, ist cp < 19. 
Wie man leicht sieht, folgt (i) aus (ii). I 
Effros und Lance haben semidiskrete WY-Algebren eingefiihrt [ll.]. 
Connes [8] und Choi und Effros [6] zeigten, dalj eine von Neumann Algebra 
auf einem separablen Hilbertraum dann und nur dann injektiv ist, wenn sie 
semidiskret ist.
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2.2.2. DEFINITION. Eine W-Algebra M hei& semidiskret, wenn zu 
endlich vielen X, ,..., xk E A, p, ,..., pk E &, E > 0 vollstandig positive 
Abbildungen o: .I-+ IV,, t: M, -+.,H so existieren, da13 gilt: 
0) max I(ru(xi> -xi, Pj)l < ET 
(ii) uist a(/,.&) stetig, u( 1 [) = l,, r(1,) = 1 (. 
Nach der Bemerkung in[ 111, Seite 13 oben, kann man u, t such so 
wiihlen, da13 [Iu*~*@~) -pill <E (j = l,..., k) wird. 
Im Falle des Raumes S(Z) wahle man einen endlichdimensionalen 
Unterraum < von 2, p: Z-+< die orthogonate Projektion, s  dalj 
lIppip-piI( < Fwird. Es sei I: C ‘-1X eine Isometrie aufe. Man setze 
a(x) = I*XZ und r(a) = zar * fiir x EB(T), a E M, z B(@‘). 
2.2.3. SATZ. Es seien M eine semidiskrete W-Algebra, V ein *- 
Vektorraum, 8: V + M ein matrixsublineares Funktional. Dann gibt es eine 
lineare s lbstadjungierte Abbildung 9:V -+ .A mit 9 < 8. 
Beweis. Wir weisen die Bedingung O(O) = 0 aus Lemma 2.2.1 nach. Es 
seien u E M,(V),, rE M,(J*)+ mit uX t = 0. Da M semidiskret ist,gibt es 
zu x = Ix,,./ E B,(v) und E > 0 vollstlndig positive Abbildungen u: J-, m,, 
r: M, +J so, da13 C I(tu(x,,) - x,, <,“)I ,<E. Da t vollstandig positiv ist, 
ist Z= tz(Q EM,,(M,)+. Es ist vx Z = (id, 0 r*)(v X 0 = 0. Nach Lemma 
2.1.3(c) ist
0 < e,(o) = B,(u x E) < 8”(U) x E 6 x x 3 E M,(d)+. 
Daraus folgt 
0 < u,(x x q= u/ ( x XC” @ r*(&“) ) 
=x 4X,“> 0 r*<r,,> E MIw,)+. 
Wir bilden die Spur und erhalten 
0 <x Spur(u(x,.)(r*(r,,)‘) = X (r4x,J t
Da E > 0 beliebig war, ist 0< (x, r). Also ist O(0) = 0. 1 
2.2.4. KOROLLAR. Es seien JZ’ eine injektive C*-Algebra, V ein *- 
Vektorraum. 8: V -+ & sei matrixsublinear. Dann gibt es eine lineare 
selbstadjungierte Abbildung 9:V -+ & mit 9 < 8. 
Beweis. Es sei 1 R.E d c B&Z). Da J injektiv ist, gibt es eine 
vollstandig positive Projektion P von B(g auf ~8’. Nach 2.2.3 gibt es eine 
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lineare s lbstadjungierte Abbildung ry: V-P B(z) mit v/< 0. Man setze 
rp=Pow. I 
Wir nennen einen *-invarianten Unterraum einer C*-Algebra &’ ein 
Ordnungsideal 7, wenn aus y, < x < y2, y,, y, E Th, x E X$~ folgt, da13 
x E J’ ist. Z.B. sind ie kompakten Operatoren, die Spurklasse od r die 
Hilbert-Schmidt Operatoren eiOrdnungsideal in B(R). 
2.2.5. KOROLLAR. Es sei 7 ein Ordnungsideal in einer injektiven C*-
Algebra. B:V-+ 7 sei ein matrixsublineares Funktional. Dann gibt es eine 
lineare s lbstaa’jungierte Abbildung q:V+ 7 mit a, < 8. 
Beweis. Es gibt eine lineare selbstadjungierte Abbildung q~: V+ & mit 
cp < 8. AUS -13-v) < q(v) Q e(v) folgt q(v) Ef fur alle v E V. m 
2.3. Fortsetzungssatz von Hahn-Banach 
Wie im skalaren Fall kann man aus dem matriziellen Hahn-Banach Satz 
einen Fortsetzungssatz herleiten. 
2.3.1. SATZ. Es seien JXY eine injektive C*-Algebra, Vein *-Vektorraum, 
8: V+ & ein matrixsublineares Funktional. Es seien W ein *-invarianter 
Unterraum von V, q+,: W--+ zf eine lineare s lbstadjungierte Abbildung mit 
p0 < 8 I W. Dann gibt es eine lineare s lbstadjungierte Forts tzung p,:V+ & 
mit v,I W=yl, und rp<t?. 
Beweis. Wir bilden in Funktional B,O: V+ L/ durch die Vorschrift 
emo,n(t4 = la+ v)~,~(w> I a E uv - w>, wE WWh 1 
= U (e,(v - 4 + ~ldw)) 
w 
fur v E M,(V). Wie man leicht sieht, sind ie Bedingungen 2.1.2(i, i iv) 
erfi.illt. Aus rp,< 0 ( W ergibt sich die Eigenschaft (iii). era: V+ /A ist matrix- 
sublinear. Nach Korollar 2.2.4 gibt es eine lineare s lbstadjungierte 
Abbildung rp: V-+ & mit q~ < em,. 
v,I w=yl,. I 
Da 8,, 1W < rp,, ist, ist nach Lemma 2.1.4 
2.3.2. KOROLLAR. Es seien zf eine injektive C*-Algebra, V ein *- 
Vektorraum, 0: V-+ &’ matrixsublinear. Zu v,, E V sei a,, E zf so gewahlt, 
daJ a,, @ a < e,,(v, @ a) fir alle aE (MJ,,, nE N gilt. Dann gibt es eine 
lineare s lbstadjungierte Abbildung cp: V+ J mit p < B und p(v,,) = a,. 
Beweis. Man definiere (p,,: Ccv, +J/ durch q~,,(vJ = a,, und wende den 
Satz 2.3.1 an. 1 
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Wir zeigen, wie man aus dem matriziellen Hah -Banach Satz den 
Arvesonschen Fortsetzungssatz [ 1 ] undsuch eine von Lance [16 ] gezeigte 
Verallgemeinerung erhllt. Dieskalaren Vorbilder sind im ersten Beispiel d r
Fortsetzungssatz von Krein-Rutman [ 151, im zweiten der Fortsetzungssatz 
von Bauer [2] fur positive Linearformen. 
2.3.3. Beispiel. Es seien I’ ein matrixgeordneter Raum, W ein kofinaler 
*-invarianter U vektorraum. Zu v E M,(V), bilden wir die Menge der 
Majoranten in M,(w), 
Wie man leicht sieht, ist p: V+ W ein matrixsublineares Funktional. Es ist 
pl W<id,. Es sei d eine injektive C*-Algebra. 1st qO: W+ d vollstindig 
positiv, so ist p0 o p: V--P & matrixsublinear und q, < qr, op ] W< q+,. Jede 
lineare s lbstadjungierte Abbildung rp: I’--+ & mit cp < ‘p,, 0 P ist eine 
vollstandig positive Fortsetzung vo  (pO. 
2.3.4. Beispiel. Es sei 9 eine unitale C*-Algebra. Wirdetinieren ein 
matrixsublineares Funktional sup+: 9 -+ Cc durch die Vorschrift 
sup,‘(b)= {o]b< l.@o,oEM,t} fur b E Mn(9)h. 
Es seien nun & eine injektive C*-Algebra, Q G 9 eine (nicht notwendig 
unitale) C*-Unteralgebra und cpO: g7-r d vollstiindig positiv. Ausc < 
l,a@ u, c E Mn(g),,, u EM,+ folgt, daO ]l((a + 61,)-“2c(u + B1n)-“2)+ ]( < 1 
ist fur alle 6 > 0. Hieraus ergibt sich 
q&)((u + 81,))“%(U + 61,))1’2 
~rp,~~~~+~~,~-1’2~~~+6~~)-1’2)+)~11v)oII 1, 
und somit q,,(c) < ]]vO]] l.,@ u. Es ist 9, < ]]qO]] 1 d @ sup+ IQ. Es gibt eine 
lineare selbstadjungierte Forts tzung cp:9 -+ & von ‘pO mit q < 
]](p,,]] l  @ sup+. Daraus folgt, dal3 Qvollstlindig pos tiv und ]] cp]] = ]rp,]( ist.
2.3.5. Beispiel. Im Beispiel 2.3.4 sei ka eine C*-Algebra, 1 a E Q E 9, 
l./ E Q G &. q0 sei 9-bihomomorph. Setzt man 
sups,, = {d I b < 4 d E M,(9)+ } fur b E M,(9),, n E N, 
so ist q,, < ]] (pO ]] sup; ]Q. Es gibt eine lineare selbstadjungierte Fortsetzung 
q: 9 --i .,cd, Q < ]]p,,]] sup&. p ist vollstlndig positiv und La-bihomomorph, 
wie in Satz 4.2 gezeigt wird. 
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2.4. Der Linearitcitsbereich ein s matrixsublinearen Funktionals 
Fur skalare sublineare Funktionale istLin 8 = (v 119(v) + 19(-v) = O} ein 
reller Vektorraum undB 1 Lin 19 ist eine Linearform. 
2.41. LEMMA. Es seien V ein *-Vektorraum, W ein matrixgeordneter 
Raum, W+ spitz, 8:V+ W matrixsublinear. D r Linearitiitsbereich 
Line= {vi + iv, 10, E V,, e,tv,. + e,(+,)<O, K= 1,2) 
hat folgende Eigenschaften: 
(i) Lin 0ist ein Gnvarianter Untervektorraum von V. 
(ii) Fur v E M,(V),, ist dann und nur dann B,(v) + 0,(-v) < 0, wenn 
v E M,(Lin ejh ist. 
(iii) Es gibt genau eine lineare selbstadjungierte Abbildung (p: 
Lin 8-r W. Es ist q,(v) E B,(v)fur alle vE M”(V),, . 
Beweis. (i) Da 8, subadditiv ist(2.1.2(ii)), ist Lin 0 ein komplexer *-
invarianter Untervektorraum. 
(ii) Es sei v=Cv,@a,EM,(Lin@,, v,ELin8,, a,EM,f. Nach 
Lemma 2.1.3(d) istdann e,(v) t 0,(-v) < C (8,(v,) t 0,(-v,)) @ a, < 0. 1st 
andererseits fur ein v E MJV),, 0,(v) t t9,(-v)< 0, so ist nach 2.1.3(c) 
v x a E Lin 0 fur alle aE M,‘. Hieraus ergibt sich vx E,, E Lin 0 und 
v E M,(Lin e), . 
(iii) Wir setzen o(v) = {w 1 w E e,(v) n -0,(-v)} fiir v E (Lin 0),. Es 
ist q(v) = -rp(-v). Da 0 < 0,(v) + 8,(-v) < 0 fur uE Lin 0 ist, ist (D(V) # 0. 
Fur w,,w,Eo(v) ist O<w,--w,. Daher ist q(v) einelementig. Nach 
Eigenschaft 2.1.2(ii) g bt es zu vi, v2 E (Lin f?),, uE Bi(v, + vJ, 
w CS f?,(-(v, t z)) mit u Q rp(v,) t p(uJ und w < cp(-vi) t a)(-~~). Dann ist 
o<utw<o, also w = rp(vl t vJ < rp(v,) t P(Q). Hieraus folgt nun 
q(-(ur t vJ) ( q(-vr) tq~(-VJ = -@(vi) +v)(q)). Also ist v, additiv. 
Offensichtlich ist a, positiv homogen. Also ist (p linear, selbstadjungiert. 1st 
u = C v, 0 a, E M,(V)*, V  E Vn, a, E M,’ so folgt e,(v) < 2 e,(v,) 0 a,< 
C co(v,> 0 a, = (D,(U). Es ist also t9 < q. Nach Lemma 2.1.4 ist o< 0 und q 
eindeutig bestimmt. I 
3. ORDNUNGSTHEORETISCHE CHARAKTERISIERUNG 
INJEKTIVER VV*-ALGEBREN 
Wir sagen, ein matrixgeordneter Raum W habe die matrizielle 
Hahn-Banach Eigenschaft, wenn es zu jedem atrixsublinearen Funktional 
B: V+ W eine lineare selbstadjungierte Abbildung q: V-+ W gibt, die von 0 
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dominiert wird., d.h. (o Q 6. Wir suchen eine ordnungstheoretische 
Charakterisierung dieser Eigenschaft. Die ordnungsvollstandigen Vektorver- 
bande haben die iibliche Hahn-Banach Eigenschaft [ 141. 
Es sei R ein topologischer Vektorraum nd ein matrixgeordneter Raum. R 
hei& ein matrixgeordneter topologischer V ktorraum, wenn alle Kegel 
M,(R)+ abgeschlossen sind in der Produkttopologie von M,(R). 
Wir bezeichnen die Symmetrie 1, 0 (-1,) E (M,+J, mit um,n 
(m,nEN). 
3.1. DEFINITION. Es seien V ein matrixgeordneter Raum, K 5 M,,(V),,, 
a E MA* 
(i) K heiBe a-positiv, wenn fur je endlich viele yr ,..., yi EM,,, 
(i, m E N) aus C y:ay, = 0 folgt, da13 C yfKy, > 0 ist. 
(ii) Ein v E V,, heirje eine untere a-Schranke von K, wenn v @ a <K 
ist. Wir nennen K nach unten a-beschrankt, wennes eine untere a-Schranke 
gibt. 
(iii) V erfiillt diematrizielle Schrankenbedingung, wennjedes on,“- 
positive v E M,,(V), nach unten o,,,-beschrankt ist (n E N). 
3.2. LEMMA. Es sei V ein matrixgeordneter Raum mit der folgenden 
Hahn-Banach Eigenschaftt: Zu jedem matrixsublinearen Funktional 0: 
C*Vgibtesein vEV,,,soda~v@a<8,(a)firalleaE(M,),,nEN 
gilt. Dann ist fir m, n E N jede a,,,-positive Teilmenge K c M,+,,(V), nach 
unten o,,, -beschr&kt. 
Beweis. Es sei K C_ M,+,,(V)h eine Us,* -positive Menge. Wir definieren 
ein Funktional 8:C -+ V durch die Vorschrift 
fur l E (MJhr 1 E N, und weisen die Bedingungen 2.1.2(i-iv) fur matrix- 
sublineare Funktionale nach. 
(i) Es seien E,~=~@O,,-~EM~ und u~d=l$~~n-lC~~ 
Matrixeinsen. Wir zerlegen (-=c+ -(- 
<+ @ cl1 @ (- @ E;, E M,,,+JM,)+. Esist o,,,~ x Z = <’ - r- = <. Nach-[A 
Theorem l] gibt es endlich viele Y,,..., yi E M,+,,,, so da13 [X .Z = c yF&, 
fur alle CC M,,, gilt. Esist also 0# C y,*Ky, C B,(r). 
(ii) Es seien &, & E (Ml)*, <r = C Y?~~,~Y~, & = CX$~,,,,~X,~ Dann 
ist e,(r, + r,) $ C ypKyl + C xfKx,, und somit e,(r, + TZ) < e,(&) + e,(5,). 
(iii) Da Ku,,, -positiv ist, ist 0< e,(o) furall IE N. 
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(iv) Ess&en <E(Ml),,, 6= C@J,,,,~Y,, YE Ml, .Aus ~“0 = 
c (Y*Y)*%,n (Y, )foktUY*~Y) < C (Y, )*@, 14= Y*E Z%~)Y. AlsO ist 
uY*rY) < *w3 Y* 
8: C -+ V ist ein matrixsublineares Funktional. N chVoraussetzung gibtes 
ein u E V, mit u @ a < B,(a) fiir alle aE (M,)h, IE IN. Speziell gilt 
0 0 um,n =G %+.hl,,) < K. I 
3.3. LEMMA. Es sei R ein matrixgeordneter topologischer Vektorraum in
dem alle Ordnungsintervalle kompakt sind. Wenn R die matrizielle 
Schrankenbedingung 3.1(iii) erfillt, so ist jede o,,,-positive Teilmenge 
KG M,,(R), nach unten a,,,-beschrrinkt. 
Beweis. K c M*“(R),, sei u,,,-positiv. Fi r F = (k, ..., k,}c K sei k = 
@ k, E M,,,(R), und a = @ u,,, E M2,“. Wie man leicht sieht, ist k a- 
positiv. Da aunitlrtiquivalent zu u/,,,~ ist, gibt es ein rE R, mit r@ a < k 
und somit r 0 unqn <F. Die Mengen L(F) = {r E R ( r @ CJ”,~ < F} sind nicht 
leer und abgeschlossen. Fur k, = [k:,,] 01, v= l,..., 2n) gilt -kin,*,, < 
W%kf,,. Also ist L(F) kompakt. Damit ist L(K) = n {L(F) 1FE K, F 
endlich } # 0. 1 
3.4. LEMMA. Es sei R ein matrixgeordneter topologischer Vektorraum 
mit kompakten Ordnungsintervallen. R erfulle die matrizielle Schranken- 
bedingung. Dann gibt es zu jedem matrixsublinearen Funktional 8:C + R 
ein r E R, , so daJ r @ a < e,(a) fur alle aE (M,),,  nE N ist. 
Beweis. Es sei aE (&I,,)*, yr ,..., yi EM,.,, C y:ay, = 0. Dann ist 
0 < e,(o) = 8, 
( 1 
1 X+W, < C ~i+%M%- 
B,(a) ist also a-positiv. Wir setzen L(a) = (r E R, 1 r @ a < e,(a)} fur 
a E GKh und L,, = L(u,,,). Fur x = [x,,,] E B,(c,,,) folgt -xz2 < 
Jql, l)<x,,. Die Mengen L(a) sind abgeschlossen. L(l,1) ist 
ordnungsbeschrlnkt, also kompakt. 
Es sei 0< k, l& n E IN. Es gibt eine unitare Permutationsmatrix o E Mzn,
so dalj w*u n,no=uk,lOun-k.n-,ist. Fur rEL,,, folgt dann aus 2.1.3(f,e) 
G-0 uk,J 0 Q-0 CL~,~-,) x W*(rO un,J~ < W*ezn(uJ,,,)W 
< ~2n(uk,, 0 h-d s 4+,h,,) 0 eZn-k-I(~n-k,n-,). 
Wir erhalten r @ uk,, < 8,+,(u,,,). Also ist L,,, c L,,, fiir 0 < k, I< n E N. 
Wir tinden in r. E n L,,,. 
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Es sei aE (MJ,,, a invertierbar. Dann gibt es ein invertierbares p E M,, 
so dal3 a =/3*a,,,P ist, wobei k + I = n, k die Anzahl der positiven 
Eigenwerte und 1 die Anzahl der negativen Eigenwerte von a ist. Nach 
Lemma 2.1.3(f) folgt nun 
Es ist also r. E L(a). 1st a nicht invertierbar, so ist a + 61, fiir alle 
hinreichend kleinen 6> 0 invertierbar, alsor. E L(a + Sl,). Hieraus 
FIEtL(,‘o,@f +6l,)<B,(a +Sl,)<B,(a)+68,(1,). Fur J-+0 folgt 
0 
3.5. SATZ. Es sei R ein matrixgeordneter topologischer Vektorraum in
dem alle Ordnungsintervalle kompakt sind. Die folgenden Aussagen sind 
liquivalent: 
(i) R e~~llt die matrizielle Schrankenbedingung 3.1 (iii). 
(ii) R hat die matrizielle Hahn-Banach Eigenschaft. 
Konig hat eine elegante B weisanordnung furden skalaren Satz von 
Hahn-Banach bekanntgemacht ([ 21, $61). W ir iibertragen di se Idee auf den 
matriziellen Fall. 
Beweis. Es seien V ein *-Vektorraum und8: V+ R matrixsublinear. Wir 
bezeichnen mit Y = 9’( V, R) die Menge der matrixsublinearen Funktionale 
von V nach R und ordnen 9 durch die Relation <.1st {ei /i E I) eine total 
geordnete T ilmenge von 9, so ist 0, E .Y mit 
eo,m =U ei,n(v) fiir v E M,(V),, nE N, 
icl 
eine untere Schranke d r 13~ (i E Z). Nach dem Zornschen Lemma gibt es also 
ein minimales 8’E Y, 8’ < 8. 
Es sei aE V,,. Das Funktional (MJ,, 3 a + @“(a @ a), n E N, ist matrix- 
sublinear auf G. Nach Lemma 3.4 gibt es ein r E R mit r @ a < &(a @ a) 
fur alle aE (MJh, n E N. Wir setzen 
eb.,w =U {@Xv +a 0 a) - r@ a I a E (Mn)h} 
fur alle vEM,(V),, (1) 
und weisen die Bedingungen 2.1.2(i-iv) fur matrixsublineare Funktionale 
nach: 
(i) Fur a = 0 folgt aus (1) darj 8: < 8 ist. Insbesondere ist 
eh,,(v) # 0. 
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(ii) Fur ui, v2 E M,(V),, a , a2 E (MJ,, ist 
&,,(ul + u,) < f%(u, t u2 t a 0 (a, t a*)) - r 0 (a, +aJ 
~~~(v,taOa,)-rga,t81,(v,taOa,)-rOa,. 
Es gilt also B&(v~ t u2) < &Jui) t &,,(u& 
(iii) Es ist 05 &(a @ a) - r @ a, also 0< e:,,(O). 
(iv) Fur y E M,,,, vE M,(V),, a E WA gilt 
eh,,(y*d < %Jr*(v ta 0 a)?) - r 0 y*ay 
< y*(e;(v + a @ a) - r @ a)y. 
Hieraus folgt (&,,(y*vy) =$ r*&,(v) y. 
Da 8 minimal ist, ist 0’ < 0;. Es ist 0;,,(a) < r und (&(-a)< -r. Da 
q;(u) + &(-a) ( 0 ist, ist Lin 8’ = V. Nach Lemma 2.4.1 gibt es genau eine 
lineare selbstadjungierte Abbildung cp: I’-+ R,v, < 8’. 
In Lemma 3.2 wurde gezeigt, dal3 (i) aus (ii) folgt. 
3.6. SATZ. Es sei R ein mutrixgeordneter Ordnungseinsruum [5, 
Kupitel41, der duuler Ruum mit der duulen Ordnung eines mutrixgeordneten 
Bunuchruumes V ist. Die folgenden Aussugen sind iiquivulent: 
(i) erjiillt die mutrizielle Schrunkenbedingung. 
(ii) R hut die mutrizielle Hahn-Bunucheigenschufi. 
(iii) Es gibt einen mutriziellen Ord ungsisomorphismus son R auf eine 
injektive W-Algebra 9 der a(R, V) - a(9,9~) stetig st. 
Beweis. (i) * (ii) wurde in 3.5 gezeigt. (ii) =c+ (iii). Nach [5, 
Theorem 4.41 kann man R als ultraschwach abgeschlossenes Operatorsystem 
auf einem Hilbertraum darstellen. Nach Beispiel 2.3.3 ist R ein injektives 
Operatorsystem. (iii)folgt nun aus [5, Korollar 3.21. (iii) * (i) ergibt sich 
aus Korollar 2.2.4 und Lemma 3.2. 1 
3.1. KOROLLAR. Der Prliduul L.& eine injektiven W-Algebra 9 hut die 
mutrizielle Hahn-Bunuch Eigenschuft. 
Beweis. Bekanntlich ist jedes Ordnungsideal (s*), p E & + , matriziell 
ordnungsisomorph und homiiomorph zu (n,(s))‘. DerKommutant einer 
injektiven W-Algebra ist injektiv. Also erfiillt (2*), die matrizielle 
Schrankenbedingung fiir alle pE 9, + . Nach Satz 3.5 hat s* die matrizielle 
Hahn-Banach Eigenschaft. 1 
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3.8. Bemerkung. Die Bedingung 3.l(iii) st die “eine Halfte” der 
Rieszschen Zerlegungseigenschaft. Die “andere Halfte” ist eine Ungleichung 
fur matrizielle Konvexkombinationen: 
(i) Es seien x,,xz,y,,yzER,, und xI7x2<YITY2* Wenn 
a,,a2,P,,PzEM; (mEiN), a,+a,=1,=/?,+P2, dam ist x,Oal+ 
x2 @ a, < y, @p, + yz @ /.I*. Fur skalare Konvexkombinationen (m = 1) ist 
dies immer erfiilit. (i)besagt, darj die Diagonalmatrix diag( y, , y,, 
-x, , -x2) a,.,-positiv st.Definition 3.l(iii) und (i) implizieren also die 
Rieszsche Zwischenwerteigenschaft. Umgekehrt erfiillt jedekommutative C*- 
Algebra (i). 
3.9. Problem. Kann man die Kompaktheitsbedingung in Satz 3.5 durch 
Ordnungsvollstandigkeit ers tzen. Gibt es eine Satz 3.5 entsprechende 
Charakterisierung der injektiven A IP-Algebren. 
4. VOLLSTANDIG POSITIVE HAHN ZERLEGUNGEN 
Loebl 1171 zeigt, dalj lineare Abbildungen mit endlicher Variation von 
einem Raum C(X), X kompakt, in eine V-Algebra Hahn Zerlegungen 
haben. Solche Abbildungen sind also vollstandig beschrankt. Aufeinem 
Ordnungseinsraum hatjede beschrankte Linearform eine Hahn Zerlegung, 
die man mit Hilfe des skalaren Hahn-Banach Satzes konstruieren ka n. 
Unitale C*-Algebren tragen Ordnungseinsnormen. Wir verallgemeinern d n 
Begriff und bilden Mutrixnormen mit Werten in einer unitalen C*- 
Unteralgebra. 
Es seien & eine unitale C*-Algebra, 5Y eine C*-Unteralgebra mit 1-/ E g. 
Wir definieren ei e 5Y-wertige Matrixnorm durch 
IIQII,= {cl *a<c,cE~,(~‘)+~ fiir ff E Mn(J)*. 
11 .(1,6,: 9 + 5? ist ein positives matrixsublineares Funktional. Im einfachsten 
Fall wahlt man $T = C 1 d g C. Dann ist inf 1) a /lo,, die iibliche Norm auf dh. 
Eine lineare Abbildung o zwischen C*-Algebren heil3t vollstiindig 
beschriinkt [ 11, wenn /lollcb = sup jl (p,,ll < coist. 
4.1. DEFINITION. Es seien ,cP, .9, 5T unitale C*-Algebren. g sei 
Unteralgebra vond und 9 und lc6 = 1 TJ, li, = 1 #. Eine lineare s lbst- 
adjungierte Abbildung p: d + LS heiBe V-matrixbeschrtinkt, wenn ein 
k E IR + so existiert, dalj fur alle aE M,(d),, c E M”(g),,, +a < c folgt 
*q(a) < kc. Es gilt also (p < k )I .IIV. 
4.2. SATZ. Es seien &, 9, g unitale C*-Algebren. 5F sei Unteralgebra 
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von xf und 9 mit 1, = ld, 1, = 1 + cp: d + 9 sei linear und selbstad- 
jungiert. Diefolgenden Aussagen sind aquivalent: 
(i) cp ist vollstandig beschrdnkt und Q-bihomomorph, d.h. fur alle 
cl,c2fGF, aE& ist ff7(c,ac2)=c,+$a)c,. 
(ii) rp ist Q-matrixbeschrdnkt. 
Es ist ]]c& = min{k E R + 1 rp < k II .IIW}. 
Beweis. (i) * (ii). Es seien a E Mn(~),, c E MJSF)+, +a < c. Fiir E > 0 
ist a, = (c + s1)-‘/2a(c + &1)-l’*, llarll < 1. Da v, Q-bihomomorph ist, folgt 
aus IIrp(a,>ll G II~ cb~ dafl *da> <Ilrpll& + ~1) ist. 
(ii) * (i). Wir nehmen zuerst an, daf3 in Q der Spektralsatz gilt. Essei 
p=p*=p’EQ. Fur aEJ, llall< 1 ist dann 






Nach der SchluBweise n [5, Seite 1661, ist (1 - p) cp(pa) = 0. Analog folgt 
pqr((1 - p)a) = 0. Wir erhalten 
&pa> = pcp(pa> + (1 - p> &pa) = P&Pa) + Pd(l - da) = w(a). 
Auf Grund des Spektralsatzes folgtnun, da(J (p B-bihomomorph ist. Fur den 
allgemeinen Fall gehe man zu den einhiillenden W*-Algebren &**, 9**, 
und g** iiber. Mit Hilfe des Dichtheitssatzes von Kaplansky folgt leicht, 
da13 (D ** Q**-matrixbeschrankt ist. Also ist p** ein Q**-Bihomo- 
morphismus. Wieman leicht sieht, folgt aus der Matrixbeschriinktheit von q?, 
dal3 qr vollstlndig beschrtinkt st.1
4.3. KOROLLAR. im Raum der vollstciitdig beschriinkten Abbildungen, 
geordnet durch den Kegel der vollsttindig positiven Abbildungen, bilden die 
Q-Bihomomorphismen ei Ordnungsideal. 
580/40/2-2 
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4.4. LEMMA. Es seien &, 2 unitale C*-Algebren, 1 r’E .B c J/ und 9: 
.d -+ 28 ein beschrankter LB-Bihomorphismus. Dann ist 9 vollstandig 
beschrri’nkt. Ist 9 selbstadjungiert, so is  ]]9]lcb = ]]9]]. 
Beweis. Es sei a = [a,,] EM,(d),,, ]]a]] < 1. Es seien b,,..., b, E 2’. 
Wir nehmen ohne Beschrankung der Allgemeinheit an, dafi 9 selbstadjungiert 
ist. Aus kCb,*a,,b,<Cb,*b,, folgt nun ~tbb,*cp(a,,)b,~jlcpIICb$b,, 
d.h. II9,@)ll < II911 llall. m 
4.5. SATZ. Es seien ,rQ, 28, g unitale C*-Algebren. GY sei Unteralgebra 
vonxf und .D und 1, = 1./, 1, = 1 R. Es sei 9: ST -+ 9 ein selbstadjungierter 
vollstlindig beschrankter V-Bihomomorphismus. Wenn 9 injektiv ist, gibt es 
einen vollstiindig positiven Q-Bihomomorphismus 9: & -+ 2 mit i9 < q~ 
und /I ty]] = ]19]lcb. 9 = +(9 + 9) - $(ty - 9) ist eine vollsth’ndig positive Hahn 
Zerlegung. 
Beweis. Fur a E M,,(J),, bilden wir das Funktional 
B,(a) = {/1911,bc + 9(v- w> I a < c- v - w, c E MnCVh, v, w E M&4+ 1. 
Nach Satz 3.2(ii) st O< B,(O). 6’: J/ + 57 ist matrixsublinear. Nach 
Korollar 2.2.4 gibt es eine lineare s lbstadjungierte Abbildung 9: J@‘-+ .L% 
mit ty<.B. 1st aEM,(& so wahle man c=O, u=O, w=-a oder 
v = --a, w = 0 und erhlilt 9,(a) < f 9,(a), insbesondere 9,(a) < 0. Es sind 
9, 9 + 9, 9 - 9 vollstlndig positiv. Aus 9( 1) < I/9(1 1 d folgt 119 II < /19jlcb. 
Aus fa < c, a E Mn(&)h, c E M,,(Q)+ folgt *y,(a) < O,(+a) < ]]9]lcbc. 
Nach Satz 4.2(i) st 9 Q-bihomomorph. 1
4.6. KOROLLAR. Es seien &‘, 9 unitale C*-Algebren, 1 J E 9 c V, L? 
injektiv. Es sei Q: xf + 9 eine Quasiexspektation [3] d.h. ein beschrtinkter 
9-bihomomorpher Projektor. Es gibt Erwartungsabbildungen P, , P,: 
& + LS und k, , k, E R +, k, + k, = I] Q]], so daJ Q = k, P, - k, P, ist. 
Beweis. Man setze in 4.5 9 = Q, Q = 9. 1 
5. INVA~UANTE FORTSETZUNGEN 
5. I. Matrixsuperlineare Funktionale. 
5.1 .l. DEFINITION. Es seien V ein *-Vektorraum nd W ein matrix- 
geordneter Raum. Es sei d= (d,),,, . Die d, sind Abbildungen von M,(V),, 
in die Teilmengen von M,(W),. d: V -+ W heiBe in matrixsuperlineares 
Funktional, wenn folgendes gilt: 
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6) d,(u) + 0, 
(ii) d,(u) t d,(u) < d,(u +~1, 
(iii) d,(O) < 0, 
(iv) Y*&(u)Y < d,(y*v) 
fur alleu,~EM,(V),,yEM,.,,m,nE~ 
Die folgenden Aussagen zeigt man wie in Lemma 2.1.3. 
51.2. LEMMA. Es sei d: V + W ein matrixsuperlineares Funktional. d 
hat die folgenden Eigenschaften: 
(4 0 Q d,(O) fiirnE N, 
(b) d,,,(u) 0 d,(u) < d,,,+& 0 u) fir uE M,,,(V),, v E M (V),,, 
Cc) W*w) =G ‘/*W)g fur inuertierbare ‘J E M,, t’ E M,(V), .
5.1.3. SATZ. Es seien V ein *-Vektorraum, R E B(Z) ein ultraschwach 
abgeschlossenes Operatorsystem, d: V -+ R sei matrixsuperlinear mit 
folgenden Eigenschajien: 
(1) d,,(u) ist ultraschwach kompakt fir alle uE M,,(V),,, n E N, 
(2) R @ unSn < d,,(u 3 u,,,) fiir alle t’ E V,, n E N. 
Es sei 8: V + R matrixsublinear und d < 8. Dann gibt es eine selbstad- 
jungierte lineare Abbildung cp: V+ R mit d < (D < 8. 
Mit einem lhnlichen Beweis kann man zeigen, dafi es zu jedem atrix- 
superlinearen Funktional d: V+ R mit (1) und (2) eine lineare s lbstad- 
jungierte Abbildung rp: V+ R mit d< cp gibt. Man erhlilt dieselben Aussagen, 
wenn man statt der Ungleichung (2) die matrizielle Hahn-Banach 
Eigenschaft fur R fordert. 
Beweis. Analog zu 3.4 zeigen wir zuerst: 
(a) Es sei 8’: V-+ R matrixsublinear, d< 8’. Dann gibt es zu jedem 
a E V, ein rE R, so dal3 d,(u) tr @ a < B’,(u + a@ a) fur alle t’ E M,(V),, 
a E (MJh, n E FL. 
Fur t’ E M2n(V)h aben wir die Abschatzung 
d,,(u) + R0 (J,,, 6 d&) + d,,(a 0 on.“) < d,,(u + a 0 un.J 
< B;& + a 0 un.J. 
Fur x E &,(v t a @ unan) bilden wir die Menge 
L(c. x, n, n) = (r E R, 1 dln(t’) + r3 un,” <x). 
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L(v, x, n, n) ist nicht leer und da d,,(v) kompakt ist, ist L(v, x, n, n) 
kompakt. Es seien x, E &(u, + a @ u,~,,~), K = l,..., k. Man bilde 
u=@u,,x=@x,, a=@on.,n, n=Cn,. a ist unitlir Iquivalent zu u,.. 
Also ist Lemma 5.1.2(c) anwendiar. Wirerhalten dieAbschiitzung ’ 
@ dzn,(u,) + R 0 a < d,,(u) + R 0 a < d&u + a 0 a) < x = @ x,. 
Also ist L(v, x, n, n) E nL(v,, x,, nrc, n ). Es gibt also ein r E R, so dal3 
d,,(o) -Ir0 on,n < &,(v +a 0 on,n) fiir alle u E Mzn( V), n E N. Wie in 3.4 
folgt nun d,(v) + r 0 a < 4(v + a 0 a) fiir alle vE Mn(Qh, a E (MJ*, 
n E N. Damit ist (a) gezeigt. 
(b) Wir schlieflen nun analog zum Beweis 3.5. (i) * (ii). Unter allen 
matrixsublinearen Funktionalen ob rhalb von d gibt es ein minimales 6’ mit 
d < 6’ < 8. Man wiihle nun a E V, und I E R, gem% Behauptung (a) und 
bilde 0;nach Formel 3.5(l). t$ ist matrixsublinear und s gilt d< 0; < 6”. Es 
folgt nun Lin 8 = V. Es gibt eine selbstadjungierte linearAbbildung (p: 
V-+R mit rp<@<v, also d<q<& a 
5.2. Invariante Projektoren 
Wenn .A approximativ endlichdimensional ist, hat es die Eigenschaft P 
von Schwartz [ 191 (vgl. [ 18, Corollary 4.4.171). Es gibt einen vollstiindig 
positiven Projektor P von B(X) auf J’ fiir den P(a) E C(a) := 
E{u*au (u E ~,+??}. Dabei ist .&’ die unitlre Gruppe von J und der 
Abschlul3 in der Topologie @I(R), B(Z),). 
5.2.1. SATZ. Es sei ME B&F), 1 R E-H eine finite, hyperfinite W- 
Algebra. Dann gibt es einen vollstlindig positiven Projektor P von B(?) auf 
.M’ mit P(a) E C(a)fiir alle aE B(X), der invariant ist, d.h. P(u*au) = P(a) 
fir alle uEM’, a E B(G?‘). 
Beweis. Wir setzen C,(a)=CO{(u@ l,)*a(u@ l,)luE.AU} fi.ir 
a E M,(R)). Da .M hyperfinit ist, ist d,(a) := C,(a) n M&H’) # 0 und 
ultraschwach kompakt. Wie man leicht sieht, gilt d,(a) + d,,(b) c d,(a + 6) 
fi.ir alle a, b E M,(B(Z’)). Also ist d: B(X) -+ .A’ ein matrixsuperlineares 
Funktional. Da d&4 0 G,~ =d&a 0 u,,,) gilt, ist such die 
Voraussetzung (2) des Satzes 5.1.3 erfiillt. 
Es sei H = lin{ [x, b] 1 x E A, b E B(Z)}. Wir zeigen 0 E d,,(h) fiir alle 
h E M,(H). Ohne Einschrtinkung kii nen wir n= 1 armehmen. Wir kiinnen h 
in der Form h = C [x,, b,] mit x, EJn S, b,E B(S), K = l,..., k 
ansetzen. Dabei sei S die Einheitskugel von B(Z). Wir betrachten ei e 
ultraschwache Nullumgebung % der Form 
g = la E BP7 I I& P,)I < 11, 
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wobei pi ,..., p, E (Z)* + sind. Die Menge 
P’ = (a E B(z) 1 (a*a,p,) < 6) 
ist eine Nullumgebung derultrastarken Topologie @3(R), B(Z),). Da A 
finit st, ist die *-Operation ultrastark stetig auf der Einheitskugel S n1 
[ 18, Theorem 2.561. Esgibt also eine ultrastarke Nullumgebung 
w= {a E II ( (a*& (“)“’ < 1 } 
wobei c , ,..., t, E W-0, + sind, so da8 PP nJ n 2s s Y. Es gilt 
r.&R”s zV” fur unitare u. Da d hyperfinit st,gibt es eine ndlichdimensionale 
*-Unteralgebra &EM, 1 E &, und y, E Jr n S, so dal3 x, - y, E 
WnF ist. 
Wir integrieren nachdem Haarschen MaB iiber die kompakte unitlre 
Gruppe & : 
!I$/ := u*hu d/i(u) I 
= J u* 2 [Y,, b lu &@) + 1 u* c Ix, - Y,9 b,lu 44). 
Da y, E Jr = lin P$- ist, ist (u* C [ y,, b,] ZJ &(u) = 0. Es ist u*(x, - y,), 
u*(x, - y,)* E wnd-7 2s fib uE&& also t-5 - YJ*K 
(x, - y,)u E7. Aus der Schwarzschen Ungleichung folgt nun 
I(u*[x, - Y,  b,lk PAI =((u*(x, - Y,>(X, -Y.)*u9 PnY2 
+ +*tx, - Y,>*tx, -Y,>WAY’> IIb,II llP*11”* 
< 26 IIbKII IbAlI. 
Wahlen wir 6 = (2 max, C l/b,]1 IlpJ’/*)-’ so ist h, E 9 n C(h), also 0= 
lim,h,, E d(h). 
Fur a E M,@(R)),, setzen wir 
e,(u) = {r / r E M,(J’),, exist h EM,(H),, so da13 a< T t h}, 
Das Funktional 19:B(Z’) +.P erftillt offensichtlich die Bedingungen 2.1.2(i, 
ii, iv). Wenn a, b E M,(B(2’)),, a & b so folgt d,(u) < d,(b). 1st also 
r E e,(u), a < r t h so folgt d,(u) < d,(r +h) = r t d,(h) < r t 0 = r. Also 
gilt d < 19. Da speziell 0 < d,(O) < 6’,(O) ist, ist such 2.1.2(iii) erfiillt. B ist
matrixsublinear. 
Nach Satz 5.1.3 gibt es eine selbstadjungierte lineare Abbildung P:
B(Z) + A’ mit d < P $8. Da 0 ] H < 0 ist P ] H = 0, d.h. P ist invariant. 
Aus d,(u) 0 o,,, = d,,(u 0 (T,,,) < P,(u) 0 (1 0 (-1)) folgt P,(a) E d,(a) 
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fiir alle a E M,@(IH)), und somit P,(a) E d,(a) fur alle a E M,,@(z)). P ist 
ein vollstandig positiver Projektor. 1 
6. OBERE EINH~~LLENDE EINER FAMILIE VON 
VOLLSTANDIG POSITIVEN ABBILDUNGEN 
Combes [7, Lemma 1.51 hat gezeigt, da13 ein unterhalbstetiges G w chtty: 
&‘+ -+ [0, co ] auf einer C*-Algebra S? die obere Einhiillende der 
beschrankten positiven Li earformen o: &’ -+ C ist, die unterhalb vonty 
liegen. Evans [ 12 ] untersucht unbeschrlnkte vollstindig positive 
Abbildungen ry von einer C*-Algebra in B(X). Er zeigt, da13 es eine 
eindeutige Zerlegung ty = w0 + v/, gibt, wobei ryO die obere Einhiillende der 
beschrankten vollstlndig positiven Abbildungen unterhalb vonv/ ist und y, 
singular ist [ 12, Theorem 3.51. Wir zeigen, daf3 obere Einhtillende von 
vollstandig positiven Abbildungen in eine injektive V-Algebra wie im 
skalaren Fall durch eine Halbstetigkeitsbedingung charakterisiert werden
konnen. Wir verwenden ine der Matrixordnung angepal3te Moditikation der 
Beweisidee von Combes. Fur unbeschrinkte vollstandig positive 
Abbildungen v rwenden wir die Definitionen von Evans [121, insbesondere 
Proposition 2.2.
6.1. DEFINITION. Es seien J/ eine C*-Algebra, 9 eine V-Algebra, W 
eine heriditiire *-Unteralgebra von s?. Eine lineare s lbstadjungierte 
Abbildung ty: W + 9’ heilje unbeschrriizkte vollstlndig positive Abbildung 
von d nach 9 wenn ry,,(M,(%R)‘) & M,(9) +. 
Nach [ 121, Proposition 2.1 ist M,(!UI) eine heriditlre *-Unteralgebra von 
M,,(d). Wir bezeichnen mit‘8 die Menge der beschriinkten vollstandig 
positiven Abbildungen p: J -+ 9, fur die ty - o: M + 9’ vollstlndig positiv 
ist. 
6.2. SATZ. Es sei 9 eine injektive W-Algebra. Es sei v/z 9.R + 9 eine 
vollstiindig positive unbeschr&nkte dicht definierte Abbildung von J/ nach 
9. Die folgenden Aussagen sind tiquivalent: 
(i) ZujedemaEW+,pE9~, t < (u/(a), p  gibt es ein 6 > 0, so dqP 
fCr ale c E M,@)+, r E M,,(S,)+, y E M,+ mit 
11x-a 0 YII llrll< 6, IlY x t-PI1 < f3 fokf t < (w,(x). 0 
(ii) y ist obere Einhtillende von 5 auf 9Jl: 
(v,(x), r> = suP~(rp,(x), r> I cp E 5 1 
fiir de x E M,(m)+, r E M,(S’*)+, n E N. 
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Beweis. (ii) +-(i): Zua E ‘3X+, p E2%‘:) 0 < t < t + E < (y(a), p)gibt es 
ein p E Pj mit t + E < (@),p). Man setze 6 = E (I&‘(1 + IIall)-‘. Damit 
ergibt sich 
(W”(X)? r> 2 h(x)9 r> = b,(a), P>+ (9,(x - a 0 r>, 8
+ h(a)9 Yx r -P> 
> t + E - IIVII (1 +llall>~ 2 2. 
(i) => (ii): Da 3 aufwarts c-geliltert ist [12, Proposition 3.21reicht es
(iii) (w(a), p)= sup{ (o(a), p) )cp E 5} fur alle a E ID1 +, p E 9: 
zu zeigen. Der Beweis (i) G- (iii) gliedert sich in die Teile (a) - (d). 
(a) Wir fiihren das Problem auf den matriziellen Satzvon 
Hahn-Banach zuriick: Wirlixieren ei a E !JJI+ und ein p E 9’2. Wenn 
(y(a), p)= 0 ist, ist nichts zuzeigen. Essei nun 0 < t < (w(a), p). Wir 
wlihlen 6 >0 gem% (i) und setzen k=6-*(2 [lull”* + l)‘(t + lIpII)*, o.E.
k > 1. Wir adjungieren eine 1zu & und detinieren ein matrixsublineares 
Funktional 0: J/, -+ 9 durch die Vorschrift 
@,(Y) = {kl,, 0 Pt vn(b) I L, 0 b’ +b >, Y, PE M,i, b E M,W)+ I 
fiir yE M,(dI), . Wenn y E M,(sB,)- ist, so ist 8,(y) < 0, wenn 
y E M,(W)t ist, so ist B,(y)< w,(y). Es ist 8,(1,,)< k12. 1st daher p: 
d1 -+ 9 linear, selbstadjungiert und cp < 8, so ist cp E 5. In Teil (b) 
konstruieren wir in rE Ss, so, da13 t < (r, p) und r @ a < 0,(a @ a) fur alle 
aEM,,, it E N ist. Nach Korollar 2.3.2 gibt es eine lineare s lbstad- 
jungierte Abbildung rp: -c9, + 9 mit o(a) = r und cp < 8. Es ist also v, E 5 
und (q(a), p) > t. Damit ware (iii) gezeigt. 
(b) Konstruktion von r: 59 ist semidiskret. Wir betrachten g maD 
Definition 2.2.2(i, i )ein Netz u,: 9 + M,,, 7,: M,,-+ 3, so da13 7, u, 
punktweise schwach gegen die identische Abbildung id9 konvergiert und 
ila,*7,&) ---pII < 6. Durch die Vorschrift 
a t+ 7*,nf3t,n @ (a 0 a) fur a E Mnh 
wird ein matrixsublineares Funktional C + 9 erkllrt. Nach Lemma 2.2.1 ist 
das Funktional 
fur 71 E (C @ 9?*)h = .9,,, sublinear auf9*,,. Es ist 1O,(q)1 < kIlull II?I(. 
Wir zeigen in Teil (c), da13 O,@) > t ist. Nach dem skalaren Satz von 
Hahn-Banach gibt es also ein r, E9,,, so da13 (r,, r r) ( O,(Q) fur alle 
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r,r E L@*,, und (rc, p)= O,@) > t ist. Esist also r, @ a 6 ~,,~u,,~B~(a 0 a) fur 
a E Mnh. Es ist 1) r, I] < k ]I a ]I. Ohne Beschrlnkung konnen wir den Grenzwert 
r = lim r, in der schwachen Topologie ~(9~9~) bilden. Dieses r hat die in 
Teil (a) erforderlichen Eigenschaften. 
(c) Annahme O,(p) < t: Wir schreiben u := (T,, r := r,, I:= 1, und 
nehmen an, es gHbe /3 EM”,, bE M,(YJI)+, a E (M,J,,, c ~5M,(g*)+ mit 
aXC=p, ld,OP+b>aOa, so da13 
(r,a,(kl H 0 B+ v,(b)), 0 < t. 
(2) 
Es seien E,. die Matrixeinsen in M,und E = [sKA] E M,(M,)‘. Wir nennen 
p’=r*@)EM:, r’=t*,,(<)EM,(M,)+, P’=pxCEM:, b’=bXr’E 
M,(‘zUI)~. Es ist dann a x CQ = ~*(a x [) = t*(p) = p’ und wir erhalten 
P’ xU*LE) = u*@‘), l,,Op’+6’~acw, 
(kl n’ Op’ f v,(b’), c+&)) < t. 
(3) 
Ohne Beschrinkung der Allgemeinheit konnen wir annehmen, da13 die Matrix 
p’ strikt positiv ist. Wir setzen p = (k/3’ + p’)“* E M,?, y = ,u-‘p’p-I E M,?, 
<=,u’u,,(E),u’, p” = L-‘/~‘,L-~, b” =,u-‘b’b-‘, und erhalten 
YX~=~*~*@)~ 1 d,O B” + b” > a 0 y, 
(4) 
(kl ,e+ 0 P” + VW), t> < t. 
Wir schatzen ab: 
llYx~--Pll=ll~*~*@)-~ll~~~ 
O<y<p-‘(kp’+p’)p-‘< 1, also lla 0 AI < II~IL 
0 < k/3”,<p-‘(kp’+p’)p-1 < 1, also ]I l&, @/I”]] <k-l, 
lltll= (1 I0 11, <> =(1 *I 0 W’ +P’>, IJ&)) 
< (kl MOp’ + VP), u*I(E)) + (1$3 u*@’ x&I) 
< t + Il~*@‘Il ,< t+ Ml* 
(d) Wir fuhren die Annahme (c) zum Widerspruch: Wirsetzen 
v = 1 d, @ p” + !I”, u = (a @ y)“‘( 1 - ~-lb”) = (a @ y)l”u-‘( l,,@/I”), und 
x = b”?.-‘(a @ y) u--lb” EM,(m)+. Da 0 <x < b” E M,(m)+ und M,(m)’ 
heridittir ist, st xE iI4,(YlI)+. Ferner ist 
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also 11 u*uII < k-l. Da a ~3 y-x = (a @ y)‘I*u + *(a @ y)l/* - U*U ist, folgt 
lItI1 llao Y-XII < (t +Ibll>(2 11411’2 +W-“* = 6. 
Wir hatten bereits 11 y x < - pj[ <6, nach Vpraussetzung ist also 
Dies steht im Widerspruch zu Formel (4). Damit ist die Annahme (c) 
widerlegt. I 
Zusatz bei der Korrektur: Die Beweistechniken des Kapitels 2.3 findet man fur den 
skalaren Fall in lhnlicher Fo m schon in einer Arbeit von V. PEAK (Studia Math. 15 (1956) 
365-366). 
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