Abstract. We present a new methodology for the numerical resolution of the hydrodynamics of incompressible viscid newtonian fluids. It is based on the Navier-Stokes equations and we refer to it as the vorticity projection method. The method is robust enough to handle complex and convoluted configurations typical to the motion of biological structures in viscous fluids. Although the method is applicable to three dimensions, we address here in detail only the two dimensional case. We provide numerical data for some test cases to which we apply the computational scheme.
Introduction
We present a new methodology for the numerical resolution of the dynamics of incompressible viscid Newtonian fluids. We focus here on the two-dimensional case. The method is applicable to the three-dimensional case as well, as we shall show in a forthcoming paper.
The underlying equations in this study are the Navier-Stokes equations [8, 23] , which we recall below. In order to emphasize the new aspects in our approach, we restrict ourselves to the simplest case, namely, flow in a closed vessel, subject to "no slip" (zero velocity) boundary conditions. However, in some of our numerical examples, we use more general boundary conditions.
An important goal in our study is the calculation of motion of complex bodies in viscous fluids in a biological setting (see below). However, from the mathematical point-of-view, it means that the method should be sufficiently robust to handle rather convoluted or complex configurations.
So let Ω ⊆ R 2 be a bounded domain with smooth boundary Γ = ∂Ω. Let u(x, t) = (u 1 (x, t), u 2 (x, t)), x = (x 1 , x 2 ) ∈ Ω be the velocity field for t ≥ 0. The Navier-Stokes equations for incompressible viscid flow in Ω are
two examples we measure the convergence rate of the scheme. Then, the time evolution of two vortices with opposite signs is represented. Numerical results are shown for a driven cavity, a double-driven cavity, a driven cavity with a solid small square inside the domain and a uniform flow over a square cylinder. Finally, we treat a backward facing step, where a recirculation zone behind the step is clearly captured.
The vorticity-projection method
The vorticity function, which is scalar in the two-dimensional case, is defined by
Taking the curl of the first equation in (1.1) we get
2)
The velocity field u is obtained from ξ by using (2.1) in conjunction with ∇ · u = 0. This can be done via the "streamfunction formulation" [23] as follows. Due to ∇ · u = 0, we have a function ψ(x, t) such that
so that invoking (2.1),
Thus, equations (2.2)-(2.4), along with the relation (2.3), serve as the "vorticity-streamfunction" formulation of the problem. We note first that by integration of (2.1), the "no-slip" condition (1.3) implies (Ω) , the L 2 functions of mean-value-zero. Furthermore, the relation (2.3) and the "no slip" condition yield ψ(x, t) = ∂ ∂n ψ(x, t) = 0, x ∈ Γ, t ≥ 0 (2.6) ( ∂ ∂n is the normal derivative). Note that (2.6) follows since ψ = const. on the boundary and is only determined up to an additive constant. Using standard Hilbert space terminology [32] , equation (2.6) can be restated as
where H (Ω), so that (2.8) implies (2.5). Moreover, it can be shown [3] that ∆(H where ⊕ denotes "direct sum" in Hilbert space and K 0 (Ω) is the subspace of harmonic functions of mean-valuezero. We note that ∆(H 2 0 (Ω)) is the subspace of "vorticity dynamics" (associated with the "no slip" boundary condition) and that equation (2.8) is the basis of our method.
When solving the system (2.2)-(2.4) we note that the streamfunction ψ is subject to two (Dirichlet + Neumann) boundary conditions, thus rendering (2.4) as an overdetermined equation (for a given ξ). On the other hand, no (explicit) boundary conditions are provided for the vorticity, so that (2.2) is underdetermined. Thus, "the vorticity-streamfunction system is inextricably coupled" [17] p. 429. From both the mathematical and physical points of view the correct assignment of the vorticity on the boundary Γ is crucial in obtaining accurate simulations of the flow. In particular, these boundary values determine the shape of the "boundary layer". In the context of "vortex methods" the most common treatment is that of deriving suitable boundary values for ξ based on a simplified model, such as the "Prandtl model". We refer to [7, 8, 14, 19] for further details. In the context of the present vorticity-streamfunction formulation, the problem of "vorticity boundary conditions" has been studied by Anderson [1] , Quartapelle et al. [10, 29, 30] and E and Liu [11] [12] [13] . Roughly speaking, the basic idea is to derive linear ("orthogonality") conditions that must be satisfied by the vorticity, as is seen from (2.9). This is a set of linear equations corresponding to the discrete analog of the subspace K 0 (Ω) of harmonic functions. However, "unfortunately, this full system of equations has a rather cumbersome profile since the equations expressing the integral conditions have almost all coefficients different from zero" [10] p. 878. This is remedied and simplified in the method proposed by Dean, Glowinski and Pironneau [9] by splitting equations (2.2)-(2.4) into two separate Poisson equations. Another "localized" approach to the vorticity boundary conditions was presented by E and Liu [11] [12] [13] .
To describe our approach for the discretization of (2.2)-(2.4), assume that a first approximation ξ (1) (x, t+∆t) has been obtained from ξ(x, t) by using equation (2.2) (in discretized, explicit form). Then, we find the associated streamfunction ψ(x, t + ∆t) by applying the Laplacian to (2.4),
Indeed, by (2.7), we seek ψ ∈ H 2 0 , and standard elliptic theory gives that ∆ 2 is the natural (Dirichlet) operator for this boundary-value problem.
Finally, with ψ defined by (2.10), we redefine ξ(x, t + ∆t) = ∆ψ(x, t + ∆t) (2.11) which is then used as the final value of the vorticity field at time t + ∆t. Observe that this definition serves indeed as the projection of the first approximation ξ (1) (x, t + ∆t) on the subspace ∆(H 2 0 (Ω)) . Here, not only the boundary values of ξ (1) are adjusted to conform with the "no slip" condition, but the whole vorticity field is suitably modified.
In practice, our algorithm consists of the following discretization of equations (2.2), (2.10) and (2.11). To simplify the exposition, we assume that
We lay out a uniform grid
and ∆t is determined by the stability considerations.
Denote by ξ n ij and ψ n ij approximations for ξ and ψ, respectively, at (x i , y j , t n ). For any discrete function f ij , define
Given the discretized vorticity and streamfunction, ξ n ij and ψ n ij , at time t = n∆t , we advance then to t = (n + 1)∆t by the following algorithm:
(a) In the first step, ξ is updated by a discretization of equation (2.2), i.e., 
where C > 0 can be chosen rather large). We note here that with some modifications, the time integration can be converted to an implicit CrankNicholson scheme. Such a scheme will be presented later on in this section.
(b) In the second step of the algorithm, we construct ψ from ξ by discretizing (2.10), i.e., by
, for all points excluding boundary points and nearboundary points. On the boundary points i = 0, M or j = 0, K, ψ = 0 is applied, and on near-boundary points 
, vorticity values at interior points (excluding boundary points i = 0, M or j = 0, K).
The resulting set of equations is of the form AΨ = B , where Ψ is an unknown vector of the discrete streamfunction values at interior points and A is a symmetric banded matrix. The latter may be solved by a Cholesky factorization of A into LL T , where L is a banded lower triangular matrix. In [5] Bjorstad improved the latter by decomposing A into matrices that represent discrete operators in each spatial direction. The resulting algorithm has a complexity of O(MK).
(c) Finally, we redefine ξ at t = (n + 1)∆t by a discrete version of the projection described in equation (2.11), i.e., by
The boundary values are determined by one-sided differentiations.
Thus, equations (2.12)-(2.14) determine the discrete values of ξ and ψ at t = (n + 1)∆t. One can also construct an implicit second order scheme (Crank-Nicholson) as follows.
is obtained by Taylor expansion of ξ, using the differential equation (2.2), i.e.,
On the boundary and near-boundary points -the boundary conditions are imposed on ψ in the same way as in step (b) above.
is updated by step (c) as follows. are substituted in (2.15), which yields an implicit second order scheme for (2.2). From here, we proceed with steps (b) and (c) as before.
The stability condition for this scheme, based on linear analysis, is ∆t max|u| ∆x + max|v| ∆y ≤ 1.
Numerical results
We present here several problems, for which we applied our scheme. All the examples were studied using the explicit scheme. In the first and second examples we measure the rate of convergence.
The first test problem has the following initial vorticity
and streamfunction
The appropriate boundary conditions are ψ = ∂ψ ∂n = 0 on Γ. We have measured the numerical rate of convergence for ν = 0.01, 0.001, 0.0001. For each ν we computed the solution on a uniform grid with h = ∆x = ∆y = 1/2 n , for n = 4, 5, 6, 7 to t = 0. The computed results indicate that the numerical rate of convergence is approximately 2. A second test problem has a known exact solution [6] ξ(x, y, t Table 2 displays the error e and the relative error e r , where
and e r = e/ ξ exact l 2 . Here, ξ comp and ξ exact are computed and exact vorticities, respectively. We present results for different time-levels and number of mesh points, with ν = 1. The third test problem, on which we have implemented the scheme, contains two concentrated vortices of opposite signs, located at two different points of the domain
otherwise. Table 3 we present computational quantities for different meshes and time-levels. We show max |ψ|, (x,ȳ), where (x,ȳ) is the point where max |ψ| occurs, and the value of the vorticity at these points. The meshes are of 129 × 129, 193 × 193 and 257 × 257 points and the time levels are t = 9, 15, 30, 45. Note that the highest absolute value of the streamfunction at the latest time step is 0.1128. Here the maximum occurs at (x,ȳ) = (0.5664, 0.5781), where the value of the vorticity is 2.3185. Note also that the location (x,ȳ) for the finest grid has been stabilized at t = 15. In [15] max |ψ| = 0.1139 occurs at (0.5547, 0.6055), where the value of the vorticity is 2.2947. In Table 4 we display the same flow quantities as in Table 3 , but for ν = 1/3200 at t = 60, 120, 150, 180. In Figures 8a-d we display vorticity contours at t = 1.5, 3, 18, 45 respectively for ν = 1/10000 with a 257×257 grid.
Note that the computational results remain stable, retain the symmetry along y = x and capture small scale phenomenon at high Reynolds numbers. In [27] a Hopf bifurcation and break of symmetry are observed at ν = 1/5000, but we could not confirm it. The differences may be explained by the observation that in [27] the initial condition was taken as the steady-state solution of the same problem with a lower Reynolds number. Here the flow starts impulsively from zero and a steady-state is not yet fully reached.
We further demonstrate results for a flow over a square cylinder. The computational domain is 0 ≤ x ≤ 12, 0 ≤ y ≤ 3, and the square cylinder lies at 8 ≤ x ≤ 9, 1 ≤ y ≤ 2. On the outer boundaries we impose u = −1, v = 0, and on the inner boundary (the cylinder) u = v = 0. We picked ν = 10 −3 . Figures 9a-d display the velocity field at t = 2.5, 5, 7.5, 10 respectively, using a 121 × 31 mesh. A Karman vortex street develops as time evolves (see [21] for computations using a control volume formulation, [20] for computations including ground effects and [25] for experimental results).
Our last example is a backward facing step, so that the inflow section is smaller than the outflow one. We thank O. Pironneau for suggesting to us this example, including the initial data. This geometry produces a fluid recirculation zone, that is clearly captured in the results. The setup is shown in Figure 10 . We impose a parabolic inflow at the entrance (x = 0), i.e., u = 1 − y 2 , v = 0 and a parabolic outflow at the exit (x = 12), i.e., u = C(1 − y)(y + 2). The constant C is determined such that the flux at the entrance equals the flux at the exit. Thus C = 8/27. We picked ν = 1/1000.
In Figures 11a-d we show contours of the horizontal velocity u at times 1.25, 2.5, 5, 7.5 on a 121 × 31 mesh. Then, for the same times, we show the corresponding contours of the streamfunction in Figures 12a-d represent streamfunction contours at t = 5, 7.5, 10, 12.5 respectively. Note that the length of the wake behind the cylinder is approximately of 8.2 length units. The latter compares favorably with computations done by Glowinski [16] .
