Abstract-The reverse-link spectral efficiency is evaluated for a direct-sequence (DS) code division multiple access (CDMA) cellular communication system that employs rapid closed-loop power control and coding with interleaving on channels that exhibit doubly selective Rician fading. The focus of the paper is the effect of the chip rate of the DS spread-spectrum signal on the spectral efficiency of the system. Performance is considered for systems with different numbers of demodulators in the rake receiver and for systems both with and without antenna diversity. Channels with different delay spectra and Doppler spreads are used to examine the performance of the system in various operating conditions. The implications of the results for the design of wideband CDMA are discussed.
I. INTRODUCTION

D
IRECT-SEQUENCE (DS) spread-spectrum modulation has been in use for several years in mobile cellular code division multiple access (CDMA) systems operating in both cellular frequency bands [1] and in frequency bands allocated for personal communication systems [2] . Recently, much effort has been focused on the development of so-called "third generation" commercial cellular networks employing wideband CDMA technology [3] , [4] . In addition, wideband CDMA systems with cellular topologies or other hierarchical topologies are under consideration for future tactical military communications [5] , [6] .
A key feature that distinguishes different CDMA systems is the chip rate that is employed for DS spread-spectrum modulation. The chip rate and the chip waveform of the DS spread-spectrum signal together determine the bandwidth of the signal. A given network must be configured to operate within a designated part of the frequency spectrum, and the chip rate determines the number of frequency channels into which the spectrum allocation is divided. Because of the characteristics of typical mobile communication channels, the chip rate of the DS spread-spectrum modulation can have a significant effect on the performance of each link, the aggregate traffic capacity of the network, and the efficiency with which the allocated spectrum is utilized [7] , [8] . It is the effect of the chip rate on the spectral efficiency of a wideband CDMA system that is the focus of this paper. For CDMA networks with comparable levels of traffic in the forward and reverse links, the performance of the reverse link is generally thought to limit network capacity. Thus, reverse-link spectral efficiency is addressed in this paper.
Regardless of the chip rate, the signal received from a reverse-link transmitter in a DS CDMA system is susceptible to changes in the channel response and the interference environment. If the reverse-link channel exhibits multipath fading, DS spread-spectrum modulation permits an appropriately designed receiver to resolve some or all of the multipath components of the received signal. DS spread spectrum with a sufficiently high chip rate permits discrimination against unwanted multipath components in a single demodulator or recombination of several multipath components in a rake receiver with multiple demodulators [9] . Each multipath component that is resolved is subjected to some degree of fading. In many instances, however, the multipath components are subjected to independent fading. Thus, a rake receiver is more effective than a single demodulator in its use of the signal energy available at the receiver, and it provides a form of diversity protection against fading.
The quality of the received signal is often characterized by the signal-to-interference-plus-noise ratio (SINR) at the output of the combiner in the rake receiver. Variation in the SINR can be compensated for in part by employing closed-loop power control [10] and forward error-correction coding with interleaving of the code symbols [11] . In closed-loop power control, the base-station receiver estimates the quality of the reverse-link signal using a measure such as the SINR, compares the estimates with an objective value, and sends commands to the mobile transmitter to adjust its transmitted power as needed. There is some delay before the transmitter power can be adjusted, and thus the effectiveness of closed-loop power control decreases with increasing velocity of the mobile transmitter [12] . Coding and interleaving provide both coding gain and a form of time diversity that mitigates the effects of variation in the SINR. The greatest diversity is achieved if the coherence time of the channel is less than the interleaving depth, so that coding and interleaving are most effective at high mobile velocities. Thus, interleaving of code symbols complements closed-loop power control, and together, the two techniques provide a degree of protection against variation in the SINR over the full range of possible velocities of the mobile transmitter.
The effectiveness of both closed-loop power control and the interleaving of code symbols is determined in part by the chip rate of the DS spread-spectrum signal. For a given channel, the severity of the fading to which the output of each demodulator is subjected depends on the chip rate. Thus, for a given number of demodulators in the rake receiver, the variation in the SINR at the combiner output depends on the chip rate of the system. Furthermore, the average signal energy per channel symbol that is recovered by each demodulator depends on the chip rate and, in some instances, the number of demodulators in the rake receiver is insufficient to recover the signal energy that is received from every propagation path. The signal-quality estimates used to determine power-control commands utilize only the components of the received signal that are recovered by the rake receiver, and only those signal components are exploited in the detection of the transmitted information. The unrecovered signal energy is not used productively but, instead, serves only as interference at the receiver for each of the mobile transmitters in the frequency band.
The effect of these factors on the performance of a CDMA system has been examined previously in a more restrictive context than is considered in this paper. The probability of channelsymbol error at the output of the rake receiver is determined in [7] for a system that employs binary differential phase-shift keying (DPSK), noncoherent demodulation, and a rake receiver with equal-gain square-law combining. It is shown that the performance of the system for a given channel depends on the chip rate of the system and that the best choice of the chip rate depends on the characteristics of the channel. The system analyzed in [7] uses an average-power control that compensates only for long-term variations in the net path loss, however, and rapid closed-loop power control is not considered. The effect of closed-loop power control on CDMA system performance is addressed in a number of papers (see [8] , [10] , and [12] - [15] ). In some of the papers, either the probability of channel-symbol error is considered as the only performance measure or else infinite interleaving of code symbols is assumed. More importantly, with the exception of [8] , the implicit focus of these papers is on a CDMA system with a specified chip rate. The difference in multipath resolution capability obtained with different chip rates is not addressed, nor are the channel models that are used suitable for that purpose. In addition, the effect of unrecovered signal energy is not accounted for. The effect of unrecovered signal energy on the performance of a CDMA system is included in the analysis in [8] , and it is shown that the chip rate can significantly affect the spectral efficiency of the system. However, the performance criterion that is used in [8] is the probability of channel-symbol error at the output of the combiner, and the effect of coding and interleaving is not considered.
In this paper, we extend the investigation in [8] to consider a CDMA system that uses closed-loop power control, forward error-correction coding with interleaving, and rake reception with receiver antenna diversity. The effectiveness of closed-loop power control and coding with interleaving is examined for systems of different chip rates with one or two receiver antennas and with different numbers of demodulators in the rake receiver. We consider a single cell in isolation that employs omnidirectional antennas, although the analysis can be extended to incorporate the effects of sectorization as well as interference from nearby cells. A CDMA system with a chip rate of 1.25 Mchips/s is taken as a representative low-chip-rate system, and a chip rate of 10.0 Mchips/s is used as an example of a high-chip-rate system. Chip rates of 2.5 and 5.0 Mchips/s are used as examples of intermediate-chip-rate systems.
II. DOUBLY SELECTIVE FADING CHANNELS
Many mobile communications channels have a few strong propagation paths (perhaps only one) and a number of weaker paths [16] . For a DS spread-spectrum system with a low chip rate, the arrival times for multiple multipath components commonly fall within a one-chip interval. The composite signal formed by such components may be modeled as a single diffuse fading signal that has a Rician-fading amplitude with a strong Rayleigh component and a relatively weak specular component. However, if the DS spread-spectrum signal has a chip interval that is much smaller than the smallest of the differential delays for the various propagation paths, a correlation receiver can be synchronized with a single multipath component of the received signal. Thus, the channel may appear to the correlation receiver to produce a single component that exhibits Rician fading with a strong specular component and a relatively weak Rayleigh component.
We model the channel in a manner that reflects the phenomenon described above and permits tractable analysis of the performance of the system [7] . The channel model consists of several clusters of paths, with each cluster having a single specular path and a continuum of Rayleigh-fading paths with arrival times that are centered around the arrival time of the specular path. The model is sufficiently general that, by proper selection of the parameters of the model, key properties are captured for many channels that have been reported from wideband channel measurements [17] - [19] and demonstrated in field experiments with wideband CDMA transmissions [20] .
The model of the channel is a special case of the Gaussian wide-sense-stationary uncorrelated-scattering (WSSUS) channel [21] . The channel process for the th transmitter is represented as a complex-valued Gaussian random process , which is characterized by its specular part and the autocovariance function of its diffuse part where and are time variables, and are path-delay variables, and is the Dirac delta function. The number of pathdelay clusters in the channel is . The parameter is the amplitude of the th specular component, is the time-correlation function of the th channel, and is the delay spectrum of the th cluster of paths of the th channel. The parameter is the path delay for the th specular component of the th channel. No two clusters in the channel for a given transmitter have overlapping delay spectra, and for any . The fading processes for the channels of any two transmitters are independent. For convenience, we assume that is real for all . Several other parameters are used to describe each channel. In our examples, we consider clusters with rectangular delay spectra, so that the delay spectra are defined by otherwise where is the data pulse interval for each mobile transmitter, and is the normalized delay spread of the th cluster of channel . The delay spread of the th cluster is the support of the function . It is assumed that the support of and the support of are disjoint for distinct and . The time-correlation function of the th channel is characterized by the half-power bandwidth of the Fourier transform of , and the normalized half-power bandwidth is referred to as the Doppler spread [22] of the th channel. In our examples, we consider an exponential time-correlation function [22] and a Bessel time-correlation function [23] (sometimes referred to as the Clarke-Jakes model). Another parameter of interest is the power ratio, defined by , which is the ratio of the specular power to the average diffuse power in the components of the received signal associated with the th cluster of paths of channel .
III. SYSTEM DESCRIPTION
We consider a cell in which mobile units transmit simultaneously, and all transmitters employ binary DPSK modulation and the same chip rate. Each signal is represented in its equivalent complex-valued baseband form, and the transmitted signal from the th mobile unit is where is the signal power during the th data-pulse interval, and is the unit-amplitude rectangular function over . The sequence of binary code symbols after differential encoding is , is a quaternary-PSK spreading waveform [24] , is the delay at the transmitter of the signal, and is the carrier-phase offset at the transmitter. Without loss of generality, the delay and carrier phase of transmitter one are assumed to be zero. The duration of a data pulse is denoted by and the duration of a chip is denoted by [24] , so that the normalized chip rate [7] 
is
The energy in the th data pulse is . The chip waveform [24] for the DS signal is rectangular, and the quaternary spreading sequences [24] for the transmitters are modeled as independent sequences of independent identically distributed (i.i.d.) random variables.
Each mobile transmitter partitions the output of its information source for transmission in fixed-length frames. The data for each frame is encoded with a binary convolutional code of rate . Enough bits of known polarity are appended to the end of the source data for each frame to ensure that the encoder is in a predetermined state after the frame has been generated. The encoder output for a frame is read by columns into a single by interleaving block. The contents are read out by rows, so that the interleaving depth is . Differential encoding and DS spread-spectrum modulation follow the interleaver. The baseband representation of the signal received at the base station is (1) where is the channel response defined in Section II and is the complex-valued white Gaussian process with doublesided power spectral density that results from thermal noise in the receiver. In addition to the channel parameters defined in Section II, it is necessary to account for the effect of the power limitation of each transmitter in order to completely characterize the link. The maximum signal-to-noise ratio (SNR) of the th link is defined as the SNR that results at the input to the receiver if the th transmitter uses its maximum power . It is given by
SNR
The base station's rake receiver for each mobile transmitter is illustrated by considering the receiver for transmitter one. (In the remainder of this paper, we omit the subscript from the parameters and functions previously defined when referring to transmitter one.) The rake receiver uses postdetection equal-gain square-law combining [7] , and the th demodulator is assumed to be synchronized to the specular component of the received signal that is due to the th cluster of the channel. The complex-valued output of the th demodulator during the th pulse interval is denoted , and it is given by
The result of equal-gain square-law combining of the demodulator outputs is used as the decoder metric. Thus, the decoder metric that is produced for the th binary code symbol can be expressed in terms of the real-valued statistic (3) where the symbol metric is for a code symbol of "0" and the symbol metric is for a code symbol of "1." The number of demodulators in the rake receiver is given by . The sequence of decoder metrics corresponding to a single frame are deinterleaved and then passed to a soft-decision Viterbi decoder [11] . A frame that results in any errors at the output of the Viterbi decoder is considered to be an erroneous frame.
IV. POWER CONTROL AND ESTIMATION OF SIGNAL QUALITY
The power-control system considered in this paper uses estimates of the SINR at the output of the rake receiver in the base station. An estimate of the SINR, denoted , is formed at the receiver, which then compares the estimate with the target value . If , a command is sent to the mobile unit to increase its level of transmitted power by a fixed step size of dB. Otherwise, a command is sent to the mobile unit to decrease its level of transmitted power by dB. Each power-control command results in a single power adjustment at the mobile unit. The transmitted power level remains the same until reception of the next power-control command. Commands to increase the transmitted power are ignored by the mobile if it is already transmitting at its maximum power. A power-control command is sent once every data pulses, and the time between transmission of consecutive power-control commands by the base station is referred to as a power-control update interval. There may be several power-control update intervals per frame. The same power-control technique is used for each mobile transmitter.
Consider the estimator for the signal from mobile transmitter one. If the th data pulse has polarity , the signal component of the sampled output of the th demodulator during that interval is , where is the energy transmitted during the th data pulse, and (4) where otherwise.
Thus, denotes the signal component of the th demodulator if the pulse is transmitted with unit energy and positive polarity. We assume without loss of generality that a power-control command is sent in data-pulse interval for integer values of . The total energy from the signal component at the output of the rake receiver for that data pulse is , where and
The thermal noise is modeled as an additive white Gaussian noise (AWGN) process with single-sided power-spectral density , and the composite interference is modeled as AWGN with single-sided power-spectral density . In practice, the received signal passes through an automatic-gain-control element in the IF subsystem of the receiver and the effect of the gain control is to normalize the energy at the output of each demodulator with respect to . The estimator considered in this paper is assumed to provide a perfect estimate of the SINR, so that is used to determine the power-control command for the th power-control update interval. It is compared with the target SINR, , where is the implicit target value of received energy per channel symbol for the given interference-plus-noise power spectral density. (The target SINR may be determined by an outer power-control loop that employs a measure of long-term average signal quality such as the probability of frame error.) There is a delay of data pulses, however, referred to as the power-control execution delay, between the time at which an estimate is formed and the time at which the power-control command based on that estimate is acted upon by the transmitter.
Ideally, the mobile responds to each power-control command by changing the transmitter power by the specified step size. There is an upper limit on the transmitter power, however. If is the maximum power the transmitter can produce, then the transmitter power after responding to the power-control command is where if the power-control command specifies an increase in power and if the power-control command specifies a decrease in power. The corresponding transmitted energy per data pulse is .
V. CHARACTERIZATION OF STATISTICS AT THE RECEIVER
Before considering the performance of the CDMA system, it is useful to examine the distribution of the statistics formed in the rake receiver. The results are summarized here and developed in detail in the Appendix. Once again, transmitter one and the corresponding rake receiver are considered as a representative example. It is assumed that the th demodulator in the rake receiver is synchronized to the specular component of the th cluster of the channel and that no two demodulators are synchronized to signal delays that differ by less than . From (2) and (4), it follows that the output of the demodulator during the th data-pulse interval can be represented as (6) where interference term due to the th transmitter for ; contribution due to thermal noise; "self interference" due to transmitter one itself. The sequence of the random variables defined in (4) forms a complex-valued, Gaussian random process for each value of , and the sequences are independent for distinct values of . Given an initial transmitter power at some time in the past, each value in the sequence of values for the power for transmitter one is a causal function of the sequence . The random variables are uncorrelated for all and and , each has a mean of zero, and each is uncorrelated with and . In general, and are correlated, however, and accounting for the correlation precisely leads to a lengthy derivation of an expression with a cumbersome form. Since the correlation has only a minimal effect on system performance, we employ the simplifying step of approximating the aperiodic autocorrelation function of the spreading sequence for transmitter one by an ideal aperiodic autocorrelation function [7] . The effect of the self-interference on the distribution of is then approximated as being equivalent to the presence of an additional interfering transmitter with a channel that is statistically identical to the channel for transmitter one. We denote this notional interferer as transmitter . Note that the approximation is not used with regard to the aperiodic crosscorrelation functions between pairs of spreading sequences. Thus, no such approximation is made with respect to the effect of the interference terms on the distribution of . Assume that there are demodulators in the rake receiver for transmitter and that they are synchronized to the delays . This assumption entails no loss of generality in the result. Consider the sequence of random variables conditioned on the values of the sequences and . The conditional mean of is given by and the conditional covariances are given by for or . The expression for the conditional variance of depends on the delay spread of each cluster and the normalized chip rate of the system. For example, if the delay spread of each cluster in the channel of each interfering transmitter is at least twice , it follows from (A2)-(A17) and (A24) that the conditional variance of is given by
The result given in (7) makes clear the interdependence of the power-control loops of the multiple links operating in the same frequency band. Implicit in the use of the expectation operator in (7) (and implicit in the performance measure defined in the next section) is the assumption that the system with closed-loop power control reaches a steady state in which the interference at the demodulator outputs can be modeled accurately as resulting from a stationary random process. Note that (7) does not depend on , , or and is, in fact, the same for the receiver on each link. In the evaluation of system performance that follows, the effect of the interference and thermal noise is modeled as resulting from an AWGN process with a power spectral density given by (8) VI. EVALUATION OF SYSTEM PERFORMANCE In a cellular CDMA system, an important measure of the quality of a connection is the probability of frame error on the link. A connection is considered useful only if the probability of error is below a specified maximum value. The performance of the system is measured by its ability to maintain adequate link quality for various channel conditions under the greatest possible traffic load. We characterize this ability by considering the (reverse-link) spectral efficiency of a single cell in the CDMA network, which is the bandwidth-normalized aggregate information rate that is attainable in the cell without any reverse link in the cell exceeding the specified average probability of frame error. The information rate of each transmitter is bits/s, and the bandwidth of the system is defined as Hz. If denotes the maximum number of active mobile transmitters that can exist in the cell for a given collection of reverse-link channels, the spectral efficiency is given by bits/s/Hz bits/s/Hz
The approach used to determine the spectral efficiency of the system is illustrated for conditions in which the reverse-link transmissions are subjected to independent, statistically identical channels and in which SNR is the same for each link. The specular component of each cluster of each channel is assumed to have a phase that is uniformly distributed over . These are the conditions considered in each of the examples in the next section.
If the system is operating in a steady state with constant interference-power variance and noise-power variance at the output of each demodulator of the receiver for a given transmission, the target SINR for the link can be expressed as (10) where can be viewed as the power-control loop's (implicit) target value for the received energy per channel symbol at the output of the rake receiver for that transmission. The collection of the values and for all the links is the (steady-state) operating point of the system. Though each link is subjected to the same level of interference and thermal noise, the value of the target SINR (and thus ) may differ among the links. Since the channels are statistically identical and all links have the same value of SNR , however, the minimal acceptable probability of frame error is achieved exactly on all links only if the value of is the same for each link and thus the value of is the same for each link. It is this condition that supports the greatest number of transmissions, so attention can be restricted to operating points of the system for which all links have the same value of and all links have the same value of . For a given value of , a low value of corresponds to steady-state operation with low transmitted power in each link and a high value of corresponds to steady-state operation with a high transmitted power in each link.
The spectral efficiency of the system for given channel characteristics and a given value of SNR is obtained by considering each possible value of , determining the corresponding value of SINR that yields the required probability of frame error on each link, and then determining the number of active links that correspond to that operating point for the system. The bandwidth-normalized information rate of the system attained at that operating point is defined as the spectral utilization of the system at that operating point, it is determined directly from the number of active links, and it is denoted to indicate its dependence on the value of . The spectral efficiency of the system is then given by To determine the spectral utilization for a given operating point, a single link is considered for the channel and value of under consideration. The values of and are specified, which determines . The link is simulated as the sequence of channel amplitudes given by (4) for the output of each demodulator, AWGN with power spectral density , and a power-control loop that uses the specified target SINR. During the simulation, each expected value in (7) is determined as well as the probability of frame error. The link that is simulated is representative of each link in the system. Thus, the maximum number of reverse-link transmissions that can occur without exceeding the probability of frame error obtained in the simulation is determined by solving for in (7) using the calculated expected values and the specified value of . The method is illustrated by considering a system in which SNR dB, each link is characterized by the delay spectrum of Channel A (described in the next section), and the Doppler spread is 0.002. The system employs a chip rate of 50 chips per channel symbol, and a three-demodulator rake receiver is used in each link. The value of required to achieve a frame error rate of 0.01 and the corresponding spectral utilization are shown in Fig. 1 as a function of . If the system's steady-state operating point results in a low value of , each received signal is dominated by thermal noise and few active links are supported. If the operating point corresponds to an intermediate value of , neither the thermal-noise floor nor the limit on maximum transmitter power have much effect on system performance, and a fairly high utilization is achieved. If the operating point corresponds to a value of 55-60 dB for in this example, the maximum transmitter power limits the response of each link to severe fades and thus limits the interference to other links. The net result is a slight further improvement in spectral utilization, though each link must employ a much higher value of to achieve it. If the value of is even higher, however, performance degrades somewhat due to the frequent inability of each link to respond to fading. As approaches infinity, the system approaches a state in which the required target SINR is very large, each transmitter always uses its maximum power, and the spectral utilization approaches a limiting (nonzero) value. The spectral efficiency is determined from the peak of the spectral-utilization curve. Note that, although a series of simulations over a two-dimensional parameter set is required to determine the spectral efficiency, a good approximation is obtained by selecting a single moderate value of and searching over values of .
VII. NUMERICAL RESULTS
The examples that are considered in this section are based on parameter values that are appropriate for two applications of CDMA: a cellular system operating at 900 MHz and a PCS system operating at 2 GHz. The information rate of the system is 12.196 kb/s, and the data is encoded with the rate-one-half, constraint-length-seven "NASA standard" convolutional code with octal generators (133 171) [11] . An 18 32 block interleaver is filled with 576 code symbols from the encoding of 281 information bits and seven tail bits, resulting in a channel-symbol rate of 25.0 kb/s. The closed-loop power control uses a step size of dB, and the power-control update interval is 30 bits. The power-control execution delay is 60 bits. The discussion is focused on systems with chip rates of 1.25, 2.5, 5.0, and 10.0 Mchips/s, which correspond to normalized chip rates of 50, 100, 200, and 400 chips per channel symbol, respectively. In each of the examples, the required probability of frame error is or less for each link.
Three channels are considered that are typical of circumstances encountered in urban and suburban mobile communications. The delay spectra of the three channels are illustrated in Fig. 2 . Channel A consists of three clusters. The first cluster has a power ratio of dB. Each of the second and third clusters in channel A has a specular component that is 3 dB weaker than the specular component of the first cluster and a diffuse component that is 3 dB weaker than the diffuse component of the first cluster. The delay spread of each cluster is 0.025 T, which corresponds to 1.0 s in the examples. Channel B consists of three clusters as well, and the first cluster of channel B has a specular component that is the same strength as its diffuse component. Each of the second and third clusters has a specular component that is 12 dB weaker than the specular component of the first cluster, and the diffuse component of each is 3 dB weaker than the diffuse component of the first cluster. The delay spread of each cluster in channel B is 0.05 T. Channel C consists of a single cluster with a specular component that is 3 dB stronger than the diffuse component. The delay spread of channel C is 0.025 T. A fourth channel, Channel D, is also discussed briefly. Channel D consists of three discrete Rayleigh-fading paths with equal average power. The ordering of the clusters by delay in channels A and B is nominal, since it does not affect the performance measurably, and it is not meant to imply that stronger signal components always arrive with a smaller delay than weaker signal components. The normalized Doppler spreads that are considered for these channels are shown in Table I along with the corresponding velocities for the mobile unit in the cellular and PCS systems. In each example we consider, all channels have the same delay spectrum and the same Doppler spread. In the examples with Channels A, B, and C, an exponential time-correlation function is considered. The mean path loss for each transmission and the maximum transmitter power are such that the maximum signal-to-thermal-noise ratio SNR at the receiver for each transmission is equal to 58, 55, 52, and 110 dB for channels A, B, C, and D, respectively.
Consider first the performance of the four CDMA systems if the channel for each link has the characteristics of Channel A. In Fig. 3 , the spectral efficiency obtained with each of the four chip rates is shown as a function of the Doppler spread of the channel. Each system uses a rake receiver with three demodulators for each link. The effect of the Doppler spread on the spectral efficiency for a given chip rate is illustrated by considering the performance of the low-chip-rate system. If the Doppler spread is small, closed-loop power control is effective in compensating for fading at the output of the rake receiver, and the spectral efficiency is relatively high. The spectral efficiency decreases as the Doppler spread increases from a low value, due to the reduced effectiveness of power control. However, if the Doppler spread is sufficiently large, the forward error-correction coding and interleaving provide significant time diversity, and the performance actually improves slightly if the Doppler spread increases from a large value. The nonmonotonic performance of the reverse link as a function of the Doppler spread has been noted before for a different measure of system performance than is considered here [25] .
The results shown in Fig. 3 illustrate the significant difference in spectral efficiency that can occur with different chip rates. Several factors that influence the spectral efficiency of the system are affected by the chip rate of the system. The average signal energy that is recovered by the rake receiver is greater in a low-chip-rate system than in a high-chip-rate system, for a given number of demodulators in the rake receiver and a given transmitter power. The signal that is recovered in the rake receiver is subjected to more severe fading if the chip rate is low than if it is high, however. Thus, if the chip rate is low, many of the metrics passed to the Viterbi decoder result from a received channel symbol with an SINR that is much lower than the average SINR on the link. Thus, there are two counteracting effects that determine whether the low-chip-rate system or the high-chip-rate system is able to exploit the signal energy more effectively for a given transmitter power.
Correspondingly, the fraction of the available signal energy that is not recovered in the rake receiver and is not observed in the power-control loop is greater for a system with a high chip rate than for a system with a low chip rate. Since the low-chip-rate system measures a low SINR more frequently than the high-chip-rate system, however, it must employ a high transmitter power more frequently than the high-chip-rate system. Greater variation in the transmitter power increases the average energy in the unrecovered component of the signal and increases the interference with all the links in the frequency band, for a given average transmitter power. Thus, there are two counteracting factors that determine whether the low-chip-rate system or the high-chip-rate system suffers a greater performance penalty due to the unrecovered signal energy. For the channel considered in Fig. 3 , the net result of these counteracting effects is that the greatest spectral efficiency is obtained with the lowest chip rate and that performance degrades as the chip rate is increased.
The spectral efficiency of the system with the highest chip rate is only 60% of the spectral efficiency of the system with the lowest chip rate if the Doppler spread is close to zero, though the difference is much smaller if the Doppler spread is large. More generally, it is shown in Fig. 3 that as the chip rate of the system is increased, the spectral efficiency of the system becomes less sensitive to the Doppler spread of the channel. Since the output of the rake receiver is subjected to severe fading if the system has a low chip rate, the performance of the link depends heavily on power control to compensate for the fading and on interleaving to mitigate any residual fading after power control. As the Doppler spread is increased, the effectiveness of power control declines rapidly, so that there is significant variation in the SINR at the output of the rake receiver. The time diversity provided by interleaving only partially compensates for this, even if the Doppler spread is large. Thus, the performance of the low-chip-rate system degrades rapidly as the Doppler spread increases from a small value, though it improves modestly from the worst-case performance if the Doppler spread is large. For the system with a chip rate of 1.25 Mchips/s, the spectral efficiency that is achieved if each channel has a Doppler spread of 0.002 is 28% lower than the spectral efficiency that is achieved is the Doppler spread of each channel is small. In contrast, the output of the rake receiver in the high-chip-rate system is subjected to much less severe fading and there is little variation in the SINR. Thus the performance of the high-chip-rate system does not depend significantly on the ability of closed-loop power control to respond to rapid changes in the SINR, and the time diversity provided by interleaving is of minimal benefit. In this example, the spectral efficiency of the system with a chip rate of 10 Mchips/s varies by less than 10% over all values of the Doppler spread up to 0.008.
Consider instead a cell in which each reverse link is characterized by the delay spectrum of channel B. Approximately one third of the average power in the received signal for each link is concentrated in a single specular component. Most of the remaining signal power is in the diffuse components, and it is spread over a wider range of delays than in channel A so that less of it is recovered by any one demodulator. The output of a demodulator synchronized to delay exhibits moderate fading with a low chip rate and minimal fading if the chip rate is high. At the same time, however, the second and third clusters together contain only about one third of the average received signal power, and even the system with the lowest chip rate can recover less than half of that power in two of its demodulators. Thus, demodulators synchronized to delays and provide only a modest degree of multipath diversity for the low-chip-rate systems, and they recover only a minute fraction of the received signal power if the chip rate is high. Indeed, because of the noncoherent combining loss of equal-gain square-law combining, a single-demodulator receiver results in better performance than a rake receiver with channel B if the system has a chip rate of 2.5 Mchips/s or greater. The net result is seen by comparing Fig.  3 with Fig. 4 , which shows the spectral efficiency of each of the four systems as a function of the Doppler spread for channel B. The system with the lowest chip rate employs a three-demodulator rake receiver for each link, and each of the other three systems employs a single-demodulator receiver for each link. The weaker signal components in clusters two and three of channel B result in greater susceptibility to fading and poorer performance than with channel A if the chip rate of the system is 1.25 or 2.5 Mchips/s. In contrast, the greater dispersion of the diffuse components results in a significant reduction in fading at the output of the single demodulator in the systems with a chip rate of 5 and 10 Mchips/s, and the performance of those systems is better if the links are characterized by channel B than if they are characterized by channel A. Moreover, the spectral efficiency of the high-chip-rate systems is markedly better than the spectral efficiency of the low-chip-rate systems if the Doppler spread is much greater than zero.
In the third example, each reverse link is characterized by the delay spectrum of channel C. Consider first the performance of each system if only a single demodulator is used for each link. The spectral efficiency is shown in Fig. 5 . Even though most of the signal power is concentrated in the sole specular component of the channel, the lack of multipath diversity results in much greater susceptibility to fading in the systems with a low chip rate than in the systems with a high chip rate. Consequently, the spectral efficiency is greatest if the chip rate is 10 Mchips/s, and it decreases as the chip rate is decreased. The difference in performance between the best and the worst of the systems is modest if the Doppler spread is close to zero but the spectral efficiency of the 1.25-Mchips/s system is only 65% of the spectral efficiency of the 10-Mchips/s system if the Doppler spread is 0.001.
The delay spread of channel C is too small for the system with the lowest chip rate to utilize more than one single demodulator. The delay spread is sufficient for any of the other three systems to utilize multiple demodulators in a rake receiver, but noncoherent combining loss results in poorer performance if two demodulators are used. An alternative is for each receiver to exploit the presence of two antennas at the base station. The rake receiver for each link employs two demodulators, with one demodulator utilizing the signal out of one antenna and the other demodulator utilizing the signal out of the other antenna. Both demodulators are synchronized to the delay . With channel C, the receiver is able to achieve useful multipath diversity only because of the availability of multiple antennas. The spectral efficiency obtained with each of the four chip rates for channel C Fig. 6 . Spectral efficiency of systems with channel C, two antennas, two-demodulator rake receiver. is shown in Fig. 6 as a function of the Doppler spread. The use of antenna diversity results in a higher spectral efficiency than results in any of the examples in which antenna diversity is not employed. Power control is effective enough to obtain good performance with the low-chip-rate systems if the Doppler spread is small. Thus, the spectral efficiency decreases monotonically with the chip rate if the Doppler spread is sufficiently small. With a large Doppler spread, however, the dual antenna diversity and interleaved code symbols are insufficient to overcome the effects of fading if the chip rate is low. The system with the highest chip rate of 10 Mchips/s results in a higher spectral efficiency than does any of the systems with lower chip rates if the Doppler spread is larger than 0.001. There is a small range of Doppler spreads below 0.001 in which the spectral efficiency is a nonmonotonic function of the chip rate.
Though the results described in this section are focused on channels with an exponential time-correlation function, it is instructive to consider other time-correlation functions. In particular, the Clarke-Jakes fading model based on the Bessel function to characterize the time correlation of the channel is commonly used in evaluating the performance of mobile communication systems. Consider the CDMA system with a chip rate of 2.5 Mchips/s, reverse-link channels that are characterized by channel D, and a rake receiver with three demodulators for each transmitter. In Fig. 7 , the spectral efficiency of the system is shown as a function of the Doppler spread if each channel has an exponential time-correlation function and if each channel has a time-correlation function given by the Clarke-Jakes model.
If the performance of the system is sensitive to the time-correlation function, it will show the most marked sensitivity if the channel exhibits purely Rayleigh fading as in this example. With the Bessel time-correlation function, the spectral efficiency of the system does exhibit a more pronounced nonmonotonicity as a function of the Doppler spread of the channel than with the exponential time-correlation function. Yet the spectral efficiencies do not differ markedly for any value of Doppler spread, and the general trends observed with changes in the Doppler spread are the same with the two models. Thus, the qualitative observations drawn from the examples using an exponential time-correlation function should be applicable to systems operating over channels with different time-correlation functions.
VIII. CONCLUSION
In this paper, a method is presented for determining the spectral efficiency of a CDMA system with closed-loop power control, coding with interleaving, and rake reception. It is used to demonstrate that the performance of a CDMA system does not depend in a simple manner on the chip rate of the system. The chip rate that yields the highest spectral efficiency depends upon the characteristics of the channel, the range of velocities that is likely for the mobiles in the system, and the presence or absence of antenna diversity in the base-station receiver. Thus, determining the best chip rate for a system requires some knowledge of the range of channel conditions that may be encountered in the application of interest, especially the level of mobility of the users. For applications in which the velocity of each mobile is low, the performance of a system with a low chip rate generally results in a comparable or higher spectral efficiency than does a system with a high chip rate if rake receivers of the same complexity are used in both systems. If the mobiles have high velocities, however, the optimal chip rate depends on the characteristics of the channel and the receiver. A system with a high chip rate is optimal for many channels with a small delay spread, and it is optimal for some channels with a large delay spread if a significant portion of the received signal power concentrated in a few specular components. The use of antenna diversity at the base-station receiver increases the spectral efficiency substantially regardless of the chip rate of the system, but its use results in the greatest improvement over a system with a single-antenna receiver if the chip rate is low. It is also shown that the spectral efficiency of a high-chip-rate system exhibits less sensitivity to the velocities of the mobile does the spectral efficiency of systems with lower chip rates.
APPENDIX DERIVATION OF SECOND MOMENTS FOR
In this Appendix, a closed-form expression is derived for the second moment of each interference term in (6), for . The derivation is based on the approximation that the channel response and the transmitted power level for each interferer is constant over the interval during which a data pulse from transmitter one is received. It is presented here for and , and the same result holds for other values of and . It is assumed without loss of generality that , for all , and .
Consider first the case in which the receiver for the th interferer employs only a single demodulator and the th channel contains only a single cluster. The power in the diffuse component of the cluster is , the power in the specular component is , and the delay spread is . To simplify the notation in the analysis, let , , and . The energy-normalized signal component at the output of the correlation receiver for transmitter can be expressed as by a change of variables in which the power in the fading process must be accounted for.
Let denote the normalized chip-timing offset between the correlation receiver for transmitter and the first tap of the rake receiver for transmitter one, where . The interference term can be expressed as
where otherwise and otherwise.
The random variables are conditionally independent given , and the random variables are conditionally independent of given . The conditional means of given are zero, and the conditional variances are given by
The random variable is independent of , its mean is , and its variance is shown at the bottom of the page.
The conditional first moments of given are and and the conditional variances given are shown at the bottom of the next page. The conditional covariances of with given are shown on the bottom of page 45.
Conditioned on the value of , the random variables are jointly Gaussian random variables. Thus, for each , , given can be expressed as where are independent, unit-variance, zero-mean, complex-valued Gaussian random variables. The random variables are also independent of and thus they are independent of . From (A1), it follows that (A2) The terms on the right-hand side of the equality do not depend on the phase angle of . Thus, if the phase of is uniformly distributed over , , and (A2) gives the conditional variance of given . Suppose several interfering transmitters operate over channels that are statistically identical to the channel of transmitter . For each such transmitter, the normalized chip-timing offset assumes any value between zero and one with equal probability. The average interference variance that results per interfering transmitter is obtained by taking the expected value of (A2) with respect to the distribution on that is uniform over [0, 1] . If 
The result is extended trivially to the interference that results from an arbitrary number of clusters in the th channel and any number of demodulators in the rake receiver for transmitter . If the receiver for the th interfering transmitter does not have a demodulator synchronized to the centroid of a given cluster of the th channel (i.e., none of the signal power due to that cluster is measured in the power-control loop for transmitter ), the interference that results due to the signal component on that cluster is given by (A24)
