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iResumo
Neste trabalho, um procedimento para o projeto de filtros lineares em tempo contı´nuo e
discreto, operando sob na˜o-linearidades, e´ apresentado. O objetivo principal e´ demonstrar que
um filtro discreto, ou contı´nuo, e sua realizac¸a˜o no espac¸o de estados podem ser simultaneamente
determinados de modo a minimizar um limitante superior da norma H2 do erro de estimac¸a˜o, e
impor um certo grau de robustez contra incertezas pra´ticas, como por exemplo, implementac¸o˜es
com palavra computacional finita, erros de arredondamento e de precisa˜o nume´rica. O problema
de sı´ntese, inicialmente de natureza complexa, e´ convertido em um problema de otimizac¸a˜o
convexo, com o auxı´lio de uma matriz arbitra´ria de escalamento, diagonal e definida positiva,
expresso em func¸a˜o de desigualdades matriciais lineares, sendo assim possı´vel determinar sua
soluc¸a˜o o´tima global numericamente. Exemplos ilustrativos sa˜o solucionados de modo a colocar
em evideˆncia as principais caracterı´sticas dos resultados apresentados.
Abstract
In this work, a procedure for discrete and continuous-time filters design, working under non-
linearities, is presented. The main purpose is to demonstrate that a discrete filter, or a continuous
one, and its state space realization can be simultaneously determined in order to minimize an
upper bound of the H2 norm of the estimation error, and to impose a certain degree of robustness
against practical uncertainties as for instance finite wordlength implementation, roundoff errors
and numerical precision. The design problem, at a first glance of complex nature, is converted
into a convex optimization problem, using an arbitrary diagonal and positive definite matrix,
expressed in terms of linear matrix inequalities, being thus possible to determine its global op-
timal solution numerically. Illustrative examples are solved in order to put in evidence the main
features of the reported results.
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Capı´tulo 1
Introduc¸a˜o
O estudo do problema de filtragem e´ algo bastante antigo, tendo a sistematizac¸a˜o de sua teoria
iniciada com Galileo Galilei em 1632. A partir de enta˜o vimos o desenvolvimento e o constante
aprimoramento de te´cnicas para tratar os mais diversos casos, desde os lineares mais simples,
ate´ os de filtragem robusta a variac¸o˜es parame´tricas. Neste trabalho vamos considerar a sı´ntese
conjunta de filtros e suas respectivas realizac¸o˜es no espac¸o de estados. O grande aspecto em
nosso procedimento refere-se a` considerac¸a˜o durante a etapa de projeto, de algumas pertubac¸o˜es
na˜o-lineares sob as quais o filtro ira´ funcionar.
Para o caso discreto, observamos que na maioria das aplicac¸o˜es de filtragem digital, os dados
originais, ou o sinal a ser filtrado, se encontram inicialmente na forma analo´gica. Consequente-
mente, faz-se necessa´rio converter tais informac¸o˜es para o domı´nio discreto de modo a permitir
o seu devido processamento. A ide´ia principal e´ amostrar o sinal contı´nuo no tempo e conver-
ter estas amostras em sequeˆncias de nu´meros representados por uma certa quantidade de bits,
a depender do processador utilizado. No entanto, sendo este nu´mero de bits finito, ou seja, te-
mos uma palavra computacional finita, a conversa˜o analo´gica-digital ira´ perder informac¸o˜es e
acabar por inserir erros no processo em ana´lise, o que na literatura recebe o nome de erros de
quantizac¸a˜o.
Outro aspecto relacionado com a capacidade limitada de representac¸a˜o e´ conhecido como
overflow, que ocorre toda vez que o nu´mero a ser representado e´ maior do que a capacidade
ma´xima suportada pela sua palavra computacional. Uma consequeˆncia que pode ocorrer e´ o
filtro entrar em um ciclo limite apo´s um overflow, e sua saı´da continuar a existir mesmo na
auseˆncia de uma entrada e eventualmente tornar-se perio´dica, (Franklin, Powell e Workman
1990, Williamson 1991).
Uma maneira de tratar este problema e´ considerar o processo de quantizac¸a˜o como uma
1
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fonte de ruı´do, podendo assim ser modelado como na˜o-linearidades limitadas em setor. Desta
maneira, vamos aqui abordar o caso em que as varia´veis de estados do filtro sa˜o perturbadas por
uma func¸a˜o na˜o-linear, que no caso discreto possui, dentre outras, a interpretac¸a˜o descrita acima.
Para o caso contı´nuo a ide´ia e´ semelhante, queremos projetar um filtro que suporte a atuac¸a˜o
de uma func¸a˜o na˜o-linear em suas varia´veis de estados. Como sera´ mostrado, em ambos os
casos, o filtro projetado tambe´m ira´ possuir um certo grau de robustez a uma classe especı´fica de
pertubac¸o˜es parame´tricas estruturadas.
A estrate´gia utilizada aqui, bastante explorada na literatura, e´ a busca de um custo garantido
atrave´s da imposic¸a˜o de uma restric¸a˜o adicional na derivada, ou na diferenc¸a para o caso discreto,
da func¸a˜o de Lyapunov. Assim o problema, inicialmente de natureza complexa, torna-se convexo
e trata´vel numericamente, permitindo a determinac¸a˜o de um limitante superior para a norma H2
do erro de filtragem.
1.1 Apresentac¸a˜o da dissertac¸a˜o
Esta dissertac¸a˜o foi estruturada em cinco capı´tulos e um apeˆndice descritos a seguir:
Capı´tulo 1: Neste capı´tulo e´ feita uma breve introduc¸a˜o relacionada com o to´pico
do trabalho e a apresentac¸a˜o de sua estrutura, assim como da notac¸a˜o
utilizada.
Capı´tulo 2: Aqui, uma revisa˜o dos principais conceitos necessa´rios para a perfeita
compreensa˜o do trabalho e´ realizada. Nela sera´ discutida a descric¸a˜o
matema´tica dos sistemas analisados, assim como as condic¸o˜es ne-
cessa´rias para a sua estabilidade assinto´tica. A aplicac¸a˜o e a importaˆn-
cia das desigualdades matriciais lineares tambe´m sa˜o consideradas. Por
u´ltimo apresentaremos as medidas de desempenho utilizadas, junta-
mente com a forma de calcula´-las.
Capı´tulo 3: O problema de sı´ntese de um filtro digital juntamente com sua
realizac¸a˜o no espac¸o de estados e´ considerado. Inicialmente e´ feita uma
discussa˜o sobre o problema de estimac¸a˜o e a apresentac¸a˜o formal do
problema a ser considerado. Em seguida e´ mostrado, atrave´s de um teo-
rema, como determinar um custo garantido, e finalmente o projeto do
filtro e´ resolvido. Um exemplo ilustra os resultados obtidos.
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Capı´tulo 4: Seguindo os mesmos passos do capı´tulo anterior, os resultados do pro-
jeto de filtros digitais sa˜o estendidos de modo a contemplar os sistemas
contı´nuos no tempo. Da mesma forma que o anterior, este capı´tulo ter-
mina com um exemplo ilustrativo.
Capı´tulo 5: Finalizando, apresentamos as concluso˜es e algumas perpectivas de ex-
tensa˜o do trabalho.
Apeˆndice A: Treˆs lemas auxiliares sa˜o apresentados nesse apeˆndice. Respectiva-
mente o Complemento de Schur, Teorema de Parseval, caso contı´nuo e
discreto, e a Decomposic¸a˜o em Valores Singulares. Suas demonstrac¸o˜es
sa˜o apenas indicadas.
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1.2 Notac¸a˜o
Ao longo do texto procuramos manter uma notac¸a˜o que e´ padra˜o na literatura.
R Conjunto dos nu´meros reais;
(′) transposic¸a˜o;
(•) respectivo bloco sime´trico;
Hp norma p das func¸o˜es complexas, racionais e analı´ticas no semiplano
direito (sistemas contı´nuos) ou na parte externa do cı´rculo unita´rio (sis-
temas discretos).
s varia´vel complexa da transformada de Laplace;
z varia´vel complexa da transformada Z;
xˆ transformada de Laplace ou transformada Z do sinal contı´nuo x(t) ou
do sinal discreto x(k);
h(t) ou h(k) respostas ao impulso de sistemas a tempo contı´nuo ou discreto, respec-
tivamente;
‖z(t)‖ norma L2 de uma func¸a˜o contı´nua z(t). ‖z(t)‖2 =
∫
∞
0 tr(z(t)
′z(t))dt;
‖z(k)‖ norma L2 de uma func¸a˜o discreta z(k). ‖z(k)‖2 = ∑∞0 tr(z(k)′z(k));
Hwy(z) ou Hwy(s) func¸a˜o de transfereˆncia entre a entrada wˆ e a saı´da yˆ. Genericamente
pode ser representada por H(z) ou H(s);
> (<) quando aplicados a`s matrizes significa positividade (negatividade) de
seus autovalores;
tr(·) soma dos elementos da diagonal principal da matriz (·);
H(s) =
[
A B
C D
]
forma compacta para representar uma func¸a˜o de transfereˆncia a partir
de uma possı´vel realizac¸a˜o no espac¸o de estados, sendo H(s) = C(sI−
A)−1B+D. Para sistema a tempo discreto a notac¸a˜o e´ equivalente;
λmax(·) autovalor ma´ximo da matriz (·);
σ¯(A) valor singular ma´ximo da matriz A, σ¯(A) =
√
λmax(AA′);
¥ fim de prova;
∗ operador de convoluc¸a˜o.
Capı´tulo 2
Definic¸o˜es e Conceitos preliminares
Neste capı´tulo, apresentamos as definic¸o˜es e conceitos essenciais para uma perfeita compre-
ensa˜o do assunto a ser discutido. Trata-se de uma revisa˜o das principais te´cnicas utilizadas ao
longo do trabalho, sendo portanto facilmente encontrado na literatura citada ao longo do texto. O
nosso objetivo aqui e´ tornar o trabalho o mais autocontido possı´vel. Para isto iremos caracterizar
os sistemas a serem analisados, as condic¸o˜es de estabilidade e as principais normas para ana´lise
de desempenho, tudo dentro do contexto das desigualdades matriciais lineares.
2.1 Descric¸a˜o Matema´tica dos Sistemas
Entende-se por sistema o modelo de um processo fı´sico real. De acordo com suas carac-
terı´sticas, eles possuem diversas classificac¸o˜es. Vamos abordar aqui tanto sistemas contı´nuos
como sistemas discretos no tempo. Em ambos os casos estaremos considerando sistemas MIMO
(multiple input - multiple output), ou seja que possuem mais de uma entrada e mais de uma saı´da,
e causais, tambe´m conhecidos por na˜o antecipativos, cujas saı´das dependem apenas das entra-
das aplicadas no instante atual e nos instantes anteriores. Os sistemas sa˜o lineares, nos quais se
aplicam o princı´pio da superposic¸a˜o (C. T. Chen 1999), dinaˆmicos, pois os seus comportamen-
tos sa˜o associados a` variac¸a˜o do tempo, e finalmente invariantes, uma vez que seus paraˆmetros
permanecem constantes ao longo de seu funcionamento.
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2.1.1 Sistemas Contı´nuos
Para o caso contı´nuo, linear e invariante no tempo, temos a seguinte representac¸a˜o no espac¸o
de estados de um sistema dinaˆmico
x˙(t) = Ax(t)+Bw(t), x(0) = 0, (2.1)
y(t) = Cx(t)+Dw(t), (2.2)
no qual x(t) ∈ Rn e´ o vetor de estados, w(t) ∈ Rm e´ o vetor das m entradas, y(t) ∈ Rp e´ o vetor
das p saı´das e x(0) e´ a sua condic¸a˜o inicial. As matrizes reais A, B, C e D possuem dimenso˜es
apropriadas. A soluc¸a˜o geral de (2.1) sera´ dada por
x(t) = eAtx(0)+
∫ t
0
eA(t−τ)Bw(τ)dτ, (2.3)
como pode ser verificado em (Geromel e Palhares 2004). Ainda, aplicando a transformada de
Laplace nas equac¸o˜es (2.1) e (2.2) obtemos a func¸a˜o de transfereˆncia da entrada w(t) para a saı´da
y(t), chegando a
H(s) = C(sI−A)−1B+D (2.4)
ou, na forma compacta
H(s) =
[
A B
C D
]
. (2.5)
Enfatizamos aqui que a func¸a˜o de transfereˆncia de um sistema representa a relac¸a˜o que descreve
a dinaˆmica do mesmo. Ela e´ a raza˜o entre a transformada de Laplace da varia´vel de saı´da e a
transformada de Laplace da varia´vel de entrada, e so´ pode ser definida para sistemas lineares e
invariantes no tempo. Ainda sobre func¸o˜es de transfereˆncia, dizemos que H(s) e´ pro´pria se, e
somente se, lim|s|→∞ H(s) = D 6= 0, e estritamente pro´pria se D = 0.
Sabendo que a transformada de Laplace da func¸a˜o impulso contı´nua e´ 1, temos que a resposta
ao impulso de (2.1–2.2), dada pelo ca´lculo da transformada de Laplace inversa de (2.4), sera´
h(t) = CeAtB+Dδ(t), t ≥ 0 (2.6)
na qual δ(t) e´ o impulso unita´rio.
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2.1.2 Sistemas Discretos
De forma ana´loga, para o caso discreto, linear e invariante no tempo, temos a seguinte
representac¸a˜o no espac¸o de estados de um sistema dinaˆmico
x(k +1) = Ax(k)+Bw(k), x(0) = 0 (2.7)
y(k) = Cx(k)+Dw(k), (2.8)
e a soluc¸a˜o geral de (2.7) dada por
x(k) = Akx(0)+
k−1
∑
i=0
Ak−1−iBw(i) (2.9)
o que tambe´m pode ser verificado em (Geromel e Palhares 2004). Utilizando a transformada Z e
a sua inversa chegamos respectivamente na func¸a˜o de transfereˆncia da entrada w(k) para a saı´da
y(k), complexa na varia´vel z
H(z) = C(zI−A)−1B+D, (2.10)
e na resposta ao impulso discreto do sistema em questa˜o
h(k) =
{
D, k = 0
CAk−1B, k ≥ 1 . (2.11)
A forma compacta de (2.10) e´ equivalente a` (2.5) so´ que agora na varia´vel complexa z. Aqui
tambe´m temos as mesmas caracterı´sticas para a func¸a˜o de transfereˆncia, enfatizadas no caso
contı´nuo. E, por u´ltimo, as definic¸o˜es de func¸a˜o de transfereˆncia pro´pria e estritamente pro´pria
tambe´m continuam equivalentes, so´ que mais uma vez, na varia´vel complexa z.
2.2 Desigualdades Matriciais Lineares
Historicamente temos a associac¸a˜o da primeira desigualdade matricial linear ou LMI, do
ingleˆs Linear Matrix Inequality, dentro da teoria de controle, ao trabalho de Aleksandr Mikhai-
lovich Lyapunov em 1890, um estudo sistema´tico sobre os movimentos dos sistemas dinaˆmicos
em torno de um ponto de equilı´brio. Lyapunov formulou o que mais tarde ficou conhecido como
sua teoria de estabilidade (Sec¸a˜o 2.3), da qual resultou a sua equac¸a˜o matricial A′P+PA+Q = 0.
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A partir de enta˜o, decorrente de esforc¸os de pesquisadores de todo mundo, inicialmente os da
antiga Unia˜o Sovie´tica, decorreram aplicac¸o˜es dos me´todos de Lyapunov em problemas reais de
engenharia, estudos de te´cnicas para soluc¸a˜o de famı´lias de LMIs, o reconhecimento da potenci-
alidade de algoritmos computacionais em sua soluc¸a˜o, alcanc¸ando ja´ no final da de´cada de 80, os
algoritmos de pontos interiores extremamente eficientes em seu tratamento, o que caracterizou
passos gigantescos no estudo cientı´fico de sistemas de controle.
Definic¸a˜o 2.1 Seja a matriz A ∈ Rn×n, sime´trica (A = AT ). Enta˜o
i) A e´ definida positiva se x′Ax > 0 ∀x ∈ Rn, x 6= 0;
ii) A e´ definida negativa se x′Ax < 0 ∀x ∈ Rn, x 6= 0;
iii) A e´ semi-definida positiva se x′Ax ≥ 0 ∀x ∈ Rn;
iv) A e´ semi-definida negativa se x′Ax ≤ 0 ∀x ∈ Rn;
v) A e´ indefinida se ∃x, y ∈ Rn tais que x′Ax < 0 < y′Ay.
Definic¸a˜o 2.2 ´E denominada de desigualdade matricial linear, uma desigualdade matricial na
forma
F(x) , F0 +
m
∑
i=1
xiFi > 0
na qual o vetor x ∈ Rm e´ a varia´vel em questa˜o, F(x) e´ uma func¸a˜o afim, ou seja uma func¸a˜o
linear a menos de um deslocamento constante, e as matrizes Fi = FTi ∈ Rn×n, i = 0,1, . . . ,m sa˜o
dadas. A desigualdade significa que F(x) e´ uma matriz definida positiva.
´E importante ressaltar que uma LMI na˜o estrita, na forma F(x)≥ 0, tambe´m pode ser encontrada
nos problemas vistos na literatura. Ainda mais, embora pro´ximas, uma diferenc¸a sutil existe
entre as duas definic¸o˜es, o que na˜o sera´ mencionado uma vez que este trabalho so´ contempla as
LMIs estritas.
Definic¸a˜o 2.3 Ω⊂Rn e´ um conjunto convexo se para quaisquer x, y ∈ Ω e qualquer α ∈ [0,1]
tivermos αx+(1−α)y ∈ Ω.
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Definic¸a˜o 2.4 Sejam x1, x2, . . . , xp elementos de Ω⊂Rn. Elementos da forma: x = ∑pi=1 αixi =
α1x1 + α2x2 + . . .+ αpxp com αi ≥ 0, i = 1,2, . . . , p e ∑pi=1 αi = 1, sa˜o combinac¸o˜es convexas
dos elementos x1, . . . ,xp ∈ Ω
Definic¸a˜o 2.5 Seja Ω ⊂ Rn um conjunto convexo e f : Ω → R. Diz-se que f e´ uma func¸a˜o
convexa se para quaisquer x, y ∈ Ω e qualquer α ∈ [0,1] tivermos: f (αx + (1−α)y) ≤
α f (x)+(1−α) f (y).
Lema 2.6 A LMI F(x) > 0 na varia´vel x ∈ Rm define um conjunto convexo em Rm.
Prova: Sejam x,y ∈ M = {u ∈ Rm,F(u) > 0} dois vetores que satisfazem a LMI F(u) > 0,
e z uma combinac¸a˜o convexa de x e y, ou seja, z = αx + (1−α)y, α ∈ [0,1]. Para que o
conjunto M seja convexo z tem que pertencer a M (Definic¸a˜o 2.3), o que de fato ocorre pois
F(z) = F0 +∑mi=1[αxi +(1−α)yi]Fi = αF(x)+(1−α)F(y) > 0 ¥
Uma das principais vantagens na utilizac¸a˜o das LMIs, dentro da teoria de controle, esta´ no
fato delas definirem um conjunto convexo (Lema 2.6). A convexidade e´ uma propriedade bas-
tante desejada no que se refere aos problemas de otimizac¸a˜o.
Quanto a importaˆncia das func¸o˜es convexas dentro dos problemas de otimizac¸a˜o ilustramos
o fato de que, sendo o problema convexo, toda soluc¸a˜o encontrada e´ uma soluc¸a˜o global. Daı´
decorre o grande interesse manifestado pela convexidade, ha´ muito tempo ressaltado na literatura.
O lema seguinte aborda este ponto. A sua demonstrac¸a˜o sera´ apenas indicada.
Lema 2.7 Considere o problema de otimizac¸a˜o min{ f (x) : x ∈ Ω} e seja x ∈ Ω uma soluc¸a˜o
o´tima local, enta˜o se Ω e´ um conjunto convexo e f (x) uma func¸a˜o convexa, x e´ uma soluc¸a˜o
o´tima global.
Prova: Veja (Bazaraa, Sherali e Shetty 1993). ¥
Ainda dentro das vantagens da utilizac¸a˜o das LMIs, destacamos a capacidade de reescrever-
mos uma desigualdade na˜o-linear em uma LMI atrave´s da aplicac¸a˜o do complemento de Schur
(Lema A.1), bastante utilizado ao longo desta dissertac¸a˜o.
Quanto a` soluc¸a˜o dos problemas via LMIs, toda a potencialidade dos algoritmos de otimizac¸a˜o
convexa pode ser explorada. Historicamente assistimos a evoluc¸a˜o de va´rios me´todos ate´ chegar-
mos aos algoritmos de pontos interiores, vastamente utilizados hoje em dia. Neste trabalho na˜o
se pretende comparar algoritmos com o objetivo de buscar uma maior eficieˆncia nas soluc¸o˜es
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dos problemas. Por isso na˜o sera´ dada muita eˆnfase nesta discussa˜o. De uma forma geral, dois
problemas gene´ricos esta˜o relacionados ao estudo das desigualdades matriciais lineares:
1. Factibilidade: Verificac¸a˜o da existeˆncia, ou na˜o, de x ∈ Rm que satisfac¸a F(x) > 0 con-
forme a definic¸a˜o 2.2;
2. Otimizac¸a˜o: Seja S o conjunto de todos os pontos factı´veis e f : S → R, trata-se da
determinac¸a˜o de Vot = infx∈S f (x).
Ao longo do nosso trabalho todos os problemas de otimizac¸a˜o via LMIs foram resolvidos
atrave´s do programa LMISolver (de Oliveira, de Farias e Geromel 1997). O programa utiliza
um algoritmo projetivo de pontos interiores. A estrate´gia utilizada nestes me´todos para resolver
problemas de otimizac¸a˜o convexo consiste em reescreveˆ-los como problemas irrestritos atrave´s
da eliminac¸a˜o das restric¸o˜es de desigualdade e da incorporac¸a˜o de uma func¸a˜o barreira. Todos
os detalhes matema´ticos podem ser vistos em (de Oliveira 1996) e nas suas refereˆncias.
2.3 Estabilidade
A estabilidade de um sistema tem sido objeto de estudo de va´rios pesquisadores por um
longo tempo, estendendo-se ate´ a atualidade. O motivo deste esforc¸o reside no fato de que
todos os sistemas fı´sicos reais sa˜o projetados para serem esta´veis, e uma vez na˜o satisfazendo
este requesito, tornam-se automaticamente inutiliza´veis. Dispensa comenta´rios a existeˆncia de
pesquisas de vanguarda em estabilidade, cujos objetivos sa˜o igualmente merecedores de grande
importaˆncia. Neste trabalho, estabilidade ira´ sempre nos remeter ao que conhecemos da literatura
por estabilidade assinto´tica, intimamente relacionada ao conceito de estabilidade no sentido de
Lyapunov, o que restringira´ a nossa discussa˜o em torno deste ponto.
Lyapunov estudou o comportamento assinto´tico do estado de um sistema mecaˆnico, dinaˆmico
e autoˆnomo, em torno de um ponto de equilı´brio. Em outras palavras, ele analisou os fenoˆmenos
de contrac¸a˜o e expansa˜o do movimento em sistemas mecaˆnicos, caracterizando a sua estabili-
dade.
2.3.1 Sistemas Contı´nuos
Definic¸a˜o 2.8 Todo sistema da forma (2.1) e´ chamado de autoˆnomo quando a sua entrada for
feita nula, w(t) = 0.
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A palavra estabilidade dentro da Mecaˆnica surge na caracterizac¸a˜o do equilı´brio de um corpo
rı´gido. O equilı´brio era chamado de esta´vel se o corpo retornasse a` sua posic¸a˜o original, depois
de sofrido uma pertubac¸a˜o que o fizesse movimentar. Se o corpo tendesse para uma nova posic¸a˜o
enta˜o era considerado insta´vel. Neste contexto va´rios estudos em estabilidade de movimentos fo-
ram realizados e, uma vez modelados em equac¸o˜es diferenciais, receberam va´rias interpretac¸o˜es
fı´sicas, sendo por exemplo ana´logo ao estudo de estabilidade de sistemas ele´tricos. Como con-
sequeˆncia temos a aplicac¸a˜o da teoria de Lyapunov nos diversos campos da Engenharia, por
exemplo nos problemas de filtragem, objeto de estudo do presente trabalho.
Definic¸a˜o 2.9 (Estabilidade no sentido de Lyapunov) Seja o sistema (2.1) autoˆnomo, enta˜o
i) Um ponto de equilı´brio x˘ do sistema sera´ chamado de esta´vel se para todo ε > 0 existir
um δ > 0 tal que ‖x˘− x0‖ ≤ δ ⇒‖x(t)− x˘‖ ≤ ε, ∀ t ≥ 0 ;
ii) O ponto de equilı´brio x˘ e´ considerado atrativo se la´ existir um ε > 0 tal que ‖x˘− x0‖ ≤
ε ⇒ limt→∞ x(t) = x˘ ;
iii) Um ponto de equilı´brio x˘ sera´ considerado assintoticamente esta´vel (no sentido de Lyapu-
nov) se ele for simultaˆneamente esta´vel e atrativo;
iv) O ponto de equilı´brio x˘ sera´ considerado insta´vel se ele na˜o for esta´vel.
Geometricamente no item i da definic¸a˜o acima, ‖x(t)− x˘‖ ≤ ε determina um cilindro de raio ε
em torno do eixo t, no qual t0 e´ o instante inicial, e ‖x˘− x0‖ ≤ δ uma esfera de raio δ no hiper-
plano t = t0 centrada em x0, o que nos leva a` seguinte interpretac¸a˜o: pela escolha das condic¸o˜es
iniciais em uma esfera suficientemente pequena, podemos forc¸ar as trajeto´rias do sistema, para
t ≥ t0, a permanecerem completamente dentro de um cilindro dado. Ja´ no caso de estabilidade
assinto´tica, temos a ide´ia de uma esfera de atrac¸a˜o, com o detalhe adicional de que as trajeto´rias
agora, convergem assintoticamente para o ponto de equilı´brio a medida que o tempo tende para
o infinito.
Estabilidade e atratividade sa˜o definidas como propriedades locais. Primeiramente foram
consideradas apenas soluc¸o˜es com condic¸o˜es iniciais dentro de uma esfera. Mas em se tratando
de estabilidade, o interesse e´ tornar a esfera o maior possı´vel, chegando a um ponto que indepen-
desse das condic¸o˜es iniciais adotadas. Com esta u´ltima considerac¸a˜o, o ponto de equilı´brio da
definic¸a˜o acima passara´ a ser chamado de global e assintoticamente esta´vel.
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Uma grande contribuic¸a˜o de Lyapunov foi o desenvolvimento do que ficou conhecido como
me´todo direto, tambe´m chamado de segundo me´todo, para avaliar a estabilidade de um sistema.
Diferente de seu primeiro me´todo, que propunha solucionar as equac¸o˜es diferenciais do sistema
atrave´s de expanso˜es em se´rie de poteˆncia para ana´lise de seu comportamento, o me´todo direto
propo˜e avaliar a estabilidade do sistema atrave´s do que ficou conhecido por func¸o˜es de Lyapunov.
Estas podem ser interpretadas como a representac¸a˜o da energia total do sistema, o que permite
uma escolha particular para cada caso. Sempre que a estabilidade de um sistema estiver sendo
discutida, iremos associa´-la a` energia necessa´ria para o deslocamento entre pontos no espac¸o
de estados. Logo a instabilidade sera´ vista como a exigeˆncia infinita de energia para tal movi-
mento. Iremos abordar apenas o me´todo direto de Lyapunov. Detalhes podem ser visto em (M.
Vidyasagar 1993).
Definic¸a˜o 2.10 (Func¸a˜o de Lyapunov) Uma func¸a˜o V (x) : Rn×R+→R e´ chamada de func¸a˜o
de Lyapunov na vizinhanc¸a de um ponto de equilı´brio x˘ se:
i) V (·) for contı´nua em x˘ ;
ii) V (·) suportar um mı´nimo local em x˘, ou seja, existir uma func¸a˜o g(w) : R+ → R+ que seja
contı´nua, estritamente crescente, com g(0) = 0, tal que V (x)−V (x˘)≥ g(‖x− x˘‖) ;
iii) V (·) seja mono´tona e decrescente sobre todas as soluc¸o˜es do sistema (2.1), considerado
autoˆnomo.
Assim, o estudo da estabilidade de um sistema ficara´ totalmente relacionado com o problema
de busca de uma func¸a˜o que satisfac¸a a definic¸a˜o 2.10. Para a classe de sistemas na˜o-lineares
na˜o existe um procedimento sistema´tico para encontrar as func¸o˜es de Lyapunov. No entanto,
para sistemas lineares, o problema pode ser resolvido adequadamente via LMIs, atrave´s de um
problema de factibilidade.
Lema 2.11 O ponto de equilı´brio x˘ e´ assintoticamente esta´vel se la´ existir uma func¸a˜o de Lya-
punov V (x(t)), com primeira derivada em relac¸a˜o a t contı´nua, na vizinhanc¸a de x˘ tal que
˙V (x(t)) < 0 para todo x(t) 6= x˘ .
Prova: Ver (M. Vidyasagar 1993). ¥
´E importante ressaltar que o lema acima representa uma condic¸a˜o suficiente de estabilidade,
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pois caso na˜o seja possı´vel determinar uma func¸a˜o que satisfac¸a a definic¸a˜o 2.10, ele na˜o forne-
cera´ nenhuma informac¸a˜o sobre a estabilidade do ponto de equilı´brio em questa˜o. No entanto,
para sistemas lineares invariantes no tempo uma condic¸a˜o necessa´ria e suficiente pode ser deter-
minada.
Definic¸a˜o 2.12 Uma forma quadra´tica nas varia´veis x1,x2, . . . ,xn e´ qualquer func¸a˜o que pode
ser escrita na forma f (x) = x′Qx, em que Q ∈ Rn×n e´ uma matriz sime´trica (Q′ = Q).
As func¸o˜es quadra´ticas possuem um papel decisivo no estudo de estabilidade de um sistema.
´E atrave´s delas que iremos estabelecer, para o caso linear e invariante no tempo, uma condic¸a˜o
necessa´ria e suficiente para a estabilidade. Seja a forma quadra´tica V (x(t)) = x(t)′Px(t), calcu-
lando a sua derivada em relac¸a˜o ao tempo, e considerando o sistema (2.1) autoˆnomo, ou seja
x˙(t) = Ax(t), temos
˙V (x(t)) = x˙′(t)Px(t)+ x′(t)Px˙(t)
= x′(t)A′Px(t)+ x′(t)PAx(t) (2.12)
= x′(t)(A′P+PA)x(t)
=−x′(t)Qx(t)
sendo A′P+PA =−Q conhecida como equac¸a˜o de Lyapunov. Logo, pelo Lema 2.11, chegamos
a` conclusa˜o de que o sistema 2.1, autoˆnomo, sera´ assintoticamente esta´vel se, e somente se, A′P+
PA =−Q e P = P′ > 0 para qualquer Q = Q′ > 0. Equivalentemente, o sistema 2.1, autoˆnomo,
sera´ assintoticamente esta´vel se, e somente se, A′P + PA < 0 e P = P′ > 0. Sintentizando o
exposto temos o seguinte lema.
Lema 2.13 As seguintes afirmac¸o˜es sa˜o equivalentes:
i) O sistema 2.1 e´ assintoticamente esta´vel;
ii) Todos os autovalores da matriz A possuem parte real menor do que zero;
iii) Existe uma matriz P = P′ > 0 tal que A′P+PA < 0;
iv) Para qualquer matriz Q′ = Q > 0 existe uma matriz P′ = P > 0 tal que A′P+PA =−Q.
Prova: Ver (C. T. Chen 1999). ¥
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2.3.2 Sistemas Discretos
Toda a discussa˜o apresentada sobre estabilidade para os sistemas contı´nuos pode ser facil-
mente estendida para o caso discreto. Consequentemente, devida a semelhanc¸a no desenvolvi-
mento e raciocı´nio, salvo as devidas diferenc¸as matema´ticas para cada caso, nos limitaremos a
apresentar apenas os resultados de uma forma bem breve e direta. A sequeˆncia segue a mesma
apresentada no caso contı´nuo. Para maiores esclarecimentos consultar as refereˆncias citadas.
Definic¸a˜o 2.14 Todo sistema da forma (2.7) e´ chamado de autoˆnomo quando a sua entrada for
feita nula, w(k) = 0.
Definic¸a˜o 2.15 (Estabilidade no sentido de Lyapunov - caso discreto) Seja o sistema (2.7)
autoˆnomo, enta˜o
i) Um ponto de equilı´brio xˇ do sistema sera´ chamado de esta´vel se para todo ε > 0 existir
um δ > 0 tal que ‖xˇ− x0‖ ≤ δ ⇒‖x(k)− xˇ‖ ≤ ε, ∀ k ≥ 0 ;
ii) O ponto de equilı´brio xˇ e´ considerado atrativo se la´ existir um ε > 0 tal que ‖xˇ− x0‖ ≤
ε ⇒ limk→∞ x(k) = xˇ ;
iii) Um ponto de equilı´brio xˇ sera´ considerado assintoticamente esta´vel (no sentido de Lyapu-
nov) se ele for simultaˆneamente esta´vel e atrativo;
iv) O ponto de equilı´brio xˇ sera´ considerado insta´vel se ele na˜o for esta´vel.
Definic¸a˜o 2.16 (Func¸a˜o de Lyapunov - caso discreto) Uma func¸a˜o V (x) : Rn × Z+ → R e´
chamada de func¸a˜o de Lyapunov na vizinhanc¸a de um ponto de equilı´brio xˇ se:
i) V (·) for contı´nua em xˇ ;
ii) V (·) suportar um mı´nimo local em xˇ, ou seja, existir uma func¸a˜o g(w) : R+ → R+ que seja
contı´nua, estritamente crescente, com g(0) = 0, tal que V (x)−V (xˇ)≥ g(‖x− xˇ‖) ;
iii) V (·) seja mono´tona e decrescente sobre todas as soluc¸o˜es do sistema (2.7), considerado
autoˆnomo.
Lema 2.17 O ponto de equilı´brio xˇ e´ assintoticamente esta´vel se la´ existir uma func¸a˜o de Lya-
punov V (x(k)) na vizinhanc¸a de xˇ tal que ∆V = V (x(k +1))−V (x(k)) < 0 para todo x(k) 6= xˇ.
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Aqui, sob as mesmas justificativas do caso contı´nuo, iremos utilizar a func¸a˜o de Lyapu-
nov quadra´tica. No caso discreto temos V (x(k)) = x′(k)Px(k). Considerando o sistema (2.7)
autoˆnomo, ou seja x(k +1) = Ax(k) temos
∆V = x′(k +1)Px(k +1)− x′(k)Px(k)
= x′(k)A′PAx(k)− x′(k)Px(k) (2.13)
= x′(k)(A′PA−P)x(k)
=−x′(k)Qx(k)
sendo A′PA−P =−Q equac¸a˜o de Lyapunov para sistemas discretos.
Lema 2.18 As seguintes afirmac¸o˜es sa˜o equivalentes:
i) O sistema 2.7 e´ assintoticamente esta´vel;
ii) Todos os autovalores da matriz A possuem mo´dulo menor do que 1;
iii) Existe uma matriz P = P′ > 0 tal que A′PA−P < 0;
iii) Para qualquer matriz Q′ = Q > 0 existe uma matriz P′ = P > 0 tal que A′PA−P =−Q.
Para uma discussa˜o, que vai muito ale´m do escopo deste trabalho, sobre estabilidade de
movimentos ver (Hahn 1967). Para demonstrac¸o˜es e resultados complementares em estabilidade
ver (M. Vidyasagar 1993, C. T. Chen 1999). Finalizando, iremos expor resultados recentes na
literatura sobre a aplicac¸a˜o de multiplicadores de Lagrange na ana´lise de estabilidade. Estes
reduzem ainda mais o conservadorismo nas restric¸o˜es dos problemas de otimizac¸a˜o, permitindo
abordar situac¸o˜es mais complexas.
Lema 2.19 (Lema de Finsler) Seja x ∈ Rn, Q = QT ∈ Rn×n e B ∈ Rm×n tal que rank(B) < n.
As seguintes sentenc¸as sa˜o equivalentes:
i) x′Qx < 0, ∀Bx = 0;
ii) B⊥′QB⊥ < 0;
iii) Existe µ ∈ R tal que Q−µB′B < 0;
iv) Existe X ∈ Rnxm tal que Q+XB+B′X ′ < 0.
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sendo B⊥ uma base para o espac¸o nulo de B.
Como mostrado acima, o estudo de estabilidade pelo me´todo direto exige a substituic¸a˜o da
dinaˆmica do sistema na func¸a˜o de Lyapunov, conforme desenvolvido em (2.12) e (2.13). No
entanto, combinando a teoria de estabilidade de Lyapunov com o Lema 2.19 e introduzindo
uma nova varia´vel, conforme (de Oliveira e Skelton 2001, de Oliveira 2004) um multiplicador
de Lagrange, novas condic¸o˜es de estabilidade para sistemas lineares foram geradas. Os Lemas
(2.13) e (2.18) podem ser generalizados conforme mostrado a seguir.
Lema 2.20 (Sistemas Contı´nuos) As seguintes afirmac¸o˜es sa˜o equivalentes:
i) O sistema 2.1 e´ assintoticamente esta´vel;
ii) Todos os autovalores da matriz A possuem parte real menor do que zero;
iii) Existe P = P′ > 0, µ ∈ R, tal que

−µAT A P+µAT
P+µA −µI

< 0;
iv) Existe P = P′ > 0, F, G ∈ Rn×n, tal que

 FA+AT FT P−F +AT GT
P−FT +GA −G−GT

< 0.
Lema 2.21 (Sistemas Discretos) As seguintes afirmac¸o˜es sa˜o esquivalentes:
i) O sistema 2.7 e´ assintoticamente esta´vel;
ii) Todos os autovalores da matriz A possuem mo´dulo menor do que 1;
iii) Existe P = P′ > 0, µ ∈ R, tal que

−µAT A−P µAT
µA −µI +P

< 0;
iv) Existe P = P′ > 0, F, G ∈ Rn×n, tal que

FA+AT FT −P −F +AT GT
−FT +GA P−G−GT

< 0.
O Lema de Finsler e´ tambe´m diretamente utilizado em eliminac¸a˜o de varia´veis em desi-
gualdades matriciais lineares. A discussa˜o detalhada sobre a sua aplicac¸a˜o no estudo de es-
tabilidade assim como as definic¸o˜es e demonstrac¸o˜es de termos relacionados podem ser vis-
tos em (Geromel, de Oliveira e Hsu 1998, de Oliveira, Geromel e Hsu 1999, de Oliveira e
Skelton 2001, de Oliveira 2004) e nas suas refereˆncias.
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2.4 Ana´lise de Desempenho de Sistemas de Controle
Como discutido na u´ltima sec¸a˜o, a estabilidade de um sistema dinaˆmico e´ algo imprescindı´vel
dentro dos projetos em Engenharia. A busca por controladores que permitam o funcionamento
correto de processos reais imunes a pertubac¸o˜es, assim como a capacidade de filtrar informac¸o˜es
perante ruı´dos na planta, sempre foi motivo de estı´mulo para os pesquisadores da a´rea. No en-
tando, a simples soluc¸a˜o deste problema, atrave´s do projeto de um controlador ou de um filtro
adequado, pode na˜o ser suficiente por na˜o apresentar uma relac¸a˜o custo benefı´cio satisfato´ria. A
exigeˆncia de um funcionamento adequado, que implique em um menor gasto de energia, e´ cons-
tante nos sistemas reais. Consequentemente, ta˜o importante quanto a garantia de estabilidade
esta´ a garantia de melhor desempenho, o que ira´ nos remeter aos conceitos cla´ssicos de norma
H2 e norma H∞.
Iremos considerar ao longo do trabalho apenas as func¸o˜es de transfereˆncia racionais, ou seja,
aquelas que podem ser representadas por uma frac¸a˜o cujo numerador e o denominador sejam
polinoˆmios. Uma das razo˜es reside no fato de que uma func¸a˜o de transfereˆncia, com dimensa˜o
finita, sera´ realiza´vel se e somente se ela for racional pro´pria, (C. T. Chen 1999). Entende-se
por realizac¸a˜o de um sistema a determinac¸a˜o de uma descric¸a˜o no espac¸o de estados de uma
dada func¸a˜o de transfereˆncia. Assim, fica subentendido para os espac¸os descritos a seguir que as
func¸o˜es pertencentes ao mesmo possuem esta propriedade.
2.4.1 Espac¸o de Hardy H2
A denominac¸a˜o de espac¸os de Hardy H2, assim como a notac¸a˜o H das normas, e´ em ho-
menagem ao matema´tico G. H. Hardy, sendo normalmente conhecido na literatura por espac¸os
H2. Historicamente a norma H2 comec¸ou a ser estudada no inı´cio da de´cada de 60, juntamente
com o Problema Linear Quadra´tico e os trabalhos de R. E. Kalman, sendo atualmente bastante
conhecida dentro da comunidade de controle.
Definic¸a˜o 2.22 Uma func¸a˜o de varia´vel complexa e´ dita analı´tica em um ponto do seu domı´nio
se ela for diferencia´vel neste ponto e em sua vizinhanc¸a. Ale´m disto, ela ira´ possuir derivadas
contı´nuas de qualquer ordem permitindo uma representac¸a˜o em se´rie de Taylor no ponto em
questa˜o.
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Sistemas Contı´nuos
Definic¸a˜o 2.23 (Espac¸o de Hardy H2) ´E o conjunto de todas as func¸o˜es que sa˜o analı´ticas
no semi-plano direito do plano complexo e quadraticamente integra´veis no eixo imagina´rio, isto
e´
∫
∞
−∞ tr[H ′(− jω)H( jω)]dω < ∞. Sua norma e´ definida por
‖H(s)‖22 := sup
ω,σ>0
{
1
2pi
∫
∞
−∞
tr[H ′(σ− jω)H(σ+ jω)]dω
}
.
Conforme pode ser visto em (Francis 1987), para as func¸o˜es que sa˜o analı´ticas no semi-plano
direito do plano complexo a norma H2 tambe´m pode ser calculada pela seguinte expressa˜o
‖H(s)‖22 :=
1
2pi
∫
∞
−∞
tr[H ′(− jω)H( jω)]dω. (2.14)
´E importante ressaltar que as func¸o˜es pertencentes ao espac¸o introduzido pela Definic¸a˜o 2.23
sera˜o estritamente pro´prias, pois caso contra´rio elas na˜o seriam quadraticamente integra´veis no
eixo imagina´rio.
Outra forma equivalente para calcular a norma H2, mas agora no domı´nio do tempo, e´ apli-
cando o Teorema de Parseval (Lema A.2), o que resulta na seguinte expressa˜o
‖H(s)‖22 =
∫
∞
0
tr[h′(t)h(t)]dt (2.15)
na qual h(t) e´ a resposta ao impulso. Embora possamos calcular a norma H2 atrave´s de (2.14) ou
(2.15), uma alternativa mais simples pode ser obtida atrave´s de uma expressa˜o alge´brica ou via
um problema de otimizac¸a˜o conforme sera´ mostrado.
Considere o sistema (2.1–2.2) operando dentro do espac¸o de Hardy H2 (D = 0), a sua res-
posta ao impulso sera´ dada por h(t) = CeAtB, t ≥ 0. Enta˜o, utilizando (2.15) temos o seguinte
desenvolvimento
‖H(s)‖22 =
∫
∞
0
tr[h′(t)h(t)]dt
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=
∫
∞
0
tr[B′eA
′tC′CeAtB]dt (2.16)
= tr
[
B′
(∫
∞
0
eA
′tC′CeAtdt
)
B
]
= tr[B′PoB]
em que P0 =
∫
∞
0 e
A′tC′CeAtdt e´ chamado de Gramiano de observabilidade e pode ser obtido pela
soluc¸a˜o da equac¸a˜o de Lyapunov A′Po +PoA =−C′C para A constante e assintoticamente esta´vel,
pois
A′Po +PoA =
∫
∞
0
A′eA
′tC′CeAt + eA
′tC′CeAtAdt
=
∫
∞
0
d
dt
(
eA
′tC′CeAt
)
dt
= lim
t→∞(e
A′tC′CeAt)−C′C
=−C′C.
(2.17)
A u´ltima igualdade e´ va´lida pois a exigeˆncia de estabilidade assinto´tica de A garante que a parte
real dos seus autovalores seja negativa fazendo com que o limite em questa˜o seja nulo.
Outra caracterı´stica importante de Po reside no fato dela ser sime´trica, o que pode ser visto
diretamente transpondo a sua expressa˜o, e semi-definida positiva, pois para um x0 ∈ R arbitra´rio
temos
x′0Pox0 =
∫
∞
0
x′0e
A′tC′CeAtx0dt =
∫
∞
0
‖CeAtx0‖2dt ≥ 0. (2.18)
Para que Po seja definida positiva e´ necessa´rio que o sistema seja observa´vel.
Pela comutatividade do trac¸o, tr(XY ) = tr(Y X) quando os produtos existirem, temos que
(2.16) tambe´m e´ equivalente a
‖H(s)‖22 = tr[CPcC′] (2.19)
em que Pc =
∫
∞
0 e
AtBB′eA′tdt e´ chamado de Gramiano de controlabilidade e pode ser obtido
pela soluc¸a˜o da equac¸a˜o de Lyapunov APc + PcA′ = −BB′ para A constante e assintoticamente
esta´vel. Aqui novamente vale a propriedade de que Pc e´ sime´trica e semi-definida positiva, e so´
sera´ definida positiva se o sistema for controla´vel.
O pro´ximo lema possibilita o ca´lculo da norma H2 atrave´s de um problema de otimizac¸a˜o
convexa com restric¸o˜es LMIs.
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Lema 2.24 Seja A uma matriz com autovalores no semi-plano esquerdo, enta˜o:
i) O conjunto definido por A′P+PA+C′C < 0 com P = P′ > 0 e´ tal que P > Po, em que Po
e´ o Gramiano de observabilidade;
ii) O conjunto definido por AP+PA′+BB′ < 0 com P = P′ > 0 e´ tal que P > Pc, em que Pc
e´ o Gramiano de controlabilidade.
Prova: Para mostrarmos o item i observe que o conjunto A′P + PA +C′C < 0 com P = P′ > 0
implica na existeˆncia de uma matriz Q = Q′ > 0 tal que A′P + PA +C′C = −Q, ou seja, A′P +
PA +C′C + Q = 0. Mas, de acordo com (2.17) temos que a P que satisfaz esta equac¸a˜o e´ dada
por
P =
∫
∞
0
eA
′t(CC′+Q)eAtdt
=
∫
∞
0
eA
′tCC′eAtdt +
∫
∞
0
eA
′tQeAtdt
= Po +
∫
∞
0
eA
′tQeAtdt > Po
Como
∫
∞
0 e
A′tQeAtdt e´ uma matriz definida positiva (2.18) a u´ltima desigualdade e´ va´lida. A
prova do item ii segue o mesmo raciocı´nio. ¥
Finalmente apresentaremos o ca´lculo da norma H2 via problema de otimizac¸a˜o. Sabendo que
para P > 0, Po > 0 ∈ Rn×n e B ∈ Rn×m, P > Po implica que B′PB > B′PoB, e que por sua vez
implica que tr(B′PB) > tr(B′PoB), utilizando (2.16) concluimos que tr(B′PB) e´ um limitante
superior da norma ‖H(s)‖22, o que nos permite formular o seguinte problema
‖H(s)‖22 = tr(B′PoB) = infP>0{tr(B
′PB) : A′P+PA+C′C < 0}. (2.20)
Conforme foi mostrado em (2.17) P somente alcanc¸ara´ Po na igualdade, o que na˜o sera´ possı´vel
pela formulac¸a˜o estrita do problema (2.20). No entanto, estas duas matrizes podem ser ta˜o
pro´ximas quanto se queira, ficando esta distaˆncia determinada pela precisa˜o do programa utili-
zado para a sua soluc¸a˜o.
De forma ana´loga, utilizando (2.19) podemos calcular a norma ‖H(s)‖22 atrave´s do problema
‖H(s)‖22 = tr(CPcC′) = infP>0{tr(CPC
′) : AP+PA′+BB′ < 0}. (2.21)
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Como discutido acima, a exatida˜o do valor da norma esta´ relacionada com a precisa˜o do
programa utilizado. Seria razoa´vel pensarmos em reestruturar a formulac¸a˜o de (2.20) e (2.21)
tornando a desigualdade irrestrita. Pore´m, isto tornaria mais complicada a aplicac¸a˜o do com-
plemento de Schur (Lema A.1) e consequentemente a obtenc¸a˜o de uma forma alternativa para
estes problemas (Boyd, Ghaoui, Feron e Balakrishnan 1994). Uma implicac¸a˜o direta e´ a reduc¸a˜o
do universo de possibilidades de utilizac¸a˜o deste me´todo para ca´lculo da norma H2, pois muitas
vezes apenas o complemento de Schur garante uma formulac¸a˜o convexa.
Lema 2.25 Para o sistema (2.1–2.2) estritamente pro´prio temos a equivaleˆncia das seguintes
afirmac¸o˜es
i) ‖H(s)‖22 < γ;
ii) Existem matrizes P = P′ e W = W ′ tais que:
tr(W ) < γ, (2.22)
W B′P
PB P

> 0, (2.23)

A′P+PA C′
C −I

< 0; (2.24)
iii) Existem matrizes P = P′ e W = W ′ tais que:
tr(W ) < γ, (2.25)
 W CP
PC′ P

> 0, (2.26)

AP+PA′ B
B′ −I

< 0. (2.27)
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A norma H2 pode ser obtida resolvendo um dos seguintes problemas de otimizac¸a˜o
‖H(s)‖22 = infγ,W,P{γ : (2.22–2.24)} (2.28)
= inf
γ,W,P
{γ : (2.25–2.27)} (2.29)
Prova: Para mostrarmos a equivaleˆncia entre i e ii, aplicamos o complemento de Schur (Lema
A.1) em (2.24) e (2.23) obtendo respectivamente A′P+PA+C′C < 0, e com a nova varia´vel W ,
W > B′PB. Mas conforme discutido anteriormente W > B′PB implica que tr(W ) > tr(B′PB),
e de acordo com (2.20) e (2.22) temos que ‖H(s)‖22 < tr(B′PB) < tr(W ) < γ, caracterizando o
problema (2.28). A sentenc¸a iii e´ obtida com o mesmo raciocı´nio, so´ que agora utilizando o
Gramiano de controlabilidade Pc cujo desenvolvimento nos leva ao problema (2.29). Detalhes
ver (de Oliveira 1999). ¥
Sistemas Discretos
Apresentaremos aqui apenas os principais resultados de forma bem simples e direta, uma vez
que o raciocı´nio e toda discussa˜o sa˜o ana´logos ao caso contı´nuo.
O espac¸o de Hardy H2 para o caso discreto possui a mesma definic¸a˜o, com a diferenc¸a de que
as func¸o˜es agora sera˜o analı´ticas fora do cı´rculo unita´rio do plano complexo e quadraticamente
integra´veis no cı´rculo unita´rio. Ale´m disto, sua norma sera´ dada por
‖H(z)‖22 =
1
2pi
∫ 2pi
0
tr[H ′(e− jω)H(e jω)]dω (2.30)
=
∞
∑
k=0
tr[h′(k)h(k)] (2.31)
sendo que a u´ltima igualdade e´ o equivalente no domı´nio do tempo da norma H2 obtido atrave´s
do teorema de Parseval. Sabendo que h(k) e´ dado por (2.11) e utilizando (2.31) chegamos nas
seguintes formas alge´bricas para o ca´lculo da norma ‖H(z)‖22 do sistema (2.7–2.8)
‖H(z)‖22 = tr(D′D+B′PoB) (2.32)
= tr(DD′+CPcC′) (2.33)
em que Po e´ o Gramiano de observabilidade, soluc¸a˜o da equac¸a˜o discreta de Lyapunov A′PoA−
Po = −C′C, e Pc e´ o Gramiano de controlabilidade, soluc¸a˜o da equac¸a˜o discreta de Lyapunov
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APcA′−Pc = −BB′. ´E importante ressaltar que, diferente do caso contı´nuo, na˜o temos aqui a
exigeˆncia de que o sistema seja estritamente pro´prio. Finalmente temos o ana´logo ao Lema 2.25.
Lema 2.26 Para o sistema (2.7–2.8) temos a equivaleˆncia das seguintes afirmac¸o˜es
i) ‖H(z)‖22 < γ;
ii) Existem matrizes P = P′ e W = W ′ tais que:
tr(W ) < γ, (2.34)

P A′P C′
PA P 0
C 0 I

> 0,


W B′P D′
PB P 0
D 0 I

> 0; (2.35)
iii) Existem matrizes P = P′ e W = W ′ tais que:
tr(W ) < γ, (2.36)

P AP B
PA′ P 0
B′ 0 I

> 0,


W CP D
PC′ P 0
D′ 0 I

> 0. (2.37)
A norma H2 pode ser obtida resolvendo um dos seguintes problemas de otimizac¸a˜o
‖H(s)‖22 = infγ,W,P{γ : (2.34–2.35)} (2.38)
= inf
γ,W,P
{γ : (2.36–2.37)} (2.39)
Prova: A demonstrac¸a˜o e´ equivalente ao caso contı´nuo, ver (de Oliveira 1999). ¥
2.4.2 Espac¸o de Hardy H∞
A teoria sobre as normas H∞ surge historicamente com os trabalhos de George Zames. Desde
a sua introduc¸a˜o em (Zames 1981), o problema de controle H∞ tem sido intensamente estudado
e sua teoria continua atualmente em desenvolvimento.
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Sistemas Contı´nuos
Definic¸a˜o 2.27 (Func¸a˜o limitada) Uma func¸a˜o complexa F(s) e´ limitada se existe um nu´mero
real b tal que |F(s)| ≤ b.
Definic¸a˜o 2.28 (Espac¸o de Hardy H∞) ´E o conjunto de todas as func¸o˜es que sa˜o analı´ticas e
limitadas no semi-plano direito do plano complexo. Sua norma e´ definida por
‖H(s)‖∞ := sup
ω,σ>0
σ[H(σ+ jω)] (2.40)
em que σ[·] e´ o valor singular ma´ximo de H(s).
Como no caso H2 temos que a norma H∞ possui uma extensa˜o u´nica para o eixo imagina´rio,
desta vez garantido pelo Teorema do mo´dulo ma´ximo e pela analiticidade das func¸o˜es do espac¸o
de Hardy H∞ (Francis 1987). Assim a expressa˜o (2.40) possui o seguinte equivalente
‖H(s)‖∞ := sup
ω
σ[H( jω)]. (2.41)
Uma me´todo alternativo utilizado para o ca´lculo da norma H∞ e´ mostrado no pro´ximo lema.
Lema 2.29 Para o sistema (2.1–2.2) temos a equivaleˆncia das seguintes afirmac¸o˜es
i) ‖H(s)‖2
∞
< γ;
ii) Existe uma matriz P = P′ ∈ Rn×n tal que:


A′P+PA PB C′
B′P −γI D′
C D −I

< 0, (2.42)
P > 0; (2.43)
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iii) Existe uma matriz P = P′ ∈ Rn×n:


AP+PA′ B PC′
B′ −I D′
CP D −γI

< 0, (2.44)
P > 0. (2.45)
A norma H∞ pode ser obtida resolvendo um dos seguintes problemas de otimizac¸a˜o
‖H(s)‖2
∞
= inf
P, γ
{γ : (2.42–2.43)} (2.46)
= inf
P, γ
{γ : (2.44–2.45)} (2.47)
Prova: Seja a func¸a˜o de Lyapunov v[x(t)] = x(t)′Px(t), P > 0. Aplicando o complemento de
Schur (Lema A.1) em (2.42) obtemos
[
A′P+PA+C′C PB+C′D′
B′P+D′C D′D− γI
]
< 0. (2.48)
Multiplicando a inequac¸a˜o (2.48) a esquerda por [x′(t) w′(t)] e a direita pelo seu transposto
temos que
x(t)′(A′P+PA+C′C)x(t)+ x(t)′(PB+C′D′)w(t)+w(t)′(B′P+D′C)x(t)+w(t)′(D′D− γI)w(t)
torna-se estritamente menor do que zero. Note que este u´ltimo termo pode ser reescrito como
v˙[x(t)]+(Cx(t)+Dw(t))′(Cx(t)+Dw(t))− γw(t)′w(t) < 0 (2.49)
pois, v˙[x(t)] = x(t)′(A′P+PA)x(t)+w(t)′(B′P)x(t)+ x(t)′(PB)w(t). Assim de (2.49) e sabendo
que y(t) = Cx(t)+Dw(t) concluı´mos que
v˙[x(t)] <−(Cx(t)+Dw(t))′(Cx(r)+Dw(t))+ γw(t)′w(t)
<−y(t)′y(t)+ γw(t)′w(t)
(2.50)
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Sendo o sistema (2.1–2.2) esta´vel, com condic¸o˜es iniciais nulas, e o sinal de entrada de energia
finita temos
∫
∞
0
v˙[x(t)] = lim
t→∞ v[x(t)]− v[x(0)] = 0 (2.51)
logo, integrando (2.50) chegamos em
0 <−
∫
∞
0
y(t)′y(t)dt + γ
∫
∞
0
w(t)′w(t)dt (2.52)
que por sua vez nos permite concluir que
‖y(t)‖22 < γ‖w(t)‖22. (2.53)
No entanto utilizando o fato de que y(t) = h(t) ∗ w(t), em que o operador (∗) representa a
operac¸a˜o de convoluc¸a˜o, e aplicando o teorema de Parseval em (2.52) obtemos
∫
∞
−∞
wˆ′(− jω){H ′(− jω)H( jω)− γI} wˆ( jω)dω < 0, (2.54)
o que equivale dizer que H ′(− jω)H( jω)−γI < 0, ∀ω ∈R , pois sendo esta u´ltima desigualdade
verdadeira, o integrando de (2.54) sera´ sempre negativo e portanto a sua integral tambe´m. Caso
contra´rio, uma vez que wˆ( jω) e´ arbitra´rio, sempre sera´ possı´vel escolher uma entrada wˆ( jω)
que fac¸a com que o integrando de (2.54) seja suficientemente grande na frequeˆncia em que a
desigualdade H ′(− jω)H( jω)−γI < 0 deixa de ser verdadeira, e assim o resultado da integrac¸a˜o
seja maior do que zero, invalidando (2.54). Logo, a desigualdade (2.53) e´ equivalente a dizer que
todos os autovalores de H ′(− jω)H( jω) sa˜o menores que γ para qualquer valor de ω ∈ R. Mas
de acordo com (2.41), temos que (2.53) e´ equivalente ao item i, e ainda que
‖H(s)‖2
∞
= sup
‖w(t)‖22 6=0
‖y(t)‖22
‖w(t)‖22
(2.55)
ou seja, minimizando γ teremos o valor da norma H∞ ta˜o pro´ximo quanto se queira de seu valor
exato, sendo esta distaˆncia determinada pela precisa˜o do algoritmo utilizado para o seu ca´lculo,
e ainda (2.55) representa uma interpretac¸a˜o no domı´nio do tempo da norma H∞. Assim, demons-
tramos que ii implica em i. Agora, para mostrarmos que i implica em ii primeiramente definimos
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a matriz
Z =
[
A−B(D′D− γI)−1D′C −B(D′D− γI)−1B′
C′D(D′D− γI)−1D′C +C′C −A′+C′D(D′D− γI)−1B′
]
que se trata de uma Hamiltoniana, matriz que e´ similar a sua transposta com o sinal trocado.
Mas, sendo i verdadeiro, temos que Z na˜o possui nenhum autovalor no eixo imagina´rio, o que
por sua vez garante que existe P = P′ > 0 ∈ Rn×n de tal forma que A′P+PA+(PB+C′D)(γI−
D′D)−1(PB+C′D)′+C′C < 0, conforme pode ser visto em (Francis 1987). Aplicando o comple-
mento de Schur (Lema A.1) nesta u´ltima desigualdade chegamos no item ii, o que evidencia que
i implica em ii. A equivaleˆncia entre a sentenc¸a iii e os demais itens e´ obtida com o mesmo ra-
ciocı´nio, por dualidade, ficando assim os problemas (2.46–2.47) caracterizados e a demonstrac¸a˜o
concluı´da. ¥
Sistemas Discretos
Assim como no caso H2 estenderemos os resultados da norma H∞ para o caso discreto. O
espac¸o de Hardy H∞ para o caso discreto possui a mesma definic¸a˜o, com a diferenc¸a de que as
func¸o˜es agora sera˜o analı´ticas e limitadas fora do cı´rculo unita´rio do plano complexo com sua
norma sendo dada por
‖H(z)‖∞ = max
ω∈[0,2pi]
σ[H(e jω)] (2.56)
em que σ[·] e´ o valor singular ma´ximo. Novamente todos os raciocı´nios apresentados no caso
contı´nuo possuem a sua extensa˜o para o caso discreto. Assim, vamos nos restringir apenas ao
resultado principal dado a seguir. Trata-se do ana´logo ao Lema (2.29).
Lema 2.30 Para o sistema (2.7–2.8) temos a equivaleˆncia das seguintes afirmac¸o˜es
i) ‖H(z)‖2
∞
< γ;
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ii) Existe uma matriz P = P′ ∈ Rn×n tal que:


P A′P 0 C′
PA P PB 0
0 B′P γI D′
C 0 D I

> 0; (2.57)
iii) Existe uma matriz P = P′ ∈ Rn×n tal que:


P AP B 0
PA′ P 0 PC′
B′ 0 I D′
0 CP D γI

> 0. (2.58)
A norma H∞ pode ser obtida resolvendo um dos seguintes problemas de otimizac¸a˜o
‖H(z)‖2
∞
= inf
P, γ
{γ : (2.57)} (2.59)
= inf
P, γ
{γ : (2.58)} (2.60)
Prova: A demonstrac¸a˜o e´ equivalente ao caso contı´nuo, ver (de Oliveira 1999). ¥
Finalizaremos esta sec¸a˜o com uma discussa˜o ra´pida sobre algumas caracterı´sticas das normas
H2 e H∞. As normas apresentadas neste trabalho sa˜o func¸o˜es de varia´veis complexas e podem ser
calculadas sempre para qualquer func¸a˜o complexa. O fato e´ que uma vez definidos os espac¸os
de Hardy para ambos os casos, as respectivas normas passam a ser calculadas por expresso˜es
mais simples, conforme as definic¸o˜es mostradas acima. Ale´m disto, estamos interessados em
medidas de desempenho para comparac¸o˜es entre sistemas esta´veis, o que torna necessa´rio uma
interpretac¸a˜o palpa´vel dentro do mundo real. Daı´ a necessidade de restringir o nosso espac¸o de
ac¸a˜o.
Desta forma, podemos interpretar o quadrado da norma H2 como sendo a soma dos custos
quadra´ticos (∫ ∞0 h′i(t)hi(t)dt) das respostas hi(t) de um experimento determinı´stico hipote´tico,
que consiste em aplicar um impulso unita´rio em cada canal de entrada do sistema, conforme ficou
envidenciado pelo Teorema de Parseval (Lema A.3) em (2.15). Para a norma H∞ a interpretac¸a˜o
segue de (2.55), sendo vista como o ganho ma´ximo de energia do sistema, o que ira´ caracterizar
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a situac¸a˜o de pior caso relativo a` pertubac¸a˜o, uma vez que a norma da saı´da e´ afetada de forma
mais intensa. Por fim, temos que para sistemas com uma entrada e uma saı´da, a norma H∞ e´
equivalente ao pico do diagrama de Bode de mo´dulo.
Capı´tulo 3
Filtro o´timo para sistemas discretos
O problema de estimac¸a˜o possui uma importaˆncia indiscutı´vel dentro da engenharia, como
pode ser visto em uma gama de artigos encontrados na literatura. Equivalentemente grande e´ a
sua aplicac¸a˜o, indo dos simples aos mais diversos e complexos projetos de sistemas de controle.
A interpretac¸a˜o de observac¸o˜es, assim como a realizac¸a˜o de predic¸o˜es surgiu ha´ va´rios se´culos
atra´s, sendo ja´ observado nos povos da Antiguidade. Otto Neugebauer em seu livro “The exact
sciences in antiquity ”, cita a utilizac¸a˜o de formas rudimentares da se´rie de Fourier em problemas
de estimac¸a˜o pelos povos da Babiloˆnia, o que nos da´ uma noc¸a˜o histo´rica sobre o tema. No
entanto, o surgimento de uma teoria de estimac¸a˜o, que tratasse do problema de minimizar uma
func¸a˜o do erro, e´ atribuı´da a Galileo Galilei em 1632, seguido de va´rios ilustres pesquisadores,
dentre os quais se encontrava Laplace, por exemplo. Ja´ a utilizac¸a˜o dos me´todos dos mı´nimos
quadrados no problema de estimac¸a˜o e´ atribuı´do a C. F. Gauss em 1795, apesar de ter sido
publicado pela primeira vez em 1805 por A. M. Legendre.
Basicamente sa˜o treˆs os problemas de estimac¸a˜o, a depender do instante de tempo analisado.
Quando estamos procurando em um instante atual prever um valor futuro temos a estimativa
preditiva. Quando a nossa ana´lise se restringe apenas ao instante atual temos um problema de
filtragem, e por u´ltimo, se estivermos fazendo infereˆncias sobre um tempo passado com base em
resultados presentes temos a estimativa suave1. Historicamente a primeira soluc¸a˜o explı´cita para
o problema de estimac¸a˜o atrave´s de mı´nimos quadrados foi dada por Wiener em 1942 no seu
trabalho The Extrapolation, Interpolation and Smoothing of Stationary Time Series, no qual ele
analisa processos estoca´sticos. A estimac¸a˜o o´tima, que minimiza a variaˆncia do erro, e´ obtida
pela soluc¸a˜o da equac¸a˜o de Wiener-Hopf, cuja soluc¸a˜o ja´ era conhecida.
Em 1960, Kalman, em seu trabalho A new approach to linear filtering and prediction pro-
1Do ingleˆs “smoothing”
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blems, mudou a formulac¸a˜o do problema passando agora a utilizar um modelo em varia´veis de
estado. Diferentemente de Wiener, a teoria de Kalman permite considerar processos na˜o esta-
ciona´rios. No entanto, para sistemas estaciona´rios, com dimensa˜o finita, cuja pertubac¸a˜o seja um
ruı´do branco os dois filtros levam ao mesmo resultado.
Iremos tratar aqui o problema de filtragem discreta, estritamente pro´pria, para o caso de-
terminı´stico, aplicado a sistemas do tipo definido no Capı´tulo 2. Conforme mostrado acima,
a caracterizac¸a˜o do filtro linear o´timo de forma explı´cita e´ um problema cuja soluc¸a˜o teo´rica
foi proposta no inı´cio da de´cada de 40, seguido de avanc¸os ate´ os dias atuais. No entanto,
uma vez que a func¸a˜o de transfereˆncia do filtro o´timo e´ determinada, outro problema impor-
tante de natureza pra´tica surge. O que acontece muitas vezes na realidade e´ que o filtro digi-
tal o´timo calculado na˜o pode ser implementado de forma exata devido a` limitac¸a˜o na capaci-
dade de representac¸a˜o nu´merica do processador em uso, ou seja, palavra computacional finita
(Mullis e Roberts 1976, Rotea e Williamson 1995). Ale´m disto podemos ter tambe´m incerte-
zas nos paraˆmetros do filtro, um problema bem explorado na literatura (Geromel, de Oliveira
e Bernussou 2002, Geromel, J. Bernussou e de Oliveira 2000, Wang e Balakrishnan 2003).
Nosso intuito e´ explorar o primeiro caso: dificuldades de implementac¸a˜o e problemas de precisa˜o
nume´rica devido a limitac¸o˜es computacionais. Um me´todo bastante u´til e interessane para con-
tornar esta dificuldade foi considerado em (Rotea e Williamson 1995). Trata-se da determinac¸a˜o
de uma realizac¸a˜o o´tima no espac¸o de estados que leva em considerac¸a˜o tais restric¸o˜es pra´ticas
de implementac¸a˜o que sa˜o expressas em termos de normas de func¸o˜es de transfereˆncias (Mullis
e Roberts 1976). Entretanto, e´ importante atentar que o procedimento encontrado em (Rotea e
Williamson 1995) pode ser visto como sendo um procedimento realizado em duas etapas dis-
tintas, uma vez que a func¸a˜o de transfereˆncia e´ encontrada e em seguida sua realizac¸a˜o o´tima e´
calculada.
Neste capı´tulo vamos mostrar que atrave´s de um procedimento semelhante e´ possı´vel obter
um desempenho melhor se a func¸a˜o de transfereˆncia e a realizac¸a˜o do filtro forem determinadas
conjuntamente, em apenas uma etapa. Para isto iremos primeiramente definir a classe de incer-
tezas a ser considerada e depois utilizando as mudanc¸as de varia´veis conforme (Geromel 1999),
o problema de filtragem e´ expresso por um conjunto de desigualdade matriciais lineares que po-
dem ser resolvidas numericamente e com a garantia de melhor desempenho conforme discutido
no Capı´tulo 2. Um aspecto relevante de nosso me´todo e´ que o filtro a ser projetado e´ submetido
a uma classe de pertubac¸o˜es que comporta inclusive na˜o-linearidades. Em termos pra´ticos, uma
incerteza na˜o ira´ degradar o desempenho desde que permanec¸a dentro de uma faixa previamente
estabelecida.
Antes de apresentarmos o problema em si, ressaltamos que, tendo a norma H2 uma interpre-
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tac¸a˜o estoca´stica (de Souza 1994), o nosso filtro tambe´m podera´ contemplar sinais aleato´rios,
deste que estes satisfac¸am as hipo´teses necessa´rias. Conforme dito anteriormente, esta parte
na˜o sera´ explorada, mas sua compreensa˜o pode ser obtida em (Anderson e Moore 1979, Haykin
1989).
3.1 Definic¸a˜o do problema e discusso˜es preliminares
A figura 3.1 mostra a estrutura do filtro em ana´lise. A planta sera´ descrita por
x(k +1) = Ax(k)+Bw(k), (3.1)
y(k) = Cyx(k)+Dyw(k), (3.2)
p(k) = Cpx(k) (3.3)
cuja func¸a˜o de transfereˆncia P(z), assumida aqui como previamente conhecida, sera´
P(z) :=
[
Pp(z)
Py(z)
]
=


A B
Cp 0
Cy Dy

 (3.4)
em que pˆ e´ a varia´vel a ser estimada e yˆ e´ a varia´vel medida que conte´m a informac¸a˜o disponı´vel
para o filtro. Note que a func¸a˜o de transfereˆncia da planta pode ser particionada como indicado
em (3.4) em que Pp(z) e Py(z) denotam respectivamente a func¸a˜o de transfereˆncia da entrada wˆ
para o sinal e as varia´veis medidas. O filtro sera´ descrito por
x f (k +1) = A f x f (k)+B f y(k), (3.5)
q(k) = C f x f (k) (3.6)
e sua func¸a˜o de transfereˆncia F(z) sera´
Fqy(z) :=
[
A f B f
C f 0
]
(3.7)
em que os subı´ndices nos dizem que a func¸a˜o de transfereˆncia e´ da entrada yˆ para a saı´da qˆ. O
bloco denotado por Φ na Figura 3.1 indica uma func¸a˜o sem memo´ria e possivelmente na˜o-linear
pertencente a um conjunto que representa a incerteza na implementac¸a˜o e, de forma clara, Φ = 0
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wˆ
yˆ
pˆ
P
ˆξ
qˆ
ηˆ
F
eˆ
−
+
Φ
Figura 3.1: Estrutura do filtro discreto
indica operac¸a˜o ideal.
Conectando o filtro ao sistema e assumindo o caso ideal caracterizado por Φ = 0 obtemos a
func¸a˜o de transfereˆncia da entrada wˆ para o erro de estimac¸a˜o eˆ dada por
Hew(z) = Pp(z)−Fqy(z)Py(z) =


A 0 B
B fCy A f B f Dy
Cp −C f 0

 . (3.8)
A func¸a˜o de transfereˆncia (3.7) pode ser obtida minimizando-se a norma H2 de (3.8) atrave´s do
seguinte problema de programac¸a˜o na˜o-linear
min
Fqy
‖Hew(z)‖22. (3.9)
Assumindo que a func¸a˜o de transfereˆncia seja precisamente conhecida, (3.9) e´ um problema
cla´ssico de filtragem e pode ser determinado tanto pela expressa˜o das condic¸o˜es de otimalidade
atrave´s de uma equac¸a˜o de Riccati (Anderson e Moore 1979), quanto atrave´s de desigualdades
matriciais lineares (Geromel 1999, Geromel et al. 2000), produzindo exatamente o filtro de Kal-
man. Destacamos que as LMIs tambe´m sa˜o bastantes u´teis no projeto de filtros o´timos quando as
func¸o˜es de transfereˆncias mencionadas anteriormente na˜o sa˜o completamente conhecidas, mas
corrompidas por incertezas convexas nos paraˆmetros.
A classe de filtros tratadas aqui sera´ do tipo mostrado na Figura 3.1, com na˜o-linearidades
limitadas em setor (Definic¸a˜o 3.1). Sistemas caracterizados por esta classe de na˜o-linearidades
receberam grande atenc¸a˜o depois dos estudos realizado por M. A. Aizerman e A. I. Lur’e. Am-
bos analisaram a estabilidade absoluta destes sistemas, gerando duas classes de problemas que
receberam seus respectivos nomes (V. M. Popov 1973, M. Vidyasagar 1993). Resultados futuros
de V. A. Yakubovich e R. E. Kalman, dentro desta linha de pesquisa, acabaram dando origem ao
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Lema da Positividade Real. Uma interpretac¸a˜o gra´fica pode ser vista na Figura 3.2, em que N[·]i
e´ qualquer func¸a˜o na˜o-linear que se encontre completamente dentro da a´rea escura. A ressalva
em nosso estudo e´ a exigeˆncia de que cada componente de Φ[·] satisfac¸a a Definic¸a˜o 3.1.
Definic¸a˜o 3.1 (Na˜o-linearidades limitadas em setor) Seja N[x] : Rn → Rn, e a, b ∈ R com
a < b. Enta˜o diz-se que N[·] pertence ao setor [a, b] se N[0] = 0 e (N[x]− ax)′(bx−N[x]) ≥
0, ∀x ∈ Rn.
Conforme iremos mostrar, a aplicac¸a˜o desta classe de na˜o-linearidades dentro de filtragem
nos permite caracterizar uma vasta quantidade de problemas reais, com resultados teo´ricos que
podem ser tratados de uma forma relativamente simples, e que no caso linear (Φ[·] = 0) reduz ao
cla´ssico filtro de Kalman. Em outras palavras, trata-se de uma classe que nos possibilita tratar o
problema da maneira mais natural possı´vel.
Como ja´ discutido, nosso principal objetivo aqui e´ resolver o problema de filtragem como
indicado na Figura 3.1, mas com Φ[·] 6= 0, uma vez que, como mostrado em (Rotea e Williamson
1995), este lac¸o de realimentac¸a˜o pode ser usado para expressar a implementac¸a˜o de incertezas
atuando no filtro. Em outras palavras, durante a etapa de projeto, no´s levamos em considerac¸a˜o
as condic¸o˜es reais sobre as quais o filtro projetado ira´ trabalhar.
Neste caso, seguindo a estrutura da Figura (3.1) a func¸a˜o de transfereˆncia do filtro e´ dada por
F(z) :=
[
Fqy(z) Fqξ(z)
Fηy(z) Fηξ(z)
]
=


A f B f A f
C f 0 C f
I 0 0

 . (3.10)
Perceba que o filtro ideal obtido de (3.10) com Φ[·] = 0 reduz a` mesma expressa˜o mostrada
em (3.7). Enta˜o, considere que devido a` falta de precisa˜o, o filtro implementado passe a ser
representado por
x f (k +1) = A f Q[x f (k)]+B f y(k)
q(k) = C f Q[x f (k)]
(3.11)
em que Q[·] e´ uma func¸a˜o na˜o-linear, podendo ser reescrito como a Figura 3.1 com o lac¸o de
realimentac¸a˜o ξ(k) = Φ[η(k)] e Φ[x] := Q[x]− x. Embora outras ana´lises possam ser conside-
radas, neste trabalho vamos restringir a nossa atenc¸a˜o para a func¸a˜o de transfereˆncia do filtro
(3.11) junto com o lac¸o de realimentac¸a˜o definido por Φ[x] ∈ ∆ em que ∆ e´ o conjunto de todas
Φ[x] de dimensa˜o apropriada com cada componente pertencente a` classe da Definic¸a˜o 3.1, tal
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x(k)
N[x(k)]
ax
bx
N[·]i
Figura 3.2: Na˜o-linearidade limitada em setor
que a =−µ e b = µ, ficando enta˜o na seguinte forma
|Φi[xi(k)]|22 ≤ µ2|xi(k)|22 (3.12)
em que o subı´ndice i representa cada componente, e µ > 0 e´ um escalar fixo. Dentro do contexto
dos problemas de precisa˜o nume´rica finita discutido no inı´cio deste capı´tulo, e´ importante notar
que para um dado nu´mero de bits, µ deve ser fixado grande o suficiente para obtermos de (3.12)
uma boa aproximac¸a˜o para o processo de quantizac¸a˜o, pois quanto menor a palavra computaci-
onal maior sera´ o erro de quantizac¸a˜o e consequentemente maior tera´ que ser o setor mostrado
na Figura 3.2, cujos limites sa˜o definidos por µ. Ainda mais, note que para Φ[x] = Dx em que
D e´ uma matriz diagonal tal que |Dii| ≤ µ, este modelo representa incertezas nos paraˆmetros do
filtro, pois olhando para o sistema (3.11) percebemos que a matriz D ira´ multiplicar as matrizes
A f e C f caracterizando pertubac¸o˜es parame´tricas. Neste sentido, levando em considerac¸a˜o o lac¸o
de realimentac¸a˜o, no´s estamos projetando um filtro robusto sujeito tambe´m a incertezas nos seus
paraˆmetros.
Dos pontos analisados anteriormente, fica claro que quando Φ[·] ∈ ∆ tem que ser levada em
considerac¸a˜o, o problema de filtragem (3.9) deve ser adequadamente modificado. Para isto temos
que minimizar a norma H2 da func¸a˜o de transfereˆncia da entrada wˆ para o erro de estimac¸a˜o eˆ
sob o pior caso de pertubac¸a˜o Φ[·]. Considere, por enquanto, que Φ[·] e´ um operador linear e
sem memo´ria, e denotando por J(F,Φ) o quadrado da norma H2 da func¸a˜o de transfereˆncia de wˆ
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para eˆ no´s temos que resolver
min
F
max
Φ∈∆
J(F,Φ) (3.13)
ou seja, e´ preciso determinar uma soluc¸a˜o de equilı´brio de um jogo na˜o-linear (Martin e Mintz
1983, Rockafellar 1970). Trata-se portanto de um problema muito difı´cil devido principalmente
a duas razo˜es. Primeiro, as quatro func¸o˜es de transfereˆncias indicadas em (3.10) sa˜o acopladas
pelas varia´veis matriciais A f , B f e C f e segundo, a natureza na˜o-convexa de J(F,Φ) em relac¸a˜o
a`s mesmas varia´veis matriciais e Φ ∈ ∆. No entanto, e´ mostrado na sequeˆncia que um limitante
superior de J(F,Φ) pode ser obtido de tal maneira que uma soluc¸a˜o limitante para (3.13) e´ fa-
cilmente calculada utilizando te´cnicas de programac¸a˜o convexa. Ale´m disto, o mesmo problema
fornece a func¸a˜o de transfereˆncia do filtro o´timo e uma matriz de similaridade T que nos permite
obter sua realizac¸a˜o o´tima no espac¸o de estados.
Em (Rotea e Williamson 1995), a ide´ia principal e´ determinar a func¸a˜o de transfereˆncia do
filtro o´timo Fqy(z) atrave´s de (3.9) e com isto obsevar que F(z), definido em (3.10), e´ comple-
tamente determinada. O u´nico grau de liberdade vem de uma matriz de similaridade T , que e´
determinada para prover uma realizac¸a˜o o´tima no espac¸o de estados para o filtro o´timo linear,
quando aplicada em F(z). Ainda em (Rotea e Williamson 1995) va´rias interpretac¸o˜es interes-
santes dentro deste contexto podem ser encontradas, levando para um problema de otimizac¸a˜o
convexo cuja soluc¸a˜o e´ a realizac¸a˜o o´tima do filtro. De uma forma mais clara, o filtro e´ obtido
como se na˜o existisse a pertubac¸a˜o, e na sequeˆncia uma matriz de transformac¸a˜o de similaridade
e´ calculada, agora sim considerando a presenc¸a de Φ[·], com o intuito de otimizar o filtro linear
para suportar as incertezas.
Outra possı´vel interpretac¸a˜o para o problema em (Rotea e Williamson 1995) pode ser feita
conforme se segue. Seja eideal o erro obtido pelo filtro o´timo linear soluc¸a˜o de (3.9), e e o erro
obtido considerando Φ[·] 6= 0. Vamos enta˜o buscar uma transformac¸a˜o de similaridade T que
minimize a norma H2 da func¸a˜o de transfereˆncia HΦ(z), de wˆ para e−eideal . De (3.8) temos que
eˆideal = (Pp−FqyPy)wˆ. De (3.10) temos primeiro que ηˆ = Fηyyˆ+Fηξ ˆξ, mas de acordo com (3.4)
yˆ = Pywˆ, ficando enta˜o ηˆ = FηyPywˆ+Fηξ ˆξ. Segundo, pˆ = Ppwˆ e qˆ = Fqyyˆ+Fqξ ˆξ, enta˜o
eˆ = pˆ− qˆ
= Ppwˆ− (Fqyyˆ+Fqξ ˆξ)
= Ppwˆ− (FqyPywˆ+Fqξ ˆξ)
= (Pp−FqyPy)wˆ−Fqξ ˆξ.
(3.14)
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Pela Figura 3.1 temos ˆξ = Φηˆ, que nos permite escrever que ηˆ = FηyPywˆ + FηξΦηˆ, consequen-
temente ηˆ = (I −FηξΦ)−1FηyPywˆ. Assim (3.14) sera´ dado por eˆ = (Pp −FqyPy)wˆ−FqξΦ(I −
FηξΦ)−1FηyPywˆ. Finalmente eˆ− eˆideal = [−FqξΦ(I −FηξΦ)−1FηyPy]wˆ, em que o termo entre
colchetes e´ a func¸a˜o de transfereˆncia HΦ(z) que queremos minimizar. Ressaltamos que todas
as func¸o˜es de transfereˆncias no termo acima sa˜o fixas, logo, vamos previamente aplicar uma
transformac¸a˜o de similaridade T no filtro, que constituira´ a nossa varia´vel de otimizac¸a˜o. Enta˜o,
uma vez calculado o filtro (A f ,B f ,C f ), qualquer realizac¸a˜o do tipo (T−1A f T,T−1B f ,C f T ), em
que T e´ na˜o singular, possuira´ a mesma func¸a˜o de transfereˆncia (3.10), e toda a dependeˆncia
de T estara´ vinculada ao operador linear Φ[·] conforme sera´ mostrado. Reescrevendo (3.11) na
seguinte forma
x f (k +1) = A f ξ(k)+A f x f (k)+B f y(k)
q(k) = C f ξ(k)+C f x f (k)
η(k) = x f (k)
(3.15)
e aplicando a transformac¸a˜o T , juntamente com a mudanc¸a de varia´vel ς(k) = T x(k) chegamos
em
ς(k +1) = A f ς(k)+A f T ξ(k)+B f y(k)
q(k) = C f ς(k)+C f T ξ(k)
η(k) = T−1ς(k)
(3.16)
cuja func¸a˜o de transfereˆncia sera´ dada por
[
qˆ
ηˆ
]
=
[
I 0
0 T−1
][
Fqy(z) Fqξ(z)
Fηy(z) Fηξ(z)
][
I 0
0 T
][
yˆ
ˆξ
]
Assim, fica nı´tido que a dependeˆncia de T esta´ relacionada com os sinais ξ(k) e η(k) devido a`
operac¸a˜o que os relaciona ξ(k) = Φ[η(k)]. Com isso, a func¸a˜o de transfereˆncia sera´ dada por
HΦ(z) =−Fqξ(z)T Φ(I−T−1Fηξ(z)T Φ)−1T−1Fηy(z)Py(z), e a matriz de similaridade T e´ obtida
atrave´s da soluc¸a˜o do problema
min
T
max
Φ∈∆
‖HΦ(z)‖22 (3.17)
Como dito anteriormente, todas as func¸o˜es de transfereˆncia em HΦ(z) sa˜o fixas, isto e´, os
quatro blocos de F(z) sa˜o completamente determinados pelo filtro o´timo. De (2.30), temos que
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a norma H2 de um produto de func¸o˜es de transfereˆncia sera´ dada por
‖G1(z)G2(z)‖22 =
1
2pi
∫ 2pi
0
tr[G′2(e− jw)G′1(e− jw)G1(e jw)G2(e jw)]dw (3.18)
no entanto, de acordo com (2.56) temos que I‖G1(z)‖2∞−G′1(e− jw)G1(e jw)≥ 0, e assim
‖G1(z)G2(z)‖22 ≤ ‖G1(z)‖2∞
[
1
2pi
∫ 2pi
0
tr[G′2(e− jw)G2(e jw)]dw
]
que por sua vez nos leva a
‖G1(z)G2(z)‖22 ≤ ‖G1(z)‖2∞‖G2(z)‖22 (3.19)
≤ ‖G1(z)‖22‖G2(z)‖2∞. (3.20)
Sendo que a u´ltima desigualdade vem da comutatividade do trac¸o aplicado em (3.18). Utilizando
este resultado em (3.17) temos
‖HΦ(z)‖22 ≤ ‖Fqξ(z)T‖22‖Φ(I−T−1Fηξ(z)T Φ)−1‖2∞‖T−1Fηy(z)Py(z)‖2∞ (3.21)
que produz o seguinte limitante
min
T
max
Φ∈∆
‖HΦ(z)‖22 ≤ minT maxΦ∈∆ ‖Fqξ(z)T‖
2
2‖Φ(I−T−1Fηξ(z)T Φ)−1‖2∞‖T−1Fηy(z)Py(z)‖2∞.
(3.22)
Note que o primeiro termo do lado direito da desigualdade acima pode ser minimizado fazendo T
tender a` matriz nula. No entanto tal resultado levaria a norma ‖T−1Fηy(z)Py(z)‖22 ao infinito, pois
neste caso aparece a inversa da matriz T . Em outras palavras, a minimizac¸a˜o do erro inserido pela
quantizac¸a˜o na˜o pode ser feita indiscriminadamente pois pode levar a problemas de overflow,
uma vez que para pequenos valores de wˆ, ηˆ ja´ assume valores grandes. Uma forma de contornar
isto e´ impor um limitante para uma dessas normas, enquanto a outra e´ minimizada. Ou seja,
vamos procurar T de tal forma que minimize ρ‖Fqξ(z)T‖22 sujeito a ‖T−1Fηy(z)Py(z)‖2∞ ≤ ρ, em
que ρ > 0 e´ uma especificac¸a˜o de projeto. Com isto (3.22) fica
min
T
max
Φ∈∆
‖HΦ(z)‖22 ≤ γ2∗maxΦ∈∆ ‖Φ(I−T
−1
∗ Fηξ(z)T∗Φ)−1‖2∞ (3.23)
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em que T∗ e´ a soluc¸a˜o o´tima de
γ2∗ := minT {ρ‖Fqξ(z)T‖
2
2 : ‖T−1Fηy(z)Py(z)‖2∞ ≤ ρ} (3.24)
Levando em considerac¸a˜o que a func¸a˜o objetivo de (3.24) e´ homogeˆnea em relac¸a˜o a T , ou
seja, invariante se T e´ multiplicado por um escalar positivo, e utilizando a mudanc¸a de varia´vel
˜T =√ρT , γ2∗ pode ser determinado por
γ2∗ := min
˜T
{‖Fqξ(z) ˜T‖22 : ‖ ˜T−1Fηy(z)Py(z)‖2∞ ≤ 1}. (3.25)
O pro´ximo lema apresenta uma forma de resolver (3.25) via LMIs.
Lema 3.2 Seja Fqy(z) = C f (zI−A f )−1B f um filtro dado. A soluc¸a˜o do problema (3.25) e´ dada
por
γ2∗ = min
P ,Z


tr(SZ) :


P • • •
PA P • •
0 B ′P I •
C 0 0 Z

> 0


(3.26)
em que S > 0 satisfaz A′f SA f −S +C′fC f = 0,
A =

 A 0
B fCy A f

 , B =

 B
B f Dy

 , e C = [0 I]
e ˜T e´ tal que Z = ˜T ˜T ′.
Prova: De (3.25) temos que a func¸a˜o objetivo do problema depende apenas da matriz ˜T , uma
vez que Fqξ(z) = C f (zI−A f )−1A f +C f e´ completamente conhecida. Assim, utilizando (2.32)
temos
‖Fqξ(z) ˜T‖22 = tr( ˜T ′A′f SA f ˜T + ˜T ′C′fC f ˜T )
= tr((A′f SA f +C′fC f )( ˜T ˜T ′))
= tr(SZ)
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em que Z = ˜T ˜T ′. Para a restric¸a˜o ‖ ˜T−1Fηy(z)Py(z)‖2∞ ≤ 1, temos
˜T−1Fηy(z)Py(z) =
[
A B
˜T−1C 0
]
, (3.27)
dependente apenas da varia´vel ˜T−1. Mas sabendo que o limitante superior da norma H∞ de (3.27)
e´ 1, concluı´mos, de acordo com o Lema (2.30), que a LMI de (3.26) precisa ser satisfeita. ¥
Pelo o que foi discutido anteriormente, juntamente com o Lema 3.2, temos que o filtro o´timo
de (Rotea e Williamson 1995) sera´ dado por
Fqy(z) =
[
˜T−1∗ A f ˜T∗ ˜T−1∗ B f
C f ˜T∗ 0
]
(3.28)
em que A f ,B f ,C f definem o filtro de Kalman. A partir destes resultados, va´rios aspectos me-
recem atenc¸a˜o. Primeiro, (3.25) e´ exatamente um dos quatro problemas de projeto proposto em
(Rotea e Williamson 1995) que e´ facilmente resolvido uma vez que se trata de um problema de
otimizac¸a˜o convexo. Segundo, ˜T∗ e´ apenas uma soluc¸a˜o sub-o´tima para o limitante superior da
func¸a˜o objetivo de (3.17) pois a dependeˆncia em relac¸a˜o a T na maximizac¸a˜o contida no lado di-
reto de (3.22) na˜o foi levada em considerac¸a˜o. Ale´m disto, percebe-se que com esta aproximac¸a˜o
o limitante superior da norma H2 da func¸a˜o de transfereˆncia HΦ(z) sera´ bastante dependente da
classe de incertezas ∆. Por esta raza˜o, no´s propomos um me´todo alternativo para solucionar o
problema (3.13) com o intuito de obter simultaneamente a func¸a˜o de transfereˆncia do filtro F(z)
e sua realizac¸a˜o no espac¸o de estados.
3.2 Ana´lise para garantia de desempenho satisfato´rio
O objetivo principal desta sec¸a˜o e´ determinar um limitante superior para o ı´ndice de desem-
penho para um dado sistema discreto e invariante no tempo sujeito a uma incerteza sem memo´ria
e possivelmente na˜o-linear Φ ∈ ∆.
A Figura 3.3 mostra a estrutura do sistema caracterizado pela func¸a˜o de transfereˆncia S(z)
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wˆ
ˆξ ηˆ
S
eˆ
Φ
Figura 3.3: Estrutura do sistema discreto
dada pela forma
S(z) :=


A B1 B2
C1 0 D1
C2 0 0

 (3.29)
e um lac¸o de realimentac¸a˜o definido por ξ(k) = Φ[η(k)] para qualquer Φ ∈ ∆. Antes de continu-
armos e´ importante enfatizar um ponto interessante da classe ∆ de na˜o-linearidades considerada.
A exigeˆncia de que cada componente da na˜o-linearidade satisfac¸a a Definic¸a˜o 2.27 caracteriza
uma estrutura desacoplada de qualquer Φ[·] factı´vel. Como consequeˆncia e´ possı´vel ponderar
cada componente separadamente por um escalar positivo sem que (3.12) seja alterada. De forma
mais clara, e´ como se estive´ssemos multiplicando os dois lados da desigualdade (3.12) por um
mesmo nu´mero positivo. Ou seja, e´ possı´vel introduzir uma matriz de escalamento que, como
sera´ mostrado a seguir, ira´ contribuir para reduzir o conservadorismo. Isto e´ feito pela simples
observac¸a˜o de que com R, uma matriz arbitra´ria, diagonal, positiva definida com dimensa˜o apro-
priada, e´ verificado que
Φ ∈ ∆ =⇒ ξ′Rξ−µ2η′Rη ≤ 0. (3.30)
A desigualdade (3.30) pode ser vista como uma generalizac¸a˜o da classe ∆, cujo caso particular
R = I reduz a (3.12).
Tendo como motivac¸a˜o a interpretac¸a˜o determinı´stica da norma H2 dada no final do Capı´tulo
2, foi desenvolvido um teorema que garante um limitante superior ao desempenho do sistema
em ana´lise quando uma se´rie de impulsos unita´rios discretos sa˜o sucessivamente aplicados na
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entrada w(k), sob o pior caso de na˜o-linearidade. Para o caso linear esta operac¸a˜o reduz-se
a` norma H2 calculada pelo Lema 2.26. O que na verdade sera´ feito e´ impor que a variac¸a˜o
∆v(x(k)) da func¸a˜o de Lyapunov dependa da desigualdade (3.30), de tal forma a garantir que
∆v(x(k)) < 0 para toda Φ ∈ ∆. Isto ficara´ claro na prova do seguinte teorema.
Teorema 3.3 Considere o sistema da Figura 3.3 com Φ∈ ∆ e condic¸o˜es iniciais nulas. Assuma
que ei(k) e´ a resposta correspondente a um impulso unita´rio aplicado no i-e´simo canal de w(k).
O seguinte limitante superior e´ va´lido
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 < min
P ,R
Tr(B ′1P B1) (3.31)
em que o par de matrizes (P ,R) com P sime´trica e R diagonal satisfaz a desigualdade matricial
linear


P −µ2C ′2RC2 • • •
0 R • •
PA P B2 P •
C1 D1 0 I

> 0 (3.32)
Prova: Assumindo o par (P ,R) factı´vel, aplicando o complemento de Schur (Lema A.1) para
os dois u´ltimos blocos de (3.32) chegamos em
[
A ′ C ′1
B ′2 D
′
1
][
P 0
0 I
][
A B2
C1 D1
]
<
[
P −µ2C ′2RC2 0
0 R
]
(3.33)
o que pela multiplicac¸a˜o pela esquerda por [x(k)′ ξ(k)′] e pela direita pela sua transposta resulta
v(x(k +1))− v(x(k)) < ξ(k)′Rξ(k)−µ2η(k)′Rη(k)− e(k)′e(k)
<−e(k)′e(k) , ∀ Φ ∈ ∆
(3.34)
em que v(x) := x′P x e´ a func¸a˜o de Lyapunov adotada, e a u´ltima desigualdade em (3.34) e´ uma
consequeˆncia imediata de (3.30) que e´ va´lido para todas as trajeto´rias do sistema em ana´lise
sujeito a qualquer condic¸a˜o inicial x(0) = x0 e a uma entrada nula w(k) = 0. Uma vez que, em
particular (3.33) implica em estabilidade assinto´tica, pois garante que ∆v(x(k)) < 0 para a regia˜o
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que engloba as na˜o-linearidades, somando ambos os lados de (3.34) de k = 0 ate´ k→∞, obtemos
∞
∑
k=0
v(x(k +1))− v(x(k)) <−
∞
∑
k=0
e(k)′e(k)
lim
k→∞
v(x(k))− v(0) <−‖e‖22
‖e‖22 < x′0P x0
max
Φ∈∆
‖e‖22 < x′0P x0
(3.35)
A u´ltima desigualdade acima e´ obtida pela observac¸a˜o de que (3.34) e´ valida para todos Φ ∈ ∆,
consequentemente, e´ va´lida para o pior caso. Finalmente, observando que a trajeto´ria gerada pelo
sistema com condic¸a˜o inicial nula e um impulso unita´rio aplicado no i-e´simo canal de w(k) e´ o
mesmo (na verdade atrasado de um passo) que o gerado com w(k) = 0 e x(0) = B1i em que B1i e´
a i-e´sima coluna da matriz de entrada B1, pois para o primeiro caso x0 = 0 temos que no instante
k = 0 a entrada sera´ dada por um vetor com o i-e´simo elemento igual a 1 e os demais nulos que
quando multiplicado por B , captura a i-e´sima coluna. A partir do instante k = 1 a entrada sera´
nula. Ja´ no segundo caso x(0) = B1i, a entrada sendo sempre nula, teremos x(k) = AkB1i, o que
deixa claro tambe´m o atraso de um passo. Assim, somando para todos i = 1, · · · ,dim(w) cada
contribuic¸a˜o concluı´mos de (3.35) que
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 <
dim(w)
∑
i=1
B
′
1iP B1i = Tr(B ′1P B1) (3.36)
Enta˜o (3.31) e´ garantida uma vez que (3.36) e´ verificada para todos os pares (P ,R) factı´veis. ¥
´E interessante observar que ao se eliminar a quarta linha e a quarta coluna da LMI (3.32),
(3.34) fica
v(x(k +1))− v(x(k)) < ξ(k)′Rξ(k)−µ2η(k)′Rη(k) (3.37)
e somando ambos os lados de k = 0 ate´ k → ∞, para x(0) = 0, chegamos em
∞
∑
k=0
v(x(k +1))− v(x(k)) <
∞
∑
k=0
ξ(k)′Rξ(k)−µ2
∞
∑
k=0
η(k)′Rη(k)
−v(0) < ‖R 12 ξ(k)‖22−µ2‖R 12 η(k)‖22
‖R 12 η(k)‖22 < µ−2‖R
1
2 ξ(k)‖22 ,
(3.38)
que de acordo com a interpretac¸a˜o da norma H∞ no domı´nio do tempo, nos permite concluir que
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uma condic¸a˜o necessa´ria para garantir sua factibilidade e´ ‖R1/2Sηξ(z)R−1/2‖∞ < µ−1, o que e´
uma condic¸a˜o cla´ssica vinda da teoria H∞. Ale´m disto, para µ > 0 arbitrariamente pequeno, a
matriz de escalamento R pode ser feita arbitrariamente grande de tal maneira que (3.31) e´ garan-
tida. Assim, fica claro que, no presente contexto, a matriz de escalamento R realiza um papel
central na determinac¸a˜o conjunta do filtro e sua realizac¸a˜o, uma vez que, como sera´ mostrado
na sequeˆncia, ela representa uma varia´vel livre que e´ levada em considerac¸a˜o no processo de
otimizac¸a˜o com o objetivo de reduzir o conservadorismo.
3.3 Filtro o´timo
Para aplicar o resultado da sec¸a˜o anterior precisamos primeiramente converter a estrutura da
Figura 3.1 para aquela da Figura 3.3. Isto pode ser feito a partir da realizac¸a˜o no espac¸o de
estados (3.4) e (3.10) resultando
S(z) :=


A 0 B 0
B fCy A f B f Dy A f
Cp −C f 0 −C f
0 I 0 0

 (3.39)
o que, por construc¸a˜o, apresenta a mesma estrutura que (3.29). Comparando (3.29) e (3.39)
todas as matrizes envolvidas sa˜o facilmente identificadas em termos das matrizes do filtro. Como
consequeˆncia, o Teorema (3.3) pode ser diretamente aplicado para se obter o resultado principal
deste capı´tulo
Teorema 3.4 Considere o sistema da Figura 3.3 com Φ∈ ∆ e condic¸o˜es iniciais nulas. Existira´
um filtro de ordem completa Fqy(z) que satisfaz as condic¸o˜es do Teorema 3.3, isto e´
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 < Tr(W ) (3.40)
se e somente se as seguintes LMIs forem factı´veis


W • •
ZB Z •
XB+LDy Z X

> 0 (3.41)
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

Z−µ2S • • • • •
Z X • • • •
0 0 S • • •
ZA ZA 0 Z • •
XA+LCy +M XA+LCy M Z X •
Cp−F Cp −F 0 0 I


> 0 (3.42)
em relac¸a˜o a`s matrizes M, L, F e as matrizes sime´tricas Z, X, S e W de dimenso˜es compatı´veis.
Prova: A prova e´ uma consequeˆncia dos seguintes passos. Primeiro, vamos definir as matrizes
particionadas
P :=
[
X U ′
U ˆX
]
, P−1 :=
[
Y V ′
V ˆY
]
, T :=
[
Y I
V 0
]
(3.43)
em que todas as matrizes indicadas sa˜o quadradas e de mesma dimensa˜o devido a` considerac¸a˜o
que o filtro em ana´lise e´ da mesma ordem da planta. Ainda, sem perda de generalidade, per-
tubando-as um pouco se necessa´rio, e´ possı´vel considerar matrizes U e V na˜o singular. Enta˜o,
aplicamos o Teorema (3.3) para obtermos a restric¸a˜o (3.32) associada a` func¸a˜o de transfereˆncia
S(z) dada por (3.29), em que
A =
[
A 0
B fCy A f
]
,B1 =
[
B
B f Dy
]
,B2 =
[
0
A f
]
,C1 =
[
Cp −C f
]
,C2 =
[
0 I
]
e D1 =−C f .
Segundo, sabendo das seguintes igualdades
T
′
P T =
[
Y I
I X
]
,T ′P B2 =
[
0
U ′A f
]
,T ′C ′1 =
[
YC′p−V ′C′f
C′p
]
,T ′C ′2 =
[
V ′
0
]
,
T
′
A
′
P T =
[
YA′ YA′X +YC′yB′fU +V ′A′fU
A′ A′X +C′yB′fU
]
, e B ′1P T =
[
B′ B′X +D′yB′fU
]
,
multiplicamos a desigualdade (3.32) pela esquerda por diag[T ′, I,T ′, I] e pela direita pela sua
transposta, e novamente multiplicamos o resultado pela esquerda por diag[Y−1, I,Y−1V ′, Y−1, I,
3.3. FILTRO O´TIMO 46
I] e pela direita pela sua transposta. Finalmente identificando
Z := Y−1 , L := U ′B f , M := U ′A fVY−1 , F := C fVY−1 , S := Y−1V ′RVY−1 (3.44)
chegamos na LMI (3.42). Agora seja W tal que o limitante superior em (3.31) seja menor do que
o tr[W ] enta˜o B ′1P B1 < W . Aplicando o complemento de Schur nesta desigualdade chegamos
em
[
W B ′1P
P B1 P
]
> 0
que multiplicado pela esquerda por diag[I, T ′] e pela direita pela sua transposta, e novamente o
resultado multiplicado pela esquerda por diag[I,Y−1, I] e pela direita pela sua transposta obte-
mos (3.41), uma vez considerado as mudanc¸as de varia´veis e as igualdades especificadas acima.
O contra´rio tambe´m e´ verdade, uma vez que de qualquer soluc¸a˜o factı´vel das LMIs acima, a
decomposic¸a˜o em valores singulares (Lema A.4) da matriz S > 0 resulta R > 0 e V na˜o singular.
Enta˜o, a matriz na˜o singular U e´ determinada de forma u´nica de XY +U ′V = I, imposto por
(3.43) atrave´s do produto P P−1 = I e as matrizes A f , B f e C f seguem de (3.44). ¥
´E apropriado comparar o Teorema 3.4 com o resultado cla´ssico em filtragem linear e contı´nua
no tempo proposta em (Geromel 1999). A diferenc¸a principal e´ que em (Geromel 1999) as
matrizes V e U na˜o aparecem na LMI associada e enta˜o elas podem ser arbitrariamente escolhidas
tal que U ′V = I − XY . Para cada escolha diferente de uma delas, no´s estamos na realidade
gerando todas as realizac¸o˜es no espac¸o de estados do mesmo filtro. Aqui, (3.42) determina
o filtro e uma possı´vel realizac¸a˜o no espac¸o de estados. Este importante e em algum sentido
inesperado resultado e´ precisamente apresentado no pro´ximo teorema.
Teorema 3.5 Considere o sistema da Figura 3.3 com Φ ∈ ∆ e condic¸o˜es iniciais nulas. A
soluc¸a˜o para o problema de programac¸a˜o convexa
min
M,L,F,Z,X ,S,W
{Tr(W ) , (3.41)− (3.42)} (3.45)
gera a func¸a˜o de transfereˆncia do filtro o´timo Fqy(z) e a sua realizac¸a˜o o´tima no espac¸o de
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estados dada por
Fqy(z) =

 T (Z−X)−1MT−1 T (Z−X)−1L
FT−1 0

 (3.46)
em que a matriz de similaridade T e a matriz diagonal de escalamento R > 0 sa˜o quaisquer
matrizes satisfazendo S = T ′RT .
Prova: Do Teorema 3.4 fica claro que precisamos usar (3.44) para determinar a realizac¸a˜o no
espac¸o de estados de Fqy(z) a partir da soluc¸a˜o o´tima de (3.45). Sabendo que S > 0, podemos
sempre escreveˆ-la na forma S = T ′RT com R diagonal e positiva definida e T na˜o singular, como
consequeˆncia do Lema A.4, o que juntamente com (3.44) nos da´ o seguintes resultado T ′RT =
ZV ′RV Z. Agora, identificando T = V Z chegamos em V = T Z−1. Por outro lado, sabemos que
U ′V = I −XY = I −XZ−1, que nos permite escrever U ′ = ZT−1 −XZ−1ZT 1 = (Z −X)T−1.
Usando estas duas relac¸o˜es junto com (3.44) obtemos (3.46). ¥
´E va´lido notar que nosso procedimento de projeto reduz-se a um problema de programac¸a˜o
convexa expresso apenas em termos de LMIs. Devido a isto, nenhum tipo de conservadorismo
foi introduzido e a matriz de escalamento R foi mantida livre e incluı´da como uma varia´vel a
ser determinada. Por esta raza˜o, como normalmente ocorre em projetos H2, o limitante superior
(3.40), calculado na soluc¸a˜o o´tima de (3.45) e´ sempre garantido.
3.4 Exemplo Ilustrativo
Exemplo 3.1 Para ilustrar os resultados anteriores, considere a func¸a˜o de transfereˆncia (3.4)
com A ∈ R2×2, B ∈ R2×1, Cp ∈ R1×2, Cy ∈ R1×2 e Dy ∈ R1×1, sendo dada por
P(z) :=


0 1 0
−0.50 0.75 1
1 0 0
−0.50 0.25 1

 (3.47)
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Figura 3.4: Norma do erro de estimac¸a˜o - caso discreto
a` qual aplicamos previamente o procedimento encontrado em (Rotea e Williamson 1995). A
soluc¸a˜o do problema (3.9) proveˆ o filtro nominal o´timo (filtro de Kalman), dado por
Fqy(z) =


0 1 0
0 0.5 1
1 0 0


=
1
z2−0.5z
e a soluc¸a˜o do problema (3.25) fornece a matriz de similaridade
˜T∗ =

−2.8497 −1.6743
−2.2895 2.0840


que nos permite obter a realizac¸a˜o no espac¸o de estados
Fqy(z) =


0.6845 −0.6228 −0.1714
0.2023 −0.1848 0.2919
−2.8497 −1.6743 0

 . (3.48)
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Para o caso nominal, definido por Φ[·] = 0, este filtro possui um desempenho excelente, com a
norma H2 do erro de estimac¸a˜o aproximadamente igual a zero.
Em um segundo passo no´s aplicamos o resultado do Teorema 3.5. Para µ = 0.5 a soluc¸a˜o
o´tima do problema (3.45) proveˆ o custo garantido que nos permite concluir que ‖e‖22 < 1.5856
para todo Φ[·] ∈ ∆ e que a realizac¸a˜o no espac¸o de estados do filtro o´timo associado e´
Fqy(z) =


−0.3092 −0.9667 0.2274
0.1656 0.5179 0.8928
−0.5609 −0.1208 0


=
−0.2354z+0.5123
z2−0.2087z (3.49)
correspondente a` seguinte matriz de escalamento
R =

1.2094 0
0 0.7756


Como esperado, sob operac¸a˜o ideal caracterizada por Φ[·] = 0, este filtro possui um desem-
penho pior quando comparado com o anterior, o que pode ser visto pelo fato de que, neste caso, a
norma H2 do erro de estimac¸a˜o cresce para 0.6953. No entanto, quando ambos os filtros sa˜o sub-
metidos a` mesma pertubac¸a˜o parame´trica Q[x] = λx para todo λ ∈ R tal que |λ− 1| ≤ µ = 0.5,
a mesma conclusa˜o na˜o e´ mais va´lida. De fato, como pode ser visto na Figura 3.4, na qual a
norma H2 do erro de estimac¸a˜o e´ trac¸ada em func¸a˜o de λ, o filtro (3.49) obtido pelo Teorema
3.5 e´ menos sensı´vel a esta classe de incertezas, uma vez que a norma e´ limitada superiormente
pelo custo garantido mı´nimo. A mesma propriedade na˜o e´ va´lida para o filtro (3.48) de (Rotea e
Williamson 1995). Sua perda de desempenho deve ser extremamente dependente da localizac¸a˜o
de seus po´los em relac¸a˜o ao cı´rculo unita´rio. Finalmente, e´ interessante observar que pela Fi-
gura 3.4, no´s tambe´m podemos verificar a qualidade do limitante superior obtido pelo Teorema
3.3. De fato, o valor ma´ximo da norma H2 do erro de estimac¸a˜o para todo Φ[·] ∈ ∆ ocorre para
λ = 0.5 e e´ aproximadamente 1.5, sendo bem pro´ximo (em torno de 6%) ao custo garantido dado
anteriormente. ¨
Capı´tulo 4
Filtro o´timo para sistemas contı´nuos
Como discutido anteriormente, o desempenho o´timo sempre e´ o objetivo principal quando
estamos tratando problemas de estimac¸a˜o. Vastamente estudados foram os casos lineares, devido
a` sua larga aplicac¸a˜o nos problemas encontrados dentro da engenharia. No entanto, a grande
limitac¸a˜o e´ que o desempenho o´timo so´ e´ garantido sob a hipo´tese de que o modelo dinaˆmico em
ana´lise e´ completamente conhecido. Se isto na˜o for verdade, o que e´ muito comum, no´s teremos
que trabalhar com um modelo aproximado, e consequentemente, o filtro cla´ssico de Kalman
podera´ na˜o gerar resultados satisfato´rios, o que normalmente ocorre.
Neste capı´tulo, como ja´ foi feito no capı´tulo anterior para o caso discreto, vamos abordar o
caso contı´nuo no tempo. Sera´ mostrado como projetar um filtro contı´nuo sujeito a` pertubac¸o˜es
pertencentes a` classe ∆ definida como o conjunto de todos as func¸o˜es Φ[x(t)] satisfazendo
|Φi[xi(t)]|22 ≤ µ2|xi(t)|22 (4.1)
em que o subı´ndice i representa cada componente, e µ > 0 e´ um escalar fixo.
Por se tratar de um procedimento ana´logo, apenas os resultados fundamentais sera˜o mos-
trados, ficando subentendido que os raciocı´nios e as manipulac¸o˜es sa˜o semelhantes a aquelas
apresentadas no capı´tulo anterior.
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Figura 4.1: Estrutura do filtro contı´nuo
4.1 Definic¸a˜o do problema e discusso˜es preliminares
A estrutura do filtro e´ a mesma do caso discreto, vista na Figura 4.1. A planta sera´ descrita
por
x˙(t) = Ax(t)+Bw(t) (4.2)
y(t) = Cyx(t)+Dyw(t) (4.3)
p(t) = Cpx(t) (4.4)
cuja func¸a˜o de transfereˆncia P(s), assumida aqui como previamente conhecida, sera´
P(s) :=
[
Pp(s)
Py(s)
]
=


A B
Cp 0
Cy Dy

 (4.5)
em que pˆ e´ a varia´vel a ser estimada e yˆ e´ a varia´vel medida que conte´m a informac¸a˜o disponı´vel
para o filtro. O filtro sera´ descrito por
x˙ f (t) = A f x f (t)+B f y(t) (4.6)
q(t) = C f x f (t), (4.7)
e sua func¸a˜o de transfereˆncia F(s) sera´
Fqy(s) :=
[
A f B f
C f 0
]
. (4.8)
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Como no caso discreto, para Φ = 0, temos o filtro cla´ssico de Kalman, obtido como resultado do
seguinte problema de programac¸a˜o na˜o-linear
min
Fqy
‖Pp(s)−Fqy(s)Py(s)‖22, (4.9)
cuja soluc¸a˜o segue os mesmo passos apresentados na sec¸a˜o 3.1, podendo novamente ser vista em
(Anderson e Moore 1979, Geromel 1999, Geromel et al. 2000).
Aqui estamos interessados no projeto do filtro com o mesmo operando sob pertubac¸o˜es. Em
outras palavras, estamos interessados em modelar problemas de contingeˆncia, como por exemplo
saturac¸a˜o, que sa˜o muito comuns na pra´tica. Como consequeˆncia, a estrutura do filtro passara´ a
ser representada por
x˙ f (t) = A f Q[x f (t)]+B f y(t)
q(t) = C f Q[x f (t)]
(4.10)
em que Q[·] e´ uma func¸a˜o na˜o-linear, podendo ser reescrita como (4.10) com o lac¸o de rea-
limentac¸a˜o ξ(t) = Φ[η(t)] sendo Φ[x] := Q[x]− x, Φ[·] ∈ ∆. De novo queremos encontrar o
equilı´brio do seguinte jogo na˜o-linear
min
F
max
Φ∈∆
J(F,Φ), (4.11)
em que J(F,Φ) e´ o quadrado da norma H2 da func¸a˜o de transfereˆncia da entrada wˆ para o erro de
estimac¸a˜o eˆ = pˆ− qˆ. Como no caso discreto iremos trabalhar com um limitante superior de (4.11)
atrave´s da definic¸a˜o de um custo de estimac¸a˜o, e com isto, aplicar te´cnicas de programac¸a˜o con-
vexa. Determinaremos a func¸a˜o de transfereˆncia Fqy(s) juntamente com a matrix de similaridade
T o´tima.
A duas interpretac¸o˜es dadas para (Rotea e Williamson 1995) continuam va´lidas aqui. A
primeira refere-se a` determinac¸a˜o do filtro em duas etapas: inicialmente sua func¸a˜o de trans-
fereˆncia para o caso em que Φ[·] = 0 e depois a matrix de similaridade T que atenua a influeˆncia
de Φ[·] 6= 0 ∈ ∆. A segunda ide´ia e´ buscar uma transformac¸a˜o de similaridade T que minimize
a norma H2 da func¸a˜o de transfereˆncia HΦ(s), de wˆ para eˆ− eˆideal , em que eˆideal e´ o erro de
estimac¸a˜o para o caso sem pertubac¸o˜es, e eˆ o erro considerando a presenc¸a de Φ[·], considerado,
por enquanto, como um operador linear e sem memo´ria. Em outras palavras vamos resolver o
seguinte problema
min
T
max
Φ∈∆
‖−Fqξ(s)T Φ(I−T−1Fηξ(s)T Φ)−1T−1Fηy(s)Py(s)‖22. (4.12)
4.1. DEFINIC¸A˜O DO PROBLEMA E DISCUSSO˜ES PRELIMINARES 53
A u´nica diferenc¸a para o caso discreto reside no seguinte fato. Ao calcularmos um limitante
para (4.12) vamos utilizar a desigualdade ‖G1(s)G2(s)‖22 ≤ ‖G1(s)‖2∞‖G2(s)‖22, ao inve´s de
‖G1(s)G2(s)‖22 ≤ ‖G1(s)‖22‖G2(s)‖2∞ conforme no capı´tulo anterior, que nos leva a` seguinte de-
sigualdade
‖HΦ(s)‖22 ≤ ‖Fqξ(s)T‖2∞‖Φ(I−T−1Fηξ(s)T Φ)−1‖2∞‖T−1Fηy(s)Py(s)‖22 (4.13)
e finalmente, chegamos em
min
T
max
Φ∈∆
‖HΦ(s)‖22 ≤ γ2∗maxΦ∈∆ ‖Φ(I−T
−1
∗ Fηξ(s)T∗Φ)−1‖2∞ (4.14)
em que T∗ = ρ−
1
2 ˜T∗ e´ a soluc¸a˜o o´tima de
γ2∗ := min
˜T
{‖Fqξ(s) ˜T‖2∞ : ‖ ˜T−1Fηy(s)Py(s)‖22 ≤ 1}, (4.15)
que e´ exatamente um dos problemas de projeto proposto em (Rotea e Williamson 1995). O
motivo desta diferenc¸a e´ que Fqξ(s)T e´ uma func¸a˜o pro´pria, e sendo assim, sua norma H2 e´
infinita, daı´ a necessidade de se analisar o caso H∞. Novamente ˜T∗ e´ apenas uma soluc¸a˜o sub-
o´tima para o limitante superior da func¸a˜o objetivo de (4.12) pois a dependeˆncia em relac¸a˜o a T
na maximizac¸a˜o em (4.14) na˜o foi levada em considerac¸a˜o, gerando um limitante extremamente
dependente da classe ∆. O pro´ximo lema apresenta uma forma de resolver (4.15) via LMIs.
Lema 4.1 Seja Fqy(s) = C f (sI−A f )−1B f um filtro dado. A soluc¸a˜o do problema (4.15) e´ dada
por
γ2∗ = minP,Z,β

β :


A f P+PA′f • •
C f P −βI •
A′f C′f −Z

< 0, P > 0, e tr(SZ) < 1

 (4.16)
em que S = C PcC ′, APc +PcA ′+BB ′ = 0,
A =

 A 0
B fCy A f

 , B =

 B
B f Dy

 , e C = [0 I]
e ˜T e´ tal que Z = ( ˜T−1)′ ˜T−1.
4.2. ANA´LISE PARA GARANTIA DE DESEMPENHO SATISFATO´RIO 54
Prova: De (4.15) temos que a func¸a˜o objetivo do problema depende apenas da matriz ˜T , uma
vez que Fqξ(s) = C f (sI−A f )−1A f +C f e´ completamente conhecida. Assim, utilizando o Lema
(2.29) concluı´mos que as duas primeiras LMIs de (4.16) precisam ser satisfeitas. Para a restric¸a˜o
‖ ˜T−1Fηy(s)Py(s)‖22 ≤ 1, temos
˜T−1Fηy(s)Py(s) =
[
A B
˜T−1C 0
]
, (4.17)
dependente apenas da varia´vel ˜T−1. Mas sabendo que o limitante superior da norma H2 de (4.17)
e´ 1, concluı´mos, de acordo com o (2.21) que
‖ ˜T−1Fηy(s)Py(s)‖22 = tr( ˜T−1C PcC ′( ˜T−1)′)
= tr(C PcC
′( ˜T−1)′ ˜T−1)
= tr(SZ) < 1
em que S = C PcC ′ e Z = ( ˜T−1)′ ˜T−1, justificando a terceira restric¸a˜o em (4.16). ¥
Pelo o que foi discutido anteriormente, juntamente com o Lema 4.1, temos que o filtro o´timo
de (Rotea e Williamson 1995) sera´ dado por
Fqy(s) =
[
˜T−1∗ A f ˜T∗ ˜T−1∗ B f
C f ˜T∗ 0
]
(4.18)
em que A f ,B f ,C f definem o filtro de Kalman. Na sequeˆncia apresentaremos a extensa˜o para
o caso contı´nuo do me´todo proposto no Capı´tulo 3 que determina a func¸a˜o de transfereˆncia do
filtro e sua realizac¸a˜o no espac¸o de estados.
4.2 Ana´lise para garantia de desempenho satisfato´rio
Vamos nesta sec¸a˜o determinar um limitante superior para o ı´ndice de desempenho de um
dado sistema contı´nuo e invariante no tempo sujeito a uma incerteza sem memo´ria e possivel-
mente na˜o-linear Φ[·] ∈ ∆, cuja estrutura pode ser vista na Figura 4.2. Novamente com o auxı´lio
da matriz de escalamento R > 0, que realiza um papel central no problema de otimizac¸a˜o, de-
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Figura 4.2: Estrutura do sistema contı´nuo
senvolvemos o Teorema 4.2, que para o caso linear e´ equivalente a` norma H2 da func¸a˜o de
transfereˆncia da entrada wˆ para o erro de estimac¸a˜o eˆ.
Teorema 4.2 Considere o sistema da Figura 4.2 com Φ∈ ∆ e condic¸o˜es iniciais nulas. Assuma
que ei(t) e´ a resposta correspondente a um impulso unita´rio aplicado no i-e´simo canal de w(t).
O seguinte limitante superior e´ va´lido
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 < min
P ,R
Tr(B ′1P B1) (4.19)
em que o par de matrizes (P ,R) com P > 0 sime´trica e R > 0 diagonal satisfazem a desigualdade
matricial linear


A ′P +PA +µ2C ′2RC2 • •
B ′2P −R •
C1 D1 −I

< 0 (4.20)
Prova: Assumindo o par (P ,R) factı´vel, aplicando o complemento de Schur (Lema A.1) para o
u´ltimo bloco de (4.20) chegamos em
[
A ′P +PA +µ2C ′2RC2 +C
′
1C1 •
B ′2P +D
′
1C1 −R+D ′1D1
]
< 0.
o que pela multiplicac¸a˜o pela esquerda por [x(t)′ ξ(t)′] e pela direita pela sua transposta resulta
v˙(x) < ξ′Rξ−µ2η′Rη− e′e
<−e′e , ∀ Φ ∈ ∆
(4.21)
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em que v(x) := x′P x e´ a func¸a˜o de Lyapunov adotada, e a u´ltima desigualdade em (4.21) e´
uma consequeˆncia imediata da classe de incertezas adotadas. Uma vez que, em particular (4.20)
implica em estabilidade assinto´tica, pois garante que v˙(x(t)) < 0 para a regia˜o que engloba as
na˜o-linearidades, integrando ambos os lados de (4.21) de t = 0 ate´ t → ∞, obtemos de forma
ana´loga ao caso discreto
max
Φ∈∆
‖e‖22 < x′0P x0. (4.22)
Finalmente, observando que a trajeto´ria gerada pelo sistema com condic¸a˜o inicial nula e um
impulso unita´rio aplicado no i-e´simo canal de w(t) e´ a mesma que a gerada com w(t) = 0 e
x(0) = B1i em que B1i e´ a i-e´sima coluna da matriz de entrada B1, somando para todos i =
1, · · · ,dim(w) cada contribuic¸a˜o concluı´mos de (4.22) que
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 <
dim(w)
∑
i=1
B
′
1iP B1i = Tr(B ′1P B1). (4.23)
Enta˜o (4.19) e´ garantido uma vez que (4.23) e´ verificado para todos os pares (P ,R) factı´veis. ¥
Vamos na pro´xima sec¸a˜o aplicar o Teorema 4.2 para obter o resultado principal deste capı´tulo.
Para isto iremos considerar a func¸a˜o de transfereˆncia S(s) como sendo dada por
S(s) :=


A 0 B 0
B fCy A f B f Dy A f
Cp −C f 0 −C f
0 I 0 0

 . (4.24)
4.3 Filtro o´timo
Teorema 4.3 Considere o sistema da Figura 4.2 com Φ∈ ∆ e condic¸o˜es iniciais nulas. Existira´
um filtro de ordem completa Fqy(s) que satisfaz as condic¸o˜es do Teorema 4.2, isto e´
max
Φ∈∆
dim(w)
∑
i=1
‖ei‖22 < Tr(W ) (4.25)
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se e somente se as seguintes LMIs forem factı´veis


W • •
ZB Z •
XB+LDy Z X

> 0 (4.26)


A′Z +ZA+µ2S • • •
A′Z +XA+LCy +M A′X +XA+C′yL′+LCy • •
Cp−F Cp −I •
0 M′ −F ′ −S

< 0 (4.27)
em relac¸a˜o a`s matrizes M, L, F e as matrizes sime´tricas Z, X, S e W de dimenso˜es compatı´veis.
Prova: A prova e´ uma consequeˆncia dos seguintes passos. Primeiro, considere as matrizes
particionadas
P :=
[
X U ′
U ˆX
]
, P−1 :=
[
Y V ′
V ˆY
]
, T :=
[
Y I
V 0
]
. (4.28)
Enta˜o, aplica-se o Teorema 4.2 para obter a restric¸a˜o (4.20). Segundo, multiplicando esta desi-
gualdade pela esquerda por diag[T ′, I, I] e pela direita pela sua transposta, e novamente multi-
plicando o resultado pela esquerda por diag[Y−1, I,Y−1V ′, I] e pela direita pela sua transposta.
Finalmente, com as seguintes mudanc¸as de varia´veis
Z := Y−1 , L := U ′B f , M := U ′A fVY−1 , F := C fVY−1 , S := Y−1V ′RVY−1 (4.29)
no´s chegamos na LMI (4.27). Ainda, adotando o mesmo raciocı´nio para o limitante superior
obtido em (4.19) no´s obtemos (4.26). O contra´rio tambe´m e´ verdade uma vez que de qualquer
soluc¸a˜o factı´vel das LMIs acima, a decomposic¸a˜o em valores singulares da matriz S > 0 gera
R > 0 e V na˜o singular. Enta˜o, uma matriz na˜o singular U e´ determinada de forma u´nica de
XY +U ′V = I. As matrizes A f , B f e C f seguem de (4.29). ¥
Teorema 4.4 Considere o sistema da Figura 4.2 com Φ ∈ ∆ e condic¸o˜es iniciais nulas. A
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soluc¸a˜o para o problema de programac¸a˜o convexa
min
M,L,F,Z,X ,S,W
{Tr(W ) , (4.26)− (4.27)} (4.30)
gera a func¸a˜o de transfereˆncia do filtro o´timo Fqy(s) e a sua realizac¸a˜o o´tima no espac¸o de
estados dada por
F(s) =

 T (Z−X)−1MT−1 T (Z−X)−1G
FT−1 0

 (4.31)
em que a matriz de similaridade T e a matriz diagonal de escalamento R > 0 sa˜o quaisquer
matrizes satisfazendo S = T ′RT .
Prova: Segue os mesmos passos do caso discreto, Teorema 3.5. ¥
Conforme dito anteriormente, a apresentac¸a˜o dos resultados para o caso contı´nuo no tempo
foi feita de forma breve pois se assemelha muito com o caso discreto. Assim sendo, os deta-
lhes aqui omitidos sa˜o ideˆnticos ao caso discreto e podem ser vistos nos respectivos teoremas.
A seguir apresentamos um exemplo de forma a ilustrar as caracterı´sticas principais dos novos
me´todos propostos.
4.4 Exemplo Ilustrativo
Exemplo 4.1 Para ilustrar os resultados anteriores, considere a func¸a˜o de transfereˆncia (4.5)
com A ∈ R3×3, B ∈ R3×1, Cp ∈ R2×3, Cy ∈ R2×3 e Dy ∈ R2×1, sendo dada por
P(s) :=


−0.3680 2.3495 1.7474 −0.2556
−2.3911 −0.4885 −0.1180 −0.3775
−1.6899 0.4598 −0.6003 0
0.5920 0 1.0600 0
0 3.9950 1.1895 0
0 0 0.9409 0
−0.2340 −0.3510 −0.9921 −1.0000


No´s aplicamos o resultado do Teorema 4.4 para µ = 0.5. A soluc¸a˜o o´tima do problema (4.30)
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Figura 4.3: Norma do erro de estimac¸a˜o - caso contı´nuo
nos permite concluir que o custo garantido mı´nimo ‖e‖22 < 0.6316, va´lido para todo Φ[·] ∈ ∆, e´
alcanc¸ado pela realizac¸a˜o no espac¸o de estados do filtro o´timo, dada por
Fqy(s) =


0.8867 −8.3524 0.3389 8.3885 0.2930
7.0732 −21.4394 1.1553 22.0129 0.2220
1.1376 11.2932 −2.7800 −8.4284 0.2546
−0.6025 0.9771 0.3957 0 0
2.8119 3.0746 −0.1246 0 0


correspondente a` seguinte matriz de escalamento
R =


38.6233 0 0
0 12.5902 0
0 0 0.7122

 .
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O me´todo proposto em (Rotea e Williamson 1995), obtido pelo ca´lculo do filtro nominal o´timo
(filtro de Kalman) atrave´s de (4.9),
Fqy(s) =


−0.3083 2.4391 1.5105 0.5210 0.2554
−2.3029 −0.3561 −1.1897 1.5366 0.3770
−1.6899 0.4598 −1.1796 0.6157 −0.0000
0.5920 0 1.0600 0 0
0 3.9950 1.1895 0 0


e da matriz de similaridade atrave´s de (4.15),
˜T∗ =


−0.2582 −0.2293 −2.8525
0.2702 −0.2414 −2.3923
−0.0210 −0.2874 4.2862


nos permite obter a seguinte realizac¸a˜o no espac¸o de estados
Fqy(s) =


−0.3812 3.5062 1.8802 1.9112 0.2566
−2.3605 −0.9785 −2.7139 −3.4496 −0.7732
−0.0236 0.0952 −0.4843 −0.0783 −0.0506
−0.1751 −0.4404 2.8547 0 0
1.0546 −1.3063 −4.4590 0 0


.
Como esperado, sob operac¸a˜o ideal caracterizada pela auseˆncia de incertezas, o filtro proposto
neste trabalho, apresenta um desempenho pior quando comparado com o provido por (Rotea e
Williamson 1995), que e´ determinado pelo filtro o´timo de Kalman e pela matriz de similaridade
˜T∗. De fato, neste caso ideal, o quadrado da norma H2 do erro de estimac¸a˜o produzido pelo
nosso filtro e´ 0.1923, enquanto que o do (Rotea e Williamson 1995) e´ aproximadamente zero.
No entanto, quando ambos os filtros sa˜o submetidos a` incertezas Q(x) = λx com λ ∈ R tal que
|λ− 1| ≤ µ = 0.5, a mesma conclusa˜o na˜o e´ mais va´lida. Como pode ser visto na Figura 4.3, o
filtro obtido pelo Teorema 4.4 possui um desempenho bem melhor, no sentido de ser praticamente
invariante em relac¸a˜o a` classe de incertezas considerada. Finalmente, e´ interessante observar que
pela Figura 4.3, no´s tambe´m podemos verificar a qualidade do limitante superior obtido pelo
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Teorema 4.2. De fato, o valor ma´ximo do quadrado da norma H2 do erro de estimac¸a˜o para todo
Φ[·] ∈ ∆ ocorre para λ = 0.5 e e´ aproximadamente 0.2880, estando a uma distaˆncia considera´vel
(em torno de 54%) do custo garantido dado anteriormente. ¨
Capı´tulo 5
Concluso˜es e Perspectivas
Neste trabalho o problema de filtragem, estando o filtro em ana´lise operando na presenc¸a de
incertezas limitadas em setor foi considerado. Como resultado principal, foi desenvolvido um
me´todo que possibilita projetar um filtro digital e sua realizac¸a˜o no espac¸o de estados simulta-
neamente, a partir da soluc¸a˜o de um problema convexo expresso em termos de desigualdades
matriciais lineares. Sua extensa˜o para o caso contı´nuo tambe´m foi obtida.
A principal inovac¸a˜o refere-se a` considerac¸a˜o de incertezas que surgem durante a imple-
mentac¸a˜o, ou seja, levou-se em conta durante a etapa de projeto a condic¸a˜o real em que o filtro
ira´ funcionar. Como ficou mostrado atrave´s de dois exemplos, o me´todo apresentou um desem-
penho melhor quando comparado com os mais recentes procedimentos encontrados na literatura
para tratar o mesmo caso. Por se tratar de uma pertubac¸a˜o que atua nas varia´veis de estado
do filtro, para o caso linear em que a incerteza Φ[x f ] = Dx f , sendo D uma matriz diagonal
tal que |Dii| ≤ µ (exigido para garantir a permaneˆncia dentro do setor), este modelo representa
variac¸o˜es parame´tricas no filtro. Neste sentido, o me´todo representa uma forma de calcular um
filtro robusto a` pertubac¸o˜es estruturadas em seus paraˆmetros.
Os resultados principais deste trabalho podem ser vistos no seguinte artigo cientı´fico:
• (Geromel e Borges n.d.). Reu´ne os resultados obtidos no Capı´tulo 3, ou seja, o projeto de
filtros digitais e suas respectivas realizac¸o˜es, de tal forma a minimizar a norma H2 do erro
de estimac¸a˜o.
Por u´ltimo, como proposta de continuac¸a˜o, sugerimos a generalizac¸a˜o dos resultados obtidos
para o projeto em norma H∞, projeto de filtros pro´prios para a classe de pertubac¸o˜es estudadas,
e a ana´lise de novos casos de aplicac¸o˜es.
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Apeˆndice A
Lemas Auxiliares
Neste apeˆndice apresentaremos alguns lemas auxiliares que foram utilizados ao longo da tese.
Tratam-se de ferramentas essenciais na manipulac¸a˜o das desigualdades matriciais lineares. Por
serem facilmente encontradas na literatura, as demonstrac¸o˜es sera˜o omitidas e apenas as devidas
refereˆncias sera˜o citadas.
Lema A.1 (Complemento de Schur) Considerando que as matrizes A11 e A22 sa˜o sime´tricas,
o conjunto, {
A11 > 0,A22 > A′12A−111 A12
}
,
e´ equivalente a` seguinte LMI

A11 A12
A′12 A22

> 0. (A.1)
Permutando linhas e colunas da matriz em (A.1) podemos reescrever o lema de modo a satisfazer
a equivaleˆncia entre {
A22 > 0,A11 > A12A−122 A
′
12
}
,
e a desigualdade (A.1).
Prova: A prova pode ser vista em (de Oliveira 1999). ¥
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Lema A.2 (Teorema de Parseval - caso contı´nuo) Seja X(s) a transformada de Laplace de
uma func¸a˜o x(t) assintoticamente esta´vel, enta˜o
∫
∞
0
tr[x(t)′x(t)]dt = 1
2pi
∫
∞
−∞
tr[X(− jω)′X( jω)]dω (A.2)
Prova: Sua demonstrac¸a˜o, assim como um discussa˜o detalhada, pode ser vista em (Geromel e
Palhares 2004). ¥
Lema A.3 (Teorema de Parseval - caso discreto) Seja X(z) a transformada Z de uma func¸a˜o
x(k) assintoticamente esta´vel, enta˜o
∞
∑
n=0
tr[x(k)′x(k)] = 1
2pi
∫ 2pi
0
tr[X(e− jw)′X(e jw)]dw (A.3)
Prova: (Geromel e Palhares 2004). ¥
Lema A.4 (Decomposic¸a˜o em valores singulares para matrizes quadradas) Qualquer ma-
triz A ∈ Cn×n pode ser escrita na forma
A = RZS∗
em que R∈Cn×n e S ∈Cn×n sa˜o matrizes unita´rias, isto e´ R∗R = I, S∗S = I, e Z e´ dada na forma
diagonal
Z =


σ1(A) 0 . . . 0
0 σ2(A) . . . 0
.
.
.
.
.
. . . .
.
.
.
0 0 0 σn(A)


em que σi(A) :=
√
λi(A∗A) representam os valores singulares de A, dispostos em ordem decres-
cente.
Maiores detalhes consultar (Colaneri, Geromel e Locatelli 1997, Geromel e Palhares 2004).
