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THE SCHUR-HORN PROBLEM FOR NORMAL
OPERATORS
MATTHEW KENNEDY AND PAUL SKOUFRANIS
Abstract. We consider the Schur-Horn problem for normal op-
erators in von Neumann algebras, which is the problem of char-
acterizing the possible diagonal values of a given normal operator
based on its spectral data. For normal matrices, this problem is
well-known to be extremely difficult, and in fact, it remains open
for matrices of size greater than 3. We show that the infinite
dimensional version of this problem is more tractable, and estab-
lish approximate solutions for normal operators in von Neumann
factors of type I∞, II and III. A key result is an approximation
theorem that can be seen as an approximate multivariate analogue
of Kadison’s Carpenter Theorem.
1. Introduction
In this paper we investigate the Schur-Horn problem for normal oper-
ators in von Neumann algebras. The general version of the Schur-Horn
problem is to characterize the possible diagonal values of a given opera-
tor based on its spectral data. Since the appropriate notion of diagonal
for an operator in a von Neumann algebra is the conditional expecta-
tion of the operator onto a maximal abelian self-adjoint subalgebra
(MASA), the Schur-Horn problem can be formulated in the following
way.
Problem 1.1 (Schur-Horn). Let T be an operator in a von Neumann
algebra M, and let A be a MASA in M with corresponding conditional
expectation EA : M→ A. Determine the elements of the set
(1) DA(T ) := {EA(U∗TU) | U a unitary in M}.
The classical theorem of Schur [24] and Horn [10] completely solves
the Schur-Horn problem for self-adjoint matrices. A great deal of ef-
fort has gone into finding generalizations of this result for self-adjoint
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operators in infinite-dimensional von Neumann algebras. We are par-
ticularly interested in the body of work inspired by the recent papers
of Neumann [20] and Arveson and Kadison [4].
For von Neumann factors of type II1, the work contained in [1, 2,
6,9] culminates in Ravichandran’s Schur-Horn theorem for self-adjoint
operators [23], which settles an open problem from [4]. For the state-
of-the-art results for von Neumann factors of type I∞, we direct the
reader to the recent work of Kaftal and Weiss [14,15], Jasper [11], and
Bownik and Jasper [7, 8].
The Schur-Horn problem for normal operators is seemingly substan-
tially more difficult than the corresponding problem for self-adjoint
operators. Indeed, for normal matrices the problem is known to be
equivalent to a difficult problem about the geometry of orthostochas-
tic matrices (cf. [3]), and little is known about the latter problem for
matrices of size greater than 3 (for matrices of size 3, see [5]).
Surprisingly, the Schur-Horn problem for normal operators is more
tractable in infinite dimensions. In this paper, we establish approxi-
mate Schur-Horn type theorems for normal operators in infinite dimen-
sional von Neumann algebras. Specifically, we establish a characteriza-
tion of the norm closure DA(N)‖·‖ of the set DA(N) in (1) when N is
a normal operator (satisfying certain assumptions, depending on the
context) in a von Neumann factor M of type I∞, II or III.
It is not difficult to establish (cf. Lemma 4.1) that a necessary condi-
tion for an operator A to belong to DA(N)‖·‖ is that the spectrum σ(A)
of A belongs to the closed convex hull conv(σ(N)) of the spectrum of
N . If M is a factor of type I∞, then this condition turns out to be suf-
ficient when A is a continuous MASA. When A is the discrete MASA,
then we require an additional assumption on the essential spectrum of
N to circumvent the difficulties that arise for matrices.
Theorem 1.2. Let A be a MASA in B(H) for an infinite-dimensional,
separable Hilbert space H and let N be a normal operator in B(H). If
A is continuous, then
DA(N)‖·‖ = {A ∈ A | σ(A) ⊆ conv(σe(N))}.
If A is discrete, then the above equality also holds provided that σ(N) ⊆
conv(σe(N)), where σe(N) denotes the essential spectrum of N .
When M is a II1 factor and N contains precisely three non-collinear
points, then an analogous result holds. Perhaps surprisingly, it turns
out (cf. Example 4.14) that this is the best result possible in this
setting.
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Theorem 1.3. Let M be a type II1 factor with faithful normal tracial
state τ , and let A be a MASA in M. Let N ∈M be a normal operator
such that σ(N) contains precisely three non-collinear points. Then
DA(N)‖·‖ = {A ∈ A | τ(A) = τ(N), σ(A) ⊆ conv(σ(N))}.
We also establish similar results for normal operators in von Neu-
mann factors of type II∞ and III, and for normal operators in Cuntz
C*-algebras with two generators.
The key idea behind the above results is a theorem that can be
seen as an approximate multivariate analogue of Kadison’s Carpenter
Theorem (cf. [12, 13]).
Theorem 1.4 (Approximate Multivariate Carpenter Theorem). Let M
be a von Neumann factor of type I∞, II or III, and let A be a MASA
in M with corresponding conditional expectation EA : M → A. Let
{Ak}nk=1 be positive elements in A such that
∑n
k=1Ak = IM. Suppose
that
• M is separable if M is of type I∞, and
• EA is normal except possibly when M is type I∞ and A is con-
tinuous.
Then for every ǫ > 0 there are pairwise orthogonal projections {Pk}nk=1
in M such that
(1)
∑n
k=1 Pk = IM,
(2) ‖Ak − EA(Pk)‖ < ǫ,
(3) if M is of type I∞, then σ(Pk) = σe(Pk), and
(4) if M is of type II, then τ(AK) = τ(Pk).
The proof of Theorem 1.4 is divided into cases depending on the type
of the von Neumann factor M. We also establish a similar result for
UHF C*-algebras.
The intractability of the Schur-Horn problem for normal matrices
can be explained (cf. Example 3.1) by the fact that there is no fi-
nite dimensional analogue of the approximate multivariate carpenter
theorem.
We note that Massey and Ravichandran [18] recently and indepen-
dently obtained results that are similar to the results in our paper. We
also mention the recent paper [17], where we establish a Schur-Horn
type theorem for arbitrary operators in a II1 factor by considering sin-
gular values instead of spectrum.
In addition to this introduction, there are three other sections. In
Section 2 we briefly review a required matricial result and develop
some useful terminology. In Section 3 we establish Theorem 1.4, the
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approximate multivariate carpenter theorem. In Section 4 we establish
our results on the Schur-Horn problem for normal operators.
2. Background and Preliminaries
For n ∈ N, let Mn(C) denote the n × n matrices over C, let Dn
denote the diagonal subalgebra, and let En :Mn(C)→ Dn denote the
conditional expectation ofMn(C) onto Dn. For T ∈Mn(C), tr(T ) will
denote the (standard) trace of T , and τ(T ) will denote the normalized
trace of T , i.e.
τ(T ) =
1
n
tr(T ).
We require the following well-known and elementary result about
matrices. For the sake of completeness, we include a short proof.
Theorem 2.1. Let N ∈Mn(C) be a normal matrix. Then there exists
a unitary operator U ∈Mn(C) such that every diagonal entry of U∗BU
is τ(B) for all B ∈ C∗(N).
Proof. Since N is a normal matrix, there exists a unitaryW such that
W ∗NW is diagonal. Fix B ∈ C∗(N). Note W ∗BW is also diagonal.
Let ζn = e
2pii
n and let
V =
1√
n


(ζ1n)
1 (ζ2n)
1 . . . (ζn−1n )
1 (ζnn)
1
(ζ1n)
2 (ζ2n)
2 . . . (ζn−1n )
2 (ζnn)
2
...
...
...
...
(ζ1n)
n−1 (ζ2n)
n−1 . . . (ζn−1n )
n−1 (ζnn)
n−1
(ζ1n)
n (ζ2n)
n . . . (ζn−1n )
n (ζnn)
n

 .
It is easy to check that V is a unitary matrix and the diagonal entries
of the matrix V ∗W ∗BWV are equal to τ(B). Since B was arbitrary
we can take U = WV .
To simplify discussions of Theorem 1.4, we make the following defi-
nition.
Definition 2.2. Let N be a von Neumann algebra. A finite collection
of elements {Ak}nk=1 ⊆ N is said to be a partition of unity in N if
0 ≤ Ak ≤ IN for all k ∈ {1, . . . , n} and
∑n
k=1Ak = IN.
3. Approximate Multivariate Carpenter Theorem
In this section we will prove Theorem 1.4. The proof will be divided
into cases depending on the type of the underlying von Neumann factor.
But first, we will show that no analogue of Theorem 1.4 can hold in
finite dimensions.
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3.1. Type In factors. The following example shows that no analogue
of Theorem 1.4 holds in finite dimensions, i.e. for von Neumann factors
of type In.
Example 3.1. In [3, Lemma 4], it is shown that if N = diag(0, 1, i)
and A = diag
(
1
2
, i
2
, 1+i
2
)
, then although σ(A) ⊆ conv(σ(N)) there does
not exist a unitary U ∈M3(C) such that E3(U∗NU) = A.
Consider the projections
P1 = diag(1, 0, 0), P2 = diag(0, 1, 0), and P3 = diag(0, 0, 1),
along with the positive contractions
A1 = diag
(
1
2
,
1
2
, 0
)
, A2 = diag
(
1
2
, 0,
1
2
)
, and A3 = diag
(
0,
1
2
,
1
2
)
.
Clearly these matrices all belong to D, tr(Ak) = 1 for k = 1, 2, 3 and
A1 + A2 + A3 = I3.
Hence by Kadison’s Carpenter Theorem there are unitaries U1, U2, U3 ∈
M3(C) such that E3(U∗kPkUk) = Ak for k = 1, 2, 3.
Now suppose that for any ǫ > 0 there is a unitary operator U ∈
M3(C) such that
‖Ak − E3(U∗PkU)‖ < ǫ
for k = 1, 2, 3. Then, since the unitary group of M3(C) is compact,
there must be a unitary U ∈ M3(C) such that Ak = E3(U∗PkU) for
k = 1, 2, 3. However, writing N = 0P1 + 1P2 + iP3 gives
E3(U
∗NU) = diag
(
1
2
,
i
2
,
1 + i
2
)
= A,
which is a contradiction.
3.2. Type I∞ factors. We now consider the case of the separable von
Neumann factor of type I∞. This is the algebra B(H) of bounded
operators acting on a separable infinite dimensional Hilbert space H.
3.2.1. The case of the discrete MASA. We first consider the case of the
(discrete) diagonal MASA D in B(H). We will require the following
approximation result for partitions of unity in finite dimensions that
are nearly scalar operators.
Lemma 3.2. Let {αk}nk=1, {βk}nk=1 ⊆ [0, 1] be such that
∑n
k=1 αk =
1 =
∑n
k=1 βk. Then for every ǫ > 0 there exists ℓ ∈ N and pairwise
orthogonal projections {Pk}nk=1 ∈Mℓ(C) such that
∑n
k=1 Pk = Iℓ and
‖Eℓ(Pk)− diag(αk, βk, βk, . . . , βk)‖ < ǫ for all k.
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Proof. By applying a small perturbation, we may assume that αk
and βk are rational for all k. Fix ǫ > 0. Choose N1, N2 ∈ N and
{α′k}nk=1, {β ′k}nk=1 ⊆ N ∪ {0} such that αk = 1N1α′k and βk = 1N2β ′k for
all k. Choose N0 ∈ N such that∣∣∣∣αk +N0β ′kN0N2 + 1 − βk
∣∣∣∣ < ǫ
for all k, and let ℓ = N1 + (N1 − 1)N0N2 ∈ N.
Notice that
MN1(C)⊕MN0N2(C)⊕(N1−1)
can be identified with a matrix subalgebra of Mℓ(C) such that
DN1 ⊕D⊕(N1−1)N0N2 = Dℓ.
Choose two collections of pairwise orthogonal projections
{Q′k}nk=1 ⊆ DN1 and {Q′′k}nk=1 ⊆ DN0N2(C)
such that
rank(Q′k) = α
′
k and rank(Q
′′
k) = N0β
′
k
for all k. Let
Qk = Q
′
k ⊕ (Q′′k)⊕(N1−1).
It is clear that {Qk}nk=1 are pairwise orthogonal projections summing
to Iℓ.
By Theorem 2.1 there exists a unitary W1 ∈MN1(C) such that each
diagonal entry of W ∗1Q
′
kW1 is the average of the diagonal entries of Q
′
k,
which is
1
N1
(rank(Q′k)) = αk.
Thus the Qk are simultaneously unitarily equivalent to projections of
the form
Ak ⊕ (Q′′k)⊕(N1−1)
where each diagonal entry of Ak ∈MN1(C) is αk.
For each j = 1, . . . , N1−1, by pairing the (j+1)-th index inMN1(C)
with the j-th matrix entry in the direct summand MN0N2(C)⊕(N1−1),
we further obtain that the Qk are jointly unitarily equivalent inMℓ(C)
to block matrices of the form

αk Ak,1,2 Ak,1,3 · · · Ak,1,N1
Ak,2,1 Dk Ak,2,3 · · · Ak,2,N1
Ak,3,1 Ak,3,2 Dk · · · Ak,3,N1
...
. . .
. . .
. . .
...
Ak,N1,1 Ak,N1,2 Ak,N1,3 · · · Dk


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where Dk ∈MN0N2+1(C) is a diagonal matrix with αk appearing once
along the diagonal, 1 appearing rank(Q′′k) = N0β
′
k times along the
diagonal, and all other diagonal entries being zero.
Applying Theorem 2.1 again, there exists a unitaryW2 ∈MN0N2+1(C)
such that each diagonal entry ofW ∗2DkW2 is the average of the diagonal
entries of Dk, which is
αk +N0β
′
k
N0N2 + 1
.
It follows that conjugating the above matrices with the unitary
1⊕W⊕(N1−1)2 ∈ C⊕MN0N2+1(C),
results in projection matrices Pk satisfying the desired conclusion.
Theorem 3.3. Theorem 1.4 holds in the case M = B(H) and A is a
discrete MASA.
Proof. We begin with several perturbations to place the Aks into a
more desirable form so that Lemma 3.2 may be applied. Since the
result is trivial for n = 1, we assume n ≥ 2. Fix ǫ > 0. Let {em}m≥1 be
an orthonormal basis for H corresponding to D. By perturbing each
Ak if necessary, we may assume (at a cost of 2ǫ to our approximation)
that 2ǫIH ≤ An ≤ (1− 2ǫ)IH.
Since a diagonal self-adjoint operator has at most countably many
eigenvalues of finite multiplicity, there is N ∈ N such that the diagonal
entries of Ak with index greater than N are within
ǫ
n
of the essential
spectrum of Ak for all k = 1, . . . , n− 1. Since 2ǫIH ≤ An ≤ (1− 2ǫ)IH,
we may then, at a cost of ǫ to our approximation, perturb the diagonal
entries of each Ak so that for k = 1, . . . , n − 1 the diagonal entries of
Ak with index greater than N belong to the essential spectrum of Ak
and ǫIH ≤ An ≤ (1− ǫ)IH.
By the above paragraphs, we have reduced the problem to the case
where ǫIH ≤ An ≤ (1−ǫ)IH and H decomposes as H = H0⊕H′, where
H0 is a finite dimensional Hilbert space, such that with respect to this
decomposition of H we can write
Ak = Dk ⊕ A′k,
where Dk and A
′
k are diagonal operators satisfying
n∑
k=1
Dk = IH0,
n∑
k=1
A′k = IH′ , and σ(A
′
k) = σe(A
′
k) for k 6= n.
Let {e′m}m≥1 be the orthonormal basis of H′ obtained from {em}m≥1
by removing the first N elements and reindexing without reordering.
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For k = 1, . . . , n − 1 let {αk,j}ℓkj=1 ⊆ σ(A′k) be an ǫn -cover. By per-
turbing both A′k and A
′
n simultaneously in each diagonal entry by at
most ǫ
n
, we may assume, at a cost of ǫ to the final approximation, and
of losing the inequality ǫIH′ ≤ A′n ≤ (1− ǫ)IH′ , that
A′k = diag(βk,1, βk,2, . . .)
where βk,m ∈ {αk,j}ℓkj=1 for k = 1, . . . , n− 1.
For each (i1, . . . , in−1) ∈
∏n−1
k=1{1, . . . , ℓj}, let
I(i1,...,in−1) = {j ∈ N | βk,j = αk,ij for all k = 1, . . . , n− 1}.
Note that N is a disjoint union of the I(i1,...,in−1). Therefore, by combin-
ing elements of {e′m}m≥1 according to which set I(i1,...,in−1) the index m
belongs to, we can write
H = H0 ⊕H′0 ⊕
(⊕ℓj=1Hj)
where ℓ ∈ N, H0 and H′0 are finite dimensional Hilbert spaces, each Hj
is an infinite dimensional Hilbert space, and such that with respect to
this decomposition of H,
Ak = Dk ⊕D′k ⊕
(⊕ℓj=1γk,jIHj)
where Dk and D
′
k are each diagonal operators,
n∑
k=1
Dk = IH0 ,
n∑
k=1
D′j = IH′0 ,
and
{γk,j | j = 1, . . . , ℓ, k = 1, . . . , n} ⊆ [0, 1]
with
∑n
k=1 γk,j = 1 for each j. Note that although our assumptions
were only explicitlyA1, . . . An−1, we necessarily obtain the correct form
for An because of the hypothesis that
∑n
k=1Ak = IH.
By increasing ℓ if necessary, by decomposing one of the infinite dimen-
sional Hilbert spaces occurring in the above decomposition into multi-
ple infinite dimensional Hilbert spaces, we may assume that dim(H0⊕
H′0) ≤ ℓ. This decomposition into direct sums further reduces the
problem to one of two cases: either
Ak = βkIK ∈ B(K) for all k,
where K is a infinite dimensional Hilbert space and βk ∈ [0, 1] satisfy∑n
k=1 βk = 1, or
Ak = αk ⊕ βkIK ∈ B(C⊕K) for all k
where K is a infinite dimensional Hilbert space and αk, βk ∈ [0, 1] satisfy∑n
k=1 βk =
∑n
k=1 αk = 1.
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For the first case, we may apply Lemma 3.2 with αk = βk to obtain
m ∈ N and pairwise orthogonal projections {Pk}nk=1 ∈ Mm(C) such
that
∑n
k=1 Pk = Im, and such that each entry along the diagonal of
Pk is within ǫ of βk. In this case, the result now follows by taking an
infinite direct sum of the Pk. To ensure that σ(Pk) = σe(Pk), we can
perturb each βk so that 2ǫ ≤ βk ≤ 1−2ǫ and require the approximation
from Lemma 3.2 to be within ǫ of the desired matrices. This implies
that the projections with the desired diagonal are non-trivial. Thus,
taking their direct sum gives projections with spectrum equal to the
essential spectrum.
For the second case, we may apply Lemma 3.2 to obtain m ∈ N and
pairwise orthogonal projections {Pk}nk=1 ∈Mm(C) such that
∑n
k=1 Pk =
Im, the first diagonal entry of each Pk is within ǫ of αk, and such that
the other entries along the diagonal of Pk are each within ǫ of the cor-
responding βk. The result in this case now follows from the first case
by excluding the first m basis vectors of K.
3.2.2. The case of a continuous MASA. For the case of a continuous
MASA in B(H), we first deal with the case when each Ak is a scalar
multiple of the identity.
Lemma 3.4. Theorem 1.4 holds in the case M = B(H), A is a contin-
uous MASA, and Ak = αkIH for each k, where the αk ∈ [0, 1] satisfy∑n
k=1 αk = 1.
Proof. Without loss of generality, we may assume that αk =
ak
N
for
each k, where the ak ∈ N ∪ {0} satisfy
∑n
k=1 ak = N . Since A is a
continuous MASA, there exist pairwise orthogonal equivalent projec-
tions {Q′j}Nj=1 ⊆ A such that
∑N
j=1Q
′
j = IH. These projections give
rise to a copy of MN(C) in B(H). Choose pairwise orthogonal pro-
jections {Qk}nk=1 ⊆ A such that each Qk is a sum of ak distinct Q′js.
Theorem 2.1 implies there exists a unitary U ∈ MN(C) ⊆ B(H) such
that Q′jU
∗QkUQ
′
j = αkQ
′
j for all j, k. Defining Pk = U
∗QkU yields the
desired projections.
Theorem 3.5. Theorem 1.4 holds in the case M = B(H) and A is a
continuous MASA.
Proof. By approximation, we may assume that the spectrum of each
Ak is finite. By taking compressions of all possible intersections of the
spectral projections of the Ak’s (which are necessarily infinite projec-
tions since A is continuous), we can apply Lemma 3.4 to each compres-
sion. Taking a sum of these finite number of compressions then yields
the result.
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3.3. Type II1 factors. For the case of a von Neumann factor of type
II1, we first consider the case when each Ak is a positive scalar. For this,
we require the following two technical results about approximating real
numbers.
Lemma 3.6. Given ǫ > 0, n ∈ N, and {rk}nk=1 ⊆ (0, 1), there exists
{qk}nk=1 ⊆ Q such that
(1) qk ∈
[
1
2
rk, rk
)
,
(2)
∣∣∣ rk∑n
j=1 rj
− qk∑n
j=1 qj
∣∣∣ < ǫ, and
(3)
∣∣∣ rk∑n
j=1 rj
− rk−qk∑n
j=1 rj−qj
∣∣∣ < ǫ for all k
Proof. Choose 0 < δ ≤ min{ 1
2
rk
∣∣ k = 1, . . . , n} and for each k choose
qk ∈
[
1
2
rk,
1
2
rk + δ
) ∩Q. Then
rk
2nδ +
∑n
j=1 rj
=
1
2
rk∑n
j=1
(
1
2
rk + δ
) ≤ qk∑n
j=1 qj
≤
1
2
rk + δ∑n
j=1
1
2
rj
=
rk + 2δ∑n
j=1 rj
and
rk − 2δ∑n
j=1 rj
=
rk − 12rk − δ∑n
j=1 rj − 12rj
≤ rk − qk∑n
j=1 rj − qj
≤ rk −
1
2
rk∑n
j=1
(
rj −
(
1
2
rj + δ
))
=
rk
−2nδ +∑nj=1 rj
for each k. Therefore, since {rk}k≥1 are fixed, the result follows by
choosing δ sufficiently small.
Lemma 3.7. Given ǫ > 0, n ∈ N, and (pk)nk=1 ⊆ (0, 1) such that∑n
k=1 pk = 1, there exists {q(k)j | j ∈ N, k = 1, . . . , n} ⊆ [0, 1] ∩Q such
that ∑
j≥1
q
(k)
j = pk and
∣∣∣∣∣pk − q
(k)
j∑n
k=1 q
(k)
j
∣∣∣∣∣ < ǫ
for all j ∈ N and for all k.
Proof. Fix ǫ > 0. Applying Lemma 3.6 with rk = pk for all k, we
obtain q
(1)
1 , . . . , q
(n)
1 ∈ Q such that q(k)1 ∈
[
1
2
pk, pk
)
,∣∣∣∣∣pk − q
(k)
1∑n
j=1 q
(j)
1
∣∣∣∣∣ < 12ǫ, and
∣∣∣∣∣pk − pk − q
(k)
1∑n
j=1 pj − q(j)1
∣∣∣∣∣ < 12ǫ.
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Next, we may apply Lemma 3.6 with rk = pk−q(k)1 for all k to obtain
q
(1)
2 , . . . , q
(n)
2 ∈ Q such that
q
(k)
2 ∈
[
1
2
(
pk − q(k)1
)
, pk − q(k)1
)
(so that q
(k)
1 + q
(k)
2 ∈
[
3
4
pk, pk
)
),∣∣∣∣∣ pk − q
(k)
1∑n
j=1 pj − q(j)1
− q
(k)
2∑n
j=1 q
(j)
2
∣∣∣∣∣ < 14ǫ, and∣∣∣∣∣ pk − q
(k)
1∑n
j=1 pj − q(j)1
− pk − q
(k)
1 − q(k)2∑n
j=1 pj − q(j)1 − q(j)2
∣∣∣∣∣ < 12ǫ.
Thus ∣∣∣∣∣pk − q
(k)
2∑n
j=1 q
(j)
2
∣∣∣∣∣ <
(
1
2
+
1
4
)
ǫ
for all k.
By recursively applying Lemma 3.6 with rk = pk −
∑ℓ
j=1 q
(k)
j at the
ℓth-step, we will obtain {q(k)j | j ∈ N, k = 1, . . . , n} ⊆ [0, 1] ∩ Q such
that
ℓ∑
j=1
q
(k)
j ∈
[
ℓ∑
j=1
1
2j
pk, pk
)
and
∣∣∣∣∣pk − q
(k)
ℓ∑n
j=1 q
(j)
ℓ
∣∣∣∣∣ <
(
ℓ∑
j=1
1
2j
)
ǫ
for all k and ℓ ∈ N. Hence the result follows.
Lemma 3.8. Theorem 1.4 holds in the case that M is a II1 factor and
Ak = αkIM for some {αk}nk=1 ⊆ [0, 1] with
∑n
k=1 αk = 1.
Proof. Without loss of generality, αk 6= 0 for all k. By Lemma 3.7
there exists {q(k)j | j ∈ N, k = 1, . . . , n} ⊆ [0, 1] ∩Q such that∑
j≥1
q
(k)
j = αk
for all k and, if
γj,k =
q
(k)
j∑n
k=1 q
(k)
j
then |αk − γj,k| < ǫ for all j ∈ N and k ∈ {1, . . . , n}.
Since M is a type II1 factor, there exists pairwise orthogonal projec-
tions {
Q
(k)
j
∣∣∣ j ∈ N, k = 1, . . . , n} ⊆ A
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such that τ
(
Q
(k)
j
)
= q
(k)
j . For each k let
Pk =
∑
j≥1
Q
(k)
j
(the sum in the strong operator topology) and for each j ∈ N let
Qj =
n∑
k=1
Q
(k)
j .
Note the Pks and Qjs are clearly projections in M such that {Pk}nk=1
is a collection of pairwise orthogonal projections with
∑n
k=1 Pk = IM
and τ(Pk) = αk. Furthermore, notice that Qj1Qj2 = 0 if j1 6= j2,∑
j≥1Qj = IM, and
QjPk = PkQj = QjPkQj = Q
(k)
j
for each j, k.
For a fixed j ∈ N, consider the II1 factor QjMQj . Notice there exists
aj,1, aj,2, . . . , aj,n, bj ∈ N ∪ {0} with bj 6= 0 such that
n∑
k=1
aj,k = bj and τQjMQj
(
Q
(k)
j
)
= γj,k =
aj,k
bj
for all k. Since Qj =
∑n
k=1Q
(k)
j with Q
(k)
j ∈ A, by dividing Q(k)j into
aj,k mutually orthogonal projections each of trace
1
bj
and by using the
property of type II1 factors that projections of equal trace are Murray-
von Neumann equivalent, we can construct a unital inclusion of Mbj(C)
inside QjMQj such that QjPkQj corresponds to a diagonal projection
matrix with 1 appearing on the diagonal precisely aj,k times and each
diagonal projection lies in A. To simplify notation, let Rj,1, . . . , Rj,bj
denote the pairwise orthogonal projections in QjAQj obtained from
the diagonal matrix units ofMbj (C). Therefore, by Theorem 2.1 there
exists a unitary Uj ∈ QjMQj such that
Rj,ℓU
∗
jQjPkQjUjRj,ℓ = γj,kRj,ℓ
for all ℓ, k.
Let
U =
∑
j≥1
Uj ∈M
(where the sum is in the strong operator topology). It is clear that U
exists and is a unitary operator in M. Furthermore, for all j, ℓ, k,
‖αkRj,ℓ −Rj,ℓU∗PkURj,ℓ‖ = |αk − γj,k| < ǫ.
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Notice that {Rj,ℓ | j ∈ N, ℓ = 1, . . . , bj} are pairwise orthogonal
projections in A such that
∑
j≥1
bj∑
ℓ=1
Rj,ℓ = IM.
Hence
‖αkIM − EA(U∗PkU)‖ = sup
j∈N,ℓ∈{1,...,bj}
‖τ(Pk)Rj,ℓ − Rj,ℓU∗PkURj,ℓ‖ < ǫ.
Thus the proof is complete as {U∗PkU}nk=1 is an appropriate set of
projections.
Theorem 3.9. Theorem 1.4 holds in the case M is a II1 factor.
Proof. Using the fact that A1, . . . , An are contained within a diffuse,
separably generated, abelian subalgebra A0 of A, that A0 ≃ L∞[0, 1],
and by averaging functions over a cover of [0, 1] on which the essential
diameter of functions does not vary substantially, there exists an ℓ ∈ N,
{αk,j | k ∈ {1, . . . , n}, j ∈ {1, . . . , ℓ}} ⊆ [0, 1], and pairwise orthogonal
projections {Qj}ℓj=1 ⊆ A0 ⊆ A such that
∑ℓ
j=1Qj = IM,
n∑
k=1
αk,j = 1,
ℓ∑
j=1
αk,jτ(Qj) = τ(Ak), and
∥∥∥∥∥Ak −
ℓ∑
j=1
αk,jQj
∥∥∥∥∥ < ǫ
for all k.
Fix j ∈ {1, . . . , ℓ}. By applying Lemma 3.8 to the type II1 fac-
tor QjMQj togehter with the MASA QjAQj , there exists pairwise or-
thogonal projections
{
P
(j)
k
}n
k=1
⊆ QjMQj such that
∑n
k=1 P
(j)
k = Qj ,
τ
(
P
(j)
k
)
= αk,jτ(Qj), and∥∥∥αk,jQj − EQjAQj (P (j)k )∥∥∥ < ǫ for all k
For each k let
Pk =
ℓ∑
j=1
P
(j)
k .
By construction, it is clear that {Pk}nk=1 is a collection of pairwise
orthogonal projections such that
∑n
k=1 Pk =
∑ℓ
j=1Qj = IM and
τ(Pk) =
ℓ∑
j=1
αk,jτ(Qj) = τ(Ak).
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Finally ∥∥∥EA(Pk)−∑ℓj=1 αk,jQj∥∥∥
=
∥∥∥∑ℓj=1EQjAQj (QjPkQj)−∑ℓj=1 αk,jQj∥∥∥
= max1≤j≤ℓ
{∥∥∥EQjAQj (P (j)k )− αk,jQj∥∥∥} < ǫ
for all k. Thus
‖EA(Pk)−Ak‖ < 2ǫ
for all k as desired.
For certain operators in II1 factors, equality can be obtained in The-
orem 1.4. This is seen in the next result, which can be obtained from
a careful analysis of the above proof.
Corollary 3.10. Let M be a type II1 factor and let A be a MASA in M
with corresponding normal conditional expectation EA : M → A. Let
{Qj}mj=1 be pairwise orthogonal projections in A such that
∑m
j=1Qj =
IM and let {{αj,k}mj=1}nk=1 ⊆ [0, 1] ∩Q satisfy
n∑
k=1
αj,k = 1
for all j. Then there exists pairwise orthogonal projections {Pk}nk=1 ⊆
M such that
∑n
k=1 Pk = IM and
EA(Pk) =
m∑
j=1
αj,kQj
for all k.
Proof. By compressing M and A by each Qj separately, we may as-
sume that m = 1. A careful examination of the proof of Lemma 3.8
reveals that if the trace of each projection in the hypothesis is rational,
then equality may be obtained in the conclusion. Hence the condition
that each αj,k is rational implies the result.
To further examine when Theorem 1.4 holds with equality, we require
the following three definitions.
Definition 3.11. Let M be a type II1 factor and let A be a MASA in
M. The normalizer of A in M, denoted by NA, is the subgroup of the
unitary group U(M) of M defined by
NA := {U ∈ U(M) | U∗AU = A}.
The MASA A is said to be semiregular if (NA)′′ ∩M is a factor. If, in
addition, (NA)′′ ∩M = M, then A is said to be regular (or Cartan).
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Definition 3.12 ([22]). Let M be a II1 factor with trace τ and let
N1 and N2 be von Neumann algebras of M. If ENk : M → Nk are
the normal conditional expectations, it is said that N1 and N2 are
orthogonal if any of the following equivalent conditions hold:
(1) τ(T1T2) = 0 for all T1 ∈ N1, T2 ∈ N2 with τ(Tk) = 0.
(2) τ(T1T2) = τ(T1)τ(T2) for all T1 ∈ N1 and T2 ∈ N2.
(3) EN1(T2) = τ(T2) for all T2 ∈ N2.
Definition 3.13. Let M be a type II1 factor. A MASA A ⊆M is said
to be totally complementable if for every projection P ∈ A the MASA
PAP of PMP admits a diffuse orthogonal abelian subalgebra.
Remark 3.14. It is not difficult to see that the Cartan MASA in
the hyperfinite II1 factor is totally complementable and thus, by [21,
Proposition 3.6], so is every semiregular MASA in a type II1 factor
with separable predual.
With the above definitions in hand, we are now able to establish a
multivariate generalization of [2, Theorem 3.2]. We note that the proof
is virtually identical.
Theorem 3.15. Let M be a type II1 factor and let A be a totally
complementable MASA in M with corresponding normal conditional
expectation EA : M → A. Let {Ak}nk=1 be a partition of unity in A
such that each σ(Ak) contains a finite number of points. Then there
exists a collection of pairwise orthogonal projections {Pk}nk=1 ⊆M such
that
∑n
k=1 Pk = IM, and and EA(Pk) = Ak for all k.
Proof. By the assumptions on the Ak’s, there exists a set of pairwise
orthogonal, non-zero projections {Qj}mj=1 ⊆M summing to the identity
and scalars
{αk,j | k = 1, . . . , n, j = 1, . . . , m} ⊆ [0, 1]
satisfying Ak =
∑m
j=1 αk,jQj for all k and
∑n
k=1 αk,j = 1 for all j.
Since A is totally complementable in M, for each j there exists
a diffuse abelian von Neumann subalgebra Bj of the type II1 factor
QjMQj such that QjAQj and Bj are orthogonal. Since Bj is diffuse,
there exists pariwise orthogonal projections {Pk,j}nk=1 summing to Qj
such that τQjMQj(Pk,j) = αk,j for all k. Therefore, since QjAQj and Bj
are orthogonal,
EQjAQj (Pk,j) = τQjMQj(Pk,j)Qj = αk,jQj .
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For each k, let Pk =
∑m
j=1 Pk,j. Therefore {Pk}nk=1 is a collection of
pariwise orthogonal projections summing to the identity such that
EA(Pk) =
m∑
j=1
EQjAQj (Pk,j) =
m∑
j=1
αk,jQj = Ak.
Of course, approximate results yield precise results in the setting of
an ultraproduct.
Theorem 3.16. Let M be a type II1 factor, let A be a MASA is M,
let ω be a free ultrafilter on N, and let Mω and Aω be the ultraproducts
of M and A respectively. If {Ak}nk=1 is a partition of unity in Aω and
EAω : M
ω → Aω is the normal conditional expectation of Mω onto Aω,
then there exists pairwise orthogonal projections {Pk}nk=1 ⊆ Mω such
that
EAω(Pk) = Ak
for all k.
Proof. First choose a representative (A1,j)j≥1 ∈ Aω of A1 such that
0 ≤ A1,j ≤ IM for all j. Next, choose a representative (A′2,j)j≥1 ∈ Aω
of A2 such that 0 ≤ A′2,j ≤ IM for all j. We desire to modify the
representative (A′2,j)j≥1 so that 0 ≤ A1,j+A′2,j ≤ IM for all j. Consider
the function f ∈ C([0,∞)) defined by
f(x) =
{
x if 0 ≤ x ≤ 1
1 if x ≥ 1 .
For each j define
A2,j = f(A1,j + A
′
2,j)− A1,j ∈M.
Hence it is clear that 0 ≤ A2,j ≤ IM for all j,
A1,j + A2,j = f(A1,j + A
′
2,j) ≤ IM
for all j, and
(A2,j)j≥1 = (f(A1,j + A
′
2,j))j≥1 − (A1,j)j≥1
= f(A1 + A2)− A1 = A1 + A2 − A1 = A2.
For k = 2, . . . , n−1, by recursively selecting a representative (A′k,j)j≥1 ∈
Aω of Ak such that 0 ≤ A′k,j ≤ IM for all j ∈ N and defining
Ak,j = f(A1,j+A2,j+ · · ·+Ak−1,j+A′k,j)−A1,j−A2,j−· · ·−Ak−1,j ∈M
for all j, we obtain representatives (Ak,j)j≥1 ∈ Aω of Ak such that
0 ≤ Ak,j ≤ IM and
0 ≤
n−1∑
k=1
Ak,j ≤ IM
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for all j. Therefore, if An,j = IM −
∑n−1
k=1 Ak,j for all j ∈ N, then
0 ≤ An,j ≤ IM for all j,
∑n
k=1Ak,j = IM for all j, and
(An,j)j≥1 = IMω −
n−1∑
k=1
Ak = An.
Let EA : M → A be the normal conditional expectation of M onto
A. By Theorem 1.4 and by construction, for each j ∈ N there exists
pariwise orthogonal projections {Pk,j}nk=1 ⊆M that sum to the identity
such that
‖EA(Pk,j)− Ak,j‖ < 1
j
for all k. Therefore, if
Pk = (Pk,j)j≥1 ∈Mω,
then {Pk}nk=1 are pairwise orthogonal projections that sum to IMω such
that
EAω(Pk) = (EA(Pk,j))j≥1 = (Ak,j)j≥1 = Ak.
3.4. Type II∞ factors. The proof of the II∞ case of Theorem 1.4
follows easily using previously illustrated techniques and arguments.
Theorem 3.17. Theorem 1.4 holds in the case that M is a II∞ factor.
Proof. The proof of the case where each Ak is a scalar follows by
using arguments from Lemma 3.4 along with the fact that one can
find n pairwise orthogonal, infinite projections in A. The result then
follows from using finite approximations of the Aks, taking all possible
intersections of spectral projections, using the scalar case to deal with
the infinite common spectral projections, and using the II1 case of
Theorem 1.4 to deal with the finite common spectral projections.
3.5. Type III factors. The III case of Theorem 1.4 is a trivial appli-
cation of Theorem 2.1.
Theorem 3.18. Theorem 1.4 holds in the case M is a type III factor.
Proof. The proof reduces to the case each Ak is a scalar by using finite
approximations. The result then trivially follows by using arguments in
Lemma 3.4 along with the fact that the identity in a type III factor can
be divided into an arbitrary number of pairwise orthogonal projections
contained in A.
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3.6. UHF C*-algebras. In this section we briefly examine how our
results generalize to other classes of C∗-algebras. One excellent can-
didate is the class of UHF C∗-algebras. This is due to their matrix
algebra substructures, and the clear choice of a MASA – namely, the
diagonal subalgebra.
It is tempting to speculate that an approximate multivariate carpen-
ter theorem does not hold for any class of UHF C∗-algebras, since no
such result holds for matrix algebras (cf. Example 3.1). However, it
turns out that this is not the case.
Theorem 3.19. Let A be an infinite UHF C∗-algebra (i.e. not a matrix
algebra) and let D be the diagonal subalgebra of A with corresponding
conditional expectation E : A → D. Let {Ak}nk=1 be a partition of
unity in D. Then for each ǫ > 0 there exists a collection of (non-zero)
pairwise orthogonal projections {Pk}nk=1 ⊆ A such that
∑n
k=1 Pk = IA
and
‖E(Pk)−Ak‖ < ǫ
for all k.
Proof. By approximating, we may assume that A1, . . . , An ∈ D ∩
Mm(C) where Mm(C) is part of the finite dimensional part in the
construction of A. Thus, by applying the following argument m times,
we may assume that m = 1 and each Ak is a (non-zero) scalar.
Consider the matrix algebra sequence
C →֒ Mn1(C) →֒ Mn2(C) →֒ · · · .
It is clear that we can approximate {Ak}nk=1 by rational numbers whose
denominators are nj for some large enough j. Hence, as each Ak is
a diagonal scalar matrix in Mnj(C), by Theorem 2.1 we can choose
(non-zero) pairwise orthogonal projections with the correct diagonals
to obtain the result.
Remark 3.20. Note that the difference between this result and The-
orem 1.4 for II1 factors is the additional conclusion obtained for II1
factors that τ(Pk) = τ(Ak) for each k. This cannot be accomplished in
the UHF setting, since projections in matrix algebras necessarily have
rational traces when viewed as elements in a UHF C∗-algebra.
4. Schur-Horn Type Theorems for Normal Operators
In this section we will establish our approximate Schur-Horn type
theorems for normal operators in a von Neumann factor by applying
Theorem 1.4. Recall that given a von Neumann algebra M, a MASA A
with corresponding conditional expectation EA : M→ A, and a normal
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operator N ∈ M, our goal is to characterize the set of approximate
diagonals
DA(N)‖·‖ := {EA(U∗NU) | U a unitary in M}‖·‖.
In order to prove a necessary condition for an operator A to belong
to DA(N)‖·‖, we first require the following lemma.
Lemma 4.1. Let A and B be unital C∗-algebras with A abelian and let
Φ : B → A be a unital positive map. If N ∈ B is a normal operator
and
T ∈ {Φ(U∗NU) | U a unitary in B}‖·‖,
then σ(T ) ⊆ conv(σ(N)).
Proof. Suppose T = Φ(U∗NU) for some unitary U ∈ B. Since A is
abelian,
σ(T ) = {ϕ(T ) | ϕ ∈ M(A)},
whereM(A) denotes the set of multiplicative linear functionals. Notice
for each ϕ ∈ M(A) that ϕ ◦ Φ is a state on B. Hence, as U∗NU is
normal,
ϕ(T ) = ϕ(Φ(U∗NU)) ∈ conv(σ(U∗NU)) = conv(σ(N))
for all ϕ ∈M(A). Hence σ(T ) ⊆ conv(σ(N)). The result then follows
by the semicontinuity of the spectrum.
Corollary 4.2. Let N be a normal operator in a von Neumann al-
gebra A and let A be a MASA in M with corresponding conditional
expectation EA : M→ A. Then for every A ∈ DA(N)‖·‖,
σ(A) ⊆ conv(σ(N)).
As in Section 3, we will consider von Neumann factors according to
their type.
4.1. Type I∞ factors. For the case of B(H), we divide the discussion
into two parts, depending on the type of MASA.
4.1.1. The case of the discrete MASA. In this section we will generalize
[20, Theorem 3.13] as much as seems possible. In particular, we will
establish Theorem 1.2 for the case of a discrete MASA. The condition
σ(N) ⊆ conv(σe(N)) remains necessary for us due to the lack of a
Schur-Horn type theorem for normal matrices.
We begin with the following simplification.
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Lemma 4.3. Let N be a normal operator in B(H) such that σ(N) =
σe(N). Then
DD(T )‖·‖ = {T ∈ D | σ(T ) ⊆ conv(σ(N))}.
Proof. One inclusion follows from Lemma 4.1 and the fact that ED is
completely positive.
For the other inclusion, fix T ∈ D such that σ(T ) ⊆ conv(σ(N)).
Let ǫ > 0. Since T and N are normal operators, it is clear that we can
find normal operators T0 ∈ D and N0 ∈ B(H) such that
• σ(T0) and σ(N0) consist of a finite number of points,
• σe(N0) = σ(N0),
• ‖T − T0‖ ≤ ǫ,
• ‖N −N0‖ ≤ ǫ, and
• σ(T0) ⊆ conv(σ(N0)).
It suffices to prove the result for the pair N0 and T0.
Let σ(T0) = {αj}mj=1 and σ(N0) = σe(N0) = {βk}nk=1. Since
{αj}mj=1 = σ(T0) ⊆ conv(σ(N0)) = conv({βk}nk=1),
and since T0 is a diagonal operator, there exists
{γj,k | j ∈ N, k = 1, . . . , n} ⊆ [0, 1]
such that
∑n
k=1 γj,k = 1 for all j ∈ N and
T0 =
n∑
k=1
βk diag(γ1,k, γ2,k, γ3,k, . . .).
Note that by perturbing each γ1,k if necessary, we may assume that
γ1,k ∈ (0, 1) for all k,
∑n
k=1 γ1,k = 1, and∥∥∥∥∥T0 −
n∑
k=1
βk diag(γ1,k, γ2,k, γ3,k, . . .)
∥∥∥∥∥ < ǫ.
Let
M = sup
k
|βk|+ 1 and γ = inf
k
γ1,k > 0.
For each k let
Ak = diag(γ1,k, γ2,k, γ3,k, . . .) ∈ D.
Thus {Ak}nk=1 is a partition of unity in D. By Theorem 3.3 there exists
pairwise orthogonal projections {Pk}nk=1 with σ(Pk) = σe(Pk) such that∑n
k=1 Pk = IH and
‖Ak − ED(Pk)‖ < min
{ ǫ
M
,
γ
2
}
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for all k. Since ‖Ak‖ ≥ γ, we see that ED(Pk) 6= 0 for each k so Pk 6= 0
and Pk 6= IH for all k.
Notice that∥∥∥∥∥T0 −ED
(
n∑
k=1
βkPk
)∥∥∥∥∥ ≤ ǫ+
n∑
k=1
|βk| ‖Ak − ED(Pk)‖ < 2ǫ.
However, it is clear that N ′ =
∑n
k=1 βkPk is a normal operator such
that σ(N ′) = σe(N
′) = σ(N0) = σe(N0). Whence N
′ and N0 are
approximately unitarily equivalent in B(H) and the result follows.
Theorem 4.3 immediately implies the following result.
Corollary 4.4. If T ∈ D, then there exists a normal operator N ∈
B(H) such that σ(N) = σe(N) = {α1, α2, α3} where {αj}3j=1 ⊆ C are
non-collinear points and T ∈ DD(N)‖·‖.
Example 4.5. In [3, Proposition 5] it was shown that there is no
normal operator whose spectrum is {0, 1, i} and whose diagonal is
T = diag
(
1
2
,
i
2
,
1 + i
2
, 0, i, 1, 0, i, 1, 0, i, 1, . . .
)
.
However, Corollary 4.4 says T is almost the diagonal of a normal oper-
ator with spectrum and essential spectrum {0, 1, i}.
Using the above techniques and Lemma 4.3, we obtain the following
preliminary result to Theorem 1.2 .
Proposition 4.6. Let N be a normal operator in B(H). Then
{T ∈ D | σ(T ) ⊆ conv(σe(N))} ⊆ DD(N)‖·‖.
Proof. Fix T ∈ D such that σ(T ) ⊆ conv(σe(N)) and let ǫ > 0.
Choose T0 ∈ D such that ‖T − T0‖ < ǫ, σe(T0) = {βk}nk=1, and σ(T ) \
σe(T ) = {αj}mj=1 where αj, βk ∈ conv(σe(N)) (where m = 0 is possible).
Since N is a normal operator, there exists a normal operator N0 ∈
B(H) such that ‖N −N0‖ < ǫ, σe(N0) = {γk}ℓk=1, σ(N0) \ σe(N0) =
{λj}dj=1 (where d = 0 is possible), and {βk}nk=1∪{αj}mj=1 ⊆ conv({γk}ℓk=1).
To complete the proof, it suffices to show
T0 ∈ DD(N0)‖·‖.
Note that the case d = 0 follows directly from Lemma 4.3.
For j = 1, . . . , m let tj be the multiplicity of the eigenvalue αj in
T0. Similarly, for each j = 1, . . . , d let nj be the multiplicity of the
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eigenvalue λj in N0. By rearranging the orthonormal basis for D, T0 is
unitarily equivalent to(
m⊕
j=1
(αj ⊕ β1IH0)⊕tj
)
⊕
(
n⊕
k=1
βkIH0
)⊕∑dj=1 nj
where H0 is an infinite dimensional Hilbert space. Similarly, N0 is
unitarily equivalent to(
d⊕
j=1
(
λj ⊕
(
n⊕
k=1
γkIH0
))⊕nj)
⊕
(
ℓ⊕
k=1
γkIH0
)⊕∑mj=1 tj
.
Hence, if we can show that there exist unitaries Uj such that the diag-
onal of
U∗j
(
ℓ⊕
k=1
γkIH0
)
Uj
is within ǫ of αj ⊕ β1IH0 for any j, and that there exist unitaries Wk
such that the diagonal of
W ∗k
(
λj ⊕
(
ℓ⊕
k=1
γkIH0
))
Wk
is within ǫ of ⊕nk=1βkIH0 for any k, then the proof will be complete.
The Uj’s exist by Lemma 4.3. To prove the existence of the Wk’s,
note that
λj ⊕
(
ℓ⊕
k=1
γkIH0
)
is unitarily equivalent to(
λj ⊕
(
ℓ⊕
k=1
γkIH0
))
⊕
(
ℓ⊕
k=1
γkIH0
)⊕(n−1)
,
and that
n⊕
k=1
βkIH0 = β1IH0 ⊕
(
n⊕
k=2
βkIH0
)
.
Since Lemma 4.3 implies there is a unitary operator V such that the
diagonal of
V ∗
(
ℓ⊕
k=1
γkIH0
)n−1
V
is within ǫ of ⊕nk=2βkIH0 , it suffices to prove the result for n = 1.
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Since β1 is in the convex hull of {γk}ℓk=1, there exist non-zero rational
numbers {qk}ℓk=1 ⊆ [0, 1] such that
∑ℓ
k=1 qk = 1 and∣∣∣∣∣β1 −
ℓ∑
k=1
qkγk
∣∣∣∣∣ < ǫ.
Choose N ∈ N and {ak}ℓk=1 ⊆ N ∪ {0} such that qk = akN , and choose
M ∈ N such that ∣∣∣∣∣β1 − λj +M
∑ℓ
k=1 akγk
NM + 1
∣∣∣∣∣ < ǫ.
Let D1 ∈ MN(C) be the diagonal matrix where exactly ak of the
diagonal entries of D1 are γk for each k. Let D2 ∈ MNM+1(C) be
the diagonal matrix where Mak of the diagonal entries are γk for each
k, and the remaining one diagonal entry is λj. Then up to unitary
equivalence,
λj ⊕
(
ℓ⊕
k=1
γkIH0
)
= D2 ⊕D⊕∞1 .
Now by Theorem 2.1, D1 is unitarily equivalent to a matrix with every
diagonal entry equal to
1
N
ℓ∑
k=1
akγk =
ℓ∑
k=1
qkγk,
which is within ǫ of β1. Similarly, D2 is unitarily equivalent to a matrix
with every diagonal entry equal to
λj +
∑ℓ
k=1Makγk
NM + 1
,
which is also within ǫ of β1. The result now follows by taking a direct
sum of unitary matrices obtained as above.
Theorem 4.7. Theorem 1.2 holds in the case when A is a discrete
MASA.
Proof. Let K denote the set of compact operators. If we identify D =
ℓ∞(N), then we can write c0 = D ∩ K. Since ED(K) ∈ c0 for every
K ∈ K, it follows that the map E˜D : B(H)/K→ D/c0 defined by
E˜D(T + K) = ED(T ) + c0.
is well defined and completely positive. Thus one inclusion follows from
Lemma 4.1, and the other inclusion follows from Proposition 4.6.
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4.1.2. The case of a continuous MASA. In this section, using ideas
similar to those used in the previous section, we will establish Theorem
1.2 for the case of a continuous MASA. First, we require the following
result from [16, Remark 5].
Lemma 4.8. Let A be a continuous MASA of B(H) with corresponding
conditional expectation EA : B(H)→ A. If K ∈ B(H) is compact, then
EA(K) = 0.
Theorem 4.9. Theorem 1.2 holds in the case when A is a continuous
MASA.
Proof. To see that
DA(N)‖·‖ ⊆ {A ∈ A | σ(A) ⊆ conv(σe(N))},
let K ⊆ B(H) and define the completely positive map E˜A : B(H)/K→
A as in the proof of Theorem 4.7. The inclusion then follows directly
from Lemma 4.1.
For the other inclusion, fix A ∈ A such that σ(A) ⊆ conv(σ(N))
and let ǫ > 0. A standard approximation argument gives the existence
of A0 ∈ A and N0 ∈ B(H) such that ‖A−A0‖ < ǫ, ‖N −N0‖ < ǫ,
σ(A0) = {αk}mk=1, σe(N0) = {βk}nk=1, σ(N0) \ σe(N0) = {λk}ℓk=1, and
σ(A0) ⊆ conv(σ(N0)). It suffices to prove the result for A0 and N0.
Observe that there are non-zero pairwise orthogonal projections {Pk}mk=1 ⊆
A such that ∑mk=1 Pk = IH and A0 = ∑mk=1 αkPk. Furthermore,
since σ(A0) ⊂ conv(σ(N0)), there are scalars γj,k ∈ (0, 1) such that∑n
k=1 γj,k = 1 and ∣∣∣∣∣αj −
m∑
k=1
γj,kβk
∣∣∣∣∣ < ǫ
for all j.
For each k, let Ak =
∑m
j=1 γj,kPj. Then∥∥∥∥∥A0 −
n∑
k=1
βkAk
∥∥∥∥∥ < ǫ,
and {Ak}nk=1 is a partition of unity of A. By Theorem 3.5 there are
pairwise orthogonal projections {Qk}nk=1 ⊆ B(H), each of infinite rank,
such that
∑n
k=1Qk = IH, σ(Qk) = σe(Qk) and ‖EA(Qk)− Ak‖ < ǫ/C
for all k, where C =
∑n
k=1 |βk|.
Let {Q′j}ℓj=1 be pairwise orthogonal, finite-rank projections such that
Q′j ≤ Q1 and rank(Q′j) is the multiplicity of the eigenvalue λj of N for
all j. Replace Q1 with Q1 −
∑ℓ
j=1Q
′
j. Then Q1, . . . , Qn, Q
′
1, . . . , Q
′
ℓ ∈
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B(H) are pairwise orthogonal projections. Moreover, EA(Q′k) = 0 for
each k by Lemma 4.8, and hence ‖EA(Qk)−Ak‖ < ǫC for each k.
Let N ′ =
∑n
k=1 βkQk +
∑ℓ
j=1 λjQ
′
j . Then
‖EA(N ′)− A0‖ ≤ ǫ+
n∑
k=1
|βk|‖EA(Qk)−Ak‖ < 2ǫ.
Since N ′ is a normal normal operator such that σ(N ′) = σ(N0) with
equal multiplicity of finite eigenvalues, N ′ is approximately unitarily
equivalent to N0. Hence the result follows.
4.2. Type II1 factors. In this section, we proceed with a Schur-Horn
type theorem for normal operators in II1 factors. The discussion varies
slightly from the I∞ case due to the existence of a faithful tracial state.
Denote by χX(N) the spectral projection of a normal operator N with
respect to a Borel set X .
The next result completely characterizes the approximate diagonal
of a normal operator with finite spectrum in a II1 factor.
Theorem 4.10. Let M be a type II1 factor, let τ be the faithful normal
trace on M, and let A be a MASA of M with corresponding normal
conditional expectation EA : M→ A. Let N ∈M be a normal operator
such that σ(N) = {zk}nk=1 ⊆ C. Then
A ∈ DA(N)‖·‖
if and only if there exists a partition of unity {Ak}nk=1 in A such that
τ(Ak) = τ(χ{zk}(N)) for each k, and
n∑
k=1
zkAk = A.
Proof. Let ωk = τ(χ{zk}(N)) for each k. Suppose first that A ∈
DA(N), so that A = EA(U∗NU) for some unitary U ∈ M. For
each k let Pk = χ{zk}(N) and let Ak = EA(U
∗PkU) ∈ A. Clearly
0 ≤ Ak ≤ IM,
τ(Ak) = τ(EA(U
∗PkU)) = τ(Pk) = ωk for all k,
n∑
k=1
Ak = EA
(
U∗
(
n∑
k=1
χ{zk}(N)
)
U
)
= EA(IM) = IM,
and
n∑
k=1
zkAk = EA
(
U∗
(
n∑
k=1
zkχ{zk}(N)
)
U
)
= EA(N) = A.
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Now suppose A ∈ DA(N)‖·‖. Then there exists a sequence (A(m))m≥1 ⊆
DA(N) such that limm→∞
∥∥A− A(m)∥∥ = 0. For each m ∈ N choose a
partition of unity
{
A
(m)
k
}n
k=1
in A such that τ
(
A
(m)
k
)
= ωk for all k,
and
n∑
k=1
zkA
(m)
k = A
(m).
Since the unit ball of A is weak∗-compact, the result follows by tak-
ing a weak∗-limit over a common subnet since τ and EA are weak
∗-
continuous.
For the converse direction, fix A ∈ A and suppose there exists a
partition of unity {Ak}nk=1 in A such that τ(Ak) = ωk for all k and
n∑
k=1
zkAk = A.
Fix ǫ > 0. By Theorem 1.4 there exists a unitary operator U ∈M such
that ∥∥Ak −EA(U∗χ{zk}(N)U)∥∥ < ǫ
for all k. Therefore
‖A− EA(U∗NU)‖ ≤
n∑
k=1
∥∥zk(Ak −EA(U∗χ{zk}(N)U))∥∥ ≤ ǫ
n∑
k=1
|zk|.
Therefore, since the {zk}nk=1 are fixed, the result now follows.
Although Theorem 4.10 only applies to normal operators with finite
spectrum, it effectively solves the approximate Schur-Horn problem for
normal operators via finite approximations. For example, Theorem
4.10 implies the following result about arbitrary normal operators.
Theorem 4.11. Let M be a type II1 factor, let τ be the faithful normal
tracial state on M, and let A be a MASA. If N ∈ M is a normal
operator, then
τ(N)IM ∈ DA(N)‖·‖.
Proof. Since M is a von Neumann algebra, for each ǫ > 0 there exists
pairwise orthogonal projections {Pk}nk=1 ⊆M and scalars {zk}nk=1 ⊆ C
such that
∑n
k=1 Pk = IM and∥∥∥∥∥N −
n∑
k=1
zkPk
∥∥∥∥∥ < ǫ.
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Moreover, since τ is norm-continuous, we may assume, by applying a
small perturbation, that
τ
(
n∑
k=1
zkPk
)
= τ(N).
Let N0 =
∑n
k=1 zkPk so that N0 ∈ M is a normal operator with
σ(N0) = {zk}nk=1 and τ(χ{zk}(N0)) = τ(Pk) for all k. If Ak = τ(Pk)IM
for all k, then clearly 0 ≤ Ak ≤ IM, τ(Ak) = τ(Pk), and
n∑
k=1
Ak =
n∑
k=1
τ(Pk)IM = IM.
Thus
τ(N0)IM =
n∑
k=1
zkAk ∈ DA(N0)‖·‖
by Theorem 4.10. Since ‖N −N0‖ < ǫ, the result follows.
We are now able to prove Theorem 1.3.
Theorem 4.12. Theorem 1.3 holds.
Proof. One inclusion follows directly from Corollary 4.2 and the fact
that EA is a trace-preserving, completely positive map.
For the converse, note that the conclusions of the theorem are un-
changed if we replace N by a scalar translation or a non-zero scalar
multiple. Thus we may assume σ(N) = {0, 1, z} where Im(z) > 0. The
spectral distribution of N may then be written as β0δ0 + β1δ1 + βzδz,
where δx represents the point-mass measure at x and β0, β1, βz ∈ (0, 1)
are such that β0 + β1 + βz = 1.
Fix A ∈ A such that τ(A) = τ(N) and σ(A) ⊆ conv(σ(N)). Let
ǫ > 0. Since M is a type II1 factor, there exists pairwise orthogonal
projections {Pj}nj=1 ⊆ A and scalars {αj}nj=1 ⊆ C such that
∑n
j=1 Pj =
IM and ∥∥∥∥∥A−
n∑
j=1
αjPj
∥∥∥∥∥ < ǫ.
Furthermore, by refining the approximation, we may assume in addi-
tion that {αj}nj=1 ⊆ conv(σ(N)) and
τ
(
n∑
j=1
αjPj
)
= τ(N).
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Since αj ∈ conv(σ(N)) for each j, there exists scalars γj,0, γj,1, γj,z ∈
[0, 1] such that γj,0+ γj,1+ γj,z = 1 and αj = γj,00+ γj,11+ γj,zz. Thus
β00 + β11 + βzz = τ(N) =
n∑
j=1
(γj,00 + γj,11 + γj,zz)τ(Pj).
Since Im(z) > 0, the above equation implies that
βz =
n∑
j=1
γj,zτ(Pj).
By analyzing the real part, we also obtain that
β1 =
n∑
j=1
γj,1τ(Pj).
Furthermore, since γj,0+γj,1+γj,z = 1 for each j and since β0+β1+βz =
1, we obtain that
β0 =
n∑
j=1
γj,0τ(Pj).
Based on the above equations and the fact that A is a MASA in M,
for each j there exists pairwise orthogonal projections {Pj,0, Pj,1, Pj,z} ⊆
PjAPj such that Pj = Pj,0 + Pj,1 + Pj,z,
τ(Pj,0) = γj,0τ(Pj), τ(Pj,1) = γj,1τ(Pj), and τ(Pj,z) = γj,zτ(Pj).
Therefore, if
N ′ =
n∑
j=1
0Pj,0 + 1Pj,1 + zPj,z,
then N ′ ∈ A is a normal operator with the same spectral distribution
as N . Thus, as σ(N) is finite, there exists a unitary operator U ∈ M
such that N ′ = U∗NU .
Notice that
PjN
′Pj = 0Pj,0 + 1Pj,1 + zPj,z
and
τ(0Pj,0 + 1Pj,1 + zPj,z) = γj,0τ(Pj)0 + γj,1τ(Pj) + γj,zτ(Pj) = αjτ(Pj).
Hence, by applying Theorem 4.11 to the type II1 factor PjMPj, the
MASA PjAPj, and the normal operator PjN ′Pj ∈ PjMPj, there exists
a unitary Wj ∈ PjMPj such that∥∥EPjAPj (W ∗j PjN ′PjWj)− αjPj∥∥ < ǫ.
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Therefore W =
∑n
j=1Wj ∈M is a unitary operator such that∥∥∥EA(W ∗N ′W )−∑nj=1 αjPj∥∥∥
=
∥∥∥∑nj=1EPjAPj (W ∗j PjN ′PjWj)−∑nj=1 αjPj∥∥∥
= max1≤j≤n{
∥∥EPjAPj (W ∗j PjN ′PjWj)− αjPj∥∥} < ǫ.
This gives
‖EA(W ∗U∗NUW )− A‖
≤
∥∥∥∥∥EA(W ∗N ′W )−
n∑
j=1
αjPj
∥∥∥∥∥+
∥∥∥∥∥A−
n∑
j=1
αjPj
∥∥∥∥∥ < 2ǫ.
Since UW ∈M is a unitary operator, the result follows.
We immediately obtain the following corollary.
Corollary 4.13. Let M be a type II1 factor, let τ be the faithful tracial
state on M, let A be a MASA in M with corresponding normal condi-
tional expectation EA : M → A, and let A ∈ A. Then there exists a
normal operator N ∈M such that σ(N) contains precisely three points
and
A ∈ DA(N)‖·‖.
Example 4.14. Theorem 1.3 may not be improved to normal operators
with four points in their spectrum. Indeed consider the normal operator
N whose spectral distribution is 1
4
(δ0 + δ1 + δi + δ1+i) and the normal
operator A in the MASA A whose spectral distribution is 1
2
(δ0 + δ1+i).
It is clear that σ(A) ⊆ conv(σ(N)) and τ(A) = τ(N).
If A ∈ DA(N)‖·‖, then there are subprojections P0, P1, Pi, Pi+1 of
χ{0}(N), χ{1}(N), χ{i}(N), and χ{1+i}(N) respectively such that
τ(P0) + τ(P1) + τ(Pi) + τ(Pi+1) =
1
2
and
0τ(P0) + 1τ(P1) + iτ(Pi) + (1 + i)τ(Pi+1) = 0.
However, this is clearly impossible, since 0 is an extreme point of the
square with vertices {0, 1, 1+ i, i}, and the trace of the spectral projec-
tion of N corresponding to 0 is 1
4
.
Note that the pair A, N do not satisfy the assumptions of Theorem
4.10.
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4.3. Type II∞ factors. The following analogue of Theorem 4.10 for
II∞ factors can be proved in the same way using the version of Theorem
1.4 for II∞ factors.
Theorem 4.15. Let M be a type II∞ factor with separable predual, let
τ be the semifinite normal trace on M, and let A be a MASA of M
with corresponding normal conditional expectation EA : M → A. Let
N ∈M be a normal operator such that σ(N) = {zk}nk=1. Then
A ∈ DA(N)‖·‖
if and only if there exists a partition of unity {Ak}nk=1 of A such that
τ(Ak) = τ(χ{zk}(N)) for all k and
n∑
k=1
zkAk = A.
4.4. Type III factors. Unlike factors of type I∞ and II, the set of
approximate diagonals of a normal operator in a factor of type III is
easily described.
Theorem 4.16. Let M be a type III factor, let A be a MASA of M with
corresponding conditional expectation EA : M→ A, and let N ∈M be
a normal operator. Then
A ∈ DA(N)‖·‖ if and only if σ(A) ⊆ conv(σ(N)).
Proof. If A ∈ DA(N)‖·‖ then σ(A) ⊆ conv(σ(N)) by Corollary 4.2.
For the converse direction, fix A ∈ A and N ∈M such that σ(A) ⊆
conv(σ(N)). Let ǫ > 0. Since A is a MASA in the type III factor
M, there exists a normal operator A0 ∈ A such that σ(A0) is a finite
set, σ(A0) ⊆ σ(A) ⊆ conv(σ(N)), and ‖A0 −A‖ < ǫ. Furthermore,
since σ(A0) is a finite set and M is a type III factor, there exists a
normal operator N0 ∈M such that σ(N0) is finite, ‖N0 −N‖ < ǫ, and
σ(A0) ⊆ conv(σ(N0)).
Let {αj}ℓj=1 = σ(A0) and let {βk}nk=1 = σ(N0). For each j = 1 . . . , ℓ
let Pj = χ{αj}(A0). Then {Pj}ℓj=1 is a collection of pairwise orthogonal,
non-zero projections that sum to IM. Since M is a type III factor,
for each j there exists a collection of pairwise orthogonal, non-zero
projections {Pj,k | k = 1, . . . , n} ⊆ A such that
∑n
k=1 Pj,k = Pj.
Define
N ′ =
ℓ∑
j=1
n∑
k=1
βjPj,k.
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The operator N ′ is clearly normal and σ(N ′) = σ(N0). Thus there
exists a unitary U ∈M such that U∗N0U = N ′.
Fix j ∈ {1, . . . , ℓ}. By construction, N ′ commutes with Pj and
{βk}nk=1 = σ(N0) is the spectrum of PjN ′Pj inside of PjMPj. Since
α ∈ conv(σ(N0)) = conv({βk}nk=1), there exists {γk}nk=1 ⊆ [0, 1] such
that
∑n
k=1 γk = 1 and
n∑
k=1
γkβk = αj.
Hence by Theorem 3.18 implies there exists a unitary Wj ∈ PjMPj
such that ∥∥γkPj − EPjAPj (W ∗j Pj,kWj)∥∥ < ǫn(M + 1) ,
where M = maxk |βk|. Hence∥∥αjPj −EPjAPj (W ∗j PjN ′PjWj)∥∥
≤
n∑
j=1
∥∥γkβkPj − βkEPjAPj (W ∗j Pj,kWj)∥∥
≤
n∑
j=1
|βk| ǫ
n(M + 1)
< ǫ.
By applying the above construction for each j, we obtain that W =∑ℓ
j=1Wj ∈M is a unitary operator satisfying
‖EA(W ∗N ′W )− A0‖ =
∥∥∥∥∥
ℓ∑
j=1
EPjAPj (W
∗
j PjN
′PjWj)− αjPj
∥∥∥∥∥
= max
1≤j≤ℓ
∥∥EPjAPj (W ∗j PjN ′PjWj)− αjPj∥∥ ≤ ǫ.
Thus ‖EA(W ∗U∗N0UW )−A0‖ ≤ ǫ, so
‖EA(W ∗U∗NUW )− A‖ ≤ 3ǫ.
Since UW ∈M is a unitary operator, the result follows.
4.5. Cuntz C*-algebras. It follows from Remark 3.20 that, in gen-
eral, one cannot hope to have any kind of tracial condition in a mul-
tivariate Carpenter’s theorem for UHF C∗-algebras. This precludes
us from applying the techniques used in previous sections to arbitrary
UHF C∗-algebras in order to obtain a Schur-Horn type theorem for
normal operators.
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Therefore, we restrict our attention to a setting where the trace
should not matter, namely the Cuntz algebra O2. It is well-known
that there exists a copy of the 2∞-UHF C∗-algebra F2 in O2, and a
conditional expectation EF2 : O2 → F2. In particular, if E : F2 → D is
the expectation onto the diagonal, then the map ED : O2 → D defined
by ED = E ◦ EF2 is a conditional expectation onto the diagonal. For
this expectation, we obtain the following result.
Theorem 4.17. Let ED : O2 → D be the conditional expectation de-
scribed above and let N ∈ O2 be a normal operator such that σ(N) =
{αk}nk=1. Then
DD(N)‖·‖ =
{
n∑
k=1
αkAk
∣∣∣∣∣ {Ak}nk=1 a partition of unity in D
}‖·‖
.
Proof. If A = ED(U
∗NU) for some U ∈ U(O2), then it is clear that
A ∈
{
n∑
k=1
αkAk
∣∣∣∣∣ {Ak}nk=1 a partition of unity in D
}
,
since the image of the spectral projections of U∗NU under ED form a
partition of unity of D. This gives one direction.
For the other direction, suppose that A =
∑n
k=1 αkAk for some parti-
tion of unity {Ak}nk=1 ⊆ D. Theorem 3.19 implies there exists non-zero
orthogonal projections {Pk}nk=1 ⊆ F2 ⊆ O2 such that
‖ED(Pk)− Ak‖ < ǫ.
In particular, ∥∥∥∥∥A− ED
(
n∑
k=1
αkPk
)∥∥∥∥∥ < Mǫ,
where M =
∑n
k=1 |αk|. The operator
∑n
k=1 αkPk is normal with the
same spectrum as N . Hence it is unitarily equivalent to N by K-theory.
The result now follows.
Corollary 4.18. Let ED : O2 → D be the conditional expectation
described above and let S ∈ O2 be a self-adjoint operator. Then
DD(S)‖·‖ = {A ∈ D | σ(A) ⊆ conv(σ(S))}.
Proof. The inclusion
DD(S)‖·‖ ⊆ {A ∈ D | σ(A) ⊆ conv(σ(S))}
follows from Corollary 4.2.
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For the other inclusion, we may assume without loss of generality
that σ(S) is finite, since O2 has real rank zero. Write σ(S) = {αk}nk=1
with α1 < α2 < · · · < αn, and fix A ∈ D such that σ(A) ⊆ conv(σ(S)).
Since O2 has real rank zero, we may further assume that σ(A) is finite,
and that α1, αn /∈ σ(A). Write σ(A) = {βj}mj=1 and A =
∑m
j=1 βjQj ,
where {Qj}mj=1 are spectral projections.
Fix ǫ > 0. Since α1 < βj < αn for each j, there exists non-zero scalars
{γk,j}nk=1 ⊆ (0, 1) such that
∑n
k=1 γk,j = 1 and |
∑n
k=1 αkγk,j − βj | < ǫ.
Let Ak =
∑m
j=1 γk,jQj ∈ D. Then since {Ak}nk=1 is a partition of
unity in D, by Theorem 4.17 there exists non-zero pairwise orthogonal
projections {Pk}nk=1 ⊆ F2 ⊆ D such that ‖ED(Pk)−Ak‖ < ǫ.
Setting S0 =
∑n
k=1 αkPk and M =
∑n
k=1 |αk|, we estimate∥∥∥∥∥ED(S0)−
n∑
k=1
αkAk
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
αkED(Pk)−
n∑
k=1
αkAk
∥∥∥∥∥ ≤ ǫM
and ∥∥∥∥∥A−
n∑
k=1
αkAk
∥∥∥∥∥ =
∥∥∥∥∥
m∑
j=1
βjQj −
m∑
j=1
n∑
k=1
αkγk,jQj
∥∥∥∥∥ < ǫ
Since S0 and S are unitarily equivalent in O2, the result now follows.
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