Codage par descriptions multiples pour la transmission vidéo by TILLIER, Christophe et al.
Codage par descriptions multiples pour la transmission vide´o
Christophe TILLIER1, Teodora PETRISOR1, Be´atrice PESQUET-POPESCU1, Jean-Christophe PESQUET2
1ENST, De´partement du Traitement du Signal et des Images
46, rue Barrault, 75634 Paris Ce´dex 13, FRANCE
2IGM et UMR-CNRS 8049, Universite´ de Marne-la-Valle´e,
5, Bd Descartes, Champs sur Marne, 77454 Marne la Valle´e Ce´dex 2, FRANCE
{tillier,petrisor,pesquet}@tsi.enst.fr, pesquet@univ-mlv.fr
Re´sume´ – Dans cet article, nous nous inte´ressons a` l’utilisation du codage par descriptions multiples pour la transmission de se´quences vide´o
scalables obtenues avec un codeur ondelettes t+ 2D. Ces techniques sont utiles pour des re´seaux commute´s, a` perte de paquets. Contrairement
aux approches existantes, la redondance n’est pas introduite dans le domaine spatial mais dans le domaine temporel, graˆce a` des bancs de filtres
dyadiques sur-e´chantillonne´s, compense´s en mouvement. Nous fournissons ici un cadre de travail pour construire et e´tudier des sche´mas de
codage par descriptions multiples temporels, base´s sur des de´compositions en ondelettes redondantes avec un facteur de redondance re´duit, et
nous validons cette approche par une application au codage vide´o.
Abstract – In this paper, we address the problem of multiple description coding for the transmission over best-effort networks of scalable video
sequences obtained with a t + 2D wavelet codec. Unlike previous approaches, which consider redundancy insertion in the spatial domain, in
this paper we introduce redundancy in the temporal domain of the video sequence, using motion compensated oversampled dyadic filter banks.
We are giving here the framework for building such temporal multiple description schemes based on redundant wavelet decompositions with a
reduced redundancy feature. The general approach is applied to video coding.
1 Introduction
En codage vide´o scalable, un inte´reˆt croissant s’est mani-
feste´, au cours de ces dernie`res anne´es, pour des structures
compense´es en mouvement utilisant la de´composition de Haar
ou des bancs de filtres biorthogonaux 5/3 ope´rant temporel-
lement [1], [2]. Dans les applications de communication, les
repre´sentations scalables sont utiles pour l’adaptation du flux
binaire aux variations de bande passante ou aux caracte´ristiques
du re´cepteur, mais dans le cas de transmission sur des re´seaux
« best effort », une difficulte´ nouvelle dans la reconstruction est
due aux pertes de paquets.
Le codage par descriptions multiples (MDC) [3], qui est e´troi-
tement lie´ au codage conjoint source-canal, permet de re´pondre
a` ce besoin en introduisant de la redondance au niveau de la
source pour ge´rer les pertes de paquets. Cette technique vise
a` construire des descriptions corre´le´es qui sont transmises sur
des canaux inde´pendants tout-ou-rien. Dans le cas d’e´checs de
transmission sur certains canaux, des de´codeurs dits « late´raux »
doivent eˆtre capables de reconstruire la source avec une qualite´
acceptable. En revanche, la re´ception de toutes les descriptions
doit permettre une reconstruction de qualite´ supe´rieure, qui est
obtenue en sortie du de´codeur dit « central ».
Dans ce travail, nous explorons des sche´mas de descriptions
multiples base´s sur une de´composition temporelle en ondelettes
redondantes ope´rant dans un codeur t+2D. Notons que la plu-
part des travaux pre´ce´dents effectuait la construction des des-
criptions multiples d’une vide´o a` l’aide de plusieurs boucles
de pre´diction temporelle dans un sche´ma de codage hybride,
[4], [5]. Pour les codeurs hybrides un e´tat de l’art re´cent des
techniques de MDC en vide´o est pre´sente´ dans [6].
Il existe aussi des sche´mas MDC qui emploient des co-
deurs en ondelettes 3D. Ne´anmoins, contrairement a` d’autres
approches, ou` le banc de filtres en ondelettes e´tait applique´
inde´pendamment dans le domaine spatial pour chaque image
[7], [8], ou sur les trames re´sultant d’une de´composition t+2D
[9], notre approche concerne l’utilisation de bancs de filtres
sur-e´chantillonne´s dans la de´composition temporelle. Des tra-
vaux pre´ce´dents [10], [11] ont introduit de la redondance tem-
porelle dans un banc de filtres 3-bandes. Ici nous proposons
plusieurs possibilite´s de construction des descriptions corre´le´es
a` partir d’un banc de filtres dyadique sur-e´chantillonne´, ap-
plique´ dans la direction temporelle d’une se´quence vide´o
traite´e avec un codeur t + 2D. Les proprie´te´s de tels banc de
filtres agissant comme des codeurs de canal sur des canaux a`
effacements ont re´cemment e´te´ explore´es dans [12], [13], [14].
Nous nous diffe´rencions de ces me´thodes en imposant une
particularite´ supple´mentaire a` nos sche´mas, qui est un fac-
teur de redondance re´duit. Nous obtenons cette proprie´te´ en
effectuant un sous-e´chantillonnage d’un facteur 2 des trames
de de´tails temporels apre`s la de´composition de base. Cela est
e´quivalent a` dire que nos sche´mas ont une redondance (en
nombre de coefficients d’ondelettes) e´gale a` la taille d’une
sous-bande d’approximation temporelle. Pourtant, dans ce cas
la reconstruction parfaite n’e´tant plus garantie, nous sommes
amene´s a` e´tudier l’inversibilite´ du de´codeur central. De plus,
ceci permet aussi d’analyser les effets du bruit de quantifica-
tion sur la reconstruction.
Dans le paragraphe suivant, nous pre´sentons le banc de filtres
conside´re´ ainsi que les sche´mas MDC propose´s. Dans le para-
graphe 3 nous conside´rerons l’application de ces sche´mas au
codage vide´o, puis nous fournissons des re´sultats de simula-
tion dans le paragraphe 4. Enfin, nous concluons dans le para-
graphe 5.
2 Repre´sentations par bancs de filtres
redondants
En conside´rant un banc de filtres dyadique associe´ a` une
de´composition en ondelettes nous allons ge´ne´rer une structure
redondante, a` partir de laquelle plusieurs configurations de des-
criptions multiples sont possibles. Nous allons analyser et com-
parer ces configurations et proposer une solution qui conserve
la proprie´te´ de reconstruction parfaite, tout en re´duisant la re-
dondance.
Soit (xn)n∈Z, un signal d’entre´e temporel et notons (hn)n∈Z
(resp. (gn)n∈Z) le filtre passe-bas (resp. passe-haut) d’un banc
de filtres d’analyse dyadique a` reconstruction parfaite. Les ex-
pressions des coefficients d’approximation et de de´tails sont
alors
aIn =
∑
k
h2n−k xk (1)
dIn =
∑
k
g2n−k xk. (2)
En sous-e´chantillonnant aux instants impairs plutoˆt qu’aux ins-
tants pairs, les coefficients d’approximation et de de´tails de-
viennent
aIIn =
∑
k
h2n−1−k xk (3)
d IIn =
∑
k
g2n−1−k xk. (4)
En conside´rant ces 4 ensembles de coefficients, nous avons na-
turellement une de´composition redondante, le nombre des co-
efficients e´tant multiplie´ par 2.
Il est toutefois possible de construire des repre´sentations
plus « e´conomiques » tout en gardant la proprie´te´ souhaite´e
de reconstruction parfaite. Pour ce faire, nous de´cimons les
se´quences pre´ce´dentes d’un facteur 2, et nous introduisons
alors les notations aˆIn = aI2n et aˇIn = aI2n−1, des notations
similaires e´tant utilise´es pour les se´quences de coefficients de
de´tails vues pre´ce´demment.
Ainsi, le vecteur cn qui contient toutes les se´quences sous-
e´chantillonne´es possibles est :
cn =
(
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)
T
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Le syste`me propose´ est facilement de´crit en utilisant une
de´composition polyphase. Introduisons les composantes poly-
phases 4-bandes des filtres d’analyse :
hi(n) = h4n−i
gi(n) = g4n−i
ou` i ∈ {0, . . . , 3}, ainsi que les transforme´es en z correspon-
dantes Hi(z) et Gi(z).
De la meˆme manie`re, nous de´finissons les quatre compo-
santes polyphases du signal d’entre´e x(i)n = x4n+i, i ∈
{0, . . . , 3}, et le vecteur des composantes polyphases corres-
pondant :
xn =
(
x(0)n x
(1)
n x
(2)
n x
(3)
n
)
T
Les e´quations (1) - (4) peuvent se re´-e´crire a` l’aide de la
repre´sentation polyphase comme suit :
C(z) =M(z) X(z) (5)
ou` C(z) et X(z) sont les transforme´es en z de (cn)n∈Z et de
(xn)n∈Z.M(z) est la matrice de transfert polyphase globale.
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Des sche´mas de faible redondance s’obtiennent, par exemple,
en e´liminant 2 des 8 composantes de cn. Ne´anmoins, un choix
judicieux des se´quences omises est ne´cessaire, pour garder une
distorsion late´rale acceptable. Pour ce faire, tous les sche´mas
que nous construisons conservent les sous-bandes d’approxi-
mations issues des deux de´compositions, et e´liminent seule-
ment la moitie´ des composantes polyphases des sous-bandes
de de´tails.
Le vecteur cn re´sultant correspond a` un facteur de redon-
dance e´gal a` 3/2. Le banc de filtres sur-e´chantillonne´ re´sultant
est tel que C(z) =M(z) X(z), ou` C(z) est la transforme´e en
z de (cn)n∈Z et M(z) est la matrice de transfert polyphase du
sche´ma conside´re´.
Plusieurs de´compositions possibles peuvent malgre´ tout eˆtre
obtenues suivant le choix de la sous-matriceM(z). Nous nous
sommes inte´resse´s plus particulie`rement aux 4 solutions sui-
vantes, pour lesquelles nous spe´cifions e´galement la manie`re
de construire les 2 descriptions.
– Sche´ma R : ce sche´ma consiste a` se´parer les coeffi-
cients de de´tails issus d’une analyse classique mono-
dimensionnelle (a` sous-e´chantillonnage critique) en deux
groupes : les coefficients d’indice pair et les coefficients
d’indice impair, chacun des groupes appartenant a` l’une
des descriptions. Les coefficients d’approximation sont
simplement duplique´s, d’ou`
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– Sche´ma D1 : on distribue les coefficients de de´tail de la
meˆme manie`re que dans le sche´ma pre´ce´dent, mais dans
la seconde description, au lieu de re´pe´ter les coefficients
d’approximation de la premie`re description, on utilise les
coefficients d’approximation de la seconde base. Cela cor-
respond a`
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– Sche´ma D2 : on ajoute plus de « diversite´ » dans le choix
des coefficients de de´tail en prenant en compte les coeffi-
cients d’indices pairs de la seconde base :
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FIG. 1 – Sche´ma en lifting 4-bandes redondant (l’estimation de
mouvement optionnelle est indique´e en pointille´s).
– Sche´ma D3 : en se´lectionnant dans la seconde base les
coefficients de de´tails d’indices impairs plutoˆt que ceux
d’indices pairs, on obtient alors
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En l’absence de quantification, les deux premiers sche´mas
sont e´videmment inversibles puisqu’ils contiennent tous les co-
efficients obtenus a` partir d’une analyse a` sous-e´chantillonnage
critique classique. Pour les 2 autres sche´mas, l’inversibilite´
n’est pas garantie a priori.
Reconstruire le signal a` partir des repre´sentations redon-
dantes propose´es, revient en termes de MDC a` de´finir le
sche´ma de synthe`se utilise´ par le de´codeur central. Avec les
notations pre´ce´dentes, le proble`me est de trouver une matrice
de transfertW(z) polynomiale de dimension N×K telle que :
W(z)M(z) = IN×N (6)
ou`
W(z) = [Wi,j(z)]1≤i≤N,1≤j≤K
et
M(z) = [Mi,j(z)]1≤i≤K,1≤j≤N
avec K = 6 et N = 4 < K. Ce proble`me n’ayant pas de solu-
tion unique, nous avons mis en e´vidence une solution optimale
(minimisant les effets duˆs aux bruits de quantification) par une
approche de type pseudo-inverse [15].
3 Application au codage vide´o
Une difficulte´ supple´mentaire inhe´rente au codage vide´o est
la prise en compte de l’estimation/compensation de mouve-
ment.
Dans chaque description une paire de coefficients d’ap-
proximation et de de´tail est obtenue par un e´tage lifting clas-
sique. L’application d’une transforme´e compense´e en mouve-
ment pour cette paire se fait naturellement [16]. En revanche, le
coefficient d’approximation d’indice comple´mentaire apparaıˆt
seul, suite a` l’e´limination du coefficient de de´tail correspon-
dant. Ceci est illustre´ dans la figure 1.
Pour le calcul de ce coefficient, deux strate´gies diffe´rentes
peuvent eˆtre envisage´es, suivant que l’on fasse intervenir ou
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FIG. 2 – Courbes de´bit-distorsion comparant les diffe´rentes
strate´gies d’introduction de compensation de mouvement dans
le sche´ma D3 pour le de´codeur central (gauche) et un de´codeur
late´ral (droite) pour la se´quence « MOBILE » (CIF a` 30fps)
non une compensation de mouvement. En introduisant cette
compensation de mouvement (en pointille´s sur la figure 1), on
augmente un peu la redondance car on a a` coder un champ
de vecteurs de mouvement supple´mentaire. Pourtant, ce champ
permet d’obtenir une sous-bande d’approximation tre`s proche
d’une image naturelle, ce qui facilite son codage. En plus, lors
du de´codage late´ral l’efficacite´ de reconstruction est aussi aug-
mente´e.
Apre`s une e´tude sur la corre´lation temporelle des deux
sous-bandes d’approximation d’une description, une troisie`me
strate´gie s’est ave`re´e inte´ressante. Elle consiste a` appliquer une
nouvelle analyse temporelle de Haar sur ces approximations
pour augmenter l’efficacite´ du codage.
4 Simulations et re´sultats
Parmi les 4 sche´mas e´tudie´s, R et D2 donnent de moins
bonnes performances que D1 et D3 en terme de puissance du
bruit de quantification dans la se´quence reconstruite, et nous ne
nous attarderons donc pas a` pre´senter leurs re´sultats. Dans les
simulations, nous effectuons J = 3 niveaux de de´composition
temporelle avec la transforme´e de Haar compense´e en mouve-
ment [17]. Au dernier niveau, nous utilisons l’un des 2 sche´mas
analyse´s D1 ou D3. La redondance globale est 1 + 2−J , les
trames de de´tails pour les re´solutions j < J e´tant distribue´es
de manie`re e´quitable entre les 2 descriptions. Enfin, pour les
de´codeurs late´raux, une approche par pseudo-inverse a aussi
e´te´ de´veloppe´e pour la reconstruction optimale des descrip-
tions.
Les sche´mas propose´s ont e´te´ teste´s sur plusieurs se´quences
CIF a` 30fps. Dans un premier temps, on compare les sche´mas
D1 et D3 en faisant une de´composition temporelle sur trois ni-
veaux, compense´e en pel entier, seulement sur les deux pre-
miers et, pour l’instant, sans aucune estimation de mouve-
ment sur le niveau ou nous avons introduit la redondance. Les
sous-bandes obtenues sont de´compose´es spatialement avec des
ondelettes biorthogonales 9/7 puis code´es en utilisant l’algo-
rithme MC-EZBC [18].
Cette comparaison en termes de performances de´bit-
distorsion est pre´sente´e dans le tableau 1 pour les de´codeurs
centraux et late´raux. Comme pre´conise´ par la the´orie, le
de´codeur central du sche´ma D1 donne de meilleurs re´sultats
que celui de D3. Le de´codeur late´ral note´ A (correspondant a`
la premie`re description) dans le tableau 1 est identique pour les
2 sche´mas, alors que pour le de´codeur note´ B (description 2),
une dissyme´trie de construction dans le sche´ma D1 explique
l’e´cart de performances.
TAB. 1 – Comparaison de´bit-distorsion : PSNR (dB) a`
diffe´rents de´bits (Kbs), pour les se´quences « FOREMAN » et
« MOBILE » (CIF a` 30fps) sur 3 niveaux de de´composition en
ondelettes.
« FOREMAN » sche´ma D1
de´bit 250 500 750 1000 1500 3000
central 29.48 32.19 33.85 34.98 36.85 40.53
late´ral A 26.05 27.20 27.78 28.13 28.66 29.51
late´ral B 24.32 24.84 25.06 25.16 25.29 25.43
« FOREMAN » sche´ma D3
de´bit 250 500 750 1000 1500 3000
central 29.27 32.01 33.68 34.79 36.68 40.39
late´ral A 26.05 27.20 27.78 28.13 28.66 29.51
late´ral B 25.26 26.16 26.62 26.88 27.28 27.96
« MOBILE » sche´ma D1
de´bit 250 500 750 1000 1500 3000
central 19.89 22.18 23.54 24.88 26.55 30.61
late´ral A 18.96 20.15 20.78 21.24 21.91 23.07
late´ral B 18.36 19.24 19.70 19.93 20.37 20.90
« MOBILE » sche´ma D3
de´bit 250 500 750 1000 1500 3000
central 19.70 21.95 23.33 24.61 26.33 30.43
late´ral A 18.96 20.15 20.78 21.24 21.91 23.07
late´ral B 18.81 19.83 20.35 20.72 21.28 22.23
Dans la suite on augmente l’efficacite´ du codage en passant
a` une compensation au 8e`me de pel sur tous les niveaux tempo-
rels et nous comparons les re´sultats des trois strate´gies de´crites
dans la section 3 sur le sche´ma D3, qui est plus e´quilibre´. Ces
re´sultats se trouvent dans la figure 2. Nous pouvons remar-
quer que l’introduction de compensation de mouvement pour le
2e`me coefficient d’approximation ame´liore conside´rablement
les performances des de´codeurs late´raux, mais diminue les per-
formances du de´codeur central. Cet inconve´nient est re´solu
avec la nouvelle transforme´e de Haar applique´e sur les coef-
ficients d’approximation.
5 Conclusions
Dans cet article, nous avons pre´sente´ plusieurs sche´mas de
codage par descriptions multiples temporelles base´s sur des
de´compositions en ondelettes redondantes avec un facteur de
redondance re´duit. Le facteur de redondance est re´glable a`
l’aide du nombre de niveaux de de´composition temporelle ef-
fectue´. Nous avons e´tudie´ la reconstruction de ces sche´mas, op-
timale en termes d’effet du bruit de quantification. Les sche´mas
e´tudie´s ont e´te´ applique´s au codage vide´o scalable et robuste et
nous avons constate´ que, dans ce cas, la compensation de mou-
vement joue un roˆle essentiel.
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