Abstract. We propose a machine learning-based framework using oblique random forests for 3-D vessel segmentation. Two different kinds of features are compared. One is based on orthogonal subspace filtering where we learn 3-D eigenspace filters from local image patches that return task optimal feature responses. The other uses a specific set of steerable filters that show, qualitatively, similarities to the learned eigenspace filters, but also allow for explicit parametrization of scale and orientation that we formally generalize to the 3-D spatial context. In this way, steerable filters allow to efficiently compute oriented features along arbitrary directions in 3-D. The segmentation performance is evaluated on four 3-D imaging datasets of the murine visual cortex at a spatial resolution of 0.7 µm. Our experiments show that the learning-based approach is able to significantly improve the segmentation compared to conventional Hessian-based methods. Features computed based on steerable filters prove to be superior to eigenfilter-based features for the considered datasets. We further demonstrate that random forests using oblique split directions outperform decision tree ensembles with univariate orthogonal splits.
Introduction
Blood vessel enhancement and segmentation play a crucial role for numerous medically oriented applications and has attracted a lot of attention in the field of medical image processing. The multiscale nature of vessels, image noise and contrast inhomogeneities make it a challenging task. In this context, a large variety of methods have been developed exploiting photometric and structural properties of tubular structures. Extensive reviews on various state-of-the-art vessel segmentation techniques can be found in the literature [14, 15] . Rather simple methods, e.g., absolute or locally adaptive thresholding, are in fact regularly used in practice due to their conceptual simplicity and computational efficiency but they are a serious source of error and require careful parameter selection [20, 22] . More sophisticated segmentation techniques such as optimal filtering and Hessian-based approaches commonly rely on idealized appearance and noise models. The former includes optimal edge detection [2] , and steerable filters providing an elegant theory for computationally efficient ridge detection at arbitrary orientations [12, 9] . The latter is based on the eigenanalysis of the Hessian capturing the second order structure of local intensity variations [4, 24] . The Hessian is commonly computed by convolving the image patch with the partial second order derivatives of a Gaussian kernel as the method of choice for noise reduction and to tune the filter response to a specific vessel scale. This basic principle has already been used by Canny for edge and line detection [2] . The differential operators involved in the computation of the Hessian are well-posed concepts of linear scale-space theory [16] . Modeling vessels as elongated elliptical structures, the eigendecomposition of the Hessian has a geometric interpretation, which can be used to define a "vesselness" measure as a function of the eigenvalues [4, 24] . Due to the multi-scale nature of vascular structures, Hessian-based filters are commonly applied at different scales. Besides, the eigenvector corresponding to the largest eigenvalue of the Hessian computed at the most discriminative scale is a good estimate for the local vessel direction. In practice, vesselness filters tend to be prone to noise and have difficulty in detecting vessel parts such as bifurcations not complying with the intrinsic idealized appearance model. Vesselness filters have also been successfully applied for global vessel segmentation in X-ray angiography using ridge tracking [26] and graph cut theory [10] .
In this paper, we devise a machine learning approach for vessel segmentation based on the 2-D filament detection framework proposed by Gonzalez et al. [9] using steerable filters [5, 12] . In our application, we aim at efficient classification of 3-D high-resolution imaging datasets (> 10 10 voxels) of the murine visual cortex (see Figure 1 ), which is of great interest for the analysis of the cerebrovascular system [22, 11] . Due to the considerable computational challenge that comes with our application, we focus on a fast classification approach using local linear filters rather than complex non-local spatial models incorporating prior knowledge and regularization [26, 10] . We compare different features computed from, respectively, orthogonal subspace filtering [17, 23] and steerable filters using Gaussian derivatives [5, 8] . In contrast to the framework proposed by Gonzalez et al. [9, 8] , we use oblique random forests (RF) for efficient classification We test "elastic net" node models that combine 1 and 2 regularization leading to sparser node models than the 2 regularized oblique splits proposed in [18] .
Methods
In this section, we first introduce two different sets of features based on (1) orthogonal subspace filtering and (2) steerable filters computed at different scales and orientations in order to achieve rotational invariance. These features are then used to train an oblique random forest (RF) classifier that is well adapted to correlated feature responses from local image filters [18] . Different from standard discriminative learning algorithms such as support vector machines, RF classifiers return continuous probabilities when predicting vessel locations, which allows to choose an operating point by adapting the decision threshold. Moreover, RF is capable of coping with high dimensional feature vectors and tolerate false training labels. It is fast to train with only very few parameters to be optimized and even faster to apply. Efficient prediction becomes particularly important in view of our specific application using high-resolution image data at µm resolution. 
Orthogonal Subspace Filters (OSF)
Matched filters (MF) have widely been used in signal processing. They allow to detect a signal of known shape (template) by cross-correlation and perform provably optimal under additive Gaussian white noise conditions [19] . In terms of image processing, this corresponds to the convolution of the image with the MF. From a learning and classification perspective, matched filtering (signal detection) is closely related to linear regression for binary classification between background and pattern (vessel) [17] . Considering the image as a composition of local image patches with each pixel in the patch representing a feature, MF defines a 1-D linear subspace (regression coefficients) of this feature space which allows for separation of the pattern from background. Instead of an optimal 1-D subspace assuming linear separability in the feature space as implied by using a single matched filter, we use a less restrictive dimensionality reduction similar to [17] , namely (linear) principal component analysis (PCA), in order to define a subspace of higher dimensionality. More formally, let
3 ) capturing the most important modes of variation in the image patches can then be defined using PCA [13] :
where
×NP is the data matrix assembling N P patches labeled as vessel. The principal axes α k form an orthonormal basis of the d-dimensional subspace and are ordered according to their preserved variance. They can be computed efficiently as the d eigenvectors corresponding to the largest eigenvalues of the covariance matrix of P OSF after mean centering using singular value decomposition. Projecting an arbitrary image patch p ∈ R P 3 onto the PCA subspace yields its d principal components (PC). The PCs of the image patches centered at pixels x in image I can thus be computed by d independent convolution operations of the image with each (properly reshaped) principal axisα k ∈ R P ×P ×P :
The (reshaped) principal axes will also be referred to as orthogonal subspace filters (OSF). The PCs, i.e., the OSF response of an image patch, are used as features along with a nonlinear decision rule for vessel segmentation as described in Section 2.3.
Steerable Filter Templates (SFT)
The OSF eigenfilters learned from image patches as described in the previous section turn out to be highly structured (see Figure 2 (a)). Instead of learning the structured filter kernels, we hence attempt to explicitly parametrize them. For this, we choose a steerable filter model based on Gaussian derivatives, which allows for efficient directional filtering at different scales and, most importantly, implicates rotational invariance [12] . Similar to [8] , we define the filter templates as normalized derivatives of Gaussians up to order M [16] :
2 ) denotes the 3-D symmetric Gaussian kernel with variance σ and zero mean. As in Equation (2), each template induces a single feature by convolution with image I. They can be assembled to a feature vector of dimen-
We enhance the features by concatenating feature vectors at different scales σ 1 , . . . , σ S :
The steerability of Gaussian derivatives has been derived for the 2-D case in [12] and can readily be extended to 3-D [5, 8] . Steerability refers to the property that the convolution of an image with a rotated version of the steerable filter template (SFT) can be expressed by a linear combination of the filter response of the image with the SFT without rotation:
where R ∈ SO(3) denotes a 3-D rotation matrix and ω i,j m,a,b the uniquely defined coefficients that can be computed in closed form [12] . 1 This formalism allows to efficiently evaluate the feature vector f SFT for an arbitrary rotation without any additional costly convolution. We use a restricted set of rotations in our application considering the tubular structure of vessels.
T ∈ R 3 , d = 1 can be parametrized using spherical coordinates (θ, φ) with unit radius, eleva- T by applying the rotation matrix
The SFT features evaluated for this rotation according to Equation (6) hence describe the intensity variation characteristics of different order along the vascular structure as well as in the orthogonal plane. Assuming a symmetric vessel (intensity) profile perpendicular to the local vessel direction d, restricting the set of rotations is reasonable as the vessel appearance is (locally) invariant under rotation about d.
Vessel Classification -Shape Learning and Prediction
The OSF and SFT features as defined in Equations (2) and (5), respectively, are each used along with a non-linear decision rule for vessel segmentation. We train separate classifiers for the different feature types as follows: A representative set S of 2N S tuples (image I k , location x k , vessel orientation d k , class label y k ) is randomly sampled from a labeled set of images corresponding to N S foreground (y k = 1) and background (y k = −1) samples, respectively:
For these samples, the features f (I, x) can be extracted as defined in Equations (2) and (5). The SFT features are additionally rotated to the normalized orientation according to Equations (6) and (7) w.r.t. the local vessel direction d. This defines the train-
S that is ultimately used to train a random forest (RF) classifier [1] . RF consists of an ensemble of decision trees used to model the posterior probability of each class (vessel/background). During training, each tree is fully grown from bootstrapped datasets using stochastic discrimination. For this, the data is split at each tree node by a hyperplane in the feature (sub-)space. In contrast to traditional bagging, the split is based on a small number of randomly selected features only. We investigated both "orthogonal" and "oblique" trees. As proposed in Breiman's original paper [1] , the former is based on optimal thresholds for randomly selected single features in every split, i.e., mutually orthogonal 1-D hyperplanes. The latter uses multidimensional hyperplanes to separate the feature space, e.g., by choosing randomly oriented hyperplanes [1] or applying linear discriminative models [18] . For the oblique RFs in this work, we employ a linear regression with an elastic net penalty [6] in order to learn multivariate (optimal) split directions w at each node:
wheref k ∈ R NF are randomly selected (but fixed) features and λ > 0 is the regularization parameter for the elastic net penalty P α (w) = (1 − α) denote the 1 and 2 -norm, respectively. The advantage is joint regularization of the coefficients and sparsity -coefficients are both encouraged to be small, and to be zero if they are very small. The latter lasso property reduces the dimensionality of the split space, which is desirable for memory and robustness purposes. With α = 1 (and λ 0) we will get a single non-zero coefficient, i.e., RF with univariate splits, whereas choosing α = 0 we have ridge regression as in [18] .
The decision trees are grown separately as follows:
1. For each tree, a new set of samples is randomly drawn from the training data T with replacement, i.e., node belong to the same class, (2) the maximum tree depth has been reached, or (3) there are too few samples to further split the data (avoid excessive overfitting). 7. Each leaf node is assigned a class label according to the majority vote of the training samples ending up in the considered leaf.
Previously unseen samples (images) can be classified by pushing the extracted features down all N T decision trees of the ensemble. Thus, each tree assigns a class label y i ∈ {0, 1} associated with the leaf node in which the tested sample ends up. The ensemble confidence can then be defined as 1 NT NT i=1ŷ i as an estimate of the posterior. The binary class labelŷ can finally be assigned using a majority vote or any other decision threshold.
In the case of OSF features, a single RF is trained for all vessel orientations. Therefore, the intrinsic orientation-induced structure in the OSF feature space has to be captured in the training set both for RF training and learning the OSF eigenfilters. In contrast, SFT features allow for explicit parametrization of the orientation. The expected filter response for an arbitrary orientation can efficiently be computed from the set of stationary base features f SFT as defined in Equations (5) and (6) . As the corresponding RF classifiers are trained on SFT features extracted from vessels with normalized orientation only, we sample the space of possible vessel orientations (half sphere) and compute the corresponding (rotated) SFT features in order to build an orientation independent predictor. The classification result with the maximum confidence is ultimately assigned as proposed in [9] . In contrast to OSF features, this allows to not only estimate the class posteriors but also a probability distribution on the vessel orientation.
Experiments
We have evaluated the performance of our method on four 3-D datasets D 1−4 obtained from synchrotron radiation X-ray tomographic microscopy (srXTM) of cylindrical samples of the murine somatosensory cortex (volume size 2048 px × 2048 px × 4000 px, isotropic voxel spacing 0.7 µm, grayscale 16 bit) [22] . In a preprocessing step we applied anisotropic diffusion filtering in order to reduce image noise while preserving edge contrast [21] . From each (preprocessed) dataset we extracted two disjoint regions of interest (ROI) of size (256 px) 3 for training and testing, respectively. In the following, we will refer to these non-overlapping ROIs as test and train data/ROI, respectively (see Figure 1(a) ). For each test ROI, ground truth labels were manually generated by an expert assisted by a semi-automatic segmentation tool [27] on 15 evenly distributed slices along each reference direction (axial, coronal, sagittal). Thus, 125 slices have been labeled containing 7.3 × 10 4 foreground and 2.7 × 10 6 background labels in average (±3.9 × 10 4 ) corresponding to a vascular volume fraction of 2.6 ± 1.4 % . In a first baseline experiment, all ROIs were segmented using both Otsu's method [20] and multiscale vessel enhancement filtering [4, 24] . For the latter, we have performed an exhaustive grid search to optimize the vesselness scale on the test ROIs w.r.t. maximum area under the ROC curve using the ground-truth labels of the test ROIs. In the majority of the cases five logarithmically spaced scales performed best for both Frangi's and Sato's vesselness: σ ∈ {2.00, 3.09, 4.76, 7.35, 11.33} [px] .
In a next step, we computed the OSF eigenfilters introduced in Section 2.1 from 3000 randomly sampled patches centered at voxels labeled as vessel in the Otsu label map. In particular, background patches were not considered during OSF learning. Besides the original vessel patches, five randomly rotated versions of each patch have been added to the set of patches P OSF used in Equation (1) in order to account for rotational symmetry of vessel structures while keeping the total number of patches at a moderate level (N P = 1.8 × 10 4 ). As in [17] , the OSF patch size P was assessed from the random forest feature importance and set to P = 19. As for the SFT model, we performed a small parameter study to optimize the SFT scales similar to the multiscale vesselness parameters. In order to avoid overfitting, however, we used the train ROIs for the parameter optimization along with the Otsu labels considered as ground truth in this case. We ultimately select S = 3 logarithmically spaced scales σ ∈ {2.00, 3.65, 6.67}. The SFT model hence defines d M S = 9 (27, 57, 102) features for maximum Gaussian derivative order M = 1 (2, 3, 4), respectively (see Equations (4) and (5)). For a fair comparison of the SFT and OSF feature models, the PCA subspace dimension d of the OSF models, i.e., the number of OSF features, was chosen accordingly.
Different RF classifiers consisting of N T = 256 decision trees have been trained separately on the train ROI of a single dataset using OSF and SFT features along with orthogonal and oblique splits, respectively, as explained in Section 2.3. The training was repeated for each dataset using N S = 4000 foreground (vessel) and background samples, respectively, randomly drawn from the Otsu label map. The local vessel direction was estimated from the eigenanalysis of the Hessian computed at the most discriminative scale as defined by Frangi's multiscale vesselness [4] . Note that the training labels were computed fully automatically without any user interaction. The manually annotated ground-truth labels have been used for RF validation only.
Finally, the different RF models were applied to the test ROIs of each dataset. The classification performance was evaluated on the uniformly aligned slices with groundtruth labels available (see above). In this way, the generalization of the individual classifiers is investigated (test ROIs of datasets not used for training) as well as the prediction quality for unseen samples from the dataset used for training (train ROI) but from a different subvolume (test ROI).
Results and Discussion
The learned OSF filter templates are highly structured (see Figure 2(a) ). The ballshaped mean shows a Gaussian-like pattern. The most significant principal axis captures the average image intensity in the vicinity of the sample. Patches α 2 , . . . , α 4 capture first order derivatives along the right-left (R-L), superior-inferior (S-I), and anteriorposterior (A-P) direction, respectively. Similar first-order patterns at a smaller scale appear in α 10 , . . . , α 13 . Differently oriented second order derivatives are described by α 5 , . . . , α 9 . The corresponding PCA spectra show a sharp profile as indicated in Figure 2(c) . These observations can be made for all OSF models regardless of the considered patch size. For comparison of the structural similarities, the parameterized Gaussian derivatives up to order M = 2 as used for the SFT feature extraction are shown in Figure 2(b) .
The normalized RF feature relevance score, i.e., the permutation importance from [1] , for the RF-OSF and RF-SFT model using oblique splits are shown in Figure 3 . The OSF patches describing the average image intensity in the local neighborhood (α 1 , α 14 ) show high variable importance as compared to the patches capturing higher order derivatives α 2 , . . . , α 13 . It also becomes clear that the OSF feature importance (discrimination capability) is not correlated to the PCA spectrum (variance preservation). This makes it difficult to choose a proper cutoff for the PCA subspace dimension. The variable importance of the SFT features indicates that the second order derivatives parallel and orthogonal to the vessel direction (G σ 2,0,0 , G σ 2,2,0 , G σ 2,2,2 ) are most significant for the classification. Note that the Hessian-based segmentation approaches also rely on these features [4, 24] . For larger scales σ, the importance values tend to decline. Comparing the overall classification performance of the proposed learning-based approaches with different model parameters to standard segmentation approaches reveals the superior performance of the SFT features as indicated by the precision-recall curves (PRC) in Figure 4 (b). The RF-based segmentation outperforms Frangi's/Sato's vesselness filters even for a small number of features (d = 27, M = 2). Note that the reported results for the vesselness-based segmentation have to be considered as upper bound as the scale parameters have been optimized on the test data (overfitting). The analysis also shows that for M > 1 the performance of the RF-SFT model hardly changes anymore, which is consistent with the observation of the second order derivatives being the most discriminative features (see Figure 3(d)) .
A more detailed numerical analysis of the classification performance of the different approaches is summarized in Table 1 and confirms the superior performance of the RF-SFT model over the OSF features and the multiscale vesselness filters. Otsu's method [20] tends to underestimate the global threshold and hence results in an inaccurate segmentation of the vessel boundaries as indicated by the increased balanced error rate [3] . In order to assess the robustness of the learning-based segmentation approaches, we apply "intra-dataset" and "inter-dataset" cross-validation, i.e., choosing the (non-overlapping) train and test ROIs from the same (intra) or different (inter) datasets, respectively. The average segmentation performance for "totally" unseen data Table 1 . Detailed evaluation of classification performance of different RF-OSF (d = 102) and RF-SFT (M = 4, dM = 34) classifiers (NT = 256) using orthogonal and oblique splits, respectively. The performance is evaluated using "intra-dataset" and "inter-dataset" cross-validation (see text). The operating point was selected at the 95 % recall level (see Figure 4(b) ). The partial area under the precision-recall curve (AUC-PR) has been computed on the recall interval [0.5, 1].
(inter-dataset) slightly decreases compared to the (still unseen) test data in the case of intra-dataset validation. The figures also reveal that oblique splits, as compared to orthogonal splits, yield both better classification performance and smaller (average) tree depth. The advantage of oblique over orthogonal splits may result from the highly correlated features [18] . Further experiments would be required to investigate the influence of the elastic net penalty of Equation (8) in more detail. Figure 1 compares the binary segmentation of the cerebrovascular networks for the different approaches applied to the test data D 2 using the F 1 -optimal operating points marked in Figure 4(b) . Visually, the Frangi filter and partly also the RF-OSF model generate very smooth networks missing some of the details on the vessel surface. The ideal elliptical appearance model underlying the Hessian-based vesselness filters produces many false negatives at bifurcations, in particular, where the model assumptions do not hold. Here the classification approach is able to consider more complex geometries, that are in accordance with higher order filter responses in the training data. As already indicated by the precision-recall analysis, the axial views reveal that the Frangi segmentation varies significantly from the ground-truth labels in many cases, whereas the RF-OSF and especially the RF-SFT results are in much better agreement to the reference segmentation.
Conclusions and Future Work
We have compared two kinds of features for 3-D vessel segmentation using a machine learning approach. Starting from orthogonal subspace filtering, we learn an orthogonal basis from vessel patches to describe the local vessel appearance in a low-dimensional feature space. In a second step, we parametrize and approximate the highly structured base filters by Gaussian derivatives, which allows to efficiently decompose the image into a multiscale rotational basis using steerable filter theory [12, 8] . Both kinds of features are used to train random forest classifiers for vessel segmentation. The steerable filters in fact allow to train a single classifier on normalized (canonically oriented) vessel samples as proposed in [9] for 2-D filament detection. Our experiments on 3-D highresolution srXTM imaging data of the murine visual cortex demonstrate that the steerable filter features outperform the orthogonal subspace features. Moreover, the machine learning approach proves to be superior to Hessian-based segmentation approaches, especially for vessel structures, such as bifurcations, that cannot easily be modeled explicitly and violate the common cylindrical appearance assumption. The RF classifiers show excellent classification performance on the 3-D datasets even for imperfect and incomplete training data as obtained by Otsu's method in our experiments. The proposed segmentation framework hence allows to fully automatically learn RF models for 3-D vessel segmentation on new datasets.
The choice of the type of splits to be used in the decision tree ensembles of the RF classifier turned out to have a major impact on the classification performance. For our task, oblique splits using linear regression are clearly favorable over univariate orthogonal splits. Besides a more comprehensive study on the choice of the elastic net penalty, it would be interesting to investigate if more complex information such as vessel caliber or centerline can be learned and predicted in a general and computationally cheap fashion on different types of 3-D angiographic datasets by extending the framework using Hough forests [7] . These additional data on the vessel morphology and topology may allow to ultimately reconstruct physiologically consistent full-fledged cerebrovascular networks possibly in combination with proper methods to replace or extend missing or faulty regions by synthetic vasculatures [25] in order to overcome shortcomings of the reconstruction technique or limitations of the imaging modality.
