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ABSTRACT
Nowadays, much research is being carried out to find efficient algorithms for optimal automated university course timetable problems (UCTP). UCTP allocates the
university’s events like lectures, exams to the various resources, including instructors,
students, lecture time and classrooms. Class scheduling is one of the biggest challenging problems of educational institutions. In this thesis, the aim is to improve the
state-of-art for a class scheduling problem considering some hard and soft constraints.
Hard constraints must be satisfied. Soft constraints need not be satisfied, but there
is a penalty for each soft constraint violation. We also have a timing penalty for
scheduling each class to a specific schedule. The goal is to allocate classes to their
schedule so that the total penalty is minimized.

The proposed method adopts the meta-heuristic strategy to improve existing solutions. An acceptance criterion is defined on neighbouring solutions with cooling
and an energy function to avoid getting stuck at a local optimum. This criterion extends the same in Simulated Annealing (SA) by giving infeasible neighbours a chance
to become candidates. We then compared our proposed models for the feasible and
infeasible solution on two different datasets based on iteration vs. penalty with the
local search algorithm. The results obtained based on our experiment show that the
proposed model for a feasible solution outperformed the local search algorithm by
about 20% in 20k iterations on average. While the model for the infeasible solution
performed about 52% better than the local search algorithm for the 20k iterations on
average. However, both of the proposed models take more execution time compared
to the local search algorithm.
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CHAPTER 1
Introduction

1.1

Overview

One of the most common problems discussed nowadays is scheduling problems. Scheduling is the process of allocating some events or tasks to some resources. There is a
wide range of scheduling problems. Some of them include timetable scheduling and
job scheduling [1]. The timetable scheduling problems are those problems where some
events are scheduled to some resources. Here, events denote the courses, examination
or classes and the resources represent classroom, time slot or both.

Among the timetabling problem, the educational timetabling problem is one of
the complex problems. Thus these are widespread problems that almost every academic institution has faced. This is because manually solving a timetable problem
requires a lot of human resources and time. It may take hours and days to produce
a high-grade timetable. Timetabling problem itself can be divided into university
course scheduling, examination scheduling, lecture scheduling, and more.

University course timetabling problems (UCTP) is a timetable scheduling problem
where university events like lectures, classes, time are scheduled to various resources
such as students, lecture time, classrooms. The scheduling of the events to the resources will have to satisfy certain constraints or choices. There are mainly two types
of constraints: hard constraints must be satisfied to get a feasible solution. Secondly,
soft constraints are expected to be satisfied to obtain a better solution.
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In this thesis, we will solve the course scheduling problem where the classes of
the courses are scheduled to their available schedule satisfying certain constraints. In
other words, we have a set of classes, and each class will have a bunch of schedules.
We aim to allocate the courses to their available schedules satisfying all the constraints. Constraints are mainly divided into soft and hard constraints, and defining
the constraints depends on the university requirement. Hard constraints are those
constraints that must be satisfied to have a feasible solution. Soft constraints have
a lower priority than hard constraints. Soft constraints are expected to be satisfied,
and thus every violated soft constraint will be penalized with a penalty value. There
is a cost associated with scheduling a class to a schedule. We aim to propose a suitable algorithm for the considered scheduling problem together with the analysis of
the performance of the proposed algorithm model. We proposed a model for a feasible solution and a model for the infeasible solution. We then compared it with the
local search algorithm to analyze the models based on iteration vs. best penalty value.

Much research has been carried out to solve different course scheduling problems
and timetabling problems for the past 50 years. The course timetabling problem
varies from university to university. Many university course scheduling problems are
widely discussed Np-Hard problems [2]. Thus these are complex problems and are
unlikely to be solved to optimality in polynomial time. Many large-scale timetables,
such as the university timetable problem, require numerous working hours spent by
a team of qualified personals to produce a high-quality timetable that satisfies all the
constraint requirements.

Various methods have been discussed to solve different course scheduling problems. The solution approaches vary from local search, heuristic, and meta-heuristic.
The thesis aims to see how well an existing meta-heuristic algorithm approach, also
known as a higher-level heuristic approach, solves our Np-Hard problem to reach a
better solution. Among the meta-heuristic algorithms, we have chosen the simulated
2
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annealing algorithm, which is very helpful in solving our problem. We will explain
in detail in this thesis how two models for a feasible and infeasible solution using a
Meta-heuristic algorithm can be applied to solve the problem. We will also evaluate
the performance of the proposed model with the local search algorithm.

1.2

Motivation

Timetabling problem is one of the most discussed problems in almost every educational institution. It is considered one of the most challenging problems. Solving
many timetable problems is a complex problem as it is an Np-Hard and is unlikely to
be solved to optimality in polynomial time. It is very beneficial to find a solution to
solve the problem that can have a better solution than the state-of-art in this context.

Automation of the university course scheduling or timetabling problem can favour
most of the universities. If a university needs to produce an efficient timetable, it will
have its requirements. They are starting from the set of classes to various constraint
requirements. In other words, if a university wants to develop a timetable, it has a set
of classes that needs to be allocated to a set of timeslots. The university will also have
its requirement while allocating the classes to timeslot. For instance, some of the universities will consider the professors’ preferences, while others will not. A university
will set the requirements for the timetable. These requirements are the hard and the
soft constraints. So, one will have to satisfy all these constraints to get a high-quality
timetable. Manually generating the timetable satisfying these constraints may take a
long time and require many highly qualified human labour. It may take days, weeks
or even months to develop a highly efficient timetable without violating its constraints.

To overcome the above-discussed problem, automation of the course schedule will
be the best approach. Automation of the course schedule will help reduce the time
and effort by the human on generating the finest timetable. It will help in satisfying
the constraint requirement without spending much time. Since the course scheduling

3
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problem considered in this thesis is an NpHard problem, a meta-heuristic will be an
excellent choice to solve it.

The present thesis work aims at providing suitable algorithms to improve the
state-of-the-art methods. We follow the local search strategy where a current solution to the scheduling problem is improved in an iterative manner through the search
of the neighbouring solutions. To handle the local optima problem inherent to the local search strategy (where all neighboring feasible solutions are weaker yet the global
optimal solution has not yet been found), two models are proposed to implement
the simulated annealing method: One allows for temporarily accepting a feasible
but weaker neighbouring solution, and the other allows for temporarily accepting an
infeasible neighbour, in an effort to jump out. We evaluated the models based on
iteration vs. best penalty using two different datasets and two sets of iterations.

1.3

Problem Statement

Many researchers have studied university course timetabling problems with different
problem settings [3]. We have our setting of the university course scheduling problem.
The problem is allocating classes to its schedule, satisfying the hard and soft constraints. Hard constraints and soft constraints are the two basic constraints that every
scheduling problem will consider. The hard constraint must be satisfied to generate
a feasible solution. We will have a penalty allocated to each soft constraint whenever
it is violated. The objective function is defined in terms of the cost of the chosen
schedule. Violation of soft constraints is given with a penalty used in the formulation
of the objective function. Thus the soft constraints are part of the objective function
that we need to minimize. Thus we aim to produce a solution such that the sum of
the penalty and cost of scheduling is minimum.

In our problem setting, we are considering one hard constraint and two soft constraints.

4
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• Hard Constraint – Conflict - some of the classes should not be allocated at same time on the
same day.
• Soft Constraint – Different Day - some of the classes should be allocated on different days.
– Different Time - some of the classes should be allocated at a different time
of any day.
We study the course scheduling problem with the following information:
• There is a cost associated with scheduling a class to its schedule.
• Violation of the Different day constraint will be associated with a penalty value
taken from the input.
• Violation of the Different time constraints will be associated with a penalty
value taken from the input.
Thus, we will aim to propose a suitable algorithm using the existing meta-heuristic
algorithm to solve the considered scheduling problem. We will generate models for
feasible and infeasible solutions and evaluate the proposed models’ performance with
the local search [4] algorithm based on the iteration vs. best penalty value.

1.4

Solution Outline

We propose a meta-heuristic approach to solve our problem. Metaheuristic algorithms
are high-level heuristic algorithms that will provide a sufficiently good solution for
an optimization problem. There are a few meta-heuristic algorithms. Among which
we will be choosing the simulated annealing algorithm. The two main benefits of the
simulated annealing algorithm made the algorithm suitable for our problem. Firstly,
it is formulated by an objective function, subject to several constraints. This is very
5
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beneficial for our problem, where we have the objective function formulated by variables subject to constraints. Secondly, these constraints can be penalized as a part
of an objective function. We will be using the concept of the penalty to solve our
problem by penalizing the violated constraints as a part of an objective function.

To solve our problem using the simulated annealing algorithm, we will have a
penalty for each soft constraint upon violation. We will also assign a value for scheduling a class to a schedule. The solution will be a value with the sum of these being
minimum. Hill climbing [5] is not quite suitable for our problem as the chance of
getting stuck in the local optima is high. Whereas, in the simulated annealing algorithm, the chances of getting stuck in the local optima are very low. The simulated
annealing algorithm has a probability of acceptance criteria associated with an energy function and temperature. The probability of acceptance criteria helps to avoid
always choosing the best neighbouring solution in the hope that there can still be a
better value in the neighbourhood of that solution. Thus, the escape from the local
optima is higher in the simulated annealing algorithm. We propose two models in the
thesis. The first model is for the feasible solution, which uses the simulated annealing
algorithm with the probability of acceptance criteria. The second proposed model is
for the infeasible solution, customized to the simulated annealing algorithm that uses
random walk. This model will work with the infeasible solution and help avoid local
optimization to get a better solution. In the model for the infeasible solution, we will
keep track of the unsatisfied conflict constraints and solve them by doing a random
walk.

We will then evaluate the performance of the two proposed models by comparing
them with the local search algorithm [4]. We used two datasets, one with a bigger size
and another with a smaller size. Two sets of iterations were done on both datasets.
The first set contained 1000 iterations for both datasets, and the second set included
20k iteration on both datasets. We then evaluated the models with the local search
algorithm based on the iteration vs. best penalty value. We compared the results
6
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for 20k iteration on the three algorithms on both datasets and took an average. We
will also see the execution time taken by the two models along with the local search
algorithm.

1.5

Thesis Organization

The rest of the thesis work is organized as Chapter 2 presents the background study of
course scheduling problems and the related course scheduling problems with different
constraints and solution approaches. Chapter 3 discusses our proposed method and
a detailed explanation of the solution approach to automate the course scheduling
problem. This chapter also contains the formulation of the objective function and
various constraints. Chapter 4 describes the implementation of the approach and the
results obtained. Lastly, Chapter 5 concludes the thesis by presenting our contribution
to the problem statement and directions for future work.
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CHAPTER 2
Background

2.1

Overview of the Research

2.1.1

Timetabling

Timetabling problem is a real-world scheduling problem. There are different types of
timetables such as educational, transport, sport, or employee timetabling. Timetabling
is about assigning given resources to objects in the best way while satisfying given
constraints.

An educational timetable defines what time and places each course/exam will be
given. Transport timetabling determines when and where a vehicle will depart/arrive,
as well as which station/airport it will use. Sport timetabling determines when and
where each game will be played, while employee schedules determine how each worker
will be scheduled to work throughout the day. Thus we can say that timetabling can
be a particular case of scheduling [6].

2.1.2

Educational Timetabling

There are many different settings in the educational timetable:
• School Timetabling: The week scheduling for all the classes of a primary or
secondary school, avoiding teacher meeting two classes at the same time.
• Exam Timetabling: The scheduling for the exams of a set of university courses,

8
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such that exams of courses having common students are not overlapped. Also,
spreading the exams for the students as much as possible.
• Course Timetabling: The week scheduling for all the lectures of a set of university courses, such that overlapping lectures of courses having common students
are minimized.

Figure 2.1: Educational Timetable
The school timetable describes when each lesson is to be held and in which room.
The current content of this schedule depends mainly on the curriculum and the number of hours per week for each subject. All the classes are composed of students
who must be occupied from their arrival to their leaving school, and in one period, a
specific teacher is in charge of the class.

The problem of exam scheduling requires assigning a certain number of examinations in a specific time frame (usually one per course). The exam schedule is
similar to the course scheduling, and a clear distinction between the two problems is
difficult to make. However, some particular problems can be formulated as both an
examination schedule problem and a course schedule.

9
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The course (university) scheduling problem consists of scheduling a number of
lectures in a number of rooms and times. In some cases, it differs from the problem of (high) school. For example, university courses can have common students,
while school classes are disjointed sets of students. When two classes have students
in common, they conflict and can not or should not be scheduled at the same time.

2.2

Optimization Model

The optimization model plays a crucial role in many engineering and business applications. This mathematical model helps maximize or minimize some functions relative
to some set, often representing a range of choices available in a specific situation. The
function allows comparing the different options to determine which ones are best. In
general, the optimization model can be a mathematical model that helps to make
better decisions. Figure 2.2 is the visual representation of how an optimization model
works.

Figure 2.2: Optimization Model

10

2. BACKGROUND

2.2.1

Components of Optimization Model

The model represents the problems solved to optimality, improve system efficiency,
and support decision-making. The optimization model (Figure 2.3) consists of three
main components:
• DECISION VARIABLE: These variables in a linear program represents the set
of quantities that need to be determined to solve the problem. The variable is
called the decision variable because the problem is deciding what value it has to
take. Thus, the decision variable represents the decisions or choices. In general,
the decision variables are represented using symbols notations like:
x1 , x2 , x3 , x4 ...., xn
• CONSTRAINTS: These represent the limitation of the decisions. Constraints
restrict the value of the decision variable it can choose.
• OBJECTIVE FUNCTION: These functions are those that need to be either
maximized or minimized. The objective function shows the value to be optimized in the problem.

2.2.2

Example of Optimization Model

Diet Problem
The diet problem is an optimization problem. We will decide the quantities of different
food items to consume every day to meet the daily requirement (DR) of several
nutrients at minimum cost.
We have wheat and rye as the food items, carbs/unit, proteins/unit, and vitamins/unit for the nutrition information, daily requirements, and total cost/unit. For
wheat, the carbs/unit, proteins/unit and vitamins/unit are 5, 4, 2 respectively,and
total cost/unit is 0.6. While for rye, the carbs/unit, proteins/unit, and vitamins/unit
are 7, 2, 1 respectively, total cost/unit is 0.35, and the daily requirement is 20, 15, 3
respectively for each nutritional requirement.
The diet problem can be modelled as:
11
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Figure 2.3: Components Of Optimization Model
minimize 0.6XW + 0.35X R
subject to:
5XW + 7X R ≥ 20
4XW + 2X R ≥ 15
2XW + X R ≥ 3
XW ≥ 0
XR ≥ 0
Where X W is the indicator for units of wheat consumed every day and X R is the
indicator for units of rye consumed every day.

2.3

Fundamental Concept

This section will explain the fundamental concepts that we have studied for the thesis
work. It will cover the algorithms and their general working that we have used in our
proposed solution.
12
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2.3.1

Local Search

Local search [4] is a heuristic method to solve computationally hard optimization
problems in computer science. Local search can be used to find a solution for a number of candidate solutions that aim to maximize criteria. Local search algorithms
move from solution to solution through local modifications in the candidate solution
space (search space) until the solution is optimal or when time is reached.

The local search algorithm works as follows: It begins from a candidate and then
moves repeatedly to a neighbour. This can only be achieved by defining the neighbourhood relation within a given search space. The neighbours of a vertex cover, for
example, is another vertex cover that differs only by one node. The same problem
can define many different neighbourhoods; local optimization with neighbourhoods
involving the transformation of k components of the solution is often called k-opt.

In general, all candidates have more than one solution in their neighbourhood.
But the selection of the neighbour is made using only information of the solutions
found in the current neighbourhood. Thus it is named local search. If choosing the
neighbours is entirely based on locally maximizing the benefit, it takes “Hill Climbing”. If the neighbourhood has no improving configuration, this is called the local
optima, or the solution is stuck at the local optimal point. This situation can be
resolved with restarts or complex schemes based on iterations, such as iterated local
search, on memory-less stochastic modifications, like simulated annealing.

Termination of the local search algorithm is either done when it reaches the best
solution or the time is bound.

2.3.2

Random Walk

Random walk [7] is a random process, and it describes a path using random steps.
It means that we start at one point, select an individual by random or based on a
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probability distribution provided, then do the same, keeping the resulting path in
a list. The simplest example to define a random walk is how a drunk person goes
through a town.

Figure 2.4: Random Walk [7]
Random walk helps move out from infeasible or local optima to reach a better
solution. Figure 2.4 is an example of a random walk. In each time period, the value
of the variable chooses a random independent step.

2.4

Metaheuristic Algorithm

Meta-heuristic algorithms [8] is a higher level heuristic algorithm that provides a sufficiently good solution to an optimization problem.

To find better solutions to the optimization problem, many metaheuristic ideas
14
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were proposed to improve local search heuristic algorithms. Simulated annealing [9],
tabu search [10], iterated local search [11] are examples of these algorithms. These
metaheuristics algorithms can both be classified as local search-based or global search
metaheuristics.

2.4.1

Simulated Annealing

Simulated Annealing (SA) [9] is a metaheuristic algorithm for global optimization
problems. As the name suggests, the algorithm itself uses simulation and the idea of
annealing.

Simulated annealing is a metal annealing process. The solid is first heated to
a high temperature in this physical process and then cooled slowly down to the original temperature. So, annealing involves heating and cooling of metal such that the
quality of the metal is not lost.

In simpler terms, it can be similar to bouncing a ball from top to a landscape
and following it to its stop. The ball will bounce slowly on reaching its resting position. Even though it starts at high speed, the movement of the balls will be slower to
the end. Suppose the balls are allowed to bounce long enough and slowly lose their
energy; some of the balls will fall into the globally lowest locations. Hence the global
minimum will be reached.

The actual search moves trace a path in simulated annealing. With each activity, a probability of acceptance is evaluated, which allows for accepting changes
that improve the goal function and keeps specific changes that do not improve the
goal function (a larger objective value). A simulated annealing algorithm is a threestep process, namely updating the solution, evaluating the quality of the solution,
and determining the solution received.

The simulated annealing algorithm helps avoid getting stuck in the local optima
15
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as it allows to avoid choosing the locally best solution in some cases. The algorithm
runs until it reaches the best solution or the stopping criteria are met.

Figure 2.5: Flowchart of simulated annealing algorithm
The flow chart 2.5 shows how the general simulated annealing algorithm works.
The algorithm first generates a random solution. This random solution will be the
initial solution and the current best solution. Initially, it mutates the initial solution to create the candidate solution. Once the candidate solution is generated, the
algorithm evaluates the cost function to see whether the candidate solution can be
accepted. If the candidate solution obtained is better than the current best solution,
the algorithm accepts the candidate solution as the best solution. If not, it also checks
the probability of acceptance criteria to accept the other candidate. If the criteria
16
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are met, then the candidate solution will be the best. This process is repeated until
the best solution is reached or the stopping criteria are met.

2.5

Literature Review

In recent years, different settings of the course scheduling problem have been reviewed.
All the problem settings have been introduced with their constraints. Among these,
some are specific to some universities. At the same time, some of the problems were
new with the new problem setting. There are a few problems that are the subset
of some existing problems. Different approaches have been adopted for solving this
problem, varying from heuristic to meta-heuristic algorithms. Some papers which
introduced these approaches are reviewed below.

The solution for a course scheduling problem particular to a university is discussed
in the paper, “solving the course scheduling problem using simulated annealing” [3].
The solution approach is based on a simulated annealing algorithm in which the
problem statement emphasizes solving the departmental course scheduling problem
in computer engineering at Izmir Institute of Technology. The problem represents
a classical application where the different preferences need to be satisfied to get a
feasible solution. The cost is calculated for the solution. The cost difference is the difference between the cost before the perturbation and the cost after the perturbation.
The solution approach chooses the geometric cooling schedule as the cooling function.
It also uses three algorithms to search for the neighbourhood. In each iteration of the
algorithm, neighbourhood search is performed to finding the next possible solution.
Firstly, a simple searching neighbourhood procedure [3]. It randomly chooses one activity and one slot. Then, the swapping neighbourhoods algorithm randomly selects
two activities and swaps their start times. Finally, the simple searching algorithm
randomly chooses two activities and two slots. These two slots are assigned as the
start times of the randomly selected activities.

17
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In [12], Basir et al. proposed a simulated annealing-based solution to the university timetabling problem. The paper considers various hard constraints and soft
constraints such as a number of subjects (“subject”), a number of lecture or tutorial sessions (“time slots”), a number of classrooms (“sessions”), number of teachers
(“teacher”), number of students (“student”) and number of workloads (“workload”).
The paper considers solving the course scheduling of the Tamhidi Programme at University Sains Islam Malaysia as a case study. First, they study the existing model of
the fitness function based on the current hard and soft constraints. Next, they formulate and revise the hard and soft constraints in Tamhidi’s timetabling to model the
optimum fitness function. Then, they develop a good timetable using the optimum
fitness function based on the simulated annealing algorithm. The author exploits
a better solution in searching the “best” time slot and the “best” classes in this
work. The quality of the fitness function measures the best of the solution. Thus, the
quality of the fitness function determines how well the program can solve the problem.

In [13], Karmaker et al. presented a heuristic algorithm-based approach to solving
the course scheduling problem. The problem aims to assign teachers the respective
courses. The paper deals with a solution approach using a sorting and searching
algorithm. The proposed method will have two separate lists of teachers and courses
and an additional constraint for the teacher’s preferences. The proposed algorithm
consists of two operations, sorting the sections based on the start time. For instance,
if si and sj are two sections of the courses in the sorted order then, the start time of
si is before or at the same time of sj . Later, assign the teachers to courses based on
their preferences maintaining the overall load. Once both these steps are completed,
and unassigned sections are available, those will be extracted, and the second step is
repeated. Even after that, if the courses are still left unassigned, then that will be
manually assigned.

A heuristic approach to find the nearest optimal solution within reasonable running time is proposed in [14]. The paper only focuses on college course timetabling,
18
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considering both hard and soft constraints. The proposed problem is solved using the
graph colouring approach. They also consider some space-related constraints called
spatial constraints for classrooms. The solution approach is formulated in such a way
that courses act as vertices of the graph. According to the graph type, the edges are
drawn. One is a diagram in which the edges of conflicting courses with common students have been marked. Other graphs are non-conflicting, which are characterized
by reciprocal courses without common students. These two methods are efficient in
few cases for generating a conflict graph, while in some instances conflict graph is
created directly. The paper also studies a problem with the scheduling of teachersubjects. Two alternative colouring graph techniques, edge-colouring using bipartite
and vertex colouring, have been applied, and a complete solution has been provided.
The solution states that all the hard constraints have been met and has obtained a
good solution.

In [15], Lundy et al. proposed a method to study the annealing algorithm. This
paper has immense details on the annealing technique, which has been used in our
proposed model as the cooling schedule. The annealing technique starts by randomly
selecting a starting state. Then, varying the control parameters, it draws into an
equation using constants and parameters. Since annealing is a slow cooling process,
this method is more applicable in finding a better solution. Also, it is a general
technique that is simple to apply. Thus, the application of the annealing technique
benefits our proposed method.

The authors in [16] proposed a novel stochastic technique for the global optimization of complex potential energy surfaces that avoids the freezing problem of
simulated annealing. For Np-Hard problems, the stochastic method has an acceptable compromise between its reliability and computational cost. The paper investigates the stochastic tunnelling method, a generic physically motivated generalization
of simulated annealing. It is implemented into three minimization problems: the
Coulomb spin-glass, the travelling salesman problem and the determination of low
19
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autocorrelation binary sequences. The results show that the solution’s stochastic
tunnelling approach provides a reliable, generic and efficient route for calculating
low-energy configuration with three Np-Hard minimization tests with high barriers
separating local minimum values.

Table 2.1: Comparison of Constraints
Papers
Solving the course
scheduling problem using
simulated annealing [3].

Hard Constraints

Soft Constraints

• No two courses can
be scheduled at the
same time for the
student of the same
class.

• The student conflicts between lectures should be minimized.

• Each instructor can
take only one class
at a time
A Heuristic Approach to
Course Scheduling
Problem [13].

• Each course will be
given to only one
teacher at a time.

• Friday should be
free for all classes.

• Reasonable
gap
between classes for
teachers.
• All courses taught
by a teacher is
spread over.
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An Instruction on Course
Timetable Scheduling
Applying Graph Coloring
Approach [14].

• Courses
having
common students
cannot be assigned
at same time period
on the same day.

• Honors and general
courses need to
be scheduled in a
non-overlapping
time period.

• Total number of
available periods is
8.
A simulated annealing
for Tahmidi course
timetabling [12].

• No student should
be assigned with
two or more classes
in one timeslot.

• An event (p,q)
should
occupy
precisely one spacetime slot (c,t).

• No room should be
assigned with two
classes in one timeslot.

• A teacher should
have at most one
class at a time.

• Conflict:
Two
classes do not
conflict in time
on the same day
of a week.

• Different Time:
Some of the two
classes
should
be
taught
at
different times,
regardless
of
their days of the
week.

Proposed Method

•

Different Day :
Some of the two
classes may be
taught on different days of a
week.

Table 2.1 shows the comparison of the hard and soft constraints of different course
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scheduling problems. The hard and soft constraints are defined purely based on the
problem statement and the requirement of the university/college. We compare some
of the hard and soft constraints of the paper discussed in the literature review with
our proposed system.
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CHAPTER 3
The Method
In this chapter, we propose a meta-heuristic-based algorithm for the problem. We
used two different applications of the algorithm for the problem setting considered
in this thesis. A probability of acceptance-based approach that uses cooling function
and energy function is used for the feasible solution, which will be discussed in subsection 3.6.1. While a random walk approach is considered for the infeasible solution
is addressed in subsection 3.6.3.

As stated previously, the study’s main aim is to propose an algorithm and evaluate the algorithm’s performance on the considered scheduling problem that schedules
classes to courses such that there is no violation of the hard constraint and the total
penalty cost for violating the hard constraint is minimum.

In our study, we propose two models
• The model for a feasible solution where we use the stochastic tunnelling concept
and the annealing technique approach in subsection 3.6.1.
• The model for an infeasible solution that uses the random walk algorithm in
subsection 3.6.3.

3.1

Problem Definition

Let C = c1 , c2 , c3 , c4 , ...., cn be the set of classes and S = s1 , s2 , s3 , s4 , ...., sn be the set of
schedules that denotes the available schedules. Each class will have a set of schedules
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CS(c). Each class has a set of available schedules that the classes will choose. We
have two types of constraints to be noted while scheduling the classes to its schedule.
Hard constraints must be satisfied to get a feasible solution, and soft constraints are
expected to be satisfied to get a better result. There is a penalty associated with
the schedule, which is given when the schedule is chosen. There is also a penalty
given for violating the soft constraints and hard constraints. The penalty value will
be high when the hard constraint is violated. The total cost of scheduling the classes
to its schedule will be the sum of all the penalties. We aim to allocate classes to their
schedules such that the sum of all the penalties is minimum. In other words, we need
to allocate the classes to the schedules so that the total cost is minimum.
The total cost or the penalty calculation is given based on the violation:
• If the soft constraints are violated, then the penalty of the corresponding constraint will be added to the total penalty, which will be a constant taken from
the input.
• There is a cost associated with classes while allocating to a schedule.

Figure 3.1: Example of cost calculation

24

3. THE METHOD

The classes are allocated to its schedule as shown in Figure 3.1. The graph shows
classes and schedule relation and how the cost is calculated for each schedule. Classes
A, B, C represent the set of classes, and the schedules represent the possible schedules
for the classes. The line between the classes and the schedules is the available schedules for the classes. In other words, there will be a link between the class and the
schedule if the schedule is available for the class. For instance, the available schedules for class A are s0, s1 and s2. These are weighted links representing the cost of
allocating the schedule to the class. The weight on the link from class to its schedule
is the cost/penalty given for choosing that schedule.

The dotted lines represent the soft and hard constraints. In other words, if there
is a dotted line between any classes, it means that there exists a soft constraint between the classes. The dotted lines are also weighted with the cost for violating the
constraint. In other words, the associated weight with the dotted line is the penalty
value given for violating the constraint. For instance, classes A and B are having a
constraint between them. If violated, then the classes will have a penalty value of 12.
The thick line between the classes represents the hard constraint. This means that
there exists a hard constraint between the classes. Thus, the sum of all these costs
will be the total penalty/cost given to scheduling.

The considered scheduling problem is a minimization problem aiming at choosing
a solution such that the total cost for scheduling is minimum.

3.2

Notations used

In this section, we outline the notations that we have used for the formulation of the
problem.
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Table 3.1: Notation Used in Formulation

3.3

C

Set of classes

T

Set of available lecture times

D

Set of days (7 days in a week)

W

Set of weeks in the semester

P

Set of penalty variables

Formulation of the Model

Let us start with the objective function of the problem that we discuss in our study.
We show the formulation of the objective function below. It is formulated with a
0

decision variable xc,t,d , and the penalty values pc,t,d and pc,t,d,t0 d0 . Here, t and t are
0

the two timings that are available and d and d are the two days available.




X

M inimize

X

pc,t,d ∗ xc,t,d +
0

c∈C, t∈T, d∈D

0

pc,t,d,t0 d0 ∗ xc,t,d ∗ xc0 ,t0 ,d0 
0

c ∈C, t ∈T, d ∈D

(1)

Subjected to:
• All the classes should be allocated.
X

xc,t,d = 1

t∈T,d∈D
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Where,

pc,t,d,c0 t0 d0 =













∞

0

0

: if c and c are in conf lict allocated at t = t , d = d
0

0

constant : if c and c are allocated at d = d or t = t










0
: otherwise

0

pc,t,d = constant;
P enalty f or allocating class c to a schedule





 1 : if class c is allocated to time t on day d
xc,t,d =




 0 : otherwise

3.4

Motivating Example

Let C denote a set of classes, and S is the set of schedules. Each class will have a set
of schedules CS(c).
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Figure 3.2: Example graph Representation
Let A, B, C are three classes, and s0 , s1 , s3 , s4 and s6 are the available schedules. The
lines from each class to different schedules show all the available schedules for that
class. For example, A has three schedules s0 , s1 , s3 , s4 . The weight attached at each
line indicates the cost of allocating that class to the schedule. The Orange thick line
represents the hard constraint, which is the conflict constraint. Whenever there is a
conflict between any classes, the cost of allocating those classes to the overlapping
schedule will be high. For example, the cost of allocating A to s1 and class C to s1
will be extremely high as it will violate the conflict constraint.

The dashed line in Figure 3.2 represents the soft constraints. The dashed line
in black represents the different day constraints, and the dashed line in green represents the different time constraints. Whenever there is a black dashed line between
any classes, those classes are expected to be allocated on a different day. Similarly,
when there is a green dashed line between any classes, those classes are expected to be
allocated at different times of the day. There is always a cost (also called a penalty)
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given whenever these soft constraints are violated. Thus, we will aim to choose a
schedule so that the sum of all the costs is minimum.

Table 3.2: Classes and their available schedules
Classes

Schedules

A

s0 , s1 , s2 , s3 , s4

B

s2 , s3 , s4

C

s0 , s1 , s6

Table 3.2 is an example that shows the classes and their available schedules.

Table 3.3: Details of the Schedules
Classes

Cost of Scheduling

Day and time

A → s0

10

Monday, 9-12 pm

A → s1

8

Tuesday.1-3pm

A → s2

1

Wednesday 6-7 pm

A → s3

12

Friday 10-1 pm

A → s4

15

Monday 1-3pm

B → s2

3

Wednesday 6-7pm

B → s3

4

Friday 10-1 pm

B → s4

7

Monday 1-3pm

C → s1

8

Tuesday.1-3pm

C → s0

10

Monday, 9-12pm

C → s6

3

Thursday 7-9pm
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As discussed earlier, two types of constraints need to be considered while scheduling a class. Here, in the example, we have:

Hard constraint as Conflict constraints: Classes A and C should not be at
the same time.

Soft constraints: The table 3.4 is the soft constraints that we will consider in
solving the example. Figure 3.3 is the pictorial representation of the conflicts.

Table 3.4: Soft Constraints for the problem
Classes

Cost of Scheduling

Constraint

A,C

15

Different Day

A, B

12

Different Time

B,C

25

Different Time

Figure 3.3 shows the possible conflict between the schedules. The dashed line in black
represents the different day constraint. In other words, there will be a different day
conflict if the schedules are on the same day. For example, if there is a different day
constraint between classes A and C, class A is not scheduled on the same day.
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Figure 3.3: Constraint representation
Similarly, the dashed green line represents the different time constraints. In other
words, these constraints state that the schedule of the classes should be at different
times. For example, if there is a different time constraint between classes A and B,
then class A is not scheduled at the same time as in class B.

3.4.1

Finding Neighbours of solution

Neighbours of the solution are generated by mutation. The mutation is the process
in which the schedule of the class is changed. In every mutation, one class will be
selected and allocated to one of the available schedules of that class. No more than
one class will be mutated at the same time. Thus, neighbours of the solution will be
the mutation of its classes.

3.5

Solving Using Local Search

We initially generate a solution randomly and set it to be the current and best solution. Now at each iteration, a class will be randomly selected and then mutated.
The mutation is the process in which the schedule of the class is changed. We mutate
the class schedule to generate a neighbouring solution (candidate). Once the current
and candidate solution is developed, we will calculate the cost for each solution. The
cost will be the sum of penalties obtained by violating the constraints and cost of
choosing a schedule. We will calculate the penalty for all (class schedule) pairs, and
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we accept the current solution if the current solution is better than the existing best
solution.

To check the constraint satisfaction, we will check if the subjected classes’ schedules are at different times; if not, we will calculate the penalty assigned for violating
the constraints (which will be taken from input). Similarly, we will also check if the
classes are scheduled on a different day; if not, we will calculate the penalty assigned
for violating the constraints (which will be taken from input). We will also add the
penalty given for choosing a particular schedule from the given set of schedules. The
sum of all these penalty values is taken, and we will select solutions with a minimum
penalty value.

If we solve our problem using the local search, the chances that we get stuck
in local optima are high. In the general local search algorithm, we will have a solution, and then we will search its neighbours to see if we will get a better solution than
the current best solution. If the neighbours are not able to provide us with a better
solution than the current best solution, we can say that it is stuck at local optima.
In other words, if the penalty value calculated for a candidate is always a higher
value than the current best, accepting that candidate solution with a higher value
will not occur. Thus, we will retain the current best solution, leading to a chance of
not getting a better solution than the current. This situation is called getting stuck
in local optima.

3.5.1

Implementation of Local search

Let our initial solution be As0 , Bs2 , Cs1 and we consider it to be the best solution initially. Now let’s consider the Neighbours of the solution = As1 , Bs2 , Cs1 ,
As2 , Bs2 , Cs1 , As3 , Bs2 , Cs1 ,

As4 , Bs2 , Cs1 , As0 , Bs3 , Cs1 ,

As0 , Bs2 , Cs0 , As0 , Bs2 , Cs6 .
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Intial solution
Let us start with the cost calculation of the initial solution. The cost is the sum
of the cost given for choosing the schedule and the penalty given for violating the
constraints (if any).

The cost of the initial solution is calculated as: As0 , Bs2 , Cs1 = cost of allocating A to s0 + cost of allocating B to s2 + cost of allocating C to s1 + penalty
for violating the conflict constraint ( if A and C is scheduled on the same day at the
same time) + penalty for violating the soft constraints ( different day and different
time).
cost of initial solution = 10+3+8 +0+0 = 21
Table 3.5: First iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs2 , Cs1

8+3+8+1000+15

10033

As2 , Bs2 , Cs1

1+3+8+12

24

As3 , Bs2 , Cs1 ,

12+3+8+12

35

As4 , Bs2 , Cs1

15+3+8

26

As0 , Bs3 , Cs1 ,

10+4+8

22

As0 , Bs4 , Cs1

10+7+8+ 25

50

As0 , Bs2 , Cs0 ,

10+3+10+10000+15

10038

As0 , Bs2 , Cs6

10+3+3

16

The cost of each neighbour is also calculated for the initial solution. The cost is
calculated in the same way as in the initial solution.

We will give a very high value for violating the hard constraint. In Table 3.5,
we can see that the Neighbours As0 , Bs2 , Cs0 , has a very high value (10000) while
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calculating the cost. This is because the class A and C are in conflict and thus it
violates the hard constraint. Therefore, we will have the cost of the solution be a
very high value.

I.e., As0 , Bs2 , Cs0 , = cost of allocating A to s0 + cost of allocating B to s2 +
cost of allocating C to s1 + penalty for violating the conflict constraint ( if A and
C is scheduled on the same day at the same time) + penalty for violating the soft
constraints ( different day and different time).
= 10+3+10 +10000+ 15 =10038
In the first iteration in Table 3.5, considering the initial solution and its Neighbour, we
calculated the cost. We have calculated the cost of the initial solution is 21 (subsection 3.5.1), but at the same time, we have the smallest value in the list of Neighbours.
In other words, the Neighbour As0 , Bs2 , Cs6 has a total penalty cost to be 16. Thus,
we select the Neighbour As0 , Bs2 , Cs6 as the best solution.

In the second iteration, lets us consider the Neighbours of the current best solution, which has the total penalty cost to be 16.

As0 , Bs2 , Cs6 → As1 , Bs2 , Cs6 ,
As0 , Bs3 , Cs6 ,

As0 , Bs4 , Cs6 ,

As2 , Bs2 , Cs6 ,
As0 , Bs2 , Cs1 ,

Calculating the cost of these neighbours:
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Table 3.6: Second Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs2 , Cs6

8+3+3

14

As2 , Bs2 , Cs6 ,

1+3+3+12

19

As3 , Bs2 , Cs6 ,,

12+3++3

18

As4 , Bs2 , Cs6 ,

15+3+3

21

As0 , Bs3 , Cs6 ,

10+4+3

17

As0 , Bs4 , Cs6 ,

10+7+3

20

As0 , Bs2 , Cs1 ,

10+3+8

21

As0 , Bs2 , Cs0

10000+10+3+10

10033

We can see that the solutions As1 , Bs2 , Cs6 have a better solution than the current best solution. The current best solution was As0 , Bs2, Cs6 , with a total penalty
cost to be 16. But after the first iteration, we were able to get a better solution,
As1 , Bs2 , Cs6 , which has a total penalty cost of 14.

We will find the Neighbours of the current best solution in the third iteration,
As1 , Bs2 , Cs6 to find a better possible solution.

The possible Neighbour that the current solution As1 , Bs2 , Cs6 is: As0 , Bs2 , Cs6
As2 , Bs2 , Cs6

As3 , Bs2 , Cs6 , As4 , Bs2 , Cs6 ,

As1 , Bs2 , Cs0 ,

As1 , Bs2 , Cs1 .

The cost of these neighbours are:
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Table 3.7: Third Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As0 , Bs2 , Cs6

10+3+3

16

As2 , Bs2 , Cs6

1+3+3+12

19

As3 , Bs2 , Cs6

12+3++3

18

As4 , Bs2 , Cs6

15+3+3

21

As1 , Bs3 , Cs6

8+4+ 3

15

As1 , Bs4 , Cs6

8+7+3+10

28

As1 , Bs2 , Cs0

8+3+10

22

As1 , Bs2 , Cs1

8+3+8+10000

10019

The current best solution we had was As1 , Bs2 , Cs6 with a total penalty cost of
14. After the third iteration, the possible neighbour did not have a better solution
than the current solution. This means we may not get a better solution using the
approach. We may get a better solution by trying to solve the problem using some
other methods. Later on, we will come across a better solution than the current one
using our proposed method in this thesis.

3.6

Solving using Simulated Annealing

We use the simulated annealing algorithm for solving the university timetabling problem. In the thesis, we use two models for the solution. The first model is for the feasible solution, and another model is named Focused penalty for the infeasible solution.

3.6.1

Simulated Annealing for feasible solution

To solve this problem of local optima, we used the simulated annealing algorithm.
The algorithm aims to schedule classes to their available schedules without any con-
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flict and minimum penalty. Unlike the standard algorithm, the simulated annealing
algorithm has acceptance criteria that use an energy function and cooling function to
help accept a worse solution in some cases. Accepting the worst solution will improve
the chance of escaping the local minima.

In the algorithm, the probability of accepting the worst solution depends on the
temperature. For high-temperature values, the search is performed at random; then,
when temperature decreases, the search becomes more and more directive. This will
leave a possibility that there is always a chance of moving upward in the objective
function, which will be hill-climbing moves accepting the worst solution. Thus, the
algorithm will help avoid getting stuck in the local optima as we always have a chance
to move out of it.

Once we check the solution, and if the cost is not better than the current, we
will check the probability of accepting the solution using the probability of acceptance criteria in the hope of escaping local optima in search of global optima Given
by
probability of acceptance = e(

−∆E
)
T

(3)

Where ∆E is the energy function and T is the temperature.
f stun (searchpenalty(current), best) = 1 − e[−γ∗(searchpenalty(current)−best)]

(4)

f stun (searchpenalty(candidate), best) = 1 − e[−γ∗(searchpenalty(candidate)−best)]

(5)

Best penalty is the total penalty/cost value of the best solution so far. Search penalty
(current) is the cost of the current solution, and Search penalty (candidate) is the
cost of the candidate solution.
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Search penalty is the cost of the solution. The cost is the sum of the cost given
for choosing the schedule and the penalty given for violating the constraints (if any).
This is calculated with an example below in the sample example.

Temperature is calculated using the cooling function: success in locating the global
minimum is guaranteed for a prolonged cooling process.
0

t =

t
1 + βt

(6)

This cooling function will help change the temperature value or get a new tem0

perature value. Here, t defines the current temperature, and t defines the next
temperature. β is an empirically defined constant.

We will accept the worst solution using equation 3, and we will be moving out
from the region of infeasibility.

3.6.2

Implementation of Simulated Annealing

Let our initial solution be As0 , Bs2 , Cs1 and we consider it to be the best solution initially. Now lets consider the Neighbours of the solution As1 , Bs2 , Cs1 , As2 , Bs2 , Cs1 ,
As3 , Bs2 , Cs1 ,

As4 , Bs2 , Cs1 ,

As0 , Bs3 , Cs1 , As0 , Bs4 , Cs1 ,

As0 , Bs2 , Cs0 ,

As0 , Bs2 , Cs6

The cost of the initial solution is calculated as: As0 , Bs2 , Cs1 =10 + 3 + 8 =
21
The cost of these neighbours are:
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Table 3.8: First Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs2 , Cs1 ,

8+3+8+1000+15

10033

As2 , Bs2 , Cs1

1+3+8+12

24

As3 , Bs2 , Cs1

12+3+8+12

35

As4 , Bs2 , Cs1

15+3+8

26

As0 , Bs3 , Cs1

10+4+8

22

As0 , Bs4 , Cs1

10+7+8+25

50

As0 , Bs2 , Cs0

10+3+10+10000+15

10038

As0 , Bs2 , Cs6

10+3+3

16

In the first iteration, we consider the initial solution and its neighbour; we can see
that the smallest possible solution in the neighbour is As0 , Bs2 , Cs6 , with the total
penalty cost to be 16. We select the neighbour As0 , Bs2 Cs6 as the best solution as
it is the lowest cost solution.

Now, in the second iteration, lets us consider the Neighbours of the current
best solution (As0 , Bs2 , Cs6 ) and calculate its cost. As0 , Bs2 , Cs6 →As1 , Bs2 , Cs6
As2 , Bs2 , Cs6 , As3 , Bs2 , Cs6 , As4 , Bs2 , Cs6 , As0 , Bs3 , Cs6 , As0 , Bs4 , Cs6 , As0 , Bs2 , Cs1 ,

As0 , Bs2 , Cs0 .

The cost of these neighbours are:
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Table 3.9: Second Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs2 , Cs6

8+3+3

14

As2 , Bs2 , Cs6

1+3+3+12

19

As3 , Bs2 , Cs6 ,

12+3++3

18

As4 , Bs2 , Cs6 ,

15+3+3

21

As0 , Bs3 , Cs6

10+4+3

17

As0 , Bs4 , Cs6

10+7+3

20

As0 , Bs2 , Cs1

10+3+8

21

As0 , Bs2 , Cs0

10000+10+3+10

10033

Here comes the advantage of our approach. When we tried solving our problem
using the local search, the lowest possible solution that we got is As1 , Bs2 , Cs6 . According to the simulated annealing algorithm, we will have two options. Firstly, to
choose the best solution if available. Secondly, to choose a solution other than the
best solution in some cases considering so that we have an opportunity to escape from
the local minima and obtain a solution that improves the state-of-art solution.

We can see that the neighbour of the current best solution has a better solution. In other words, the neighbour of the current solution has a penalty value that is
smaller than itself. Here, in the example, the Neighbour As1 , Bs2 , Cs6 has a penalty
value of 14 which is better than the current best solution As0 , Bs2 , Cs6 , which has
a penalty value of 16. But, using the Simulated annealing algorithm, we will accept
a solution As0 , Bs4 , Cs6 with a total penalty cost of 20 as the best solution. This is
done based on the probability of acceptance criteria. Let us see how it works.

probability of acceptance = e(
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Where ∆ E is the energy function and T is the temperature
f stun (searchpenalty(current), best) = 1 − e[−γ∗(searchpenalty(current)−best)]

(8)

f stun (searchpenalty(candidate), best) = 1 − e[−γ∗(searchpenalty(candidate)−best)]

(9)

Searchpenalty(current) =16 ——- (3.8)
Searchpenalty(candidate) =20 ——(3.9)
Here, both the best solution and current solution are same =16.
We consider γ = 1 , T =1000

Now using the random generation function, we randomly generate a value and let
it be 0.6. If the probability of acceptance is greater than the random value, then we
will accept the solution. Here we have the probability of acceptance function to be
0.9, greater than the random value. So, we will accept this solution.

In the third iteration we will have the Neighbours of the current best solution As0 , Bs4 , Cs6 : As1 , Bs4 , Cs6 ,

As2 , Bs4 , Cs6 ,
41
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As0 , Bs3 , Cs6 ,

As0 , Bs2 , Cs6 ,

As0 , Bs4 , Cs1 ,

As0 , Bs4 , Cs0

The cost of these neighbours is:

Table 3.10: Third Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs4 , Cs6

8+7+3+12

30

As2 , Bs4 , Cs6 ,

1+7+3

11

As3 , Bs4 , Cs6

12+7+3

22

As4 , Bs4 , Cs6

15+7+3+12

37

As0 , Bs3 , Cs6

10+4+3

17

As0 , Bs2 , Cs6

10+3+3

16

As0 ,Bs4 , Cs1

10+7+8

25

As0 , Bs4 , Cs0

10+7+10+10000

10027

After the third iteration, we can see that one of the neighbours, As2 , Bs4 , Cs6 , has
a better solution with a penalty value of 11. This will help us accept the solution with
the lowest penalty value as we do not have a lower penalty in any previous solution
than the current one.

This shows that our approach to solving the problem does not get stuck at the
local optimum, and we will be able to get a much better result than the local search
methods.
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3.6.3

Model For Infeasible solution

3.6.3.1

Need for Focused Penalty

Success in locating the global minimum is only guaranteed for a prolonged cooling
process. But such slow cooling will require a high computational time. Accepting the
worst solution will help get a better result by exploring the neighbours of the worst
solution.

To avoid this situation and save computation time, we introduce a focused penalty
into the algorithm to reach out to other solutions using the bad solution.

We introduced timeouts after a certain number of iterations where we will count
unsatisfied hard constraints and then identify the consecutively occurring worst solutions.
3.6.3.2

Focused Penalty

To solve the infeasible solution, we introduced a focused penalty function. As we
have seen above, we have used the search penalty to find a solution whenever the
solution is feasible. But when the solution becomes infeasible, we need to bring a
method to solve the infeasible solution. Using the proposed model that allows for
temporarily accepting a feasible but weaker solution, we may be able to get better
final results than using the general local search method. The results can be further
improved with the model that allows for temporarily accepting an infeasible neighbour. To solve this problem, we will need to focus mainly on the hard constraint and
solve it. For that, we will keep count of the timeouts in which the constraints remained unsatisfied consecutively. The reason why the constraint remains unsatisfied
can be because the neighbourhood of the current solution has only infeasible solutions.

Figure 3.4 represents the working of the proposed approach for infeasible model.
The process starts with generating a random solution as in a standard simulated an-
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nealing algorithm. The dotted square box denotes the normal simulated annealing
algorithm for the feasible solution.

Figure 3.4: Flow chart for the proposed algorithm
After the Timeout, it focuses on the infeasible solution. Once the candidate
check is made for the probability of acceptance criteria, we will check for the unsatisfied hard constraint. In this stage, we will be focusing on the infeasible solution.
If there is an infeasible solution and the number of times it happens is more than a
limit, we will do a random walk. Otherwise, we will go for scaling the penalties and
then repeat the process.
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Instead of mutation, we will be doing a random walk to find the neighbours of
the solution, and the probability of acceptance criteria is not considered. We did
not consider the probability of acceptance criteria. This is because the solution we
had have already gone through that stage in the algorithm. So to solve the conflict
constraint, we will use a different approach. Once we get the neighbours, we will
check if the neighbours are better than the current solution. If yes, we will accept
the best solution.

When it reaches a limit, we will do a random walk of the persistently occurring oldest conflict constraint for moving out from an infeasible or weaker region.

Focused penalty = Cost given for choosing the schedule + penalty assigned for violating the hard constraints.

This approach will help in focusing on the conflict constraint and solving them
to get a better solution. The focused penalty is more helpful when we have a more
significant number of classes. Thus, using the random walk to solve the problem will
give us a better best solution or a solution equal to the current best solution.

Let us solve our sample example using the focused penalty, considering the same
model. We will start solving the problem using the focused penalty right from the
final solution of the simulated annealing algorithm. After the certain time out, we
had the current best solution and the conflicted classes solution. (as shown in Table
3.11)
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Table 3.11: Focused Penalty
Neighbours

Cost/penalty calculation

Total cost/penalty

As1 , Bs4 , Cs6

8+7+3+12

30

As2 , Bs4 , Cs6 ,

1+7+3

11

As3 , Bs4 , Cs6

12+7+3

22

As4 , Bs4 , Cs6

15+7+3+12

37

As0 , Bs3 , Cs6

10+4+3

17

As0 , Bs2 , Cs6

10+3+3

16

As0 ,Bs4 , Cs1

10+7+8

25

As0 , Bs4 , Cs0

10+7+10+10000

10027

We can see that the solution As0 , Bs4 , Cs0 has the violated hard constraint in it.
We aim to solve the hard constraint to get a better solution and avoid repeating the
exact best solution for a longer time.

Let us consider try solving the conflicted classes. We will find the neighbours
of the solution without changing the schedule of class B. Taking As0 and Cs0 and
mutating them will give us the following neighbours:

As0 , Bs4 , Cs0 → As0 , Bs4 , Cs1 ,

As0 , Bs4 , Cs6 ,

As1 , Bs4 , Cs0 ,

As2 , Bs4 , Cs0 ,

As3 , Bs4 , Cs0 , As4 , Bs4 , Cs0 . Now we will do a random walk to all these Neighbours
and select a Neighbour.

The cost of these Neighbours will be:
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Table 3.12: First Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As0 , Bs4 , Cs1 ,

10+8+7+25

50

As0 , Bs4 , Cs6 ,

10+3+7

20

As1 , Bs4 , Cs0 ,

8+10+7+12

37

As2 , Bs4 , Cs0 ,

1+10 +7

18

As3 , Bs4 , Cs0

12+10 +10

31

As4 , Bs4 , Cs0

15+10+15+10+12

62

After the first random walk, we will solve the conflict and get a lower penalty
value to the solution, which is 18. Here we will accept the solution with the smallest total penalty cost for the focused penalty, which is the As2 , Bs4 , Cs0 with the
total penalty cost to be 18 and will again do the random walk to the neighbours of
these in the hope of getting better solution than the current best solution. Thus,
we will see the neighbours of the current solution. As2 , Bs4 , Cs0 → As2, Bs4 , Cs1 ,
As3 , Bs4 , Cs0,

As4 , Bs4 , Cs0 ,

As2 , Bs2 , Cs0 ,

As0 , Bs2 , Cs6

As1 , Bs4 , Cs0 ,,

The cost of these Neighbours will be:
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Table 3.13: Second Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As2, Bs4 , Cs1

10+7+10+10000

10027

As3 , Bs4 , Cs0

1+7+8+25

41

As3 , Bs4 Cs0

12+7+10

29

As4 , Bs4 Cs0

15+7+10+15+12

59

As1 , Bs4 Cs0

8+7+10+12

37

As2 , Bs3 , Cs0 ,

1+4+10

15

As2 , Bs2 , Cs0

1+3+ 10+12

26

We got a better solution after the second random walk than the current solution
(As2 , Bs4 , Cs0 )), which is (As2 , Bs3 , Cs0 ) with the total cost penalty of 15. Now we
have this solution as the current best solution. Lets now take the neighbours of the
solution,

As2 , Bs3 , Cs0 →As3 , Bs3 , Cs0 , As1 , Bs3 , Cs0 As4 , Bs3 , Cs0 As2 , Bs2 , Cs0 , As2 , Bs4 , Cs0 ,
As2 , Bs3 , Cs6 , As2 , Bs3 , Cs1

The cost of the neighbours are:
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Table 3.14: Third Iteration
Neighbours

Cost/penalty calculation

Total cost/penalty

As3 , Bs3 , Cs0

12+ 4+10+12

38

As1 , Bs3 , Cs0

8+4+10

22

As4 , Bs3 , Cs0

15+4+10

29

As2 , Bs2 , Cs0

1+3+10+12

26

As2 , Bs4 , Cs0 ,

1+7+10

27

As2 , Bs3 , Cs6

1+4+3

8

As2 , Bs3 , Cs1

1+4+8

13

Here in this example, we can get the lowest best solution after solving the hard
constraint than the existing best solution that we obtained from simulated annealing.
So, if we try to solve an unsatisfied hard constraint then, there is a chance that we will
be getting a better solution than the best solution that we got using the simulated
annealing algorithm.

Thus, the above section shows that the simulated annealing algorithm for a feasible solution provides a better solution than the local search algorithm. At the same
time, the focused penalty for the infeasible solution gives better results than the
simulated annealing algorithm.
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CHAPTER 4
Results and Analysis
In this chapter, we will evaluate our algorithm’s performance for solving the university timetable problem. The simulated annealing algorithm used for feasible and
infeasible solutions generates better results than the Local search Algorithms. The
proposed models improve the state-of-art solution when considered.

We formulated two models for solving the university timetabling problem that
needs a scheduled set of classes to its available schedules. The first model is a pure
simulated annealing algorithm for the feasible solution. The algorithm uses the probability of acceptance criteria to accept some solution other than the best solution.
This approach helps in escaping the local optima and reach a better solution. The
second model is the model for an infeasible solution. This uses the random walk
algorithm to move out from the infeasible region.

This shows that for each schedule, the proposed approach evaluates :
• If the total cost/penalty obtained is minimum.
• if the constraint is satisfied.
Thus, we say that the model’s objective is to schedule courses to its available schedules such that the constraints are satisfied and the total cost/penalty is minimum.
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4.1

Input and Data-set

To analyze the results of our algorithm, we compared our proposed approach with
the Local search algorithm as described in Chapter 3.

We have used the dataset from the international timetable competition 2019 [17].
We prepossessed the dataset as our requirement by removing the unnecessary constraints, and the prepossessed dataset contained the information on:
• Information on the classes and the available schedules for the class.
• Information on the cost for choosing a schedule for a class.
• Information on the constraints for each class.
• Information on the penalty/cost for violating each constraint.
Once we get all the input from the dataset, we formulate our problem with an objective function and the constraints.

4.2

Local Search vs. Proposed Algorithms

This section will compare the results of our proposed approach for the university
timetabling problem. We will first compare the Local search algorithm with the two
models based on the iteration vs. bestpenalty value. Then we will compare the execution time taken for all three algorithms.

We will also analyze how our proposed approach works on the different datasets
with different sizes. We will consider two datasets with a more extensive dataset,
and the other is a smaller dataset. The first one has data around 1239 classes, while
the second is a smaller dataset with 99 classes. For this, we will consider different
datasets from the international timetable competition 2019.
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4.2.1

Iteration Vs. Best Penalty

The section compares the proposed two models with the local search algorithm based
on iteration vs. best penalty. We will consider two sets of iterations on two datasets
to evaluate the algorithms. The first set of iteration is 1000 iteration, while the
second is for 20k iterations. We will use the 20k iteration as the quantitative measure of the proposed model. We will calculate the relative percentage difference as
(LS-modelpenalty/LS)*100, where LS is the best penalty value of local search and
modelpenalty is the best penalty value for a proposed model. Since we use two different datasets, we will take an average of the percentage values we obtained.

To evaluate the performance as a quantitative measure, we will consider the 20k
iterations of both the dataset on the local search algorithm and the proposed two
models. We will calculate the relative percentage difference of the proposed model
and the local search algorithm in the 20k iteration on both datasets. Then we will
take the average percentage of the relative difference.
4.2.1.1

Dataset-1

Our dataset-1 is the smaller dataset that we have chosen from the international
timetable competition (itc) 2019 [17]. The dataset has 99 classes. We will do an
iteration of 1000 and 20k for the dataset. The x-axis represents the iteration number,
and the y axis points to the best penalty value obtained in each iteration.
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Figure 4.1: 1000 iterations for smaller dataset.
Figure 4.1 is the 1000 iterations for the smaller dataset where the x-axis represents
iteration, and the y-axis shows the best penalty value. As mentioned in Figure, each
colour represents a model 4.1. The blue denotes the local search algorithm, orange
means the feasible solution model; and the green represents the model for the infeasible solution. From Figure 4.1 we can see that the proposed two models perform
better than the local search algorithm. At the same time, it can also be seen that the
model for the infeasible solution, modified SM, performs better than the model for
a feasible solution as the best penalty value obtained for modified SM is lower than
the SM.
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Figure 4.2: 20k iterations for smaller dataset.
Figure 4.2 shows the performance comparison with the 20k iterations on the small
dataset(bet-sum18). We do this to show the variation of the algorithm when the iteration is increased. We can see that even after 20k iteration for a smaller dataset, our
proposed two models perform better than the local search algorithm. To be precise,
here in the experiment, we have the best penalty value for LS as 157092, SM value
as 143461 and modified SM value as 125417. Therefore, the model for the feasible
solution is about 9% better than the local search, while the model for the infeasible
solution is about 20% better than the local search.

4.2.1.2

Dataset-2

Our dataset-2 is a more extensive dataset from the itc 2019 (agh-fis-spr17) [17]. The
dataset has 1239 classes that need to be scheduled. As discussed above, the x-axis
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represents the number of iterations, and the y-axis represents the best penalty value.
We will do two sets of analysis on the dataset as done in the smaller dataset. The
first is for 1000 iteration and then for 20k iterations.

Figure 4.3: 1000 iterations for Large dataset.
Figure 4.3 represents the 1000 iteration for the large dataset. We have the x axis
with the number of iteration and the y axis with the best penalty value. The blue line
corresponds to the local search while the orange and green correspond to the model
for feasible solution and model for infeasible solution respectively.
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Figure 4.4: 20k iterations for Large dataset.
Figure 4.4 represents the performance of the algorithms with 20k iterations on the
large dataset (agh-fis-spr17). After the 20k iteration, we can see that our proposed
models perform better than the local search algorithm. To be precise, here in the
experiment, we have the best penalty value for LS as 1875657, SM value as 1291049
and modified SM value as 305870. Therefore, the model for the feasible solution is
about 31% better than the local search, while the model for the infeasible solution
is about 84% better than the local search. From both graphs, we can see that the
proposed models outperform the local search algorithm in 1000 and 20k iterations.

4.2.2

Execution Time

This section will compare the execution time of the proposed models with the local
search algorithm. We have used a box and whisker plot for plotting the execution
time for each algorithm. Box and whisker plotting is a graphical approach in which
we can display the variation in data. It helps in getting more details than the normal
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histogram.

Figure 4.5: Execution time for a set of iteration in seconds for small Dataset.
Figure 4.5 shows the execution time graph for all the algorithms for a set of iteration on a small dataset. Each dot in the graph represents an iteration and the seconds
correspond to the dot show the execution time in seconds. The blue box and whisker
represent the local search algorithm. At the same time, the orange corresponds to
the simulated annealing model for the feasible solution, and the grey corresponds to
the simulated annealing model for the infeasible solution. In the graph, the box has
a line passing through the median, and the cross shows the average. According to
the data, we obtained the average execution time for LS is 0.009141702 seconds, SM
0.012760793 seconds and modified SM 0.01962854 seconds. The execution time for
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SM is about 39% higher than the LS, and modified SM is 114% higher than the LS.

Figure 4.6: Execution time for a set of iteration in seconds for Large Dataset.
Figure 4.6 shows the execution time for all the algorithms in large dataset. The
average execution time for LS is 1.195695371 seconds, SM is 1.839696361 seconds,
and modified SM is 2.060550291 seconds. The model for the feasible solution has
an execution time about 53% higher than LS, and the infeasible model has a 72.3%
higher execution time than the LS. Also, we can see some outliers in the large dataset
than the small dataset for modified SM. This is because the random walk takes time
to run through the large dataset.
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4.3

Discussion

We analyzed the performance of the proposed model by comparing it with the local
search algorithm. We have used two datasets with two different sizes to see how the
algorithm will work on two different-sized datasets. We took two sets of iteration on
both the dataset (1000 and 20k).

The results obtained from the experiment suggest that the local search algorithm
tends to get stuck in the local optima regardless of iteration number. The proposed
two models outperformed the local search algorithm by escaping from the local optima. The model for the infeasible solution outperformed the model for the feasible
solution in both sets of datasets and their iteration. However, the execution time for
both models is higher than the local search algorithm.
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CHAPTER 5
Conclusion and Future Work

5.1

Conclusion

There has been much research held on different types and settings of the timetable
problem. We explore solving one setting of the problem using the simulated annealing
algorithm. In our problem setting, we are given a set of classes and a set of available
schedules for each class. We allocate the classes to the schedule. At the time of
allocation, we will consider few hard and soft constraints. The feasible solution is
when all hard constraints are satisfied. Soft constraints are expected to be satisfied.
Violation of each soft constraint is associated with a penalty which is added to the
objective function. A cost is also associated with choosing a particular schedule from
available schedules. Thus, we aim to allocate classes to its schedule such that the
sum of the total cost of violation and cost for allocation is minimum.

The solution to the problem follows a Meta-heuristic algorithm. We used the
local search algorithm to show that it gets stuck in the local optima not to reach
a better solution. We introduced two models of the simulated annealing algorithm.
The first uses the probability of acceptance criteria for the feasible solution. The
second uses the random walk algorithm to the infeasible solution.

Based on the experiment, we observed that the local search algorithm gets stuck
in the local optima, whereas the proposed two models perform better than the local
search. We could also see that the model for the infeasible solution generated better
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results than the model for the feasible solution. The model for the infeasible solution
used the random walk, and the feasible solution used simulated annealing with the
probability of acceptance criteria.

5.2

Future Work

The future work of our proposed approach is to extend the problem statement by
adding other constraints to the problem definition. Currently, we have used classes
and their schedules. Considering the classroom and adding more constraints can be
an extension to the problem.
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