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We show that there exist dynamical phase transitions (DPTs), as defined in [Phys. Rev. Lett.
110 135704 (2013)], in the transverse-field Ising model (TFIM) away from the static quantum
critical points. We study a class of special states associated with singularities in the generating
functions of time-integrated observables found in [Phys. Rev. B 88 184303 (2013)]. Studying the
dynamics of these special states under the evolution of the TFIM Hamiltonian, we find temporal
non-analtyicities in the initial-state return probability associated with dynamical phase transitions.
By calculating the Berry phase and Chern number we show the set of special states have interesting
geometric features similar to those associated with static quantum critical points.
I. INTRODUCTION
Phase transitions are remarkable phenomenon which
are ubiquitous in nature and have been studied in equi-
librium thermodynamics since the 19th century [1]. Re-
cently, driven by experimental advances [2, 3], much in-
terest has turned to the study of non-equilbrium dy-
namics and phase transitions [2, 4–8]. Recent work
by Heyl, Polkovnikov and Kehrein [4] revealed an inter-
esting connection between non-analyticities in the non-
equilibrium dynamics of a quantum system and the the-
ory of equilibrium phase transitions. The authors high-
lighted the formal similarities between the appearance of
non-analyticities in the return amplitude of a quantum
system and the Lee-Yang theory of equilibrium phase
transitions [9, 10]. Studying in detail the transverse-
field Ising model (TFIM), the authors studied quantum
quenches across boundaries between the quantum phases
as well as quenches within a quantum phase. Only when
quenching across a phase boundary were nonanalyticities
revealed in the temporal behaviour of the return ampli-
tude. In the thermodynamic limit, temporal nonanalytic-
ities emerged due to the coalescence of Lee-Yang zeroes in
the complex plane of the return amplitude. Due to strong
similarities with equilibrium phase transitions they have
been dubbed dynamical phase transitions (DPTs) [4].
Other studies, by us and others, have found dynami-
cal insights into many-body dynamics by exploring time-
integrated observables [11–13]. Making use of full count-
ing statistics (FCS) methods [12–19], the moment gener-
ating function (MGF) for time-integrated observables is
treated analogously to a partition sum. In this so-called
‘s-ensemble’ approach, the status of the counting field ‘s’
is elevated to that of a thermodynamic variable [20, 21].
Pursuing the thermodynamic analogy, singular features
in the long-time behaviour of the cumulant generating
function (CGF) have been identified as phase transitions
in the FCS [22–25]. In a recent paper [26], we studied
moments of the time-integrated transverse magnetisation
in the TFIM with this formalism and uncovered a set of
FCS singularities [see Fig. 1(left)] in the CGF. Analogous
to the ground state at the static quantum critical points
in the model, there exist a special class of states which
FIG. 1. In the left panel is the FCS phase diagram of the
TFIM, regions I and II are the dynamically ordered and disor-
dered regimes respectively [26]. The counting field is labelled
s and λ is the transverse magnetic field strength. We consider
“quenches” from points (λ, s) → (λ, 0). The right panel shows
the large deviation function associated with the return proba-
bility of this protocol. Dynamical non-analyticities are found
when the “quench” crosses the FCS critical line, analoguous
to the effects of a quantum quench across a static quantum
critical point.
capture the singular FCS features. These are eigenstates
of a the non-Hermitian operator which forms the MGF.
In this paper, we explore this special class of states in
greater detail. We study their evolution under the TFIM
Hamiltonian and find DPTs emerge, similar in nature
to those uncovered by Heyl, Polkovnikov and Kehrein in
Ref. [4]. Therefore, we demontrate DPTs can exist with-
out performing a quantum quench across a static quan-
tum critical point in the TFIM. In such cases, we find,
as in Refs. [4, 5, 27], nonanalyticities in the initial-state
return probability [see Fig. 1(right)]. We develop further
the relation of the special states with groundstates near
quantum criticality by exploring the geometric proper-
ties [28–32] of the class of special states. We find the
geometric properties of these states at the FCS singu-
larities exhibit features similar to the ground state at a
static quantum critical point [33–35].
The paper is organized as follows: in Sec. II A we pro-
vide the theoretical framework on time-integrated ob-
servables and FCS criticality in closed systems. We then
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2outline its application to the TFIM in Sec. II B and its
connection to the return probability in Section II C. In
Sec. II D we provide an overview on the geometric-phase
characterization of states and its application to DPTs.
We then present our results concerning the connection
between these FCS phases and DPTs in Sec. III A be-
fore discussing the geometry of the states associated with
these phases in Sect. III B. Finally, we present our con-
clusions in Sec. IV.
II. THEORETICAL FORMALISM
A. Generating Functions and Time-Integrated
Observables
Central to the theory of phase transitions is the parti-
tion function for a system
Z(β) = Tr(e−βH) = e−Nβf(β) (1)
where β is the inverse temperature. Here, f(β) is the
free energy density, in which nonanaltics associated with
phase transntions manifest, and N is the number of de-
grees of freedom. As noted in [4], if the system is in a pure
state, the partition function is related to the quantity
G(t) = 〈ψ|e−iHt|ψ〉 . (2)
In the context of a quantum quench [2, 7] G(t) is
the Loschmidt amplitude [36], with H the post-quench
Hamiltonian and |ψ〉 the initial state. Mapping it → β,
for β ∈ C, the Loschmidt amplitude is now the boundary
partition function Z(β) = 〈e−βH〉. This partition func-
tion has zeros in the complex β-plane which lie on the
real time axis when e−iHt|ψ〉 is orthogonal to |ψ〉. In the
thermodynamic limit these zeros coalesce and may ap-
pear as nonanalyticities in the rate function, l(t), for the
return probability
l(t) = lim
N→∞
1
N
log |G(t)|2 (3)
The partition function, and Loschmidt amplitude, are
generating functions for the energy of the system and
work done during a quench. These are both static quanti-
ties. Singular features in the free-energies of these gener-
ating functions correspond to quantum phase transitions
and dynamical phase transitions respectively. We now
look at a generating function for purely dynamical quan-
tities, namely time-integrated observables [26]. Consider
a closed quantum system with a Hamiltonian, H. We
wish to examine moments of a time-integrated observ-
able
Kt ≡
∫ t
k(t′)dt′ (4)
where k(t′) is the operator associated with the observ-
able of interest written in the Heisenberg representa-
tion. The MGF of this quantity is directly related to a
non-Hermitian Hamiltonian, Hs, and an associated non-
unitary evolution operator Tt(s), defined by
Tt(s) ≡ e−itHs , Hs ≡ H − is
2
k . (5)
With these operators one can show that the MGF of Kt
is given by
Zt(s) = 〈T †t (s)Tt(s)〉 (6)
and moments of Kt are generated through its deriva-
tives, 〈Knt 〉 = (−)n∂ns Zt(s)|s→0, while the logarithm of
the MGF, Θt(s) ≡ logZt(s), is the CGF. This forms the
definition of a form of FCS [15], where in contrast to the
usual definition of FCS we take the parameter s to be
real. To study the analytic properties of this generating
function it will be useful to study the associated scaled
CGF in the long-time limit
θ(s) = lim
N,t→∞
Θt(s)
Nt
. (7)
B. Application to the Transverse-Field Ising model
We focus on the one-dimensional TFIM with periodic
boundary conditions, whose Hamiltonian is given by
H = −
∑
i
σzi σ
z
i+1 − λ
∑
i
σxi
=
∑
k
k(λ)(γ
†
kγk − 1/2) , (8)
where σx,z are pauli matrices and λ is the strength of the
magnetic field. The Hamiltonian is diagonalized using a
Jordan-Wigner transformation followed by a Bogoliubov
transformation [37] and the spectrum (see Appendix) is
k(λ) = 2
√
(λ− cos k)2 + sin2 k . (9)
We examine the generating function associated with the
time-integrated transverse magnetization, σx =
∑
i σ
x
i
when the system is in the ground state. Using stan-
dard free-fermion techniques (see Appendix) one finds
the CGF [26]
θ(s) = 4Im
(∫ pi
0
∣∣∣√(λ+ is/2− cos k)2 + sin2 k∣∣∣ dk).
(10)
Making an analogy to equilibrium statistical mechanics
we treat this CGF as a type of dynamical “free energy”
and introduce an order parameter, −θ′(s), and a dynam-
ical susceptibility, χs = θ
′′(s), where ′ denotes differen-
tiation with respect to s. Using these dynamical quan-
tities the FCS phases can be characterised [see Fig. 1].
A whole critical line exists where χs diverges [26]. The
static quantum critical points lie at the end of this crit-
ical line. This critical curve, shown in Fig. 1, is a circle
in the λ− s-plane defined by
λ2 + (s/2)2 = 1. (11)
3The critical line (11) corresponds to a closing in the gap
of the complex spectrum of Hs at a particular wavevec-
tor, kλ, which depends on the transverse magnetic field.
For |λ| < 1 the critical s value is given by
sc = 2 sin kλ ; kλ = cos
−1 λ . (12)
This phase diagram is divided into two regions, region I
and II (see Fig. 1), which we will refer to as ‘dynamically
ordered’ and ‘dynamically disordered’ respectively. Asso-
ciated with each point in this FCS phase diagram we may
associate a state |s〉 defined by |s〉 ≡ limt→∞ Tt(s)|i〉 [26],
for initial states |i〉 [38] with an appropriate normalisa-
tion. The states |s〉 are right eigenstates of Hs. In our
case the initial state is the vacuum of the TFIM. With
this choice |s〉 takes different forms depending on the val-
ues of λ and s:
|s〉 =
⊗
k>0
|sk〉 (13)
∝

⊗
k>0 |1k, 1−k〉s λ > 1⊗
k<kλ
|0k, 0−k〉s
⊗
k>kλ
|1k, 1−k〉s −1 < λ < 1⊗
k>0 |0k, 0−k〉s λ < −1
The states |nk, n−k〉s are eigenstates of H with nk
(n−k) fermions in the mode k (−k) (see Appendix). It
turns out that the states |s〉 can be prepared to high
precision by coupling the system to a simple Markovian
environment [26].
C. Quenches in s
In this paper, we will consider the following quench
protocol: we initially connect the Ising chain to an ap-
propriate bath (as in [26]) and allow it to evolve towards
the state |s〉. After this we will perform a “quench” in
the s parameter by decoupling the system from the en-
vironment and evolving the state |s〉 under the TFIM
Hamiltonian H.
|st〉 = e−iHt|s〉 =
⊗
k>0
e−iHt|sk〉 =
⊗
k>0
|sk,t〉 (14)
In this scheme, which we will refer to as the ‘s-quench’,
we will examine how dynamical phase transitions are
related to the critical FCS line shown in Fig. 1. Fur-
thermore we will characterize the geometric properties of
the states |s〉 (|st〉), expressed in terms of the majorana
fermions of H, focussing on the Berry phase (Chern num-
ber). This approach has previously been used to charac-
terize ground state properties, quantum phase transitions
and DPTs: here, we will use it to characterize the new
FCS critical line using states |s〉. We provide a brief
discussion of these geometric parameters so we may link
these to both quantum as well as FCS phase transitions
and connect these critical features with DPTs.
D. Geometric Phase and Berry Curvature
Topological quantum numbers provide an alternative
way of classifying and characterizing the ground state
properties of many-body quantum systems [34]. This
geometric approach to studying ground state properties
of many-body systems has provided a new interpreta-
tion of quantum phase transitions [39–41]. One of the
most widely-used measures of these geometric proper-
ties of physical systems is the Berry phase [28] associ-
ated with adiabatic transport of quantum state vectors
around a closed parameter-manifold. Associated with
this phase we may construct an associated Berry cur-
vature, which when we consider transport along a two-
dimensional manifold, M2, leads to the Chern number of
the system. We will now discuss these quantities in more
detail, before describing their relationship to results on
dynamical quantum phase transitions.
Consider a manifold of Hamiltonians defined by some
parameters ~λ. A natural measure of the distance [42]
between the ground states, |0(~λ)〉, of this manifold is
ds2 = 1− |〈0(~λ)|0(~λ+ d~λ)〉| =
∑
µ,ν
gµνdλ
µdλν (15)
where gµν is the geometric tensor
gµν = 〈0(~λ)|←−∂µ∂ν |0(~λ)〉 − 〈0(~λ)|←−∂µ|0(~λ)〉〈0(~λ)|∂ν |0(~λ)〉.
(16)
Here ∂µ = ∂/∂λ
µ and the diacritic arrow, ←−, indicates
the partial derivative acts to the left. Now the imaginary
part of the geometric tensor is directly related to the
Berry curvature, Fµν , via :
Fµν = −2Im[gµν ] = ∂µAν − ∂νAµ (17)
with Aµ = i〈0(~λ)|∂µ|0(~λ)〉 the Berry connection. The
line integral of this connection is simply the Berry phase
(B) and the surface integral, over the parameter manifold
(M), of the curvature is related to a quantity known as
the Chern number, C:
B ≡
∫
∂S
~A.d~λ
C ≡ 1
2pi
∫
M
FµνdSµν . (18)
If the manifold is closed in the topological sense, then
the Chern number is simply an integer [43]. We now
summarise existing results on two-parameter manifolds
which are of relevance to the TFIM [44]. Consider the
evolution of the ground state of the TFIM at λ = λi after
a quench to λf . The time evolved state factorizes into
contributions from each momentum sector, |uk,t〉,
|uk,t〉 = [cosφk− i sinφke−2ik(λf )tγ†kγ†−k]|0k, 0−k〉. (19)
4FIG. 2. (a) The parameter manifold M2 is topologically equivalent to the S2-sphere as the k = pi mode is ϕ independent
and the k = 0 mode is (at most) only dependent on ϕ up to a gauge transformation. (b) Examining the manifold at each
point in the FCS phase diagram we find that at kλ the manifold is ϕ independent. The s-states below |λ| = 1 are found to be
completely ϕ independent on the s = 0 line. However above the |λ| = 1 line the manifold once again becomes topologically
equivalent to the S2-sphere at s = 0.
The annihilation operators γk diagonalise the TFIM
Hamiltonian [see Eq. (8)], with k (9) the excitation spec-
trum. The angles φk are the Bogoliubov angles associ-
ated with the Bolgoliubov transformation employed in
diagonalising H, and |0k, 0−k〉 is the vacuum associated
with the mode k (γ±k|0k, 0−k〉 = 0). Examining Eq. (8),
one can see that the final Hamiltonian obeys a global
U(1) symmetry
γk → γke−iϕ, (20)
however this symmetry is not shared by the time evolved
state due to the spontaneous creation of excitations [44].
Furthermore this geometric phase corresponds to the
global phase accumulated on cyclic evolution from ϕ = 0
to pi.
We now focus on the manifold of states, M2, defined
by parameters k and ϕ. The parameters k and ϕ are
defined on the same interval [0, pi]; this can be seen from
the from the form of |uk,t(ϕ)〉. These states are defined
uniquely for k > 0 and k < pi. Furthermore as the exci-
tations are Cooper-pair-like in nature (see Eq. (19)) the
phase factor ϕ has a factor of 2 preceding it. This implies
the states are uniquely defined with ϕ ∈ [0, pi]. Now in
order to compute the curvature of M2 = [0, pi] × [0, pi],
we have to compute the derivative of |uk,t(ϕ)〉 with re-
spect to both ϕ and k. The derivative with respect to
ϕ is straightforward, while the derivative with respect to
k is less so. In order to compute this we need to use
perturbation theory and expand |0k, 0−k〉 as follows:
|0k+δk, 0−(k+δk)〉 = |0k, 0−k〉+ d
dk
|0k, 0−k〉δk +O(δk2).
(21)
Standard perturbation theory has an implicit gauge
choice built in known as the parallel transport gauge:
because the excited states are orthogonal to the ground
state, it turns out [45]
d
dk
|0k, 0−k〉 = d
dk
γ†k|0k, 0−k〉 = 0, (22)
making the calculation of the Berry Phase and curva-
ture straightforward. This manifold was examined with
these states in [44] where it was found that the states
5|uk,t(ϕ)〉, at k = pi, are independent of the phase ϕ, i.e.
sinφpi = 0. This behaviour is independent of the quench
protocol. However, the behaviour of the infrared states
(k → 0) is slightly more complex. If we quench within
the same phase the k = 0 states are ϕ independent, as
sinφk→0 = 0, and so the manifold M2 is topologically
equivalent to the 2-sphere. However, quenching across
the static quantum critical point we find the k = 0 states
now depend on ϕ up to a global phase, as sinφk→0 = 1.
This global phase may be removed with an appropriate
gauge transformation, once again leading to topological
equivalence with a 2-sphere (see Fig. 2). This depen-
dence on ϕ up to a total phase is due to a population
inversion, of the new modes associated with the quench
Hamiltonian, on crossing the critical point and is cap-
tured by a change in the Chern number, which is given
by C = sin2 φk=0. For quenches within the same phase
C = 0 but for quenches across the critical point it was
found C = 1, this change in topological number cor-
responds to the emergence of dynamical phase transi-
tions [44].
In this work we apply this idea of geometric phase us-
ing the set of states |sk,t〉, defined in Eqs. (13) and (14),
in place of the |uk,t〉 states. By studying the dynamical
properties of our s-quench and the geometric properties
of the s-states we will extend the links between the ge-
ometric phase and both static and dynamical criticality
to the FCS critical line in the TFIM.
III. RESULTS
A. The s-Quench
Having introduced the necessary background to DPTs
and the extended set of |s〉 states we are interested in, we
now examine the features of |s〉 states under the evolution
of the TFIM Hamiltonian. From Eqs. (8) and (13) we
find that the rate function associated with the return
probability (Eq. (3)) takes the form
l(t) = 2Re
(∫ kλ
0
log
[ | cosαsk|2 + | sinαsk|2e−2ikt
cosh 2Im(αsk)
]
dk
+
∫ pi
kλ
log
[ | sinαsk|2 + | cosαsk|2e−2ikt
cosh 2Im(αsk)
]
dk
)
(23)
with kλ defined in Eq. (12). In the finite-N regime this
function will contain zeros at times
tn =
i
(2)k
(log | tanαsk|2 + i(2j + 1)pi) . (24)
Here j ∈ Z and the (2) indicates there are two sets of
zeros. One set is due to the integrand in Eq. (23) van-
ishing; the other is attributed to the integrands attaining
the same value and emergent non-analytic behaviour at
the kλ limits of these integrals. In both cases these zeros
lie on the real time axis whenever the complex angle, αsk
(see Appendix), is such that | cosαsk| = | sinαsk|. This is
only ever the case when the initial |s〉 lies in the dynami-
cally disordered phase and |λ| < 1: in this region there is
a well defined kλ and the ‘quench’ crosses the FCS crit-
ical line described by Eq. (11). Within this regime, in
the thermodynamic limit, we see the emergence of non-
analyticities at critical times
t∗ =
(2j + 1)pi
2kλ
,
(2j + 1)pi
kλ
. (25)
When we prepare the system in a state |s〉 from
within the dynamically ordered regime such that we don’t
‘quench’ across the critical line (see Fig. 1), or at |λ| > 1
where there is no critial line, no DPTs are visible; in
this region there is no energy scale kλ. The interpreta-
tion of this new energy scale set by kλ is simple: the
occupation of this mode ns=0(kλ) = 1/2. The other
modes have occupation ns=0(k) < 1/2 for k < kλ and
n(k) = 1/2 for k > kλ, so we see kλ marks the on-
set of half-occupancy. These results are similar to those
in Ref. [4] for ground states with one crucial difference.
The emergence of these DPTs is not due to quenching
across a static quantum critical point [4–6], the existence
of the infinite temperature critical mode was built into
the states |s〉, see Eq. (13). This mode defines the critical
features in the FCS of the time-integrated magnetization
of this system and so by creating states which capture
such singularities we build in a critical mode kλ.
To summarise our results in this subsection, we have
shown for the a particular choice of initial state which is
not a ground state of the TFIM, DPT features emerge
even far from quantum criticality. We propose that one
could even consider the FCS critical line as a critical line
for these extended set of states. To corroborate this idea
of a new line of criticality we will now examine the geo-
metric properties of these states.
B. Geometry of s-states
Now we turn to a geometric characterisation of the
states |s〉 (13) and |st〉 (14), beginning with the an anal-
ysis of the former. These states, |s〉, are the right eigen-
vectors of Hs. Previously it has been shown [34, 39–41]
that the geometry of a system’s ground state shows sig-
natures of static quantum critical points. By analogy we
expect that the geometric properties of these new states,
|s〉, should show signatures of the FCS critical line (11).
However, as this is not a conventional quantum critical
line it is unclear exactly how these geometric quantities
such as the Berry Phase and Chern number will behave
in its vicinity. We begin by introducing a family of TFIM
Hamiltonians, H(ϕ), which depend on the parameter ϕ
associated with the global phase shift of fermionic oper-
ators (20). Diagonalizing both Hs and H we are able to
express the FCS-critical state |s〉 in terms of the fermionic
modes of the final Hamiltonian H. Applying a global
6phase shift, Eq. (20), to the fermionic operators of H, we
obtain a new state |s(ϕ)〉, see Appendix. From Eq. (18),
the Berry phase associated with this adiabatic evolution
is given by
B =
∫ pi
0
〈s(ϕ)|i∂ϕ|s(ϕ)〉dϕ. (26)
To study the FCS critical line it is necessary to work in
the thermodynamic limit where the size of the spin chain,
N → ∞. In this limit we study the geometric density,
β˜ ≡ limN→∞B/N , and inserting |s(ϕ)〉 in Eq. (26) we
find it takes the form
β˜ = −
∫ pi
kλ
| cosαsk|2
cosh 2Im(αsk)
dk−
∫ kλ
0
| sinαsk|2
cosh 2Im(αsk)
dk. (27)
In Fig. 3 we plot β for some representative slices
through the (λ, s)-plane. The geometric phase density
appears to be the same in both regions I and II of the
FCS phase diagram, see Fig. 1 and Fig. 3. However on
examining dβ˜/ds, minima appear at the FCS critical line.
Previously such extrema were used as a method to iden-
tify quantum criticality [33, 39–41] but here they also
mark the critical features not of the final Hamiltonian
but of Hs.
We have shown that the Berry phase can be used as
a method to identify FCS critical points. We note that
this is due to the connection of the Berry phase and the
energy-level structure of Hs. To connect this observa-
tion with the emergence of DPTs we perform an analy-
sis of the Chern number, C, discussed in Sec. II D. Still
working in the thermodynamic limit we now consider the
“quenched” state |st(ϕ)〉, including the fermionic shift
(20), and split it up into its contributions from each mo-
mentum sector k. Combining the result with Eq. (18),
the Chern number has a highly non-trivial functional
form
C =
2(| cosαskλ |2 − | sinαskλ |2)
cosh 2Im(αskλ)
+ Im
(∫ kλ
0
2i(sinαsk)
∗ cosαsk∂kα
s
k
cosh 2Im(αsk)
dk
)
− Im
(∫ pi
kλ
2i(cosαsk)
∗ sinαsk∂kα
s
k
cosh 2Im(αsk)
dk
)
− Im
(∫ pi
kλ
2i| cosαsk|2(cosαsk(sinαsk)∗ − h.c.)∂kαsk
cosh2 2Im(αskλ)
dk
)
− Im
(∫ kλ
0
2i| sinαsk|2(cosαsk(sinαsk)∗ − h.c.)∂kαsk
cosh2 2Im(αskλ)
dk
)
.
(28)
Here the superscript ∗ denotes complex conjugation and
h.c. denotes the hermitian conjugate. We plot C as a
function of s for different values of λ in Fig. 4. We re-
call that in Sec. II D using the ground state for the case
of the TFIM [44] it was shown when quenching within
a phase led to a Chern number of 0 while quenching
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FIG. 3. The top panel shows slices of the Berry phase den-
sity at various λ values. No extremum or singular features
are visible in the vicinity of the FCS critical line, see Fig. 1.
However, the derivative of this density, dβ˜/ds, has extremum
located at the FCS critical line, this is shown in the bottom
panel. For |λ| > 1 no such extremum are present, this is due
to a lack of any FCS critical points in this parameter regime.
across the critical point led to a change in topological
quantization and C = 1. That these values are integers
is attributed to the fact that the ground-state parame-
ter manifold is topological equivalent to a S2-sphere, as
discussed in Sec. II D. For the states we have studied,
for s 6= 0 the manifold of the states |sk,t(ϕ)〉 does not
possess the same properties as that of |uk,t(ϕ)〉. These
states depend non-trivially on ϕ ∀ (k 6= kλ), and so M2
is cylindrical in nature. Below |λ| = 1, the state de-
fined by kλ does not depend on ϕ and so the cylinder
is ‘pinched’ at this point. We illustrate these topologies
in Fig. 2. These manifolds all possess boundaries and so
display non-integer Chern numbers, however on taking
the limit of s → 0 the manifolds become much simpler.
Above |λ| = 1 they once again become equivalent to a
S2-sphere and in the statically ordered phase, |λ| < 1,
all ϕ dependence is lost.
The Chern number C has a non-analytic point pre-
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FIG. 4. The Chern number, C, associated with the manifold
of |sk,t〉 states has a “kink” at the FCS critical line, this is
shown for various λ slices in the top panel. The derivative of
the Chern number, displays divergences at the FCS critical
line, these features are usually associated with quantum criti-
cality but now mark this new FCS critical line, bottom panel.
cisely at FCS critical line, see Fig. 4. This “kink” is
similar to that observed in the dynamical order param-
eter [26] and examining the derivative dC/ds, we see it
diverges at the critical line in a manner very similar to
χs. We note that the FCS critical line is associated with
a closing of the gap of an excited state in the complex
spectrum of Hs [26]. One may expect that the closing of
such a gap would lead to divergences in the Berry phase
and not extrema. The emergence of extrema is due to
our choice of initial state: while the gap in Hs is single-
particle in nature, the multi-particle states |s〉 (|st〉) are
of a construction such that in the thermodynamic limit
the single-particle divergences are suppressed and we see
extrema.
IV. CONCLUSIONS
In this paper we examined singularities of the gener-
ating function of time-integrated observables from the
perspective of DPTs, as defined in [4], and geometric
phase. We focussed on the example of the TFIM and the
time-integrated transverse magnetization. Previously it
was shown that using suitable external environments one
may prepare the system in specific states, |s〉, which cap-
ture this FCS criticality. We demonstrated, using such
states, that even far from quantum criticality one may
observe DPTs and that these DPTs only emerge when
one “quenches” across the FCS critical line. A recent
work [27] highlighted a similar observation in the XXZ
chain, where DPTs emerged when quenching within the
gapped phase. This was attributed to the steady state
behaviour of the system. In contrast in this paper we
find that the emergence of DPTs is not due to the steady
state behaviour but our initial state. We then character-
ized this FCS critical line by studying the geometry of
these states. We found that the derivative of the Berry
phase with respect to the s-parameter exhibited an ex-
tremum at the FCS critical line. Similarly the derivative
of the Chern number diverged at this phase boundary.
These results are similar to previous approaches to iden-
tifying static quantum critical points using the geometric
phase. This link between FCS criticality and the geom-
etry of these s-states rquires further investigation along
with the examinstion of time-integrated observables in
other models to see if this connection still holds. Fur-
thermore a direct link between the generating functions
of time-integrated observables and geometric quantities
would be interesting and will be a focus of future work.
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Appendix: Diagonalisation of Hs/H and the s-state
To study the time-integrated magnetization of the
TFIM we must diagonalize the non-Hermitian Hamilto-
nian Hs, this can be done via a Jordan-Wigner transfor-
mation in combination with a Bogoliubov rotation [37].
Then taking the s → 0 limit one also obtains the diago-
nalized form of the original Hamiltonian, H.
The Jordan-Wigner transformation expresses the pauli
spin operators σzi , σ
+
i , and σ
−
i at site i in terms of cor-
responding fermionic operators ci and c
†
i with {c†i , cj} =
8δi,j as
σzi = 1− 2c†i ci,
σ+i =
∏
j<i
(1− 2c†jcj)ci,
σ−i =
∏
j<i
(1− 2c†jcj)c†i .
(A.1)
This Hamiltonian is translationally invariant and so we
change to the Fourier representation
ci =
1√
N
∑
k
e−ikrick (A.2)
and rewrite the Hamiltonian as
Hs =
∑
k
(
2(cos k − (is/2 + λ))c†kck
−i sin k(c−kck + c†−kc†k
)
.
(A.3)
For specificity we restrict ourselves to an even number
of spins N , and with periodic boundary conditions, the
discrete wave vector k takes values k = pin/N where
n = −N + 1,−N + 3, . . . , N − 1.
We note that the Hamiltonian in Eq. ((A.3)) contains
terms that do not conserve the number of fermions, for
instance c†−kc
†
k. These terms are eliminated next via a
canonical Bogoliubov rotation. This transformation ex-
presses the Jordan-Wigner operators as a linear combi-
nation of a new set of s-dependent fermionic operators
ck and c
†
k with {ck, c†k′} = δk,k′ as
ck = cosφ
s
k Ak + i sinφ
s
k A¯−k,
c†k = cosφ
s
k A¯k − i sinφsk A−k.
(A.4)
Here we have a complex fermionic pair , {A¯k′ , Ak} =
δk′,k, where A¯k 6= A†k. In the limit s → 0 this fermionic
pair reduces to a more canonical form, A¯k → γ†k and
Ak → γk. These complex Bogoliubov angles φsk satisfy
φs−k = −φsk (A.5)
and are chosen such that only terms that conserve the
number of fermions are present in the Hamiltonian, note
in the limit of s → 0, this angle becomes φs=0k = φk.
To enforce this condition, the Bogoliubov angles must
satisfy
tanφsk =
sin k
is/2 + λ− cos k . (A.6)
With this choice we arrive at the free-fermion dispersion
relation given:
k(λ, s) = 2
√
(λ+ is/2− cos k)2 + sin2 k. (A.7)
Now the key property for expressing the fermionic
states of the s = 0 Hamiltonian in terms of the fermionic
states of Hs, is to notice that ground state of H may be
express as a BCS state of Hs:
|0〉 = 1N ′ exp
(∑
k>0
B(k)A¯kA¯−k
)
|0〉s
∝
⊗
k>0
[cosαsk|0k, 0−k〉s − i sinαsk|1k, 1−k〉s] (A.8)
In this Equation (A.8) |0k, 0−k〉s is the k-mode
vacuum, Ak|0k, 0−k〉s = A−k|0k, 0−k〉s = 0, and
A¯kA¯−k|0k, 0−k〉s = |1k, 1−k〉s indicate occupation states
of the fermionic modes with |k| that diagonalise Hs. The
complex angles appearing in the coefficients are directly
related to the Bogoliubov angles by αsk =
φk−φsk
2 . This
BCS form may be easily inverted and the fermionic occu-
pation states, appropriately normalized, of Hs are related
to their s = 0 counterparts via:
|0k, 0−k〉s = 1√
cosh 2Im(αsk)
(
cosαsk|0k, 0−k〉 − i sinαsk|1k, 1−k〉
)
,
|1k, 1−k〉s = 1√
cosh 2Im(αsk)
(
cosαsk|1k, 1−k〉 − i sinαsk|0k, 0−k〉
)
.
(A.9)
We now consider the s-quench protocol described in
the main text. We firstly connect the Ising chain, pre-
pared in its ground state, to a bath and allow it to evolve
to the s state,
|s〉 =
⊗
k>0
|sk〉,
|sk〉 = τ(kλ − k)|0k, 0−k〉s + τ(k − kλ)|1k, 1−k〉s
+ δk,kλ |0kλ , 0−kλ〉. (A.10)
here τ(x) is the Heavi-side step function. After this we
will evolve the state using it’s original s = 0, Hamil-
tonian. Expressing these Hs fermionic states in terms
of their original s = 0 counterparts, this evolution may
be evaluated analytically. The time evolved s-state may
still be expressed as a product of contributions from each
momentum sector
|sk,t〉 = τ(kλ − k) 1N (cosα
s
k − i sinαske−2iktγ†kγ†−k)|0k, 0−k〉
+ τ(k − kλ) 1N (−i sinα
s
k + cosα
s
ke
−2iktγ†kγ
†
−k)|0k, 0−k〉
+ δk,kλ [cosφkλ − i sinφkλe−2ikλ tγ†kλγ
†
−kλ ]|0kλ , 0−kλ〉
(A.11)
The normalization is related to the imaginary compo-
nents of αsk given by N =
√
cosh 2Im(αsk). By perform-
ing a global phase shift, γk → γke−iϕ, we obtain |sk,t(ϕ)〉
and |s(ϕ)〉.
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