Video segmentation is an important step in many of the video applications. We observe that the video shot boundary is a multi-resolution edge phenomenon in the feature space. Based on this observation, we have developed a novel temporal multi-resolution analysis (TMRA) based algorithm using Canny wavelets to perform temporal video segmentation. Information across multiple resolutions is used to help detect as well as locate abrupt and gradual transtions. We present the theoretical basis of the algorithm followed by the implementation as well as the results. In this paper the TMRA technique has been implemented using color histogram in the raw domain and DCT coefficients in the compressed video streams as the feature space. Experimental results shows that this method can detect as well as characterize both the abrupt and gradual shot boundaries. The technique also shows good noise tolerance characteristics.
INTRODUCTION
The rapid proliferation of digital video information has created a need for many video applications, which in turn has necessitated the development of many video processing techniques. Many of these applications require the ability to represent, index, store and retrieve videos efficiently. Since video is a continuous time-based medium, breaking video streams into temporal segments called shots 28could provide a higher level of access to video than frames. The shots can be used as elemental units to support many kinds of operations. For example, in video modelling, the shot structure present the low-level semantics of video to be extracted. The understanding of video usually requires the understanding of the relationship between shots. While in applications concerning video storage and retrieval, indexing the shots seems to be an inevitable step. Therefore a good algorithm for the temporal segmentation of digital video can be helpful in a wide range of applications.
Since video shots are defined according to the video transition boundaries, it is necessary to study the production of video transitions first. The video transitions are generated during the editing stage of video. According to Hampapur et al. , the whole process of video production is divided into two major steps: shooting and editing.
In editing, video shots are assembled together according to some editing decision, and thus the video transition is generated. Usually, there are two major types of video transitions according to the editing techniques involved. If the video editor does nothing but directly concatenates the two shots together, the join is termed as an abrupt transition, which we denote as CUT. On the other hand, if the video editor uses some special techniques to make the joint appears visually smooth, then the join will be a gradual transition that is denoted by GT. Figure 1 gives an example of a CUT and a GT. The process of temporal partitioning of video according to the video transitions has been termed differently in the literature such as thevideo segmentation, shot boundary detection, video parsing and scene change detection.6'7 For consistency, we will use the term video segmentation in this paper. To fulfil the task of partitioning video, any video segmentation technique needs to detect the transition between two shots in the video stream, classify the basic type of the transition and also locate the transition boundaries.5 Because there are different types of GT, such as dissolve, fade in/out, wipe, morph, etc, and they may have varying temporal duration, most existing algorithm, have different solutions for different type of video transitions. No reported work has made a general approach to treat the CUT and different types of GT as a common framework. While noticing that video transition is not a single-resolution phenomenon, a general approach to video segmentation for all types of video transitions is made by applying temporal multi-resolution analysis. By resolution, we mean the temporal resolution of a video stream which could be high(i.e. the original video stream) or low(i.e. by performing some form of temporal sub-sampling by grouping of frames). For example, although longer GTs cannot be observed at a high temporal resolution, it becomes apparent at a lower temporal resolution of the same video stream. Different types of video only differ in Figure 1 . Video Shot Transitions the characteristics in the temporal scale space. So we claim that the transition of video shots is a multi-resolution phenomenon. In this paper, a novel temporal multi-resolution analysis based approach has been made to solve the problem of video segmentation. In this approach. information across multiple resolution will be utilized to help detect, classify, as well as locate both the CUT and GT transition boundaries. We use Canny wavelets to form the scale space in this multi-resolution analysis.
The rest of this paper is organized as follows. The Section 2 reviews the past work. Section 3 describes our understanding of the problem and introduces the theoretical basis. Section 4 describes the algorithm in detail.
Section 5 discusses the experimental results, and Section 6 provides the conclusion and also outlines many areas for future work.
BACKGROUND
A lot of work has been done on detecting the CUT and many algorithms have been developed to handle the GT detection 133,22,2910,i5,4,18,2124,16,26,27 By assuming that different shots have different content-features, the video segmentation algorithms for CUT detection usually work by sequentially measuring successive inter-frame differences and studying their variances. Zhang et al. measured the difference of color histogram between successive frames and used a global threshold to detect CUT. When the difference is above the global threshold, a CUT is declared. When dealing with the GT, they used two thresholds. Accumulated differences of successive frames were computed when the inter-frame difference is above a lower threshold. When this accumulated difference exceeds the high threshold, a GT is declared. Template matching method compares the pixels or regions of two images across the same location 28 DCT comparison works directly on the compressed domain comparing the DCT coefficients •10,i5,24 Most of these methods need careful threshold selection and are affected by noise.6 The threshold for CUT detection can be chosen by modeling the noise as a Gaussian distribution 28 it can be easily set as a range and then used for considering whether the inter-frame difference is significant enough. However, it appears that the threshold for GT can only be chosen by experience. The threshold that works for one video may not work for some other video. Also, 495 Abrupt Shot Transition Gradual Shot Transition when using the color feature, object motion and camera flash may cause false detection, therefore they need special treatment. 24 There are some other approaches to video segmentation. Hampapur et a!. proposed a model based method by studying the video production techniques which describes different models for different editing effects. Some other researchers have adopted a statistical approach, studying the distribution of the difference-histogram and characterized different type of transitions with different types of distributions 12 A feature-based algorithm has also been proposed for detecting the GT by observing the pattern of the increasing/decreasing edges in the frames in a GT 27 In the Hong et al. ,26 wavelets are used to spatially decompose every frame into a low-resolution component and a high-resolution component. They then detect the possible gradual transitions by extracting the edge spectrum average feature in the high-resolution component to detect fade, and apply double chromatic difference on the low resolution component to identify the dissolve transitions.
Our proposed approach differs from these previous works in the following ways. In our work, we measure the difference between sets of frames instead of just between every two successive frames. In this way we can vary the size of each set that corresponds to different temporal resolutions. Thus ours is a multi-resolution approach as opposed to the single resolution approach adopted in the past work. Hong et al. have also adopted a multi-resolution approach. However, their approach works purely in the spatial domain. So temporally, their approach is still a single resolution approach. Thus our multi-resolution analysis is in the temporal domain in contrast to those using the multi-resolution analysis in the spatial domain. Lastly because of the simultaneous use of multiple resolutions, the result of the detection is not very sensitive to the threshold selection. Moreover, our algorithm has good performance for both abrupt and gradual transitions with low sensitivity to noise.
MULTI-RESOLUTION VIDEO ANALYSIS USING WAVELETS
In this section, we will introduce the necessary background for the development of our algorithm. In particular, we will explain the basis for the video representation in the feature space and the use of wavelets for the multi-resolution analysis.
Video Representation
We mathematically model the video using the content of the frames in the video data stream. The content is usually some low-level feature of the video frame and it could be of any of the following types: color, shape, texture or motion. Let us assume that we have chosen the color feature. For visualizing this representation, we first map the video stream into the 3D feature (color) space. Consider a very simple mapping -for every frame f in the video stream, we compute the average RGB color for this frame. Note that we use this mapping only for the sake of illustration and has not been used in in our algorithm. Using I = G, B) to represent the RGB value of every pixel (x, y) of the frame, we can compute f = 'average where w and h are the width and height of the frame. In other words, we only use one average color to represent a frame. In this way, every frame is mapped into a point in the RGB color space. If we connect these points in their temporal order of occurrence in the video stream, the temporal seqtience of frames will map into a spatial trajectory of points in the feature space. Figure 2 shows the mapping of a video sequence into the RGB space.
A different content feature will lead to a different feature space in which the video sequence will trace a corresponding trajectory. The dimension of the space depends on the dimensionality of the chosen feature. For example, if a 64-bin color histogram is used to represent each frame, we will have obtain a 64 -D feature space. If we carefully observe the mapped video in the feature space, we can notice that the similarity between any two frames is well reflected by the distance between the two corresponding points in the space. Similar frames will be closer in the feature space and dissimilar frames will be far apart. Of course, the exact distance will depend on how well this feature space can approximate the perceptual content. Since the frames belonging to one particular shot usually have a high similarity in content, the corresponding points in the feature space tend to be clustered.
In this way, we can easily map any video sequence into a corresponding trajectory of points in the multidimensional feature space. This trajectory of points can be considered as a sequence of samples of a multi-dimensional signal. Since the color-histogram representation has been found to be useful for the video segmentation problem,28 we adopt the n-color histogram to model the content of each frame of a video on the uncompressed domain. We have used n = 64. Every frame of video stream can be expressed as f = (x1, X2, ..., x) where x2 is the th bin in the histogram representation. We can then use v = 1(t) = (xi(t), x2(t),. . . , x(t)) to represent the temporal 300 Figure 2 . Mapping a Video into RGB-space using Average Color video stream v. Basically, the video is modeled in an n-dimensional feature space with every bin of the histogram corresponding to an axis of the space. Besides this feature space representation, we will also use the derivatives of the video signal trajectory to detect the shot transitions. To demostrate that our approach is independent of a particular feature space and for efficiency resons, we also use the DCT coefficients are used to construct the feature space on the compressed domain.24
By empirically observing GTs in many video streams, we have found that different types of GTs exist like fadein/fade-out, dissolve, wipe, morphs etc. Moreover, the length of the transition can vary widely. Although GTs lasting for thousands of frames exist, most of the GTs span lengths of 5 to 100 frames. Most of the existing algorithms assume that in general the content between shots changes much more than the intra-shot change. The veracity of this assumption has been borne out by observing several video trajectories in the feature space. We observe that different types of shot transitions are observable at different resolutions in the feature space. We have also noticed that whatever be the type or the length of the transition, there will always be a big enough change that is observable at some resolution. Figure 3 shows that the GT, which is not observable at a high resolution, can be easily detected at a lower resolution. For CUT, we can observe the change at both the high and coarse resolutions. On the other hand, GTs show up as peaks only at coarse temporal resolutions. So the transitions must be defined with respect to different resolutions. By viewing the video at multiple resolutions (scales) simultaneously, the detection of both CUTs and GTs could be unified. The only difference is that GTs correspond to local maxima (which are also edges or boundaries) of the multi-dimensional signal (feature-space video trajectory) in the low resolution while CUTs correspond to boundaries in all the resolutions. The longer the duration of a GT means the lower is the resolution at which the boundaries are observable. By making this fundamental observation that a video shot boundary is a multi-resolution phenomenon, we can characterize the transitions with the following features:
. The resolution of the transition (denoted by parameter a explained in section 3.2) . The strength of the transition (which is computed by W2f(x)I explained in section 3.2)
. The regularity of the transition point (which is characterized by the Lipschitz c explained in section 3.2)
Using these ideas, we have developed a unique multi-resolution analysis technique to detect and characterize both CUT and GT shot boundaries. In this paper, we mainly use the color feature for video representation but our technique is not limited to this feature. 
Wavelet Analysis
We first introduce the basic theory of the analysis in the function space L2(R). We will then apply it to digital video by considering the temporal sequence of video frames as samples from a continuous signal. The convolution of a 1D signal f(s) with a Gaussian function 0 with variance a, a E IR can be considered as a coarse representation of the signal. Since the convolution in the signal domain is equivalent to multiplication in the frequency domain, the convolution of f and 8 acts like a low-pass filter. That means the details (high frequency components) in the time/spatial domain are removed in the new transformed signal obtained after the convolution. This new signal function obtained after convolution can also be considered as a lower resolution representation of the original function. Denoting the Gaussian kernel by 1 i2 9(x)==e 2 (1) and the convolution at point b for resolution a as fO(_-P) JO(__)f(x)dx (2) For temporal video segmentation, it is commonly assumed that the shot transition will cause a rapid change in the video content. Therefore, these transition points can be located by finding the points where the content change occurs most rapidly. These points of rapid variations are precisely those for which the modulus of the first order derivative has a local maximum. Thus the detection of the maximum of the first order derivative after transforming the signal can help locate the transition points in some resolution. The abrupt transition will be observed at the high resolution while a gradual transition will be apparent only at a coarser resolution. So, if we could somehow determine these maxima in all resolutions of the signal (each resolution obtained through convolution which is essentially smoothing), we would be able to detect the transition points in all the resolutions. This provides the basis for detecting the GT and CUT in one (multi-resolution) framework. The resolution (defined with respect to a reference resolution) will characterize the nature of the transitions. The concept of multi-resolution analysis is related to the mathematical theory of wavelets. Wavelets are useful since they are well localized in both time and the frequency domain.
We briefly present here the basics of wavelet theory related to this paper 1,8 A function h is called a wavelet if it satisfies the admissibility condition,
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By the process of dilations and translations, the mother wavelet h builds a family of analyzing functions. They are normalized as:
ha,b(X) = a_h/2h(-L), a e R, b e R (4) Then the wavelet transform is defined as:
The n derivatives of the Gaussian 9:
(6 ax can be shown to be wavelets for n > 0 by the following lemma:2 Defmnition:Let n E N. A wavelet has n vanishing moments(is of order n), if for all integers k < n: i: (x)xkdx Let us denote °a 9() as the Gaussian at resolution a, then we obtain:
This also shows that the first derivative of smoothed signal f at some resolution a can also be obtained by smoothing I with the first derivative of the Gaussian °a And all these could be done using the wavelet transform by using this particular mother wavelet based on the Gaussian. The first order derivative of the Gaussian 41 forms the Canny wavelet. Using the Canny wavelets, we could transform the first derivative of any f in L2(IR) to a representation in the scale space.8 In other words, the derivative of function f has representations at different resolutions of the scale space. The higher the resolution, the more precise is the representation. This fact is used in the transition location algorithm to precisely locate the end-points of a transition. From the earlier discussion, we can easily see that the video shot transitions can be detected by the absolute maxima points in the scale space generated by the Canny wavelets. Over and above detecting the transitions, wavelets also provide the ability to characterize the transitions using these maxima points by utilizing the Lipschitz exponent. The regularity of a function at a point xo, can be characterized with a Lipschitz exponent a. A function 1(x) is said to be Lipschitz a regular in xo (0 < a < 1), if and only if for all x in a neighborhood of x0, we have 1( 
We can utilize the above theorem in the following way: we can construct the scale space by the dyadic scale 2 , and study the evolution of the amplitudes of the absolute maxima across the scales. Then we can obtain the degree of smoothness and the corresponding scale where the transition exists. Using this information, we can also distinguish the shot transitions from noise (such as object motion or flash) as well as CUTs from GTs. Conceptually, we consider the sequence of video frames to be the result of sampling of a continuous signal. In our case, since the digital video feature space is multi-dimensional, the video is a sequence of multi-dimensional samples. Since this feature space is multi-dimensional, we use the separability property to compute the one-dimensional Canny wavelet transform of these samples along each axis separately. The absolute maxima in the multi-dimensional space are then obtained by combining them using a Euclidean measure.
THE ALGORITHM
The theoretical basis of the algorithm has been explained in the previous section. In this section, we present a multi-resolution algorithm for shot boundary detection. The input is a video stream and the output consists of (a) the frame numbers where CUTs occur and (b) pairs of frame numbers corresponding to the start & end of GTs. The overall algorithm proceeds in this manner:
1. Compute the 64-bin histogram color feature or m DC coefficients for each frame of the video sequence. 3. Select the potential transition points at all resolutions. The potential transition points are basically the points which correspond to the local maxima.
4. Reject the potential transition points which correspond to noise. We are then left with the genuine transition points which can be utilized to locate the shot transitions.
5. Distinguish the transition points corresponding to CUTs from those corresponding to GTs.
6. Locate the exact transition points in the highest resolution (and thus their corresponding frame numbers) and output them.
Note that compared to the existing shot-detection techniques which rely on threshold selection, resolution selection is relatively easier and is more adaptive. There isn't really a need to find a way to get the "perfect resolution" for each video stream. This is because most of the information in multi-resolution analysis is contained across all resolutions, and thus the sensitivity to resolution selection is not much. In the actual implementation, we perform analysis on resolutions from 0 to 5. The wavelet transform can be construed to be a filter convolution operation which means that the lengths of the wavelet filter ranging from 2 to 100 frames. Thus range will cover most of the lengths of GT that can occur in real videos.
Selecting Potential Transitions
We have earlier seen that shot transitions correspond to local maxima in the multi-resolution scale space. This is nothing but the multi-resolution edge. For all resolutions, we compute the points corresponding to local maxima in strength using 1W22f(x)I. Notice that by this process we will be selecting spurious transition points that actually correspond to noise such as object movement or a camera flash. We there need to separate the points which really correspond to shot transitions from those that correspond to noise.
For a given potential transition point at the highest resolution, we find the corresponding point at all the resolutions. We can thus link the potential transition points across resolutions. First select a potential transition point in the highest resolution. In the next lower resolution to find the nearest transition point. Link this point with the initial one and iterate for rest of the resolutions. We call a set of linked potential transition a mavima path. If there are i potential transition points in the highest resolution, we will obtain i maxima paths.
Noise Removal
The basic idea used to remove potential transition points that correspond to noise is that the noise will get blurred at coarser resolutions and hence the strength of the such maxima points will get severely attenuated at coarser resolutions. On the other, the strength of transition points corresponding to CUTs and GTs will not be affected much. We could pick any resolution to do this, but in practice, we first pick all the maxima points and compare their strengths across all the resolutions using the maxima paths. If the strength reduces significantly at lower resolutions (scales 3 to 5), then such points are rejected. After this phase is completed, the left-over transition points are the ones which really correspond to transitions.
Locating the Transitions
The goal of video segmentation is not only to detect the existence of transitions, but also to locate precisely the positions of the CUTs and GTs in the video sequence. For a GT, both the start and the end positions need to be detected.
There is a shifting of the maxima points (corresponding to the same transition) at different resolutions. When the resolution becomes lower, the signal is blurred, and this causes the position of each maxima point to shift. If we connect the corresponding maxima points at all resolutions, a maxima path is formed which traces the shifts. For the GT, both the location of the start point and the end point of the transition have a maxima in the very high resolution. If we observe the behavior of these two points across the different resolutions, we will notice that as the resolution decreases, there will be a shift and during this shift, the two points will move towards each other to fuse into one single point at some low resolution. Basically at this particular resolution, the GT has become very significant. In other words, the GT maxima point in that low resolution will correspond to a maxima region (delimited by the two end-points) in the high resolution.
We now provide the detailed description of the algorithm to locate the GT region. First choose points that can correspond to a GT transition. These are termed as the significant points. Then a low to high resolution search is performed. In the search, for every resolution and every significant point, we find the two nearest significant points at the next higher resolution. The one in the left is marked as SL and the one on the right is marked SR. We recursively trace up the SL from the coarsest resolution to the highest resolution in order to find the final SL. This SL corresponds to the left boundary point of the maxima region at the finest resolution. A similar process is done for SR. The resulting (SL,SR) denotes the maxima region at the highest resolution (which corresponds to a GT).
For the CUT transition, a similar tracing is done from the coarsest to the highest resolution.
Distinguishing CUTs from GTs
For the previous procedure to work, we need to label whether a transition point corresponds to a CUT or to a GT. This is achieved by using the regularity of the wavelet transform using the Lipschitz a. We first compute:
Based on the discussion of the measure of regularity, Lipschitz c, we can obtain from eqn. (11):
So we can compute the /3 value for a potential transition point at different resolutions along its maxima path to obtain:
A high value of /3average corresponds to a faster transition. By empirically observing the range of /3average values for CUTs as well as GTs, we obtain a threshold of 4 for /3average. Thus, if /3average 4, then the point corresponds to a CUT and if /3average <4, then it corresponds to a GT.
Sample Video Data Set

EXPERIMENTAL RESULTS
To evaluate the performance of our algorithm for shot boundary detection, we carried out an experimental study using 10 different videos of varying characteristics. This video data set consists of a documentary video (a university campus description) , a commercial, a music video (Michael Jackson's "Black or White" ), a cartoon video, four movie videos and two news videos. This data includes many different types of shot transitions. The lengths of these transitions are also highly variable. We will now illustrate the ability of our algorithm to handle various types of GTs. ; r We now summarize the results of our testing. We use N to denote the total number of shot transitions, NCUT for the number of CUTs and NGT for the GTs. We use N1 to denote the number of false detects, Nm the missed transitions, and Nd for the number of transitions detected correctly. The results of the perfurmance of our algorithm has been summarized in Table 1 . Note that in the last column ofthe Table, and Precision = NNm Our limited results indicates our method could achieve a very high recall of over 98% A more extensive test is being carried out on the MPEG7 video data set which comprise of 13 hours of video in a wide variety of categories. Table   One condition which causes a missed transition is the following -if a GT is followed very closely by another GT (say within a second or 30 frames) , then these two GTs will be considered as one GT by the algorithm. However, this rarely occurs in real videos. From our testing we have found that there are two basic reasons for the false detections:
. CUT: It occurs when a large object enters within a shot. This is falsely recognized as a CUT.
. GT: It occurs when there is a significant camera panning movement. This could be overcome by separating camera motion like it was done in the twin-comparison method.28 But we have not yet incorporated this into our implementation.
Noise Tolerance
Here we discuss two types of the noise that occur in most video streams:
. Limited object movement: We consider the situation where the camera has little movement and the object may move which can cause false detection. For this case, we have studied the strength of the wavelet coefficients in the multi-resolution space. We notice that at a coarse resolution, the noise gets severely attenuated by the Gaussian filtering. Hence we have found in our tests that limited object movement, where the movement is not very fast, which means the scene changing in the whole picture is below half frame per frame, does not result in false detects.
. Camera Flash: A flash is a special effect that causes a big change in a very short temporal duration.24 From the point of multi-resolution analysis, it will appear to be very significant at a high resolution and drops drastically at the low resolutions. Figure 4 illustrates this from a real video data sequence. The flash occurs at the third frame. When the resolution goes down (scale goes up in the figure) , the strength of the transition point drops significantly. Thus this property can be exploited to easily remove it during the tracing phase of the algorithm in detecting potential transition points.
Note that we have not considered fast camera motion and fast object movement. We are still investigating how to minimize their effects. The camera motion could be separately detected using the optical flow methods •28
CONCLUSIONS
In this work, we have shown how to visualize a temporal video sequence as a trajectory of points in the multidimensional feature space. We have made a fundamental observation regarding the multi-resolution nature of the shot boundary phenomenon in videos. A temporal multi-resolution approach using Canny wavelets has been developed to solve the problem of video shot boundary detection. Experimental results show that this method is successful We now present some issues for future research. It is very important to choose a good feature space for analyzing video data. The feature space for the video space used in this paper did not consider motion, which is the distinguishing characteristic of videos. We believe that a well constructed feature space which incorporates motion information should be helpful in further video data analysis. Although we have used wavelets to detect the gradual transitions, but we still cannot recognize the type of gradual transition. We feel that by choosing different types of mother wavelets in an appropriate feature space can help to detect as well as recognize the type of gradual transitions. Another issue related to the computational efficiency is the choice of the wavelet transform algorithm . Since we use the Canny wavelet transform, it is slow for computation at the coarser resolutions. It appears that the B-Spline wavelets are much more efficient from the point of computational complexity and are quite similar to the Canny wavelet 20 So, the B-spline wavelets may be the appropriate transform for temporal analysis of video data. In general, we feel that temporal multi-resolution analysis offers a novel approach to flexibly probe the structure and content of digital videos.
