We obtain formulae to calculate the asymptotic center and radius of bounded sequences in C0(L) spaces. We also study the existence of continuous selectors for the asymptotic center map in general Banach spaces. In Hilbert spaces, even a Hölder-type estimation is given.
Let us define also the set, depending on δ ≥ 0, ac δ (x) = {y ∈ X : lim n xn − y ≤ ar(x) + δ}.
For bounded, decreasing nets of sets, the concepts of "asymptotic center" and "asymptotic radius" can be defined analogously ( [4] ) and generalize both the Chebyshev center / radius of a bounded set and the asymptotic center/radius of a bounded sequence.
We will also say that a Banach space is center-complete / sequentially asymptotically centercomplete / asymptotically center-complete (in short, cc/sacc/acc) whenever every bounded set / bounded sequence / bounded net of sets has a nonempty center / asymptotic center / asymptotic center.
There exist many results ( [5] , [1] , [4] , [6] ) concerning the existence of centers and asymptotic centers. Moreover, in the case of center-complete spaces several authors ( [7] , [8] , [9] ) have tried and found conditions guaranteeing the existence of a continuous selector for the center map, i. e. a continuous ϕ : B −→ X satisfying ϕ(A) ∈ c(A), where cb is the set of bounded subsets of the normed space X, endowed with the Hausdorff metric. Let us recall that this selector may fail to exist even in the 3-dimensional case ( [7] ).
In this paper we provide formulae to calculate the asymptotic center and radius of sequences in C0(L) and also give some results concerning existence of continuous selectors for bounded sequences, in analogy with the aforementioned ones. Note that, in the separable case, each result concerning sequential asymptotic center completeness produces a result on (Chebyshev) center completeness ( [10] ).
More specifically, in corollary 3.6 we obtain, for certain Banach spaces, a continuous mapping ϕ such that ϕ(x) ∈ ac(x) for every bounded sequencex and, additionally:
• ϕ(x) = limn xn ifx converges.
• ϕ(x) = ϕ(F (x)) where F is the forward operator.
• ϕ(x) = ϕ((x π(n) ) n ) for every bijection π : N → N.
We only deal with real Banach spaces, usually denoted by X or Y . The space of bounded sequences in X is denoted by ℓ∞(X). Every topological space considered is Hausdorff, and K will always denote a compact space. Similarly, L will always be a locally compact space. The Banach spaces C(K) and C0(L) are as usual: the space of continuous functions defined on K and the space of continuous functions defined on L and vanishing at infinity, i. e. those f : L → K continuous and such that for every ε > 0 the set {t ∈ L : |f (t)| ≥ ε} is compact (note that this includes the C(K) spaces as a particular case).
The notions we have studied are "absolute" center and radius in all cases. It is also possible to study the "relative" versions (e. g. the center of a subset of ℓ∞ with respect to c0), which is also a classical topic and would introduce an additional level of complexity in the problem.
2 A formula for the asymptotic center in C 0 (L) spaces T. C. Lim ([4] ) proved that every C(K) is asymptotically center-complete. He also gave formulas to calculate the asymptotic center and radius of every bounded sequence in some spaces, namely c0, c and ℓ∞.
In what follows we will give a generalization of the sequential case by proving that every C0(L) space is sequentially asymptotically center-complete. Moreover, the proof presented here provides a formula for the center and radius in all such spaces. As an example of application, we will show how Lim's formulae for the radius can be retrieved from ours.
We need two lemmas, the first one is well known and can be found e.g. in [11] , p. 442: 
Moreover, for every t0 ∈ T and s ∈ [a(t0), b(t0)] there exists a continuous function g : T → R such that b − g is bounded, g(t0) = s and
by the previous lemma, there exists g : T → R continuous and such that f ≤ g ≤ h. For every t ∈ T we have
Therefore b − g and g − a are bounded and max{
Now let t0 ∈ T and s ∈ [a(t0), b(t0)]. Denote by χ {t 0 } the characteristic function of {t0}. We can assume without loss of generality that b(t0) − s ≤ s − a(t0) and so 2s ≥ b(t0) + a(t0). Consider
It is clear thatã,b are respectively lower and upper semicontinuous, hence there exists a continuous function g : T → R such that b − g is bounded and
where the last equality is true because 1 2 (b(t0) −ã(t0)) = max{s − a(t0), γ}. By the previous chain of equalities it must be g(t0) = (b(t0) +ã(t0)) = s. On the other hand, it is clear that
let us see the reverse inequality.
• Given t ∈ T \ {t0}, we have max{|b(t) − g(t)|, |g(t) − a(t)|} = max{|b(t) − g(t)|, |g(t) −ã(t)|} ≤ (b(t0) −ã(t0)) = max{g(t0) − a(t0), γ}.
• We also have max{|b
Hence, we deduce 
Consequently the asymptotic radius of (fn) n is 1 2 b − a and its center is the nonempty set
Proof
Assume b is not upper semicontinuous for some t ∈ K, and denote by B the set of open neighbourhoods of t. Then there exists ε > 0 such that for each V ∈ B there exists tV such that
Thus, we can obtain infinite sets MV ⊆ N and {um,V : m ∈ MV } ⊆ V such that fm(um,V ) > b(t) + ε. For the sake of simplicity in the notation, define um,V = t whenever m ∈ N \ MV .
Consider the directed set Λ = N × B with the product order. It is clear that uα∈Λ → t and we also have (observe that the limit is taken in
This contradiction proves that b is upper semicontinuous. The proof for a is entirely analogous. Now define u = lim n fn − f , there exists a sequence (tn j ) j ⊆ K such that one of the following equalities holds:
and, by compactness, there exists a cluster point of (tn j ) j , call it t. Then again, one of the following equalities must hold:
In the first case we obtain b(t) ≥ f (t) + u and in the second, a(t) ≤ f (t) − u. Considering both inequalities we arrive at
For the converse inequality, fix t ∈ K. Taking into account how b is defined, we have
Combining those inequalities we obtain
The rest of the proof is an immediate consequence of lemma 2.2.
A similar version can be given in the case of C0(L) spaces, with only minor modifications in the proof (it suffices to take t0 = ∞ and s = 0 in lemma 2.2):
Theorem 2.4 Let L be a locally compact, noncompact space and (fn) n a bounded sequence in C0(L). Let K be the one-point compactification of L, consider that each fn is defined in K by saying fn(∞) = 0 and define a, b : K → R as in theorem 2.3. Then the functions a and b are lower and upper semicontinuous respectively, and for every f ∈ C(K) we have lim
Consequently the asymptotic radius of (fn) n is max{b(∞), −a(∞), 1 2 b − a } and its center is the nonempty set
L. Veselý ([6] ) proved that certain hyperplanes of c0 are not cc. From this and the separability of c0, it is not difficult to deduce (see [10] ) that Veselý's examples are not sacc either. Therefore, there are 2-codimensional subspaces of c which are not sacc. We do not know whether every 1-codimensional subspace of a C(K) space is sacc.
Next, we will apply the previous results to deduce Lim's expressions for the radii:
Theorem 2.5 (T. C. Lim, [4] ) Letx be a sequence in c0, c or ℓ∞. Its asymptotic radius is, respectively:
Proof Letx ∈ ℓ∞ and call
• α = lim m αm = inf m αm.
• For every k ∈ N,
• β = sup k β k .
•
Given ε > 0, for every m ∈ N there exists km ∈ N satisfying
Denote F = {km : m ∈ N}. On the one hand, if F is finite, then we have
besides, for every k ∈ N there exists m k ∈ N such that
which implies, if we take m0 = max{m k :
and therefore α ≤ β + ε. On the other hand, if F is infinite then there exist two strictly increasing sequences (mj) j , (kj) j such that
Joining the two possibilities we deduce that α ≤ max{β, γ}. It is straightforward to see that αm ≥ β k for every m, k ∈ N and therefore β ≤ α. We deduce that
and max{β, 2δ} = max{α, 2δ}.
In the case of c, we can identify c with C(N∪{∞}) where N∪{∞} is the one-point compactification of N. It is easy to see that Lim's expression equals 1 2 max{α, γ} but applying Theorem 2.3 we obtain that ar(x) = 1 2
max{β, γ}, so equation (4) provides the desired equality (2). In the case of c0, seen as C0(N), it is easy to see that Lim's expression equals max{ b − a , lim n,k xn(k), lim n,k −xn(k)} = max{ 1 2 β, δ}, so equation (5) provides the desired equality (1). In the case of ℓ∞ we identify this space with C(βN) so we can apply Theorem 2.3. Fix ε > 0 and t ∈ βN. Call V the set of neighbourhoods of t, for a given m ∈ N and every V ∈ V there exist sV , uV ∈ N ∩ V such that sup n≥m xn(sV ) > b(t) − ε and inf n≥m xn(uV ) < a(t) + ε. We have that t is a limit point of both (sV ) V ∈V and (uV ) V ∈V . Since we are dealing with a Stone-Čech compactification, there must exist km ∈ N which is both an sV 1 and a uV 2 , thus having sup n≥m xn(km) > b(t) − ε and inf n≥m xn(km) < a(t) + ε.
This implies, as m was arbitrary,
But this holds for every ε > 0 and t ∈ βN, so by Theorem 2.3 the right-hand side of equality (2) is greater than or equal to the left-hand side so we have to prove the opposite inequality. Now let ε > 0. For every m ∈ N there exists km such that 
Again ε was arbitrary and we arrive at the opposite inequality.
To finish this section, let us mention that there is no known formula for the radius and center in ℓ1, and it is also unknown whether L1[0, 1] is asymptotically center-complete (both are stated as open problems in [4] ). In [12] it was proved that ℓ1 is asymptotically center-complete. The center completeness of L1[0, 1] was proved in [1] .
Continuity properties of the asymptotic center
As we mentioned in the introduction, several authors have studied the continuity properties of the center map in center-complete spaces, with respect to the Hausdorff metric and frequently using Michael's theorem ( [13] ) to obtain a continuous selector. Perhaps a good starting point for the interested reader would be the paper by D. Amir and J. Mach ([7] ), which is a very well-written and detailed account. Here we will try to study the corresponding sequential properties; for this purpose, first we introduce an analogous of the Hausdorff metric which seems suitable for sequences.
Given a sequencex = (xn) n , we will write its n-th tail as
Cn(x) = {xm : m ≥ n} and by means of the tails we can define a pseudometric in ℓ∞(X):
d(x,ȳ) = inf{ε > 0 : given n ∈ N there exists m ∈ N such that Cm(x) ⊆ Cn(ȳ) + εBX and Cm(ȳ) ⊆ Cn(x) + εBX}.
We will say thatx ∼ȳ whenever d(x,ȳ) = 0, and accordingly define Y = ℓ∞(X)/ ∼. As usual, elements of Y will be denoted by any class representative, i. e. [x] . Y is a metric space with the there is n2 > n1 such that
Suppose that we have obtained nm. Since
there is nm+1 such that
Then for each m ∈ N we can choose a finite set Am = {yp m +1, yp m+2 , . . . , yp m+1 } ⊆ Cn m (xm) such that
Defineȳ = (yp) p . We will prove that the sequence ([xn]) n converges to [ȳ] . For this we prove that d(xi,ȳ) < 1 2 i−1 . Fix n ∈ N, and pick t > i with pt +1 > n. If s ≥ nt+1 there is m ≥ t such that nm+1 ≤ s < nm+2 and then by (7) we have that
Pick now m such that nm ≥ n and m > i and take l ∈ N. By (6) we have that
Combining (8) and (9) we get that d(xi,ȳ) <
In the proposition and conjecture that follows we try to advocate that this distance is, in certain sense, "sharp" concerning centers. 
Proof
Take z ∈ X. For every ε > 0 we have d(x,ȳ) < ε and this implies | limn xn−z −limn yn−z | < ε. Since ε is arbitrary we deduce that lim n xn − z = lim n yn − z which yields immediately ar(x) = ar(ȳ) and ac(x) = ac(ȳ).
The second statement is a direct consequence of the definition of d.
Is there a sort of converse to the previous proposition? The condition "for each equivalent renorming" cannot be removed from the conjecture. Indeed, in the euclidean R 2 consider the sequences ((−1) n , 0) n and (0, (−1) n ) n . Their distance is √ 2 but they both have asymptotic center {0} and asymptotic radius 1. Note that their asymptotic centers are no longer the same if we choose, e. g., the sup norm.
J. Mach ([9] , p. 225) introduced a property called P2 to prove the existence of continuous selectors for the center map. The following notion of continuity serves the analogous purpose for sequential asymptotic centers: Definition 3.4 Let X be a Banach space. We will say that X has continuity with respect to asymptotic centers (in short, cac) if there exists δ > 0 such that every bounded sequencex ⊆ X satisfies ac δ (x) ⊆ BX + ac(x).
If we want to be more specific we will say that the space has δ − cac.
The following theorem can be applied to all pseudometrics sharing a certain feature of d.
Theorem 3.5 Let X be a Banach space and ρ : ℓ∞(X) → R be a pseudometric such that
• ρ(x,ȳ) = 0 implies ar(x) = ar(ȳ) and ac(x) = ac(ȳ).
If X has δ − cac then the multivalued mapping T :
• Every T ([x]) is convex, closed and nonempty.
• T is lower semicontinuous.
In other words, T is in the situation of Michael's selection theorem and thus it has a continuous selector.

Proof
Note that we only need to prove that
is open, where UX is the open unit ball of X. Assume thatx ∈ W and take u ∈ ac(x) ∩ UX and ε > 0 such that B(u, ε) ⊆ UX . Ifȳ satisfies x −ȳ < δε/2 then it is easy to see that |ar(x) − ar(ȳ)| < δε/2 and thus lim n yn − u < δε 2 + ar(x) < δε + ar(ȳ).
If we take zn = ε −1 yn then ar(z) = ε −1 ar(ȳ) and the previous inequality implies that
Consequently ε −1 u ∈ BX + ac(z), which in turn leads to u ∈ εBX + ac(ȳ). We deduce that there exists v ∈ ac(ȳ) with u − v ≤ ε and so v ∈ UX . We conclude that y ∈ W and then W is a open set.
Next corollary follows from previous theorem when ρ = d. Corollary 3.6 If a Banach space X has δ − cac then there exists ϕ : ℓ∞(X) → X continuous such that ϕ(x) ∈ ac(x), and ϕ(x) = ϕ(ȳ) whenever d(x,ȳ) = 0. In particular ϕ satisfies:
It is not difficult to see that ϕ cannot be additive even in the simplest space X = R. However, it would be interesting to study whether ϕ(x +ȳ) = ϕ(x) + ϕ(ȳ) given thatx is arbitrary andȳ is convergent. Clearly, this holds if asymptotic centers are always unitary in the space.
Which spaces have cac? At least, certain well-placed subspaces of the C(K) spaces: 2. There exists δ > 0 such that for every f ∈ Y there exists u :
Let (fn) n ⊆ Y be a bounded sequence and call r = ar((fn) n ). By virtue of theorem 2.3, there exist a, b : K → R, lower and upper semicontinuous respectively, such that
• If (g − h)(x) < 0 then (g − h)(x) ≤ (z − h)(x) = u((g − h)(x)) ≤ max{(g − h)(x), −δ}, which implies −r ≤ g(x) − a(x) ≤ z(x) − a(x) ≤ max{(g − h)(x), −δ} + h(x) − a(x) ≤ ≤ max{g(x) − a(x), h(x) − a(x) − δ} ≤ r.
We deduce that |z(x) − a(x)| ≤ r. Proceeding in the same way with |z(x) − b(x)|, it is now clear that max{ z − a , z − b } ≤ r.
Therefore z ∈ ac((fn) n ) and then h ∈ BX + ac((fn) n ).
Clearly, the second condition in the previous theorem might be hard to check in some subspaces. Nonetheless, it is straightforward to see that this condition is satisfied by every subspace of C(K) that contains the constants and is closed under taking absolute value.
Hilbert spaces
Here we will prove more than just the continuity, showing that, in the case of Hilbert spaces, a sort of Hölder condition for the (uniquely defined) selector can be obtained. We are based in [8] , where M. Baronti where A and B are bounded sets and dH is the Hausdorff metric.
Let us see that the analogous result holds for bounded sequences and asymptotic centers. What follows are suitable modifications of proposition 2.3 and corollary 2.5 in [7] which seem to fit our purpose. This will be achieved in theorem 3.10, whose proof uses essentially the techniques of [8] with some necessary adjustments. Although it is not strictly necessary in the sequel, let us recall that the asymptotic center in Hilbert spaces is always a unitary set ( [2] ). Lemma 3.8 Let X be a Banach space andx = (xn) n a bounded sequence in X, with asymptotic radius r and having z as an asymptotic center. For every ε > 0, consider the subsequence (vn) n of x determined by the infinite set V = {n ∈ N : xn − z > r − ε}. Then z is an asymptotic center and r is the asymptotic radius of (vn) n .
