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Abstract
The magnetoelectric effect has attracted tremendous attention in the past decade because it
is highly interesting for applications. In particular, magnetoelectric switching allows to switch
a magnetic order by an electric field. This effect may be used in novel memory devices and is
potentially very energy efficient.
Also from the physics point of view, magnetoelectric switching is a fascinating topic. It is
based on a complex interdependence of the electric and magnetic order in the material. Their
coupling is intrinsically strong in magnetically-induced ferroelectrics, among which spin-
spiral multiferroics are most prominent. Here, the ferroelectric polarization is formed as a
consequence of a complex spiral magnetic order. Due to this inherent coupling spin-spiral
multiferroics are promising materials for reliable magnetoelectric switching.
Even though the switching speed is crucial for applications, its timescale has been unknown
up to now. Moreover, hardly any work was devoted to the dynamic aspects of the actual
switching process so far.
In the present work, we investigate the magnetoelectric switching properties of two selected
spin-spiral multiferroics, MnWO4 and CuO using optical Second Harmonic Generation (SHG).
Since ferroic switching processes are generally governed by the nucleation and grow of domain,
a major focus is set on the determination and analysis of the domains structures in static,
quasi-static and dynamic conditions. For this purpose, an electrical-pump–optical-probe
method was developed, which allows to reconstruct the evolution of the three-dimensional
domain pattern with high temporal and spatial resolution.
For the first time, we determined the actual magnetoelectric switching time. The observed
time scale on the order of milliseconds is surprisingly slow. High domain wall mobilities and
the dependence on the applied electric field strength suggest, that the reason for the slow
switching lies in the low ferroelectric polarization of spin-spiral multiferroics. This is backed
by energy considerations.
This work provides valuable insights in two important areas of mangetoelectric switching. First,
it intensely discusses the domain stuctures, which govern the switching process. Second, it
yields pioneering work on the dynamics of the switching process. The method developed here
paves the way for a systematic analysis of the yet largely unexplored field of magnetoelectric
switching dynamics.
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Introduction
Today’s information technology would be unthinkable without the possibility to efficiently
store large amounts of data. Here, non-volatile memory media are of particular interest
because they do not lose the information when not powered. This allows devices to be
switched off completely without the need for permanent power supply via power cables or
batteries. Furthermore, non-volatile memory reduces the power consumption during device
operation because it does not require energy to continuously refresh its state. This is especially
important for mobile devices.
Presently, most persistent data storage devices exploit the physics of ferroic order, in which the
material has two stable states. Naturally theses two states can be used to encode a bit. Since
they are stable, ideally this information will persist forever. The most common approach uses
ferromagnetic media in form of hard disk drives and magnetic tapes for large scale backup
systems. Alternative schemes using a ferroelectric polarization instead of a magnetization have
been developed (FeRAM) [1, 2], but possess only a small market share in niche applications
[3].
Ferroic materials belong to the group of strongly correlated electron systems. These materials
cannot be described any more by one electron interacting with an average background of all
the other electrons. Instead, spin, charge and orbital degrees of freedom of all electrons may
interact in a complex way. This results in interesting new phenomena like high-temperature
superconductivity [4], giant magnetoresistance (GMR) [5, 6] and colossal magnetoresistance
(CMR) [7, 8].
Not only are these effects highly interesting from a physics point of view, some of them
significantly contributed to applications. The storage medium in a hard disk drive, a thin
magnetic film, is the same since the early days of computer technology approximately 50
years ago. Over the years, its composition has been optimized, but the tremendous success
of hard discs is based on improvements of the read-write head. Here, major discoveries in
the field of strongly correlated electron systems, like the GMR effect and exchange bias [9, 10]
have significantly increased the sensitivity of the sensor, which allows for higher data densities
and, related to that, higher read and write speed [11].
The idea to remove any mechanical moving parts, which are prone to failure and limit access
time, lead to the development of magnetic random access memory (MRAM) [12, 13]. It can be
viewed as an array of magnetic cells, each provided with a read-and-write unit. Aside from
GMR also other strongly correlated effects like the tunneling magnetoresistance (TMR) [14]
may be used for readout [15–17]. One of the technical disadvantages of MRAM is the need for
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high currents and thus high power during the writing process. In contrast the aforementioned
FeRAM is very power efficient, but has certain issues with data retention and, depending on
the implementation, a destructive readout. Trying to unite the advantages of both systems,
one would need a material that can be written electrically, but stores information magneti-
cally. In the field of ferroics this is known as magnetoelectric effect [18], in which magnetic
properties are influenced by electric fields, or conversely electric properties by magnetic fields.
More precisely, the influence should result in magnetoelectric switching, i.e. a reversal of the
magnetic order as a result of the applied field.
Magnetoelectric effects have been primarily observed in materials that possess both a fer-
roelectric and a magnetic order, so called multiferroics [19–25]. Most research so far was
dedicated to finding new materials and mechanisms that allow for the coexistence of both
orders [26, 27]. Moreover, just having both orders present does not necessarily imply a strong
coupling, and thus the possibility for magnetoelectric switching. Spin-spiral induced ferroelec-
tricity was found to be one way out [28, 29]. Here, the magnetic order creates the ferroelectric
polarization, which guarantees a strong coupling. An obstacle is the low ordering temperature
of most spin-spiral multiferroics (typically < 40 K) [30–33], which hampers their use in appli-
cations. The recent discovery of spin-spiral induced ferroelectricity in materials like CuO and
hexaferrites proves that this effect is not necessarily a low-temperature phenomenon and can
occur at higher temperatures up to room temperature. While the ultimate material is yet to be
found, these developments give hope that suitable materials exist.
Apart from further search for suitable materials, more knowledge is required on the magneto-
electric properties of the materials already known today. Despite being known since the 1960s
and intensive research during the past decade, many important aspects of magnetoelectric
switching are still unknown. From ferroelectrics and ferromagnets we know that domains
and domain wall motion plays a crucial role in the switching of ferroics. Up to now there are
only some results on static domain structures in multiferroics [34–38]. More generally, reports
on the dynamics in multiferroics are scarce. While direct AC response has been measured
in magnetostrictive-piezoelectric compounds at microwave frequencies [18], time domain
measurements had insufficient temporal resolution [39, 40]. Collective excitations of the elec-
tric and magnetic system, so-called electromagnons, were studied using terahertz waves [41].
Furthermore optical pump-probe experiments give insight into the ultrafast recovery of the
multiferroic order after optical pumping [42, 43] and on the dynamics of phase transitions [44].
However, no experiments have been performed so far, in which magnetoelectric switching was
temporally resolved. In particular, the switching time, one of the most important parameters
for applications, is yet unknown. Furthermore, nothing is known about the domain dynamics
during magnetoelectric switching.
It is the aim of this thesis to investigate these aspects of magnetoelectric switching. For the first
time, we directly measure the actual switching speed in the time domain and its dependence
on external parameters like temperature and applied field strength. Since domains play a
major role in ferroic switching, particular emphasis is put on the domain patterns during
equilibrium and non-equilibrium states of the switching process. Two model compounds
were chosen for the investigation. MnWO4 is a well known representative for classical low-
temperature spin-spiral induced multiferroicity [45]. On the other hand, with an ordering
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temperature of 230 K, CuO belongs to the novel high-temperature multiferroics [46].
We apply the method of Optical Second Harmonic Generation (SHG) as measurement tech-
nique to study multiferroics [47]. Since this technique is symmetry based, it allows for the
measurement of any ferroic order, including antiferromagnetic spin spirals. Often it is even
possible to distinguish between different ferroic orders in the material, which allows to probe
the magnetic and the electric subsystem separately in a magnetoelectric switching process. As
an optical technique, SHG allows imaging down to the optical diffraction limit (≈ 1µm). This
is important for the observations of domains, whose evolution govern the magnetoelectric
switching process. Finally, laser pulses can be made very short in time, allowing for a high
temporal resolution in time-resolved measurements of the magnetoelectric switching. Both
temporal and spatial resolution can be combined to obtain the evolution of the complete
domain pattern.
This work is structured in the following way:
Chapter 1 introduces the physics of multiferroics and of the magnetoelectric effect. In particu-
lar, we focus on magnetically induced ferroelectricity in spin-spiral materials, which guarantee
a strong coupling between the electric and magnetic order.
Chapter 2 explains the basic principles of the experimental method (SHG). A number of
techniques and setups were developed in the course of this work. They allow the measurement
of different static and dynamic aspects of the magnetoelectric effect and are detailed also in
that chapter.
Chapter 3 is dedicated to the materials under investigation, MnWO4 and CuO. It summarizes
previous results on their multiferroic and magnetoelectric properties.
Chapter 4 contains the experimental results on MnWO4. Static as well as dynamic magneto-
electric properties are discussed. Aside from integral measurements like hysteresis loops and
overall switching speed, special emphasis is put on the stucture of the domain pattern and
its temporal the evolution during magnetoelectric switching. Furthermore we determine the
influence of external parameters like temperature and electric field strength on the switching
speed.
Chapter 5 presents the measurements on CuO. Since no SHG measurements have been per-
formed on CuO before, in the first part of the chapter, fundamental characterizing measure-
ments like polarization and spectral dependencies are presented. That way, signals coupling
to the multiferroic order were identified and used for temperature measurements and domain
images. Also we provide first results on the influence of external electric fields.
3

Chapter 1
Physical background
It is commonly known that the magnetization in ferromagnetic materials can be switched by
magnetic fields. Likewise, ferroelectrics can be switched by electric fields. This is a general
feature of ferroic materials. By definition a ferroic order has to be switchable by its conju-
gate field. But what about crosswise effects? Indeed, it is possible to reverse a ferroelectric
polarization by a magnetic field and to reverse a magnetization by an electric field in some
materials. These processes are called magnetoelectric switching. In a more general definition
this includes also the switching of an antiferromagnetic order using electric fields. The present
work investigates the latter process in detail.
How does magnetoelectric switching work? Electric dipoles align in an electric field and
magnetic moments align in a magnetic field. However, fields other than the conjugate field do
not have a direct influence. Thus, a magnetoelectric effect is mediated via the order, which
is conjugate to the field and a coupling between the electric and the magnetic system. If we
manipulate a magnetic state with an electric field, the actual physics splits up into two parts:
A change of the electric polarization in the material and the magnetic system reacting to that
change:
Electric Field → Electric Polarization ME Coupling↔ Magnetic Order .
Therefore, at the core of every magnetoelectric effect there is the magnetoelectric coupling, i.e.
a coupling between charges and magnetic moments in the material. This definition of the
magnetoelectric effect is phenomenological. As a consequence, the coupling can be caused
by a large variety of physical mechanisms.
If reliable magnetoelectric switching is desired, one needs a rigid coupling mechanism. The
magnetic order should be one-to-one correlated to the electric polarization to guarantee its
reversal. This is true only for some coupling mechanisms. Among them, magnetically induced
ferroelectricity in spin-spiral multiferroics is the most prominent one. Here, polarization
forms as a consequence of a spiral magnetic order. The sign of the magnetically induced
ferroelectric polarization directly depends on the helicity of the spin spiral. Because of this
magnetoelectric coupling, the helicity of the spin spiral can be switched using an electric field.
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This chapter introduces the background information necessary to understand magnetoelec-
tric switching in spin spiral multiferroics. First, we discuss basic features of ferroic orders
including their switching properties. As a second step, properties of multiferroics, particularly
magnetically induced ferroelectrics with spiral spin order, are summarized. Special emphasis
is put on the magnetoelectric coupling mechanism in this class of materials. An additional
section puts the magnetoelectric switching in a broader context of the magnetoelectric effect.
Finally, we briefly discuss application aspects.
1.1 Ferroics
The term "ferroics" was first introduced around 1970 to summarize ferromagnetic, ferroelec-
tric and ferroelastic materials [48, 49], when people noted that all of these material classes
have conceptually similar properties. They all possess different energetically equivalent orien-
tation states, i.e. directions of magnetization, ferroelectric polarization or strain respectively.
Furthermore, it is possible to switch between these orientation states by applying an external
field.
Before giving a rigorous definition of ferroics, we describe their basic features at the example
of ferroelectricity in the perovskite structure (figure 1.1). In the high temperature phase, the
cation is located in the center of the cube, resulting in an inversion symmetric structure (a).
Below a critical temperature TC it is energetically favorable for the central cation to bind to
one of the anions. Assume for simplicity that it can only bind to the top or bottom anion
and, consequently, it will move up (b) or down (c). The shift of the ion results in a net
electric polarization P , which is the order parameter in this case. By definition, an order
parameter is a quantity which is zero above the phase transition and finite below. If the ion
has moved up, the polarization will be positive. Conversely, a downward shift results in a
negative polarization. Both states are energetically equivalent, but have a different sign (or,
in general, phase) of the order parameter. Since both states are equally probable, there can
be regions with polarization pointing up and other regions with polarizations pointing down
in a larger crystal. These regions of a constant orientation of the order parameter are called
domains. The lost inversion symmetry at the phase transition results in a lower symmetry of
the new phase.. The lost symmetry operation transforms the different domain states into each
other: applying the inversion to a polarization pointing up, results in a polarization pointing
down. It is possible to switch between the domain states by applying an external electric field
along the polarization axis. This energetically favors one orientation of the polarization over
the other. If the field is stronger than a critical value, the coercive field EC , it will enforce the
reversal of the polarization.
After giving an intuitive idea of a ferroic phase transition, we now introduce the formal
definition [50]:
“A ferroic phase transition is a phase transition that is non-disruptive and changes the point-
group symmetry.”
The non-disruption criterion means that change from one phase to the other can be described
by a continuous transformation. For the perovskite example above, this transformation is the
6
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Figure 1.1 – Illustration of a ferroelectric phase transition at the example of a perovskite structure.
(a) Above the phase transition temperature TC , the cation (marked red) is centered. There is no net polariza-
tion because the centers of the positive and the negative charge distributions coincide.
(b), (c) Below TC , the ion off-centers, giving rise to a finite polarization P , which is the order parameter.
There are different energetically equivalent orientations of the order parameter, which results in the existence
of domains. It is possible to switch between these different stable configuration by applying an external field
along the direction of P .
Figure 1.2 – Example of a disrup-
tive phase transition. Depicted
are views on fcc and hcp crys-
tal structures along the c axis.
Darker circles represent atoms
that are shifted half a unit cell,
i.e. located at c = 1/2. In a fcc
→ hcp phase transition the ratio
b
a has to change discontinuously
from 1 to
p
3. No values in be-
tween are possible.
shift of the central atom, which can be continuously increased from zero. An example of a
disruptive phase transition is the change from a fcc to a bcc lattice (figure 1.2). The ratio of
the distances ba has to change discontinuously from 1 to
p
3 because crystal structures with
values in between are not possible.
The non-disruption criterion is necessary but not sufficient for a ferroic phase transition.
Additionally, a change of point-group symmetry is required.
1.1.1 Landau theory
Landau theory can be used to describe ferroic phase transitions [51–53].1 It formulates the
free energy as a polynomial of the order parameter. Taking the simplest form for a ferroelectric
1Aside from Landau theory, also other terms are found in the literature. Sometimes the theory is named
Landau-Ginzburg theory. Shortly after Landau, Devonshire independently developed a physically equivalent
theory. Therefore, also the name Landau-Devonshire theory is found, and also Landau-Ginzburg-Devonshire
theory. For brevity we will only use Landau theory in the following.
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F 
P 
T > TC 
T = TC 
T < TC 
+P0 -P0 
Figure 1.3 – Free energy potential of a ferroelectric
phase transition as described by Landau theory
(equation (1.1)). There is only one minimum for
temperatures higher than the phase transition tem-
perature TC . It is located at P = 0, implying that
the material is paraelectric. Below the phase tran-
sition (T < TC ), the shape of the potential changes
to a double-well structure. Its minima at ±P0 con-
stitute the equilibrium polarization values. Since
they are equal in energy, the ground state is degen-
erate and the material will realize either one with
equal probability.
material, the free energy reads
F = α
2
P2+ β
4
P4 , (1.1)
where the electric polarization P is the order parameter. α and β are the coefficients of the
polynomial. The simplest approximation for introducing a temperature dependence is a linear
scaling of the coefficient α = a(T −TC ), where TC is the critical temperature and a > 0. In
the form of Equation (1.1), β has to be positive for stability. Otherwise, increasing P would
infinitely decrease the free energy. Figure 1.3 shows the the shape of F above and below
TC . Equilibrium values of P correspond to minima of the free energy. Since α is positive
for T > TC , only one minimum exists at P = 0, implying that the material is paraelectric. In
contrast, two minima at P0 =±
√
−αβ emerge, when lowering the temperature below TC . They
represent the two possible orientations of the spontaneous polarization.
The temperature dependence of the equilibrium polarization magnitude directly follows from
the one of α(T ): |P0(T )| ∝ pTC −T . Because the polarization sets in continuously at TC ,
this phase transition is of second order. With a modified free energy, also first order phase
transitions are possible, in which the order parameter itself changes discontinuously.
The above example illustrated Landau theory for a ferroelectric system. However, Landau
theory is a general concept that applies to all kinds of ferroic order. It does not depend on
the physical realization of the order parameter. Of course, different systems may require
other coefficients and different additional terms in the free energy (equation (1.1)). In a
strict sense, the expansion of the free energy in terms of the order parameter is only valid for
an infinitesimal region below the phase transition. However, Landau theory has proven to
qualitatively and sometimes quantitatively describe many systems [53].
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02EPF 
F 
P 
(a) 
P 
F (b) 
E 
P0 (c) 
EC -EC 
P0 -P0 
E > EC E < EC 
Figure 1.4 – Influence of an electric field on the free energy potential in Landau theory. The red line depicts the
energy term EP .
(a) A weak electric field rises the energy of one minimum and decreases the one of the other. However, the
upper minimum is still meta stable, so that a material in that state would not switch yet.
(b) If the electric field exceeds the coercive field, the former upper energy minimum vanishes. Therefore, the
material has to switch to the only one remaining minimum.
(c) The electric field dependence of the polarization exhibits a hysteresis.
Landau theory of switching
Landau theory can be extended to describe the switching of the order parameter by an
external field. For the example of a ferroelectric the electric field E has to be incorporated into
equation (1.1):
F = α
2
P2+ β
4
P4−EP . (1.2)
This results in a deformation of the free energy (figure 1.4 (a)). One of the minima is raised
by an amount EP , while the other one is lowered by the same amount, creating a preferred
orientation for the polarization. Assume that the material is in state +P0 and we apply a
negative field. Then −P0 becomes the global minimum. However, as long as the field is
weak, the material cannot overcome the barrier between the two states. This results in a
hysteresis, i.e. the direction of the polarization depends on the history of the sample in low or
zero electric field. Only when the field strength exceeds a critical value, the coercive field EC ,
switching is induced (figure 1.4 (b)).
The local minima in the Landau potential describe possible ground states of the system. If the
electric field is changed slowly, also the minima will move slowly and the system will progress
through a series of ground states. Therefore, a quasi-static hysteresis loop can be calculated
directly from Landau theory (figure 1.4 (c)).
The coercive field EC is the critical field strength required to reverse the polarization direction.
It turns out that measured coercive fields are smaller than the ones predicted by Landau
theory [54]. This can be explained by the fact that Landau theory is a mean field theory, in
which all dipoles in the sample have to switch at the same time. Usually, this does not happen
in a real crystal. Instead, domains nucleate at defects and grow by domain wall motion [55,
9
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56]. The energy to switch the polarization may be significantly lowered at a defect. This
corresponds to a locally lowered energy barrier in the Landau picture. It can be incorporated
into Landau theory by discretizing the sample volume and minimizing the free energy for
every volume element [57, 58]. Then, an additional coupling term can be introduced to
account for domain wall costs. The increased accuracy of the model is paid for by the fact
that these coupled equations can only be solved numerically. Since we will use Landau theory
only for a qualitative interpretation, we will stick to the mean field version for explanations.
Switching Dynamics
The Landau free energy describes the energy potential of the system. Aside from defining the
ground states as its minima, the potential also determines the dynamics in non-equilibrium
situations. This is described by the Landau-Khalatnikov equation [58, 59]:
γ
∂P
∂t
=−dF
dP , (1.3)
where γ is a viscosity coefficient containing the material properties. It states that the rate
of change of the polarization directly scales with the curvature of the free energy. Because
of the minus sign, the polarization moves towards the next local minimum. The solution of
this differential equation describes the temporal evolution of the polarization P(t) also in
non-equilibrium states. In particular, it contains the switching time of the process.
Even for the relatively simple case of equation (1.2), the Landau-Khalatnikov equation can
only be solved numerically. Nevertheless, one observation can already be deduced without
exactly solving it. Let the system be in state +P0. If a negative electric field larger than the
coercive field is applied instantaneously, the free energy possess only one minimum at −P0
(c.f. figure 1.4 (b)). From there it rises monotonically to +P0. The slope dFdP will be the larger,
the higher the applied field is. It follows immediately from equation (1.3) that the switching
time will decrease with increasing electric field.
Also this equation is just a mean field approximation, which does not contain the influence of
domain wall motion.
1.1.2 Types of ferroics
There are four types of ferroic orders: ferromagnetism, ferroelectricity, ferroelasticity and
ferrotoroidicity. Ferromagnetism and ferroelectricity have already been introduced above.
Ferroelasticity describes the spontaneous strain in a material, which may be influenced by
external stress fields. Finally, as a recent development, ferrotoroidicity has been recognized
as a fourth type of ferroic order [60, 61]. The order parameter is the toroidal moment, which
arises in magnetic vortex structures.
The different types of ferroic order can be distinguished by their symmetry behavior under
space inversion (r→−r) inversion and time reversal (t →−t ). In the context of ferroics, time
reversal means the reversal of magnetic moments. This equivalence can be visualized by
10
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Space 
Change Invariant 
Ferroelastic Ferroelectric 
Ferromagnetic Ferrotoroidic 
Time 
Invariant 
Change 
e- 
+ − 
+ − + − 
+ − 
T 
r 
S N 
S 
Figure 1.5 – Each primary ferroic or-
der possesses a different symme-
try under space inversion and
time reversal. In particular, fer-
romagnetic structures are invari-
ant under space inversion. How-
ever, the spatial arrangement of
the spins itself can break the
space inversion symmetry. This
is a necessary requirement for
magnetically induced ferroelec-
tricity and is realized in spin spi-
rals, for example. [60]
considering a magnetic moment generated from orbital angular momentum. In a classical
picture the electron can be considered on a circular orbit. The orbital angular momentum
L= r×p and hence the magnetic moment is an axial vector. Upon time reversal the electron
will circle the other way round. This reverses the sign of the momentum and consequently
also the magnetic moment. In contrast, being an axial vector, the magnetic moment does not
reverse under space inversion.
Each of the four ferroic orders has a different symmetry behavior (figure 1.5). In particular,
ferroelectricity requires a broken space inversion symmetry. While a single magnetic moment
is inversion symmetric, the spatial distribution of magnetic moments in the material can
break the inversion symmetry, resulting in magnetically induced ferroelectricity. This is for
example the case in spin spirals, as will be detailed in section 1.4.
Because spin spirals are antiferromagnetic and induce a ferroelectric polarization, we will
focus on these two orders in the following.
1.1.3 Antiferromagnets
Antiferromagnets are magnetic materials, in which the orientation of the magnetic moments
is distributed in such a way that they cancel completely. Thus, there is no net magnetization.
In contrast to paramagnetism, which does not exhibit a magnetization either, an antiferro-
magnetic state is ordered.
The simplest form of an antiferromagnet is formed by aligning adjacent magnetic moments
antiparallel (figure 1.6 (a)). Also spin spirals are antiferromagnetic because the continuous
rotation of the spins averages out to zero net magnetic moment (figure 1.6 (b)).
Antiferromagnets are not ferroic because there is no macroscopic physical quantity that
corresponds to the order parameter. Consequently, there exists no conjugate field that could
be used to switch between the different degenerate energy minima. Apart from this, the above
mechanism of spontaneous symmetry breaking and the properties following from that also
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Figure 1.6 – Illustration of antiferromag-
netic domains
(a) Simple Heisenberg-
Antiferromagnet. Displayed are
the two possible domain states. The
order parameter is defined as a linear
combination of spins in the unit cell
η = S1 − S2. Therefore, its sign marks
the domain state.
(b) Transversal spin spiral. The do-
mains differ in the sense of rotation of
the spins.
apply to antiferromagnets. Even though the sum off all magnetic moments is zero, one can
define the order parameter as certain linear combination of the magnetic moments in the unit
cell (figure 1.6). Consequently there are also domains in antiferromagnets, as will be detailed
in the next section.
1.1.4 Domains
Domains represent regions of uniform order parameter orientation. Switching in ferroics
usually does not happen homogeneously but by nucleation and growth of reverse domains
until the other single domain state is reached. Therefore, it is essential to understand the
domains of a ferroic material when investigating its switching properties. After illustrating typ-
ical aspects of domains at the example of ferromagnetic domains [62], the concepts explained
here are transferred to ferroelectrics and antiferromagnets. There is little knowledge on do-
mains in magnetoelectric switching. Since magnetoelectric switching is ferroelectric switching
with a coupled magnetic order, at least we will introduce typical domain aspects of ferroelec-
tric switching. These are later compared to our experimental findings on magnetoelectric
switching.
Ferromagnetic domains
In a ferromagnet the exchange interaction enforces a parallel alignment of the magnetic
moments. This leads to a macroscopic magnetization, which is the order parameter. It points
into different directions in adjacent domains. The adjacent domains are separated by a
domain wall, which costs energy due to a not fully satisfied exchange interaction inside the
wall. This disfavors domain walls and results in macroscopic domain sizes. On the other hand,
a fully aligned ferromagnet has a stray field, which itself contains energy. Domains can be
formed to reduce this stray field, leading to a lowered magnetization. Therefore, this field is
also called demagnetizing field. As a result the ground state may be multi-domain. The actual
domain size results from a competition between the energy of the demagnetizing field and
the domain wall energy.
The orientation of the domain walls in the material depends on the microscopic physics.
Exchange paths along different crystallographic directions may not be equally large. Since
12
1.1. Ferroics
every domain wall costs exchange energy, it is favorable to align a wall normal to the direction
of weakest exchange.
Domain walls themselves are usually not atomically sharp. For example in 180° domains the
magnetic moment continuously rotates by 180°. The actual width of the the wall is determined
by a competition between exchange energy and anisotropy energy. Typical ferromagnetic wall
widths are on the order of a few ten nanometers [63]. Furthermore, the rotation vector can
either be normal to the domain wall (Bloch wall) or it can lie in the plane of the wall (Néel
wall).
The application of an external magnetic field energetically favors the one domain state over the
other. Consequently the material tries to enlarge domains of this orientation at the expense of
the other one. This is achieved by the movement of domain walls.
Defects in the material can hinder the free motion of domain walls [63]. A wall can be pinned
to a defect because the local magnetic or crystal structure is modified at a defect. It can be
energetically favorable to incorporate the defect into the wall. The pinning can be overcome
in higher external magnetic fields, as soon as the field energy of the domain configuration
outweighs the energy gain of the pinning. As a result, pinning increases the remanence and
the coercive field.
Antiferromagnetic domains
Like in a ferromagnet, antiferromagnetic domain walls cost energy because of not completely
satisfied exchange interactions. But in contrast to ferromagnets there is no equivalence
to a demagnetizing field. From the point of view of a global minimum of the free energy,
antiferromagnets should be single domain. However, it is experimentally found that also
antiferromagnets are usually in a multi-domain state. The reason is found in the emergence
of the order at the phase transition. When crossing the critical temperature, the material
has to choose one of the degenerate ground states. Different regions may choose different
orientations of the order parameter, resulting in a multi-domain state. Furthermore, pinning
can hinder the expansion of nucleated domains, which enforces the independent choice in
spatially separated regions.
Since the demagnetizing field favors small domains, its absence causes antiferromagnetic
domains to be larger than ferromagnetic ones.
Because the net magnetic moment of an antiferromagnet is zero, it cannot be switched by an
external magnetic field. However, a number of indirect methods like optical excitation or spin
polarized tunnel currents have been used to manipulate antiferromagnetic structures [64–66].
Ferroelectric domains
The fundamental types of competing energies in ferroelectrics are the same as in ferromag-
nets: Domain wall energy, depolarizing field and energy of the domains in the external field.
Consequently, some main aspects of ferroelectric and ferromagnetic domains are similar. The
ground state is typically multi-domain and results from competition between domain wall
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Figure 1.7 – Ferroelectric switching is a three-stage process. First reverse domains nucleate. These grow for-
ward along the polarization direction, followed by a slower lateral growth perpendicular to the polarization
direction.
energy and depolarizing field. Ferroelectrics can be switched by an external electric field. The
switching process usually consists of the nucleation of the reversed domains and their growth
by domain wall motion. Here, too, pinning of the domain walls at defects can influence the
hysteresis loop [67, 68].
Due to the dipolar character of the polarization and its coupling via the long-range Coulomb
interaction, there is a strong anisotropy of the energy cost of domain walls. This often leads to
the formation of stripe domain patterns.
Domain walls
Domain walls are the transition regions between different domains. They are not atomically
sharp, but possess a certain width, in which the order is gradually adapted from one state to
the other. Typical domain wall widths in ferromagnets are on the order of 100 unit cells, which
results from a competition between exchange energy and anisotropy energy [62]. In contrast,
domain walls in simple Heisenberg antiferromagnets extend only across very few unit cells
[69]. The same is true for ferroelectric domain walls [70]. One thus might draw the conclusion
that domain walls in spin-spiral multiferroics should also be very narrow. However, a high
domain wall relaxation rate obtained from frequency dependent giant magneto-capacitance
measurements as well as simulations suggest wider domain walls of approximately 20 unit
cells [71].
Switching of ferroelectric domains
After application of an electric field, switching in ferroelectrics occurs in a three-stage process
(figure 1.7) [72]:
1. Nucleation of reverse domains
2. Forward growth along the polarization direction
3. Lateral growth perpendicular to the polarization direction
Depending on the nucleation rate and the domain wall velocity, this switching can be either
nucleation-limited or growth limited. Both types exhibit different dynamics figure 1.8 [73].
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(a) Growth limited (b) Nulceation limited Figure 1.8 – Dependence of the temporal evolution of
switched polarization on the type of the switching
process [73].
(a) In growth-limit switching, the domain walls
move at a constant velocity, resulting in a linear
or quadratical time-dependence of the switched
polarization.
(b) Nucleation-limited switching assumes indepen-
dent domain nucleation, with an exponential dis-
tribution of the switching times.
Nucleation-limited switching (NLS) assumes that domains nucleate independently of each
other in the sample [74]. This is a statistical process in which the times at which switching
occurs are often exponentially distributed, leading to an exponential switching curve.
In the growth-limited switching, the nucleation of reverse domains is considered instanta-
neous after applying the field. The limiting factor in this process is the growth of the domains
via domain wall motion. This process is modeled in the Kolmogorov-Avrami-Ishibasi (KAI)
model [75]. Here, the domain wall velocity only depends on the magnitude of the applied
electric field, but not on domain size or shape.
Both switching types are experimentally observed in various materials, however, there appears
to be a tendency that switching in bulk materials is growth limited while switching of thin-
films is rather nucleation limited [76].
Even though the domains and dynamics in ferroelectric switching have been investigated for
more than 50 years, many aspects are still to be understood [73]. Therefore it continues to be
an active area of research [77].
1.2 Multiferroics
Multiferroics are by definition materials that exhibit more than one ferroic order in the same
phase [78]. Though originally not included, antiferroic orders are nowadays also included
in this definition. Therefore, a ferroelectric antiferromagnet is a multiferroic. While any
combination of (anti-)ferroic orders is possible in principle, most multiferroics investigated
nowadays are ferroelectric (anti-)ferromagnets and often when people speak of multiferroics
they only mean this group of multiferroics [79]. This convention is also adopted in the rest of
the present work.
The large interest in multiferroics [18, 27, 79–81] is based on the fact that their ferroic orders
may interact and thus can exhibit fundamentally new physics and possibilities for applications.
Most prominent is the magnetoelectric effect, in which a magnetic order can be influenced by
an electric field or, conversely, an electric order by a magnetic field (section 1.3).
Even when disregarding the coupling between magnetic and electric order, it is not trivial
to unite both phases in one material. The reason is that the most common mechanisms of
ferroelectricity and magnetism are mutually exclusive [26]. On the one hand, the conventional
mechanism of displacive ferroelectricity, like e.g. for BaTiO3 as discussed in figure 1.1, requires
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Figure 1.9 – Schematic illustration of the types of multiferroics.
(a) The electric and magnetic order in split-order-parameter multiferroics are not directly related to each
other. They set in at different temperatures and are usually not coupled.
(b) Both orders have a common cause in joint-order-parameter multiferroics. Therefore, they appear simulta-
neously and exhibit a magnetoelectric coupling. Note that the image is a simplification because there can be
more than one magnetic order parameter and the polarization might set in simultaneous only with one of
them.
empty electron 3d shells. On the other hand, the magnetic moments in transition metal
elements arise from partially filled 3d shells. Therefore, significant research went into the
identification of alternative mechanisms that provide ferroelectricity and are compatible with
partial filled 3d shells.
One distinguishes two classes of these mechanisms. The first one is compatible with the
magnetic order, but is not related to it. The materials belonging to this class are termed split-
order-parameter multiferroics [38, 82] or Type I [81] multiferroics. In contrast, the magnetic
order is directly responsible for the emergence of ferroelectricity in joint-order-parameter
multiferroics or Type II multiferroics. Sometimes these materials are also called magnetically
induced ferroelectrics. Considering the coupling of the ferroic orders, the two classes exhibit
fundamentally different physics, as will be detailed in the following.
1.2.1 Split-order-parameter multiferroics
Magnetic and electric order in split-order-parameter multiferroics are not inherently related to
each other. For example, different atoms in the unit cell may be responsible for the existence
of each order. They just happen to be simultaneously present in a material, but are triggered
by different physical mechanisms. This is also reflected by the fact that the orders usually set
in at different temperatures (figure 1.9 (a)).
Mechanisms that generate ferroelectricity in split-order-parameter multiferroics are the exis-
tence of lone-pairs, geometrical ferroelectricity and charge order [27].
If a magnetoelectric coupling exists at all, it is usually weak because the orders are not
related. Typical coupling mechanisms involve stress (i.e. indirect coupling via piezoelectricity
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and magnetostriction) or clamping of domain walls. Examples for split-order-parameter
multiferroics are BiFeO3 [83, 84] and the hexagonal manganites RMnO3 (R = Sc, Y, Dy, Ho, Er,
Tm, Yb, Lu) [85, 86].
1.2.2 Joint-order-parameter multiferroics
The ferroelectric order in joint-order-parameter multiferroics is created by specific types of
magnetic order. As soon as such a magnetic order sets in, the ferroelectric polarization arises.
Therefore, both orders appear jointly at the same temperature (figure 1.9 (b)).
It follows from symmetry considerations that the magnetic order itself already has to break
space inversion to allow for a ferroelectric polarization (figure 1.5). Certain spiral spin struc-
tures fulfill this requirement, in particular cycloidal spin spirals. Inversion translates a right-
handed spiral to a left handed spiral and is thus not a symmetry operation of the magnetic
state. The details of spin spirals are explained in the dedicated section 1.4. There are also
other non-centrosymmetric structures, which give rise to magnetically induced ferroelectricity.
One example is a certain up-up-down-down collinear antiferromagnetic arrangement (↑↑↓↓)
found in orthorhombic HoMnO3 [87] and in the RMn2O5 series (R = Y, Tb, Er, . . . ) [88, 89].
Because one order generates the other, there is an intrinsically strong coupling between them.
For spin spirals, this results in a one-to-one correlation between the polarization direction and
the helicity of the spin spirals. The microscopic coupling mechanism will be explained in the
dedicated section 1.4. If the polarization is reversed, also the helicity of the spin spiral has to
change. This reflects the strong magnetoelectric coupling in spin-spiral multiferroics. Hence,
this class of multiferroics is particularly promising in terms of magnetoelectric switching.
1.2.3 Proper and improper ferroic order
There is a fundamental difference, between an order parameter driving the phase transition
and one which is just a secondary byproduct of another phase transition. An order parameter
that is driving the phase transition is called proper. Examples are conventional displacive
ferroelectrics and magnetic orders. An order parameter that arises only as the consequence of
a proper order parameter is called improper [53, 90].
The temperature scaling (TC −T )β is fundamentally different for proper and improper order.
While a proper order parameter has an exponent of β= 12 (c.f. section 1.1.1), an improper order
parameter has an exponent of β= 1 Therefore, they are easily distinguishable in a temperature
dependent measurement.
In spin-spiral multiferroics, the improper polarization arises from the coupling of two mag-
netic order parameters (equation (3.2) and (3.4). However, for the case of MnWO4 and most
other spin-spiral multiferroics, the magnetic order parameters are activated in two successive
phase transitions. It is common that the first order parameter does not critically scale with the
temperature any more at the second phase transition [91, 92]. It is said to be frozen. There-
fore, the polarization scales exactly like the second proper magnetic order parameter. Even
though the magnetic system is still driving the phase transition, the temperature dependence
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of the polarization looks like the one of proper ferroelectric. Such a situation is also called
pseudo-proper.
1.3 The magnetoelectric effect
The term magnetoelectric effect is used with slightly different meanings in the literature.
Historically it was first used for the linear magnetoelectric effect, in which a ferroelectric
polarization is induced via an applied magnetic field, or vice versa, a magnetization is induced
by an electric field with a linear dependence [18]. It was then found, that the induced quantity
can also scale nonlinearly with the applied field. Therefore, the most common definition of
the magnetoelectric effect is the induction of an electric polarization (magnetization) by an
external magnetic (electric) field. This definition contains only induced quantities and thus
does not directly relate to the switching of a spontaneous order. Switching is only implicitly
included because induced and spontaneous order are usually not independent, switching is
implicitly included. To explicitly include magnetoelectric switching, we use a slightly more
general definition, which relaxes the requirement of an induced polarization or magnetization:
In the most general sense, a magnetoelectric effect can be defined as an influence of a
magnetic field on an electric polarization or conversely an influence of an electric field on a
magnetic order, including antiferromagnetic order. This influence may either be the creation
of a new order or the modification of an existing one. This broad definition also properly
covers the case of electric-field-induced switching of a spin spiral, which is the focus of the
present work.
The above definition is phenomenological, i.e. it only describes the effect, not the mechanism
behind it. The basic scheme is always the same: Thus each magnetoelectric effect is two-step
process. The field modifies its conjugate electric or magnetic system. If both systems are
coupled, the other system may then react, too. It is this magnetoelectric coupling that is at the
core of every magnetoelectric effect. There is a large variety of such coupling mechanisms.
For example they can exist in the bulk or only at domain walls or interfaces. Also the coupling
can be rigid, as in the the case of spin spirals (section 1.4) or indirect via strain.
Types of magnetoelectric effects
Often, the general term "magnetoelectric effect" is used also for the special case of a linear
magnetoelectric effect. It describes a polarization P induced by a magnetic field H, or vice
versa, a magnetization M induced by an electric field E [18]:
Pind. = αˆH or Mind. = αˆE . (1.4)
Here, αˆ is the magnetoelectric tensor. Other dependencies like the nonlinear magnetoelectric
effects, such as P∝H2, M∝E2, and a bilinear coupling M∝EH are possible as well. Some
applications, like magnetoelectric sensors, ideally require a linear magnetoelectric effect.
However, in the case of magnetoelectric switching, the response to an applied field is more
complex because the switched electric or magnetic order exhibits a hysteresis.
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Electric-field-induced switching of a spin spiral is a magnetoelectric effect that does not rely
neither on a linearly nor on a nonlinearly induced magnetization. Instead, the Dzyaloshinskii-
Moriya interaction provides are direct link (section 1.4).
Relation between magnetoelectrics and multiferroics
There is no strict relation between multiferroic materials and magnetoelectric materials [79].
Magnetoelectric materials can be multiferroic or not, likewise multiferroics sometimes exhibit
a magnetoelectric effect, but sometimes they do not.
Because the linear magnetoelectric coefficient is bounded by the product of electric and
magnetic susceptibility, it can only be large in ferroelectric or ferromagnetic materials [93].
Therefore, a particularly strong linear magnetoelectric effect is possible in multiferroics. How-
ever, this rigorous limitation does not apply to other types of magnetoelectric effects. In the
extreme case it can be sufficient to have an electrically and magnetically polarizable material.
As long as there is a coupling between the electric and magnetic system, a magnetoelectric
effect can exist in non-multiferroics. On the other hand, the simultaneous presence of electric
and magnetic order does not necessarily imply a coupling between them. In this case, the
material is not magnetoelectric.
In summary, magnetoelectrics require an electrically and magnetically polarizable material
and a coupling between the electric and magnetic systems. In contrast, multiferroics require
the electric and magnetic system to be ordered. Both concepts are not strictly related. However,
the ordered systems are a subset of the polarizable systems, which is a prerequisite for the
magnetoelectric effect. Therefore, even if it is not strictly required, many magnetoelectrics are
multiferroic.
Toy model of magnetoelectric switching
In this section, we will introduce a toy model that describes the interplay between electric
field and the electric and magnetic subsystems in magnetoelectric switching (figure 1.10).
Since we will use this model later to describe the magnetoelectric switching in MnWO4, we
choose spin spiral states for the magnetic system.
Each system has two extremal values. The fields ±E are assumed to be larger than the coercive
fields. The maximal polarizations ±P correspond to electric single domain states. Likewise the
extremal values of the magnetic system represent single domain states of the magnetic helicity
domains. Intermediate states in the magnetic and electric system can be interpreted as multi-
domain states. The interactions between the systems are symbolized by springs. This reflects
the fact that the violation of the interaction is in principle possible, but it will cost energy.
While orientation dependent energy of an electric dipole in an electric field constitutes the
interaction between electric field and electric system, the magnetoelectric interaction between
electric and magnetic field is given by the Dzyaloshinskii-Moriya interaction as described in
the next section (equation (1.5)).
This model is a strong simplification. Nevertheless, it nicely illustrates two main points of
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Figure 1.10 – Toy model for magnetoelectric switching in spin-spiral multiferroics.
The model depicts the systems involved in the magnetoelectric switching and their couplings. Each system
has two extremal states. For the electric field these are the field values ±E0 which are larger than the coercive
field. The extremal values of the polarization ±P0 and the magnetic helicity ±σ0 correspond to single-domain
states. Intermediate values represent multi-domain states. The coupling between the systems guarantees
their alignment. Non-alignment leads to increased energy, which may be seen as a spring under tension in
the model.
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Figure 1.11 – Schematic picture of different modulated magnetic structures.
(a) sinusoidal change of the magnitude of the magnetic moments along the propagation axis.
(b), (c) The magnitude remains constant in helicoidal and cycloidal spin spirals. In the former case the
rotation axis coincides with the propagation axis, while they are perpendicular in the latter case. (d), (e) In
longitudinal and transverse conical spin spirals, the spins rotate not in a plane but on a cone, leading to a
macroscopic magnetization.
magnetoelectric switching. First, there is no direct effect of the electric field on the magnetic
system. It only couples to the electric system, which mediates a change to the magnetic
system via the magnetoelectric interaction. Second, it allows to break the couplings, but this
costs additional energy.
1.4 Spin-spiral multiferroics
Spin-spiral structures can result from magnetic frustration. This is a situation in which no spin
arrangement exists that simultaneously fulfills all exchange paths. As a result, a compromise
spin structure is obtained, which only partially fulfills these paths. Spin-spiral structures are
formed for certain geometric arrangements of the spins and relative strengths of the exchange
paths. Different spiral arrangements are possible (figure 1.11), among which only some can
induce ferroelectricity.
The best known mechanism for the generation of a ferroelectric polarization by a spin spiral is
based on the Dzyaloshinskii-Moriya interaction (DMI). This is an antisymmetric contribution
to the Hamiltonian due to spin-orbit coupling [94]
HDMI = 1
2
∑
i , j
Di j ·
(
Si ×S j
)
, (1.5)
where Si and S j are neighboring spins and Di j is the Moriya vector. It can be expressed as
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Figure 1.12 – Microscopic mechanism of the Dzyaloshinskii-Moriya interaction.
(a) The superexchange interaction between neighboring spins depends on their bond angle and thus on the
displacement x of the oxygen ions. The energy of the Dzyaloshinskii-Moriya interaction can be minimized for
fixed bond angles of an existing spin spiral by adjusting the oxygen displacement.
(b) The Moriya vector Di j ∝ x× ri j alternates in sign in zig-zag chains. This leads to a homogeneous shift
of the negative ions with respect to the positive ions which finally induces a polarization. Since the DMI
depends on the helicity Si ×S j of the spin-spiral, there is a one-to-one correlation between the helicity of the
spiral and the sign of the induced polarization.
Di j ∝ x×ri j . Here, ri j is the vector connecting the spins Si and S j and x is the displacement
of an intermediate oxygen ion from the connection line which mediates the superexchange
between the spins (figure 1.12 (a)).
If we assume that the positions of the magnetic ions and of the oxygen ion are fixed, this
uniquely determines the bond angle, which in turn determines the type of exchange interac-
tion between the spins. This is summarized in the Goodenough-Kanamori-Anderson (GKA)
rules [95]. If the bond angle is 180°, an antiferromagnetic alignment is preferred. In con-
trast, ferromagnetic order results at 90° bond angle. Any angle in between will result in a
non-collinear alignment. Therefore, through the DMI the displacement x of the oxygen ions
determines the spin angle and leads to the formation of a spin spiral.
Magnetically induced ferroelectricity in spin spirals works exactly the other way round. It
is therefore also called the inverse Dzyaloshinskii-Moriya interaction [96]. If a spin spiral is
present and the oxygen atoms are not fixed, the displacement x can be changed to minimize
the Dzyaloshinskii-Moriya energy term. If x > 0, its absolute value is decreased, while it is
increased for x< 0.
In zig-zag chains, like depicted in figure 1.12 (b), this results in a shift of all oxygen ions
in the same direction. Since they are all negatively charged and the spin carrying ions (e.g.
Mn3+ or Cu2+) carry a positive charge, this results in a shift of the negative center of charge
with respect to the positive one. Hence, a macroscopic electric polarization P emerges. It is
perpendicular to the spin propagation axis ri j and in particular perpendicular to the helicity
Si ×S j . Therefore, we can write:
P∝ ei j ×Si ×S j . (1.6)
This equation shows the direct one-to-one correlation between the polarization direction and
the helicity of the spin spiral.
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Typical sizes of a magnetically induced ferroelectric polarization are on the order of 10 nC/cm2
[97], which is three orders of magnitude smaller than polarization values of ≈ 10 µC/cm2
observed in classical displacive ferroelectrics.
The DMI is only one possible microscopic mechanism that leads to the magnetoelectric cou-
pling in spin spirals, but the relation 1.6 can be derived more generally in Landau theory [29].
It is a fundamental property following from symmetry. Consequently, also other microscopic
mechanisms can exist that generate a spontaneous polarization from a spin spiral. Indeed
that is the case for the spin current mechanism. A so-called spin supercurrent is a quantum
mechanical effect that arises from virtual hopping of electrons, e.g. across a Mn–O–Mn bond
and taking into account the spin of the electrons. In that sense it is the spin-polarized equiva-
lent of double-exchange or superexchange. It is described in the Katsura-Nagaosa-Balatsky
model (KNB model) [28, 98]. Because the effect is based on virtual hopping of the electrons,
the ions remain fixed. The ferroelectric polarization result purely from a shift of the electrons
[87].
The experimental distinction between electronic and ionic polarizations is non-trivial in spin-
spiral multiferroics. The small polarization of ≈10 nC/cm2 corresponds to an ionic shift of
approximately 10−3 Å. This is at the resolution limit of methods that can measure the crystal
structure, like neutron scattering and X-ray diffraction. Often, it is unclear whether the ions
or the electrons induced the polarization [89, 99, 100]. Both effects are supported by theo-
retical calculations and they may even be present simultaneously [87, 101]. Future dynamic
magnetoelectric switching experiments may contribute to clarify this question because the
electronic and ionic system can have different dynamic properties.
1.5 Application aspects
Even though this work focuses on the fundamental physics of magnetoelectric switching, we
briefly discuss the application aspects. Both directions of the magnetoelectric effect have
different uses. The effect of changing the electric polarization by a magnetic field can be
used in a magnetic field sensor. The polarization results in surface charges, which can be
directly measured as a voltage. For this application, the material should ideally not possess
any hysteresis because otherwise the measured value would depend not only on the current
magnetic field, but also on its history.
Conversely, persistent data storage applications require a hysteresis. Here, the information
of one bit is encoded into two different states at zero field. These states can be written
by field pulses of different signs. In particular, the inverse direction of the magnetoelectric
effect is highly desirable for memory devices. It combines the advantages of ferroelectric
and ferromagnetic memories. While an electric field for writing can be easily generated by
a voltage, generating a magnetic field requires a current through a coil. The current results
in significantly higher power consumption of magnetic writing compared to electric writing.
Considering the readout process, FeRAM has the disadvantage that its readout process is
destructive. After readout the information is not stored in the cell any longer and needs to be
rewritten if it should be saved further. On the other hand, determining a magnetization can
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be performed easily and efficiently by the GMR effect, as it is currently used for example in
read heads of hard disk drives.
At first view, using an antiferromagnet seems to make a readout of the magnetic state im-
possible. There is no macroscopic magnetization, to which the readout process can couple.
Nevertheless, there may be multiple ways to solve this problem. First, a ferrimagnetic material
could be used. Here, the microscopic interaction is still antiferromagnetic, which allows for
a coupling between ferroelectricity and the magnetic system. Because magnetic moments
do not cancel completely, a net magnetization remains. Specifically considering spiral spin
structures, such a scenario is realized in conical spin spirals [23]. Alternatively there are other
ways to access the state of an antiferromagnet. One possibility would be to couple a ferromag-
net to the antiferromagnet via exchange bias [102]. Even non-magnetic readout schemes are
conceivable as the use of the SHG technique in this work proves.
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Experimental method
This chapter introduces the experimental method of Optical Second Harmonic Generation
(SHG) used for the following experiments on magnetoelectric switching. The first part is
dedicated to the physics of SHG. It particularly focuses on the application of SHG for measure-
ments on (multi-)ferroics including their domain topology. The second part of this chapter
describes the actual experimental setups developed for static and dynamic magnetoelectric
switching experiments.
2.1 Second harmonic generation (SHG)
Optical Second Harmonic Generation (SHG) is a nonlinear optical effect which doubles the
frequency of light when passing through matter. This effect was first predicted in the 1930s
[103]. It could not be observed experimentally at that time because it requires light intensities
larger than 1010 W/m2, which could not be achieved with light sources available at that time.
This changed thirty years later with the development of the laser [104], so that just one year
afterwards the first SHG was generated in an experiment [105].
SHG is used as measurement technique in solid state physics [106, 107] and biology [108]. In
the present work we use SHG to study multiferroics [47].
2.1.1 General introduction to SHG
In a photonic picture, SHG can be viewed as simultaneous absorption of two photons at
frequency ω and emission of one photon at the doubled frequency 2ω (figure 2.1). The energy
of the two photons lifts an electron from the ground state |g 〉 to an excited state |e〉, which
has an energy E|e〉 = E|g 〉+2~ω. The electron returns to the ground state by emitting a single
photon with an energy of 2~ω.
In this picture, it is immediately clear that the efficiency of the process strongly depends
on the energy levels of the material and the wavelength of the incident light. Because of
the simultaneous absorption of two photons, the selection rules from linear optics do not
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Figure 2.1 – Photonic picture of the SHG process. An
electron is excited form its ground state |g 〉 to an
excited state |e〉 by simultaneous absorption of two
photons at frequency ω. It returns to the ground
state by emission of one photon with frequency
2ω.
apply. It is possible to calculate the spectra of SHG [109, 110]. However this is rarely done.
Those calculations are quite complicated because the details of the band structure and their
excitation have to be considered. As we will see below, the spectral features are less important
for measurements on ferroic materials. Therefore, we will regard the frequency of the incident
light as a free parameter and tune it to a value, at which the SHG process is efficient and we
obtain a maximal SHG intensity.
Thinking of light in terms of waves, SHG results from an anharmonic oscillation of the elec-
trons. Usually, the polarization P induced in matter by an electric field E is described by
P= ε0χˆE, where ε0 is the vacuum permittivity and χˆ is the electric susceptibility. This is just a
linear approximation and at high electric fields (& 106 V/m), such as in a laser pulse, higher
order terms come into play. The second order term is quadratic in E. Taking into account its
frequency dependence E(ω, t )=E0 e iωt this contribution to the polarization is
P(2ω)= ε0 χˆED(2ω,ω) E(ω)E(ω) , (2.1)
where χˆED(2ω,ω) is the SHG susceptibility tensor. Writing out the components, this reads
Pi (2ω)= ε0 χEDi j k (2ω,ω) E j (ω)Ek (ω) . (2.2)
Since the exciting electric fields each have a frequency dependence E j ,k ∝ e iωt , the polariza-
tion P ∝ E j Ek ∝ e i2ωt oscillates at 2ω. It is formed by the electrons of the material oscillating
in their potentials and driven by the electric field of the light wave. Being charged oscillators,
they act like dipole antennas and re-emit a wave at their oscillation frequency 2ω.
Another approximation usually made in linear optics is to consider only electric dipole tran-
sitions. The light electron interaction is described in quantum mechanics via the transition
matrix element 〈e|q ·e ikr ∣∣g〉, where ∣∣g〉 and |e〉 are the initial and final electron wave functions,
q is the electron charge and e ikr is the spatial variation of the light field. Since the wavelength
λ is much larger than typical displacements r , the product kr = 2pir
λ
is small and one can
expand the exponential function e ikr = 1+ ikr − 12 (kr )2+O
(
(kr )3
)
. The linear term results in
the electric dipole (ED) transition matrix element 〈e|qr ∣∣g〉. The next order term results in a
magnetic dipole (MD)
Mi (2ω)= c
ε0(ω)
χMDi j k (2ω,ω) E j (ω)Ek (ω) (2.3)
and an electric quadrupole oscillation (EQ)
Qi j (2ω)= ε0c
2iωn(ω)
χ
EQ
i j kl (2ω,ω) Ek (ω)El (ω) . (2.4)
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The solutions of Maxwell’s equations for a linearly polarizable medium are wave equations. If
one incorporates the additional nonlinear contributions (equations (2.2), (2.3) and (2.4)), the
wave equation is modified to(
∆− ε
c2
∂2
∂t 2
)
E= SSHG(2ω) , (2.5)
where SSHG(2ω) is a source term of the form
SSHG(2ω)=µ0∂
2P(2ω)
∂t 2
+µ0
(
∇× ∂M(2ω)
∂t
)
−µ0
(
∇∂
2Q(2ω)
∂t 2
)
, (2.6)
which describes the emission of a wave at 2ω.
The indices i j k of the tensor elements define the light polarizations, i.e. the direction of the
E-field of the light wave. The last two indices correspond to the incident light polarization.
Since both link to the same quantity, the electric field E, the SHG tensor is always symmetric
in these last two indices.
In the case of ED tensors, the polarization direction of the emitted light SSHGi corresponds to
the first index of the SHG tensor χEDi j k . For the MD term, it is not that obvious because the curl
in equation (2.6) rotates the first index, so χMDx·· does not describe the emission of x-polarized
light. Instead it is y- or z-polarized light.
These relations of the incident and emitted light polarizations are used in the experiment to
selectively probe single tensor components. The selection of a certain tensor component, e.g.
χEDy zz , is achieved by setting the incident light polarization to z and filtering the output for
y-polarized light.
Different sample orientations are needed to access different tensor component. For example
χEDy zz is best measured in an x-cut. Here, the wave vector of the light k is set along x (normal
incidence). As light is a transversal wave, the incident and SHG light can then be z- or y-
polarized. In contrast, no tensor component containing x in any index can be excited in this
geometry.
In general, it is not possible to measure tensor components with three different indices,
e.g. χx y z , without admixture of signals from other tensor components. Therefore, such
components are not used in measurements if possible. For all other tensor components, it is
best to align the light propagation vector k with one of the crystallographic axis. This directly
excludes the excitation or emission of tensor components containing this axis as an index.
Rotating the sample away from such a geometry admixes additional tensor components.
While the analysis gets more complicated because multiple excited tensor components and
the projections of their signals have to be considered, this can be a desired effect for the
generation of domain contrast (see section 2.1.3 and section A.2).
Tensor components χi j k with two different directions j 6= k in the last two indices are ac-
cessible with the incident polarization set in between these direction. Projecting onto the
two different directions, some photons will have the one polarization and some the other.
Therefore, there is a finite chance that the polarization of the two photons involved is different,
so that such a tensor component can be excited. However, a tensor with identical components
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j = k will be excited as well. This implies that tensors with mixed last two indices (like χx y x)
cannot be measured background free. The measurements will always have admixtures of the
corresponding equal-index tensors (e.g. χxxx and χx y y ), provided these are non-zero.
2.1.2 SHG on ferroic materials
The following section explains how symmetry can yield an effective link between SHG mea-
surements and material properties, in particular (anti-)ferroic order. This symmetry sensitivity
renders SHG an ideal tool for studying multiferroics.
SHG and Symmetry
Any ferroic phase transition changes the symmetry of the material. The idea behind SHG
measurements is to detect this change in symmetry. This is in principle possible due to
Neumann’s principle [111]:
The symmetry of any physical property of a material is always equal to or higher than the
symmetry of the material itself.
This principle allows to infer the symmetry of the material from the symmetry of measured
properties, like e.g. SHG tensors. However, the symmetry of a property may be higher than
the symmetry of the material, in which case it yields only information on a subset of the
material symmetries. An extreme example is heat capacity. As a scalar it is invariant under any
symmetry transformation and does not provide any information on the material symmetry
at all. Therefore, it is reasonable to use directionally sensitive quantities as a probe for the
symmetry. Mathematically, this corresponds to a vector or, even better, a higher rank tensor,
like the SHG susceptibility tensor.
Symmetry transformations impose constraints on the possible tensor components [112].
Certain tensor components may be equal to others or zero. The lowered symmetry at a phase
transition relaxes these constraints, which usually leads to the emergence of new SHG tensor
components.
The case is particular simple for a ferroelectric transition: The material is inversion symmetric
above the transition temperature. Inversion symmetry forbids all SHG tensor components to
leading order (i.e. all ED tensor components are identical to zero). Higher order terms like
magnetic dipole or electric quadrupole tensors may still be present. Below the ferroelectric
phase transition, the inversion symmetry is broken, allowing for additional ED-SHG signals.
The coupling between SHG susceptibilities and the order can be described by expanding the
susceptibility in the order parameter η. [113]:
χˆ(η)= χˆ0+ χˆ1 η+ χˆ2 ηη+ . . . (2.7)
The tensors χˆi are the expansion coefficients. In a first approximation, we can assume them
to be temperature independent. Strictly this is not true, e.g. because of the drift of the lattice
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constants. However, these effects are small and usually negligible. The major temperature
dependence of the susceptibility stems from the temperature scaling η(T ) of the order param-
eter.
The first term χˆ0 does not depend on the order parameter. Because the ferroic order does not
influence it, it is purely defined by the crystal structure and thus called crystallographic SHG.
It will not or only weakly depend on temperature. In contrast, all other terms are temperature
dependent because they contain the coupling to the order parameter, which strongly changes
with temperature, at least close to the phase transition. Most significant is the linear coupling
term χˆ1, which is often sufficient to explain observed temperature dependencies. In the
following we will use this linear approximation:
χ(η)∝ η . (2.8)
This relation holds for MnWO4[114] and our measurements on CuO will prove that it is valid
also in the case CuO (compare figure 5.2).
Because of the above proportionality it is easy to measure the scaling of the order parameter.
It just scales like the SHG susceptibility. However, determining its amplitude, e.g. the magni-
tude of a polarization, is not possible because the proportionality factor between the order
parameter and the susceptibility is not known. In fact, these two macroscopic quantities are
related in a non-trivial way by the microscopic properties of the material.
Even measuring the absolute value of the SHG susceptibility would be cumbersome because
it requires to exactly determine all proportionality constants between the signal generated in
the sample and the detector signal. This would include reflection and absorption losses in
the optics and the sample, detector quantum efficiency, and the signal electronics. Therefore
most SHG intensities are only measured up to an unknown proportionality constant and thus
given in arbitrary units.
Since SHG is a purely symmetry-based technique for measuring ferroic orders, there is no
fundamental difference between ferroic and antiferroic orders. This is in contrast to other
measurement techniques that directly couple to macroscopic quantities like the electric
polarization or magnetization of a sample. While there are other methods to measure anti-
ferromagnetic order (e.g. polarized neutron diffraction or X-ray magnetic linear dichroism
(XMLD)), SHG has the combined advantages that it can measure both the electric and mag-
netic order with high temporal and spatial resolution. This makes it an ideal tool for studying
the dynamics of magnetoelectric switching.
SHG on multiferroics
The distinction between crystallographic and order-related SHG signals is straightforward
because the former do not show any or only a weak temperature dependence. In multiferroics
there are at least two ferroic orders. This poses the additional question which of the orders
is responsible for the SHG signal: Is the order parameter in equation (2.8) the polarization
(χ(P)) or the magnetic order (χ(σ))?
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Common methods for assigning a specific SHG signal to a certain order parameter rely on
mapping either the transition temperature or the scaling law of the order parameter and the
SHG signal. This works well in split-order-parameter multiferroics. In joint-order-parameter
multiferroics, both orders set in at the same temperature, so the transition temperature cannot
be used as a criterion. Moreover, the temperature scaling may also be identical. In the case of
spin-spiral-induced ferroelectricity in MnWO4 and CuO, the coupling between ferroelectric
(P) and magnetic order parameters (σ1, σ2) reads P∝σ1σ2. Additionally, this yields exactly
the same symmetry for the magnetic and electric system, making it difficult to decide to which
order parameter a SHG tensor is coupling.
Fortunately, this distinction is often not necessary in joint-order-parameter multiferroics
because the order-parameters are directly linked. Therefore, it may not matter if the actual
measured system was the magnetic or the electric one.
However, for some measurements this is relevant. The first example are comparisons of
SHG efficiency [82], in which the SHG is normalized to the value of the polarization. This is
only meaningful if the SHG directly stems from the polarization and not from the associated
magnetic order.
A second type of measurements that may require knowledge about the actual system, are
dynamic measurements. The coupling between magnetic and electric order, as expressed
by equation (1.6), results from a minimization of the free energy. It is only valid in energetic
ground states. This condition is not fulfilled in non-equilibrium states during dynamic switch-
ing. As a result, electric and magnetic orders can in principle decouple temporarily during a
switching process. Then, it is important to know which system is measured. At best, there
may be different SHG signals coupling to either system, so that both can be monitored.
2.1.3 Domain imaging
Exploiting the spatial resolution of SHG as an optical technique, it is possible to acquire
images of the domain structure of ferroics. This can be simply achieved by using a CCD
camera as detector and imaging the SHG light from the sample onto the CCD chip.
Different domains have the same amplitude of the order parameter, but a different orientation
or phase. From equations (2.6), (2.1) and (2.8) it follows that the SHG light intensity is
proportional to the absolute square of the order parameter:
I (2ω)∝ ∣∣SSHG(2ω)∣∣2 ∝ ∣∣χ(η)∣∣2 ∝ ∣∣η∣∣2 (2.9)
This is the same for every direction or phase of the order parameter. As a consequence,
180°-domains and translation domains are indistinguishable in simple SHG measurements.
In the following, we limit the discussion to ferroelectric polarization domains and helicity
domains in spin spirals. In both cases the transition from one domain orientation to the
other can simply be described by a sign change of the order parameter, or thinking of it as a
complex number, a 180° phase shift.
Though it is not possible to determine the orientation of the order parameter inside the
domains with a simple SHG intensity measurement, one can still see the domain pattern
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Figure 2.2 – The principle of generating domain contrast in SHG intensities is explained for an arbitrary order
parameter η. In the present work, this will correspond either to the spontaneous polarization or the helicity
of the spin spiral.
(a) Because the SHG light amplitude SSHG scales linearly with the order parameter and the intensity is the
absolute square of the amplitude, both domain orientations yield the same SHG intensity. The light waves
form the different domains have a relative phase shift of 180°. Therefore, they interfere destructively at the
domain boundary, making domain walls visible as black lines. (Domain image from [115])
(b) The phase contrast between the domains can be turned into an intensity contrast by superimposing a
constant reference light wave. Constructive and destructive interference, respectively, will then result in a
different brightness of the domain states.
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because of the domain walls (figure 2.2 (a)). At the domain wall the order parameter has
a phase shift of 180°. Because of the linear coupling (equation (2.8)) this translates to a
corresponding phase of the susceptibility tensor and finally of the emitted light wave. If two
points are not further separated than the optical resolution of the setup, SHG emitted from
them will interfere on the CCD chip. If they additionally lie on different sides of a domain wall,
they have a phase shift of 180° and thus interfere destructively. Therefore, domain walls will
appear as dark lines. The width of these lines is not correlated to the domain wall width, but is
solely determined by the optical resolution. Domain wall widths are typically in between few
lattice constants in ferroelectrics and few 10 nm in ferromagnets. This is still much smaller
than the optical wavelength, which in the best case of the diffraction limit determines the
resolution and hence the area of interference. For this reason, the black lines rather just
indicate the change of order parameter from one domain to the other. They do not yield
information on the actual type and width of the domain wall.
Equation (2.9) does not allow to uniquely identify the orientation of the order parameter
within a domain. Furthermore, is it difficult to obtain the domain population, i.e. the relative
area fractions of both types of domains1.
Both, the unique assignment of the orientation of the order parameter as well as an easy way
to measure domain population without the need for images, is a key requirement for studying
magnetoelectric switching. It can be achieved by interference with a constant reference that
does not depend on the order parameter. This reference might be external [116] or an internal
crystallographic SHG contribution, which may be mixed in by rotating the sample as in the
case of MnWO4 (see section A.2).
The interference turns the phase contrast of the domains into an intensity contrast. The
intensity of the interfered light reads
I (2ω)∝
∣∣∣∣B η|η| +BRef e iφ
∣∣∣∣2 , (2.10)
where B and BRef are the amplitudes of the SHG coupling to the order parameter and to the
reference signal, respectively. φ is the relative phase between both waves. Expanding the term
yields
I (2ω)∝B 2+B 2Ref+
η
|η|2BBRef cos φ . (2.11)
Now, the intensity depends on the sign of the order parameter via the interference term
η
|η|2BBRef cos φ. Maximal contrast is achieved, when the intensities B and BRef are of the same
size. Furthermore, the relative phase φ should be close to 0° or 180°. Then one can obtain
totally constructive or destructive interference.
The order parameter in 180° domains, like ferroelectric or magnetic helicity domains, has
two possible orientations. This leads to a 180° phase shift between different domains. As a
result, domains of the one order parameter direction appear dark, while the others are bright
(figure 2.2 (b)). The same effect can be used to visualize the magnetic translation domains in
MnWO4, which can have arbitrary relative phases [117].
1In principle this is possible from SHG images like figure 2.2 (a), however, image acquisition is time-consuming.
Moreover an automated analysis of the images would be complicated.
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Domain population
Spatially integrated measurements can be performed to speed up the measurement process if
no information on the actual domain pattern is required, but only the relative population of
the domain states. The following section explains how the domain population relates to the
SHG intensity.
When measuring the SHG intensity of a sample without spatial resolution, the signal from
equation (2.11) is integrated
I (2ω)∝C +
∫
dxdy
η(x, y)
|η| 2BBRef cos φ . (2.12)
The term f = ∫ η(x,y)|η| dxdy represents the domain population. Splitting the integral into two
parts, each containing only one order parameter orientation, the integrals become trivial and
the domain population can be rewritten as
f = f+− f− with f+ = A+
A
, f− = A−
A
. (2.13)
Here, A is the total sample area and A+ and A− are the areas, which are covered with order
parameters of orientation (+) or (−) respectively. Therefore, f is a measure for the relative
area fractions of the domain states. It has the following properties:
• The lowest value is −1, corresponding to a (−) single domain state.
• The highest value is +1, corresponding to a (+) single domain state.
• f scales linearly with the area fractions f±. (This is because f∓ = 1− f±)
• A value of f = 0 is reached for an equal distribution of both domain states.
Figure 2.3 visualizes the relation between f and an example domain pattern.
Using the domain population, we can further rewrite equation (2.12) to
I (2ω)∝C +C ′ · f , (2.14)
where C ′ = 2BBRef cosφ. This equation shows that integral SHG signals can be easily inter-
preted in terms of domain population. First, there is a constant background C . On top of
this, the SHG intensity rises linearly to a maximum C +C ′ with increasing area fractions of (+)
domains with respect to (−) domains.
If the order parameter is a macroscopic quantity, like a magnetization or polarization, the
population can be used to express the averaging over the domains. For example the macro-
scopic polarization of any domain state of a ferroelectric with 180° domains will be P = P0 · f ,
where P0 is the maximal polarization realized in a single domain state.2
2This holds true only as long as the domain sizes are larger than the optical resolution limit of the setup.
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Figure 2.3 – Example to visualize the meaning of the values of the domain population f . f is extremal (±1)
for both single domain states. It linearly scales with the area fractions f+, f+ of both domain states. The
measured SHG intensity increases linearly with f but may have an offset due to non-complete destructive
interference with the reference light.
2.1.4 Measured volume and intensities
Two effects limit the measured SHG intensity. One is absorption of the light in the sample and
the second is phase matching. As we will detail below, the absorption reduces the intensity by
limiting the spatial region from which SHG can be detected, while a lack of phase matching
leads to destructive interference.
The absorption coefficient α(ω) at fundamental and SHG wavelengths determines the volume
inside the sample from which SHG is measured in transmission experiments. In a transmission
setup, the investigated samples have to be transparent either at the fundamental wavelength
or at the SHG wavelength. In the former case, the fundamental beam penetrates the sample
up to a depth equal to the absorption length at the fundamental frequency. SHG will be
generated only in this volume.
If the sample is only transparent for the fundamental, SHG will be generated everywhere in
the crystal. However, the light from the front of the sample is reabsorbed before it reaches
the rear side, so that only SHG from a layer at the back side will leave the crystal (figure 2.4).
The width of this layer equals the absorption length at the SHG frequency. This is the most
common case and also holds true for MnWO4 and CuO. Typical fundamental photon energies
are between 0.7 and 1.5 eV. Many samples are transparent in this region because of the band
gap. The corresponding SHG photon energies lie between 1.4 and 3.0 eV, which is the visible
region. Here, absorption is strongly material dependent.
SHG may as well be used in reflection geometry if the samples are transparent neither in the
fundamental nor in the SHG range.
The second effect reducing the SHG intensity is a lack of phase matching [118, 119]. In general,
the refractive indices at fundamental and SHG wavelengths are different. This results in a
global phase shift between SHG from different points along the beam axis and finally leads
to destructive interference. Therefore, the amount of detected light is equivalent to the one
Otherwise interference of signals from neighboring domains has to be taken into account. Furthermore this
requires a flat-top profile of the laser. An unequal intensity distribution would weight the positions in the spatial
integral according to the local intensity squared. In such a case, the integrated intensity will still monotonically
depend on the domain population, but I ( f ) will not be linear any more.
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Figure 2.4 – Emission region of SHG in a transmis-
sion setup for the most common case of a sample
that is transparent for the fundamental light wave
and opaque for the SHG wavelength. SHG will be
generated everywhere in the crystal. However, it
is reabsorbed except for an area at the back of the
sample, whose depth corresponds to the absorp-
tion length.
Pure 
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Figure 2.5 – Field dependence of electric field induced
SHG (EFISH). A pure EFISH signal scales quadrat-
ically with the applied electric field (dashed line).
The interference with a field independent signal
leads to a shift of the parabola. Such a field depen-
dence is a clear signature for EFISH and can be
exploited to separate if from SHG changes due a
switching of the spontaneous order.
generated in a volume with a depth L, in which the phase shift builds up to 180°. In many
cases L is smaller than the absorption length 1
α(2ω) . However, phase-matching does not reduce
the probed volume. If there are any local phase changes of the generated SHG light within
the absorption length 1
α(2ω) , e.g. because of a reversed domain, this will affect the interference
term and will consequently be detectable in the SHG intensity.
2.1.5 Electric field induced SHG (EFISH)
Electric field induced SHG (EFISH) is a third order nonlinear process, in which one of the
incident fields is a DC electric field [120]
P(3)(2ω)= ε0χ(3)(0,ω,ω)E(0)E(ω)E(ω) . (2.15)
It emits frequency doubled light like a true second order SHG process. EFISH can be under-
stood as the DC electric field inducing a polarization. Like in the case of the spontaneous
ferroelectric polarization, the induced polarization may reduce the symmetry and allow addi-
tional tensor components.
EFISH signals have to be separated from the ferroic order related signals. An EFISH signal can
be identified by its field dependence. From equation (2.15) follows that the amplitude rises
linearly with the applied field. Thus, the intensity shows a parabola profile, centered around
E = 0.
The interference of EFISH with a constant background signal, e.g. crystallographic SHG, leads
to a vertical and horizontal shift of the parabola:∣∣∣A ·E +Be iφ∣∣∣2 = A2 ·E 2+2AB cosφ ·E +B 2 . (2.16)
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Figure 2.6 – SHG setup. Laser and OPO form a tunable pulsed light source. A pyroelectric detector measures
a reference signal that is coupled out via a glass plate. The incident polarization is set using a Glan-Taylor
prism and a rotatable half-wave plate. The sample is located in a cryostat for cooling. A long-pass filter in
front of the sample removes any light at the SHG wavelength, but transmits the fundamental laser beam
wavelength. Conversely, a short-pass filter behind the cryostat removes the fundamental beam, but transmits
the SHG light. The measured SHG polarization is selected by a rotatable Glan-Taylor prism. Finally, the light
is acquired either using a CCD camera or a combination of monochromator and photomultiplier. Optionally,
additional electrodes and a high voltage source provide an electric field at the sample position.
Here, A ·E and B are the EFISH and background amplitudes respectively. φ is the relative
phase of the light waves.
Furthermore, EFISH can only be seen if the DC field is perpendicular to the light propagation
vector k. This can be understood from symmetry. If the DC field is applied along the beam
axis, the transversal electric polarization of the light wave cannot couple to the induced dipole,
which is perpendicular to it.
2.2 Experimental setups
This section introduces the experimental setups used. The basic SHG setup is only introduced
briefly because it has already been extensively covered in other publications [47, 115, 121].
Separate subsections describe the extension for measurements in static electric fields and the
electrical-pump–optical-probe method for dynamic magnetoelectric switching.
2.2.1 Basic SHG setup
The typical SHG setup is depicted in figure 2.6. It is driven by a Nd:YAG nanosecond laser
(Continuum Powerlite Precision II) that generates 5 ns wide pulses with a repetition rate of
10 Hz. Its light is frequency-tripled internally, so that it emits at 355 nm, which is used to
pump an optical parametric oscillator (OPO) (GWU VersaScan).
The OPO process is a nonlinear process that splits up the photon energy of one photon into
two photons within a nonlinear crystal. The relative amount of photon energy of the two
emitted photons can be tuned by a rotation of the crystal. This results in a frequency-tunable
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laser source, which is a tremendous advantage for SHG measurements. It allows to tune the
incident frequency to a value at which SHG light is generated efficiently.
Incident polarization selection is achieved via a rotatable half-wave plate. A Glan-Taylor prism
in front of the half wave plate guarantees that the light polarization is strictly linear, which
prevents the accidental simultaneous excitation of multiple SHG tensor components.
A long-pass filter (typically RG780-RG1000 glass filters, depending on the wavelength used)
directly in front of the sample filters out SHG light that might have been produced on optics
along the beam path, particularly on the half-wave plate. Furthermore, it largely reduces
ambient light in the experimental setup.
The sample itself is located in a cryostat (Janis SVT-400), allowing for cooling by liquid helium
or nitrogen. The fundamental light is filtered out behind the cryostat typically using KG5 or
BG39 filters. It is important to place at least one filter directly behind the cryostat, so that the
fundamental intensity is reduced enough to prevent SHG generation in any of the following
components. It is advisable to block possible third harmonic generation (THG) signals using a
suitable short pass filter, e.g. GG395 or GG495. A rotatable Glan-Taylor prism is used for SHG
polarization selection.
The SHG detection can be performed either using a CCD camera or using a monochromator-
photomultiplier combination. A CCD has the advantage of spatial resolution. Used models
are Photometrics CH270 and Horiba-Jobin-Yvon Symphony. In contrast, the photomultiplier
yields only a spatially integrated signal. The benefit of detection with a monochromator-
photomultiplier combination lies in its strong spectral and temporal filtering capabilities.
This makes the suppression of backgrounds like ambient light and luminescence much easier.
Furthermore, a photomultiplier allows the separate detection of every single laser pulse, which
can be advantageous for normalizations.
A fraction of the light is coupled out in front of the half-wave plate using a reflection from a
glass plate. It is measured by a pyroelectric detector (Coherent J3-05 or PS19) and used as a
correction for the spectral dependence of the OPO in spectrum measurements. Additionally,
it serves as a monitor of laser stability.
For simplicity, imaging and beam guiding optics like lenses and mirrors are left out in the
description.
The complete setup is computer-controlled, which allows for fast and precise measurements.
The control software was completely redesigned during this work for more flexible and reliable
operation and easier extensibility (see section D.2).
2.2.2 Extension to E-field setups
Magnetoelectric switching experiments require the application of electric fields to the samples
under investigation. Specific sample holders were designed for this, in which the sample
is mounted in between electrodes. If the electrodes are connected to external high-voltage
sources, a homogeneous electric field penetrates the sample.
Depending on the geometry, two different types of electrodes are used. As described in
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Figure 2.7 – Sample holders for the application of electric fields.
(a) Transversal-field holder (E⊥ k) for sample geometries, in which the polarization is in plane. In this case
specially formed aluminum electrodes are used, which provide a homogeneous electric field in the center.
(b) Longitudinal-field holder (E ∥ k) for sample geometries, in which the polarization is out of plane. Elec-
trodes are realized by ITO-coated glass plates.
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Figure 2.8 – Detailed view of the
longitudinal-field sample holder. The
sample is mounted on a thin glass
plate, serving as tray for easy sample
exchange. On both sides of the tray,
there are spacers, which ensure parallel
electrodes and thus a homogeneous
electric field, when the sample tray is
sandwiched between the electrodes.
The ITO coating on both electrodes
faces towards the sample to reduce the
electrode distance, resulting in a higher
electric field for a given voltage. It is
contacted by silver paste. The first part
of the wiring consists of a thin angled
wire, which functions as a strain relief
(not visible in the photo in figure 2.7).
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section 2.1.1, the choice of SHG tensor components, which are to be measured, determines
the orientation of the sample with respect to the laser beam. Because the field has to be
applied in the direction of the ferroelectric polarization, also the position of the electrodes is
dictated by the sample. We can distinguish two different cases: Ferroelectric polarization in
plane or perpendicular to the sample surface.
If the ferroelectric polarization is perpendicular to the wave vector of the light (P ⊥ k), which
is the case for a ferroelectric polarization in the plane of the sample surface, we use polished
aluminum electrodes (figure 2.7 (a)). Their shape is designed to create a homogeneous field at
the position of the sample in the center. If the sample is large enough and regularly shaped, it
can be placed directly on the electrodes and fixated by vacuum grease. Alternatively, it can be
glued to a glass plate or attached to a plastic holder.
However, if the polarization is oriented out of plane (i.e. P ∥ k), the electrodes will necessarily
lie in the optical beam path. Opaque electrodes, like the aluminum plates, would block the
beam. In this case, we resort to indium tin oxide (ITO) as electrode material because it is
transparent and conducting at the same time (figure 2.7 (b)). ITO coated glass plates are
commercially available. For easy exchange of the samples it is convenient to mount the
sample on a sample tray formed by a thin glass plate, either by glue or by taping the outline.
This holder can then be placed between the electrodes. A thin wire forms the last part of
the wiring. It is attached with conductive paste to the electrodes. In combination with the
geometry of the wiring this prevents mechanical stress due to thermal expansion. Otherwise,
stress could rip off the contacts from the ITO when cooling down the sample holder.
For static and quasi-static magnetoelectric measurements any high voltage source can be
connected directly to the sample holders. The high voltage source should provide a switchable
polarity, to pole the sample in both directions. When using liquid helium to cool to low
temperatures, the electrical breakthrough of gaseous helium at approximately 1 kV/mm limits
the maximal applicable field. Higher fields are possible if nitrogen gas is used for cooling
(suitable only at temperatures > 77 K) or if the sample is immersed in liquid helium (at
temperatures < 4.2 K). Typical sample distances amount to some hundred micrometers for
the ITO holder and few millimeters for the transversal field holder. To achieve the maximal
field of 1 kV/mm in helium, one needs some hundred volts in the former case (e.g. from the
voltage source Keithley K2410), and some kilovolts for the latter (e.g. from the volatage source
iseg HV T2DP).
2.2.3 Electrical-pump–optical-probe setup for magnetoelectric dynamics
A primary goal of the present work is the temporally resolved measurement of magnetoelectric
switching.
The laser repetition rate of 10 Hz determines the temporal distance at which data can be
obtained in an optical SHG measurement. The time between the laser pulses (100 ms) is far
too large to directly follow the response of the material with temporal resolution.
Using a pump-probe technique (figure 2.9) drastically increases the temporal resolution.
Here, the electric field applied to the sample is rapidly changed at t = 0. The ferroelectric
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Figure 2.9 – Measurement scheme of the electric-pump–optical-probe method for magnetoelectric switching.
(a) At time t = 0 the electric field applied to the sample is rapidly changed. This defines a new ground state
for the coupled electric and magnetic systems in the material. They will propagate towards this state on their
intrinsic timescale. At a time ∆t later the laser arrives at the sample. The SHG it generates reflects the state of
the electric or magnetic system at that time.
(b) The complete temporal evolution is recovered by scanning the delay ∆t and sequentially measuring each
time step in a separate switching cycles.
polarization, and in magnetoelectric materials also the magnetic order, will respond to the
change of field. At a later time ∆t , the laser pulse hits the sample. The generated SHG probes
the state of the magnetic or electric system, which one depends on the tensor component
used. By changing the delay ∆t the complete switching process can be recovered in successive
measurements.
A high-voltage switch (DEI PVX-4140) is used to rapidly change the voltage applied to the
electrodes and thus the electric field. Depending on a gate signal, it feeds either of two input
voltages to the output. Internally, it uses a semiconductor switch, which is backed by large
capacitors to quickly provide the current required to recharge the field-generating electrodes.
Ideally, the rise time of the field should be infinitely short. But in practice it is sufficient if it
is significantly faster than all switching related processes in the material. The above setup
achieves a rise time of the electric field of 80 ns. An improvement to approximately 20 ns
would be possible by optimizing capacitance and impedance of the electrodes and wiring.
However, this has not been done because it turned out that 80 ns is sufficiently fast for all
measurements reported here.
It is advantageous to switch the electric fields at a fixed time and vary the point in time at
which the laser pulse arrives, not vice versa. This guarantees that the time slots between
switching the material are always exactly of the same size. Equidistant timing is important for
reproducibility if there are processes in the material that take longer that the repetition period
of the experiment.
A delay / pulse generator (Stanford Research Systems DG535) is used as master time source.
It provides a gate pulse with adjustable width to the high-voltage switch, which applies the
field accordingly. Furthermore the DG535 provides trigger signals for the flash lamp and the
Q-switch of the nanosecond laser. Their delay with respect to the pump trigger is adjustable
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via the measurement control software (section D.2) allowing for automatic measurements of
temporal dependencies. Details of the wiring and switching timings can be found in [121].
Temporal resolution
The rise time of the electric field determines the fastest changes that may be induced in the
sample. If possible, the temporal resolution of the detection should be slightly higher to be still
able to resolve the slope. Two experimental parameters limit the detection resolution: First,
the SHG signal contains information averaged over a time interval equal to the pulse width
of the laser (5 ns). Faster processes cannot be resolved. Second, timing accuracy between
HV-pulse and laser pulse may be a limiting factor, particularly in the case of femtosecond
laser pulses. This includes jitter of the trigger electronics and of the laser (≈ 300 ps).
Repeatability requirements
The electrical-pump–optical-probe technique is a repetitive technique. Because each data
point is taken form a separate cycle, the processes studied must be repeatable. For the case of
magnetoelectric switching different degrees or repeatability are required depending on the
detection method:
Integral measurements When measuring SHG intensities it is sufficient if the evolution of
the domain population is repeatable, i.e. at a given time t the fraction of switched
domains has to be the same for every switching cycle. No assumption has to be made
on the domain pattern.
Imaging For domain images, not only the domain population has to be repeatable, but the
whole pattern has to evolve in the same way in every switching cycle.
Repeatability is essential for the comparability between intensities or images at different
delays. Additionally, it is already required for every single image. Because the SHG intensities
are low, the SHG light from many laser pulses has to be integrated. Typical exposure times at
the nanosecond laser are between one to five minutes, but may be up to two hours. At 10 Hz
repetition rate, one minute corresponds to 600 laser pulses and thus switching cycles. The
image obtained is an average over the patterns in all these cycles. So a lack of repeatability
would cause the images to be blurred.
Reduced repetition rates
The time between the laser pulses (100 ms for the nanosecond laser) determines the repetition
period of the experiment. Processes longer than this timescale cannot be measured. Moreover,
such processes are abruptly disturbed after the repetition period of the experiment because
the electrical pump is periodically changing the external conditions. If such slow processes
exist, the sample is also not in an equilibrium state before the field pulse is applied at t = 0.
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To measure processes slower than 100 ms, a modified setup was developed in this work. It
operates at any period that is a multiple of the original repetition period by controlling the
Q-switch of the laser. Detailed wiring and timing diagrams of the setup are given in reference
[121].
The longer delay times are paid for by increased measurement times. To get the same number
of laser pulses, and thus SHG intensity, a 1 s repetition period experiments takes ten times
longer than the equivalent 100 ms repetition period experiment.
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The two investigated model compounds, MnWO4 and CuO, are joint-order-parameter multi-
ferroics. In both, ferroelectricity is induced by the magnetic spin-spiral order. This particular
class of multiferroics was chosen for the investigation of magnetoelectric switching because it
provides an intrinsically strong coupling between the electric and the magnetic order.
MnWO4 represents the large class of spin-spiral multiferroics with low ordering temperatures
T . 40 K [30–33]. It is a prototypical example of spin-spiral induced ferroelectricity and
therefore a suitable model compound for studying magnetoelectric switching.
In contrast, CuO becomes magnetically and electrically ordered at the significantly higher
temperature of 230 K. Furthermore, it exhibits an unusual sequence of phase transitions
in which the multiferroic phase is directly reached from the paramagnetic phase. A purely
magnetic intermediate phase is missing1. The high ordering temperature and the unusual
sequence of phase transitions renders CuO an interesting system for investigation.
This chapter we will review the relevant material properties of MnWO4 and CuO.
3.1 MnWO4
MnWO4 is chosen as a classic example for spin-spiral induced multiferroicity. It is one of very
few multiferroic materials that can be found in nature. Anyway, these natural crystals contain
many defects and impurities. Therefore, they are not well suited for studies of the fundamental
physical properties. Instead, synthetically grown crystals are used for all measurements.
1The intermediate phase has not been observed in any standard measurements that are used to identify phase
transitions. However, there are preliminary results form ultrasonic measurements which claim an intermediate
phase [122].
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(a) (b) Figure 3.1 – Crystal structure of
MnWO4. Chains of MnO6 octa-
hedra and of WO6 octahedra are
stacked alternatingly in the x-
direction. Both types of octahe-
dra chains form a zig-zag struc-
ture in the y z-plane. The black
line denotes the unit cell.
3.1.1 Crystal structure
The crystal forms a monoclinic lattice with space group P2/c1′ (point group 2/m1′). The
lattice constants at room temperature are a = 4.830Å, b = 5.7603Å and c = 4.994Å and enclose
an monoclinic angle of β= 91.14° [123]. Because the monoclinic angle is close to 90°, previous
symmetry analysis and SHG measurements [115] use a Cartesian coordinate system x, y , z
which approximately coincides with the crystallographic axes a, b, c. For consistency, this
convention will be applied also in the present work. The error introduced is only small and
the results below do not critically depend on it2.
Figure 3.1 displays the atomic positions. Distorted MnO6 octahedra are stacked in a zig-zag
chain along the z-axis, sharing edges. A zig-zag chain of distorted WO6 octahedra is located
half a unit cell shifted in the x-direction. For clarity, only the MnO6 octahedra are marked in
the figure, but, the chain of WO6 octahedra would look analogous. The shift of half a unit cell
results in an alternating stacking of the two types of octahedra chains along the x-direction.
The monoclinic unit cell is outlined in black. In part (a) of the figure the glide plane ⊥ y can
be seen (e.g. mirror at the right border of the unit cell and shift by z2 ). The twofold rotation
symmetry 2y is directly obvious in the view along the y-axis (part (b)).
3.1.2 Phase diagram
Mn2+ is the only magnetic ion in MnWO4. Its five 3d electrons align parallel according to
Hund’s Rules, resulting in a total Mn spin of S = 5/2. Neighboring Mn2+ ions are connected
via O2− ions in 90° and 180° angles. This results in competing Mn – O – Mn superexchange
interactions, leading to magnetic frustration, which will give rise to the spin spiral. As a
consequence of the alternating stacking of Mn=6 and WO6 octahedra along the x-direction,
the magnetic exchange is weakest along this direction [124].
The magnetic phase diagram of MnWO4 is shown in figure 3.2. It is prototypical for spin-spiral
multiferroics. At low temperature, it consists of a sequence of different antiferromagnetic
2Essentially, it would mean that certain SHG tensor components are not measured exactly, in particular signals
originating from other tensor components may be admixed. Depending on the actual measurement the error is
at most sin1°∝ 1.7%, but in almost all measurements this factor appears at least squared, rendering it practically
negligible.
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Figure 3.2 – Electric and magnetic phases of MnWO4.
Spins order in an incommensurate spin density
wave below T3. Upon further cooling the AF2
phase is reached. Here, an additional component
of the magnetic moment along y is present, which
results in an elliptical spin spiral. This induces a
ferroelectric polarization. Below T1 the magnetic
structure obtains an antiferromagnetic ↑↓ config-
uration and consequently the polarization is no
longer present. (image from [121])
phases. These phases will be labelled AF1 to AF3 and the corresponding ordering temperatures
T1, T2 and T3.
Above T3 = 13.5K, MnWO4 is paramagnetic and paraelectric. A second order phase transition
to the antiferromagnetic AF3 phase occurs at the transition temperature T3. Here, the spins
align along the magnetic easy axis, which lies in the xz-plane and has an angle of ≈ 35° to
the x-axis (figure 3.3 (a)). The amplitude of the spins is sinusoidally modulated, resulting
in an incommensurate spin density wave with wave vector kAF 3 = (−0.214, 12 ,0.457) [123].
The value ky = 12 implies a doubling of the magnetic unit cell along y . This is caused by an
antiferromagnetic spin-alignment in adjacent crystallographic cells. kx ,kz are irrational, which
implies that the periodicity of the spin density wave is not a multiple of the crystallographic
cell in these directions. Therefore, translation invariance along x and z is lost. However, the
point group symmetry (2/m1′) remains the same as in the paramagnetic phase. Still, no
electric polarization can exist because inversion symmetry is maintained.
When cooling further, the AF2 phase is reached via another second order phase transition
at T2 = 12.7K. The spins now obtain an additional finite component along the y-direction
(figure 3.3 (a)). This results in a spiral magnetic structure. Effectively, the spins rotate in
a plane spanned by y and the easy axis. Their amplitude slightly varies (my /measy ≈ 0.9)
resulting in an elliptical spin spiral [125]. The periodicity and hence the wave vector remain
the same kAF 2 = kAF 3 = (−0.214, 12 ,0.457).
This spin structure might look helicoidal on a first view (cf. figure 1.11). However, the plane of
rotation is not normal to the z-axis, which is the direction, the spin chain is running along.
Therefore, the cross-product Si ×S j is not parallel to the direction of propagation, which will
induce a ferroelectric polarization according to equation (1.6)3. From a symmetry point of
view, the cycloidal component of the spin-spiral breaks the inversion symmetry and reduces
the point group to 21′. This allows for a ferroelectric polarization along the y-direction.
Pyroelectric measurements yield a maximal value of Py ≈ 5nC cm−2 [45, 126]. This is three
orders of magnitude smaller than in classical ferroelectrics like BaTiO3 or PZT, but a common
order of magnitude for magnetically induced ferroelectricity.
At T1 = 7.5K the spin spiral locks in to a commensurate modulation = kAF 1 = ( 14 , 12 , 12 ). Just
3Actually even for Si ×S j ∥ z the zig-zag character of the chain would induce a local polarization because the
spin connecting vector ei j would not point along z, but it would be tilted up and down alternatingly. In that case
the polarizations at a ’zig’ and a ’zag’ step would be exactly opposite and therefore no macroscopic polarization
would occur.
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Figure 3.3 – Magnetic orders in MnWO4.
(a) AF3 phase: The spins align along the easy axis,
which encloses an angle of ≈ 35° with the x-axis.
The spin amplitude is sinusoidally modulated.
(b) AF2 phase: An additional spin component
along y-orders below T2 = 12.7 K, resulting in an
elliptical spin spiral.
(c) AF1 phase: The spins lock in to an antiferro-
magnetic up-down arrangement while remaining
aligned along the magnetic easy axis.
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like in the y-direction, the structure in z-direction is now a simple antiferromagnetic ↑↓ order
(figure 3.3 (c)). The magnetic unit cell quadruples along x because of an ↑↑↓↓ spin sequence
along that direction. Since all spins point along the easy axis no ferroelectric polarization can
be induced. The point group is again 2/m1′, which corresponds to the one in the paramagnetic
and AF1 phase.
Magnetic fields affect the stability regions of the phases [45, 126, 127]. In general they lower T2
and raise or lower T1 depending on their orientation. For large fields Hy > 11T the ferroelectric
polarization flops from the y- to the x-direction. This reflects the strong interplay of electric
and magnetic order. The presence of a magnetic field will likely also influence the properties
of magnetoelectric switching by an electric field. Such types of measurements have not been
performed, but may give additional insights into the magnetoelectric coupling in the future.
3.1.3 Order parameters
Since the SHG measurements are sensitive to the order parameters in the material, we will
now detail the order parameters for the different phases in MnWO4. Using Landau theory
one can derive the order parameters from the symmetry of the corresponding phases. This
procedure is described for MnWO4 in [92]. Therefore, we only sum up the results here and
relate them to the physical properties.
The complete phase diagram can be described by two two-component order parameters
η1 =
(
σ1 e iθ1
σ1 e−iθ1
)
η2 =
(
σ2 e iθ2
σ2 e−iθ2
)
(3.1)
Both η1 and η2 are magnetic order parameters. As every antiferromagnetic order parameter,
they represent certain linear combinations of the spins. The exact linear combinations are
given in reference [92].
The notation using the complex conjugate (equation (3.1)) is advantageous for the mathemat-
ical treatment. Each order parameter is fully described by the amplitude σi and the phase
θi .
Figure 3.4 displays the temperature dependence of the order parameters. In the AF3 phase
only η1 is non-zero. The amplitude of the order parameter describes the degree of order. At
T3 thermal fluctuations completely destroy the magnetic long-range ordering. So the order
parameter amplitude σ1 is zero here. When entering the AF3 phase the spin density wave
emerges and σ1 becomes finite. As the temperature is lowered further, the spin density wave
gets less distorted by thermal fluctuations, so σ1 rises. Apparently the stabilization happens
in a small temperature range because σ1 does not show any critical behavior below T2, i.e. it
is temperature independent. This is described by the term the order parameter is "frozen".
Physically this means that the spin density wave is perfect now and not affected by thermal
fluctuations any more. The phase θ1 could be related to the phase of the spin density wave.
However, it is not important in the AF3 phase.
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Figure 3.4 – Temperature dependence of
the order parameter amplitudes in
MnWO4. For easier display the squares
of the order parameters are plotted be-
cause all order parameters exhibit a
square-root scaling law. The magnetic
order parameter σ1 in the AF3 phase
reflects the sinusoidal spin modulation.
At T2 the the ordering of an additional
spin component along y leads to a sec-
ond magnetic order parameter σ2. The
coupling of the two give rise to the po-
larization P . In the AF2 phase σ1 is
frozen. The spin component along y
vanishes again in the low temperature
AF1 phase, resulting in σ2 = 0. Further-
more the lock-in to the commensurate
up-down spin arrangement leads to a
change in the amplitude of σ1.
As discussed in the previous section, a transverse spin component (∥ y) orders at T2. This
leads to the emergence of a new order parameter η2 in the AF2 phase. The exact relation of
the order parameter to the structure is complicated because of the elliptic spin-spiral with the
tilted plane of rotation. Therefore, we restrict ourself to a simplified model. Essentially η2 can
be regarded as a second sinusoidal wave, just like η1.
Minimizing the free energy in the Landau theoretical analysis leads to an equilibrium condi-
tion θ1−θ2 =±pi2 [92]. The superposition of the two linear spin modulations with a relative
phase of ±pi2 results in a spin spiral. This is completely analogous to the creation of circularly
polarized light by overlapping two linear polarized beams which are perpendicularly polarized
with respect to each other and have a phase shift pi2 . Within this model it is immediately clear,
why two magnetic order parameters are necessary to describe the spin spiral.
Because the rotation plane of the spiral incorporates the easy axis, there is an angle between
Si ×S j and the spin-connecting vector ei j . This induces a polarization P along b via the
inverse Dzyaloshinskii-Moriya interaction. The polarization is a secondary order parameter
because is does not drive the phase transition. Instead, it is just a consequence of the onset
of the order parameter η2. Using Landau theory, the coupling between P and the magnetic
order parameters can be calculated [92]:
P∝σ1σ2 (3.2)
From that, the temperature dependence of the polarization can be directly derived. σ1 is
frozen in the AF2 phase. Therefore, only σ2 scales with the temperature. Since it emerges
during a second order phase transition one obtains
P(T )∝σ2(T )∝ (T2−T ) 12 (3.3)
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This pseudo-proper scaling (section 1.2.3) is consistent with experimental results from py-
rocurrent and SHG measurements [45, 114, 126].
3.1.4 Domains
We restrict the discussion of domains in MnWO4 to the multiferroic AF2 phase, which is
required for magnetoelectric switching. A spin spiral structure allows for two different types of
domains. First, the helicity of the spiral can be right-handed (σ+) or left handed (σ−). Because
the helicity is directly related to the polarization via equation 1.6 there are also two different
ferroelectric domains P+,P−, which coincide with the magnetic helicity domains. The second
type of domain are translation domains. They can be visualized as a discontinuous step in the
phase of the spin spiral. The name translation domains stems from the fact that they can be
transformed into each other by applying a translation, which corresponds to a global phase
shift. Since the helicity does not change at a translation domain wall, also the polarization will
be the same on both sides. Hence, translation domains do not play a role in magnetoelectric
switching using electric fields. Both domain types have been observed experimentally by SHG
[38, 114].
It is possible to relate the order parameters to the domains in the material and even predict
which types of domains may occur. Since domains represent energetically equivalent realiza-
tions of the order parameter orientation, the amplitude of the order parameters has to be the
same in all domains. However, the sign or phase can differ. Minimization of the free energy
in MnWO4 leads to the relation θ1−θ2 =±pi2 . These two possible values of the relative phase
correspond to the two helicity states. This becomes immediately clear, when looking at the
simplified model of superposition of linear waves discussed above. A change of the relative
phase θ1−θ2 can be obtained by shifting one order parameter by pi. This is equivalent to a
180° phase shift of one of the linear waves and changes a right-circular wave into a left circular
one and vice versa.
MnWO4 is already magnetically ordered in the AF3 phase. However, this order does not
predefine the magnetic helicity domains in the AF2 phase. The sign of the helicity corresponds
to the relative phase φ=±pi2 of the order parameters η1 and η2. Since η2 just emerges at TN 2,
its relative phase to η1 and thus the helicity domain states will only be determined when
actually entering the AF2 phase.
Translation domains exist for the following reason. Only the relative phase θ2−θ1 of the order
parameters η1 and η2 occurs in the free energy. Adding a global phase to both order parame-
ters leaves the free energy invariant. Therefore, any value of the global phase constitutes a
separate phase domain. As a result, there can be infinitely many different translation domain
states, while there are only two helicity domain states.
Translation domains will only occur in a zero-field cooled domain state. Different parts of
the sample will independently choose the global phase of the spin spiral upon nucleation. In
contrast, translation domains are not expected in magnetoelectric switching. They cannot
be introduced by the electric field because they have the same direction of the ferroelectric
polarization. Nevertheless, information on translation domains can be valuable for magne-
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toelectric measurements. Because they are only present in the magnetic system but not in
the electric system, their observation in a certain SHG tensor component verifies that this
tensor component is directly coupling to the magnetic system. This knowledge is important in
dynamic measurements, in which a decoupling of the magnetic and electric orders is possible
in principle. See section 3.1.6 for a more detailed discussion on the coupling of the SHG to
the order parameter.
The 180° domains of both the electric and the magnetic system coincide. The polarization
direction is one-to-one linked to the helicity of the spin spiral. Furthermore, both the electric
and magnetic properties of the 180° domains determine their structure. Because of the
inseparable entanglement, at least in equilibrium, as well as the influence of both types of
order, these domains were termed multiferroic domains [38].
3.1.5 Magnetoelectric measurements on MnWO4
The first magnetoelectric effect reported on MnWO4 was the polarization flop from the b-axis
to the a-axis in magnetic fields larger than 10 T [45]. Subsequent measurements investigated
the dependence of the polarization on magnetic fields in detail [128, 129]. Depending on its
direction the magnetic field either stabilizes or destabilizes the spin spiral, resulting increased
or decreased ferroelectric polarization respectively. Kundys et al. studied the dependence of
the ferroelectric hysteresis loop on the applied electric field [130]. Aside form the reduction of
the polarization a destabilization of the spin spiral by the magnetic field leads to a decreased
coercive electric field. A reemergence of the ferroelectric polarization has been observed in
extremely high magnetic fields around 40 T [131].
The inverse effect, i.e. the influence of an electric field on the magnetic order was studied by
neutron diffraction [132, 133]. This showed that it is possible to switch the helicity of the spin
spiral using an electric field. Furthermore Meier et al. provided first SHG images, which reveal
the influence of the electric field on the domains [38].
3.1.6 SHG signals in MnWO4
This section briefly reviews the SHG properties of MnWO4, which are relevant for the following
measurements, including the SHG tensor components coupling to the electric and magnetic
order parameters. More detailed descriptions of SHG on MnWO4 can be found in [38, 114,
115, 134, 135].
A complete analysis of allowed tensor components in MnWO4 based on symmetry [112]
has been performed in [115]. The paramagnetic/paraelectric phase, the AF1 phase and the
AF3 phase are inversion symmetric and therefore no ED tensor components are allowed.
In contrast, the inversion symmetry is broken in the AF2 phase, giving rise to a number of
allowed ED tensor components for k ∥ x and k ∥ z: χEDy y y , χEDy xx , χEDy zz , χEDz y z and χEDx y x . The
latter two have not been observed experimentally. The other ones are listed in table table 3.1
together with their spectral position. Because these tensor components emerge as a result of
the broken inversion symmetry, they couple to the order parameter(s) of the AF2 phase. It is
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Figure 3.5 – Relation between order parameters and domain types in MnWO4.
The relative phase shift θ =φ2−φ1 of the order parameters between two 180° domains is 180°. This corre-
sponds to right-circular and left-circular helicity states of the spin spiral. The ferroelectric polarization is
coupled to the helicity of the spiral and therefore changes sign between adjacent 180° domains.
In different translation domains only the global phase φ0 of the order parameters differs, the relative phase θ
is the same. This can be interpreted as an discontinuity of the rotation angle at the domain wall. The sense
of rotation, and hence the polarization, remain the same.
Domain images from [115]
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Incident light field Tensor component Photon energy Coupling order parameter
k ∥ x χEDy zz 2.75 eV (SHG) electric
k ∥ y χEDx ′z ′z ′ 2.22 eV (SHG) magnetic
k ∥ z χEDy y y 1.50 eV (SHG) unknown
k ∥ z χEDy xx 1.95 eV (SHG) magnetic
Table 3.1 – SHG tensor components coupling to the multiferroic AF2 phase in MnWO4 [115]. The coupling of
the SHG to the magnetic state can be proven for χEDx′z ′z ′ and χ
ED
y xx by symmetry and by the observation of
translation domains respectively. Since no translation domains have ever been observed in χEDy zz , it is assumed
to couple to the electric order. No experiments have been performed on χEDy y y in this work and there are too
few prior results to be able to determine the coupling for this tensor component.
not a priory clear if they primarily couple to the magnetic or electric order. This issue will be
detailed in the following section.
From the point symmetry, no SHG is allowed for light propagating along the y-axis in any
phase. Despite this, a sharp peak is observed in the AF2 phase for photon energies around
2.22 eV. Its polarization direction does not coincide with the crystallographic axes. Instead it
has its own reference coordinate system (x ′, y, z ′) which is rotated by ≈ 25° around the y direc-
tion with respect to the crystallographic axes. This signal χEDx ′z ′z ′ at 2.22 eV can be explained by
taking into account the incommensurability of the magnetic order. The incommensurability
violates translation symmetry on a large scale. Strictly speaking, there is no translation sym-
metry at all in the crystal. Even an approximate reproduction of the structure may require
long-range translations. Originally it was argued that SHG is only sensitive to the point group
because any translation of a fraction of a unit cell is so small compared to the wavelength
of the light that it can be neglected. This argument does not hold anymore if long-range
translations exceeding the size of the unit cell are symmetry transformations. The resulting
symmetry is lower than for a similar commensurate structure, which gives rise to additional
SHG tensor components.
Additional MD tensor components are allowed for k ∥ x and k ∥ z in any phase. These are
of crystallographic origin, i.e. result from the symmetry of the crystal structure, and do not
depend on the magnetic or electric order parameters. Detailed measurements of these signals
have not been performed because they do not contain any information on the multiferroic
state. Nevertheless, these signals are useful as constant reference for the generation of domain
contrast by interference (section 2.1.3 and A.2).
Coupling to the order parameters
The close entanglement between electric and magnetic system in spin-spiral multiferroics
makes it difficult to distinguish, which of the systems is responsible for the SHG (see sec-
tion 2.1.2). As pointed out there, the distinction does not make sense in most cases, e.g. in
static domain patterns. However the clarification of this question is important for certain
types of measurements such as SHG efficiency and dynamic switching processes.
The relation between polarization and the magnetic order parameters is given by equa-
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tion (3.2). The order parameter σ1 is already frozen at the phase transition temperature
T2 to the AF2 phase, i. e. it does not show any critical temperature dependence. P and σ2
emerge simultaneously at T2 and scale with the temperature in the same way because they
are proportional to each other. Furthermore, the point symmetries of the electric and the
magnetic structure are the same in the AF2 phase. Therefore, a rigorous distinction between
the possible couplings χ(P) and χ(σ2) is not possible by tensor components or temperature
dependence.
However, taking into account that the magnetic order is significantly more complex than the
electric order, SHG signals stemming from the magnetic order can be uniquely identified in
certain cases. The ferroelectric polarization P can only have two orientations. These domains
directly correspond to helicity domains of the spin spiral. But because the spin spiral is a
periodic structure it may possess translation domains. These domains have the same helicity,
but differ in phase. Particularly, the domain wall consists only of a discontinuity in the rotation
angle of the spins. This phase shift directly translates to a phase shift of the emitted SHG light.
Therefore, a phase shift other than 180° between domains can only be realized in a SHG signal
originating in the magnetic system. This is most easily seen in domain images with multiple
domains when the order parameter dependent SHG is interfered with an order-parameter-
independent background. If more than two different intensities are present, this implies the
existence of more than two phases, which can only be realized by the translation domains.
Such domains have been observed for χEDy y y at 2.15 eV [135], which proves that this tensor
component couples to the magnetic order.
χEDy zz at 2.75 eV did never exhibit any translation domains. If it was coupling to the magnetic
order, such domains would be expected. Thus, their absence hints at a ferroelectric origin of
this component.
A further degree of freedom of the spin spiral in MnWO4 is its incommensurability. This
lowers the symmetry and allows for the additional tensor component χEDx ′z ′z ′ at 2.22 eV. Here
it is possible to unambiguously attribute this signal to the magnetic order because only the
magnetic system is incommensurable, but not not the ferroelectric order.
The above methods can only confirm the coupling to the magnetic order. The tensor compo-
nents that do not show additional hallmarks of the degrees of freedom of the magnetic system
and that fulfill the selection rules of 21’ are assumed to be of ferroelectric origin.
3.1.7 Samples
The present work mainly uses top-seeded melt grown MnWO4 crystals that were produced
in Cologne (Prof. Dr. P. Becker, Institut für Kristallographie, Universität zu Köln, Germany).
Additional crystals were synthesized in Caen using the floating zone technique (Dr. C. Martin,
Laboratiore de Cristallographie et Sciences des Matériaux, ENSICAEN, France). We used them
to check the influence of the growth method (section 4.4). The samples were lapped and
etch-polished to a thickness of 0.1-1.0 mm with Al2O3 powder and a silica slurry, respectively.
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Figure 3.6 – Crystal structure of
CuO.
Each Cu2+ ion is coordinated
to four O2− ions resulting in
approximately square plates.
These plates form ribbons
along [110] and [110], which are
connected via the O2− ions. The
unit cell is outlined in black.
3.2 CuO
Most magnetically induced ferroelectrics become multiferroic only at very low temperatures,
typically < 40K, because the frustration leading to spiral magnetic order also reduces the
phase transition temperature. In that sense CuO is a very unusual material because it exhibits
magnetically induced ferroelectricity at much higher temperatures up to T2 = 230K [46].
3.2.1 Crystal structure
Each Cu2+ ion is coordinated to four O2− ions forming nearly rectangular CuO4 plates (fig-
ure 3.6)4. Rows of edge sharing plates extend along [110] and [110], alternately stacked along
the c-axis. This results in a monoclinic crystal structure (space group C 2/c, point symme-
try 2/m) with an angle of β= 99.5◦. The lattice constants are a = 4.6826Å, b = 3.4235Å and
c = 5.1267Å [137].
3.2.2 Phase diagram
Figure 3.7 (a) shows the magnetic and electric phase diagram of CuO. Two magnetic phase
transitions have been observed at T1 ≈ 213K and T2 ≈ 230K using various techniques, such
as magnetic susceptibility measurements, specific heat measurements, dielectric constant
measurements and neutron measurements [46, 138–140]. The temperature values reported in
different publications vary by approximately 1 K. Recent, yet unpublished ultrasonic measure-
ments hint at the existence of an additional AF3 phase above T2 with a width of approximately
0.7 K [122]. However, this phase transition has not been seen in the other measurements and
thus its existence is still an open question.
Below T2 ≈ 230K in the AF2 phase the spins order in the form of an incommensurate cycloidal
spiral with q= (0.506,0,−0.483) [141]. Figure 3.7 (b) shows the configuration of the magnetic
moments. The dominant exchange interaction is along [101]. Its large value of 60 meV to
4Drawing produced using VESTA [136]
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Figure 3.7 – Phase diagram and
magnetic structure of CuO.
(a) Magnetic and electric phases.
(b), (c) Magnetic structure of
CuO. Darker Cu atoms are in
the lower ac-plane at height b)
brighter CuO atoms are in the
upper ac-plane at height b+ 12 .
Arrows and +,- signs indicate the
orientation of the magnetic mo-
ments. The dominant magnetic
exchange in both phases is an-
tiferromagnetic and runs along
[101]. The outline shows the
crystallographic unit cell.
80 meV is caused by the large Cu–O–Cu bond angle φ= 146° [139, 142]. This strong coupling
is responsible for the extraordinary high ordering temperatures in CuO. All other exchange
interactions are much weaker, resulting in a quasi-one-dimensional system. The rotation
plane of the spiral is given by (a∗, 0.506b∗ + 1.517c∗) and the envelope is nearly circular
[141]. The spiral gives rise to a ferroelectric polarization along b. It has been experimentally
observed in pyroelectric measurements with a value of up to Pb = 15nC cm−2 [46]. This size is
comparable to other magnetically induced ferroelectrics. From the point of view of symmetry,
the spin spiral configuration breaks the inversion symmetry, allowing the polarization to
emerge as an improper order. The resulting point symmetry in the AF2 phase is 21′. The
actual mechanism leading to ferroelectricity is still under theoretical discussion [143–145].
Below T1 ≈ 213K, all spins align parallel or antiparallel to the b-axis. This results in an ↑↑↓↓
arrangement along c, while the strong antiferromagnetic coupling along [101] is maintained
(figure 3.7 (c)). The spin modulation locks in at a wave vector q= ( 12 ,0,−12 ), yielding a commen-
surate magnetic order. This wave vector also indicates that the magnetic unit cell is doubled
with respect to the crystallographic one. The point symmetry of the AF1 phase reverts to
2/m1′, and consequently the ferroelectric polarization is no longer present.
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3.2.3 Order parameters
The magnetic order parameters can be deduced from Landau theory [143]. Two two-component
order parameters η= (η1,η2) and ζ= (ζ1,ζ2) are necessary to describe the AF1 and AF2 phases.
The existence of an AF3 phase is still in question (see above). If there is no AF3 phase, both
order parameters would emerge simultaneously. This is very unconventional and does not
happen in any other spin-spiral multiferroic. However, such a scenario is possible and can be
explained by a triggering-coupling mechanism [146]. In this mechanism, only the magnetic
order drives the phase transition. Due to a certain form of the free energy and a coupling term
between magnetic and electric order parameters the polarization will set in simultaneously
with the magnetic order. In the case of CuO, this results in a bilinear coupling
P∝ (η1ζ1+η2ζ2) (3.4)
3.2.4 Ferroelectric and magnetoelectric measurements on CuO
Direct measurements of a ferroelectric hysteresis loop were reported, but do not yield reliable
results due to large leakage currents [147]. Kimura et. al reconstructed a hysteresis loop using
the following method [46]. The sample was field-cooled below T2 to provide an electric single
domain state. Then the field was switched off and a reverse poling field with certain amplitude
E was applied. Finally, a pyroelectric measurement in zero field was performed to determine
the polarization P . Plotting P versus E results in a hysteresis. It has to be emphasized that this
indirect method indicates the existence of a switchable ferroelectric polarization. However,
the obtained curve does not necessarily resemble the true ferroelectric hysteresis for the
following reasons. First, the field cooling may prepare the sample in states that would not
be reachable in zero-field cooling with subsequent application of the electric field at fixed
T in the ferroelectric phase. Second, switching off the test field E before performing the
pyroelectric measurement is necessary to prevent leakage currents, which would obscure the
measurement of the surface charges. But in this switching the polarization may relax, so that
only the remanent polarization would be measured.
Measurements of magnetization, dielectric constant, and electric polarization with and with-
out magnetic fields report the absence of a linear magnetoelectric effect in CuO [148]. Even at
magnetic fields up to 12 T the induced magnetization is low. This reflects the stability of the
spin spiral, which is based on the exceptionally large antiferromagnetic exchange interaction.
Consequently, no influence of the magnetic field on the polarization is observed. While mag-
netic fields do not have any influence, an applied electric field may switch the helicity of the
spin spiral. Neutron polarimetry measurements indeed indicate that a partial magnetoelectric
switching is possible, however, no single domain states could be obtained [149].
3.2.5 Sample
Only one sample was available for measurements on CuO. It is a z-cut fabricated in the group
of Prof. Tsuyoshi Kimura (Division of Materials Physics, Graduate School of Engineering
Science, Osaka University, Japan). It was lapped and etch-polished to a thickness of 100 µm.
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Temporally and spatially resolved measurements of magnetoelectric switching have not been
performed so far in any multiferroic. It is the primary goal of this work to elucidate the
temporal aspects (How fast is magnetoelectric switching?) as well as the domain patterns
in such a switching process. MnWO4 was chosen as a model material for a classical low-
temperature spin-spiral multiferroic.
Switching processes in ferroics are mostly dominated by domains. Therefore, a good knowl-
edge on the domains in the material is essential for the understanding of magnetoelectric
switching. Section 4.1 will cover static domain structures of MnWO4 in detail. In a next step,
we investigate the influence of static or slowly varying fields (section 4.2). This demonstrates
the feasibility of magnetoelectric switching in MnWO4 and reveals the effect of the electric
field on the domains under equilibrium conditions. With the knowledge from the previous
sections it is then possible to understand the dynamics of the magnetoelectric switching pro-
cess. While the experimental findings are covered in section 4.3, a separate section discusses
them in detail (section 4.5).
Supplementary measurements and discussions concerning experimental details can be found
in appendix A. This information is required for correctly measuring and interpreting the SHG
signals in MnWO4. It contains the effects of certain specialties of SHG in MnWO4 and of
the setup used. Therefore, it is particularly written as a reference for a reader, who wants to
perform and analyze own SHG measurements.
4.1 General domain structures and properties
In this section, we investigate the domain structure of the multiferroic 180° domains in the
AF2 phase of MnWO4. Their two possible orientations are given by the helicity of the spin
spiral in the AF2 phase. The Dzyaloshinskii-Moriya interaction uniquely connects the helicity
with the ferroelectric polarization via equation (1.6). Thus, magnetic helicity domains and
ferroelectric domains will coincide in equilibrium states. Due to this one-to-one correlation a
distinction between both subsystems is pointless in the static case.
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Figure 4.1 – Schematic picture of the preferential do-
main wall orientations in MnWO4 based on SHG
images [38].
Stripe-like structures are formed on the x- and z-
face, which run along the polarization axis. More
bubble-like patterns can be observed on the y-face.
Here, slight preferences for the alignment of the
walls perpendicular to the x-axis and along the
magnetic easy axis.
As introduced in section 3.1.1, a Cartesian coordinate system (x, y, z) will be used, which
approximately coincides with the crystallographic coordinates (a,b,c). For simplicity planes
will be denoted by their normal vector, i.e. (100) is an x plane. Domain images on the y-face
are acquired using χEDx ′z ′z ′ at 2.22 eV (SHG). The ones on the x-surface are based on χ
ED
y zz at
2.75 eV (SHG).
4.1.1 Preferential domain wall orientations
Figure 4.1 shows a schematic image of the domain distribution of 180° domains in the AF2
phase of MnWO4. The patterns were obtained from SHG images in three different samples
and projected onto the cube to give an impression of the three-dimensional structure of the
domain pattern [38]. They tend to form stripes in the x- and z-plane with the walls running
along the y-axis. On the y-surface exists a slight preference for the alignment along the
magnetic easy axis, or alternatively perpendicular to the x-axis.
Stripe formation, as is observed on the x- and z-planes, is a typical behavior of ferroelectric
domains [55]. A domain wall perpendicular to the polarization direction would correspond
to a head-to-head or tail-to-tail configuration of dipole moments. Such a domain wall costs
more energy than a wall, which is parallel to the polarization direction. As a result, the walls
will align along the polarization direction (y). From this we deduce that the domain structure
on the x- and z-faces is primarily dictated by the ferroelectric system.
The domain pattern looks completely different on the y-surface. The main axis of alignment
is the magnetic easy axis, which encloses an angle of ≈ 35° with the x-axis. It defines the
plane of rotation for the spins in the spiral (figure 3.3 (b)). Aligning the domain wall with the
plane of rotation may be an indication for the type of the domain wall. This will be discussed
separately in section 4.1.4.
As we will see later, a second preferential axis exists that leads to walls aligning perpendicular
to the x-axis (c.f. figure 4.5 or figure 4.10). This can be explained in terms of magnetic
wall energy. The x-axis is the axis of weakest magnetic exchange energy because the MnO6
octahedra are separated by layers of W (see figure 3.1 (b)). Since the spins cannot be optimally
aligned with respect to each other at a magnetic domain wall, a magnetic domain wall will
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Figure 4.2 – Preferential planes for 180° multiferroic
domain walls in MnWO4. The avoidance of en-
ergetically expensive ferroelectric head-to-head
walls requires to align the walls along the polar-
ization direction. This still leaves a rotational de-
gree of freedom around the y-axis. Here are two
axes preferred, the magnetic easy axis and a wall
perpendicular to the weakest magnetic exchange.
always cost exchange energy. Consequently, it is energetically favorable to align the normal of
the wall to the direction of weakest magnetic exchange.
The fact that two domain wall orientations may appear on the y-face, hints at a roughly
equal domain wall energy for both orientations. As we will see below their relative fraction
subtly depends on a number of parameters, which also supports this hypothesis. Furthermore,
deviations from these directions are far more frequent than a deviation from a strict stripe
pattern in the x- and z-planes. This implies that the magnetic domain wall energy is lower
than the ferroelectric one. In summary, the orientation of a domain wall is defined by both
the magnetic and the ferroelectric order. The ferroelectricity requires the wall to coincide with
the polarization direction y . This leaves still a rotational degree of freedom around y , which is
used to minimize the magnetic wall energy.
4.1.2 Memory effects and pinning
The stripe domain patterns in the x and z-plane look always the same independent of the
sample temperature. This strict stripe-like structure is dictated by the comparably large energy,
a head-to-head or tail-to-tail ferroelectric wall would cost. We have seen in the previous
section that the magnetic system enforces less strict constraints because of the lower energy
involved. It is thus more susceptible to thermal fluctuations and its stability decreases with
increased temperature. Therefore the domain pattern on the y-face is temperature dependent.
Domains stability
Figure 4.3 shows a sequence of domain images, while increasing the temperature. At T = 9 K,
which is deep inside the AF2 phase, the two preferential axes (easy-axis and perpendicular to
x) are clearly visible (figure 4.3 (a)). Upon heating up, local deviations from these axes appear,
while the overall orientation is maintained (figure 4.3 (b,c)). Close to the phase transition the
overall structure breaks down to a bubble topology. Only a very slight preferential orientation
remains (figure 4.3 (d)). The additional thermal energy at higher temperatures destabilizes the
domain structure. Note that the bubble topology emerges close to the transition temperature
independent of the temperature scan direction; i.e. when heating from deep within the
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(a) T = 9 K 
z 
x 
0.5 mm 
(b) T = 11 K (c) T = 12.3 K (d) T = 12.6 K 
Figure 4.3 – Temperature dependence of the domain pattern in MnWO4 on the y-surface. The additional
thermal energy destabilizes the domain pattern. Thus, the domain walls do not have to be aligned along the
energetically favourable directions anymore.
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Stripes Bubbles Stripes/Bubbles 
(a) T = 11.5 K 
T = 12.3 K (b) 
Temperature Hysteretic Region 
Domain type depending on temperature: 
Figure 4.4 – Thermal hysteresis of the domain pattern in the AF2 phase of MnWO4. At lower temperatures
domains order more stripe-like, while close the phase transition at T2 = 12.7 K are more bubble-shaped.
These patterns exhibit a thermal hysteresis.
When cooling down, the bubbles are still present at 11.5 K (a). However, when heating up, the stripe pattern
is stable at least up to 12.3 K (b). Thermal hysteresis is an indication for pinning effects, which limit the free
evolution of domains.
AF2 phase, as well as when cooling from AF3 to AF2. This hints at a thermal process and
contraindicates a pure domain nucleation effect1.
Thermal Hysteresis
The bubble structure of the domain pattern is not exclusively determined by the temperature
because it exhibits a thermal hysteresis. There exists a region, in which the pattern depends on
the temperature history of the sample. Cooling from high temperatures, the bubble topology
is still present at 11 K (figure 4.4 (a)). Contrary, stripes remain visible up to 12.3 K when heating
up the sample (figure 4.4 (b)). This is a first indication for pinning effects limiting the free
evolution of domains.
1Currently we cannot completely exclude the possibility that nucleation may still play a role. Because the
derived sample temperature is close to the transition temperature (TN 2−T = 0.1 K) it might be, that the each
laser pulse temporary heats the sample to the AF3 phase. This would imply a phase transition after every laser
shot and a periodic renucleation of the domains. Measuring this effect with varying laser intensities could clarify
this point.
60
4.1. General domain structures and properties
(b) 
x 
z 
AF1 
AF2 
(a) 
AF2 
(c) cyxx 
2.75 eV 
0.5 mm 
SH
G
 in
te
n
si
ty
 
(d) cx‘z‘z‘ 
2.22 eV 
 
6 7 8 6 7 8 
Temperature (K) Temperature (K) 
0 
Figure 4.5 – Memory effect in the AF2 → AF1 → AF2 transition in MnWO4. The domain pattern approximately
reappears (a),(b), except for more jagged domain walls, which can be explained by missing thermal energy.
This memory effect was explained by remaining domain nuclei in the AF1 phase [115] and correlated to a
gradual decay of χEDy xx at the phase transition ((c) Data from [115]). However, the present images (a),(b) were
taken with χEDx′z ′z ′ . Its temperature dependence was recorded in the actual switching cycle between the images
(d). Here, the abruptly vanishing SHG signal implies that the pinning mechanism is more fundamental than
just remaining nuclei.
Memory effects at the AF2 → AF1 transition
More drastically pinning effects can be seen when leaving the AF2 phase and entering back.
Domains reappear almost identical in an AF2 → AF1 → AF2 cycle (figure 4.5 (a,b)). The
locations and shape of most of the domains is approximately the same. After the cycle,
domain wall corners tend to be less rounded and the domain walls are more jagged. Both can
be attributed to thermal effects in the history of the domain formation. Coming from higher
temperatures domains are formed with more thermal energy available. As in the extreme
case with the bubble topology the thermal energy allows for more rounded corners. At the
same time this energy may be used to overcome local pinning centers, so domain walls can
be smoothed out. Conversely, this energy is missing when domains are formed in the AF1 →
AF2 transition, which explains the pronounced corners and jagged edges. These differences
in domain wall smoothness are another hallmark of the thermal hysteresis discussed before
(figure 4.4). More important than the smoothness of the walls is the re-emergence of the
overall domain pattern. These measurement are in agreement with memory effects reported
in the AF2 → AF1 transition concerning the ferroelectric polarization [150] as well as the
complete domain pattern [38, 115]. It is explained in terms of domain coexistence at this
first order phase transition. Nuclei of the AF2 phase are believed to remain present in the
AF1 phase. Remainder SHG signals from χEDy xx even below the phase transition appear to
support this [38]. In this publication, a memory effect in the domain pattern was observed.
Additionally, they measured remainder SHG signals in the AF1 phase (figure 4.5 (c)), albeit in
a tensor component different from the one in which the images were taken. Therefore, we
repeated the experiment, recording the temperature dependence of the tensor component
χEDx ′z ′z ′ , which was also used for acquisition of the domain images. In contrast to the former
measurements, we do not see such a broadened transition region in this tensor component
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Figure 4.6 – Memory effect in the AF2 → paramag-
netic → AF2 transition in MnWO4. The domain
pattern reappears approximately when heating the
sample far into the paramagnetic phase (20 K) and
returning back to T = 9.7 K. This very robust mem-
ory effect might be related to structural deforma-
tions of the crystal, which the magnetic system has
imprinted into the AF2 phase.
(figure 4.5 (d)). The data are taken in exactly the cooling between the images figure 4.5 (a,b).
We cannot unambiguously clarify, why a transition region is only observed in χEDy xx , but not
in χEDx ′z ′z ′ . It may just be sample dependent. Nevertheless, our results show that a memory
effect is possible even without remainder SHG signals in below the AF2 → AF1 transition. This
suggests that the mechanism responsible for the memory effect is more fundamental than
just phase coexistence at this first order phase transition. Further evidence for a fundamental
memory effect can be observed in an AF2 → paramagnetic phase (PM) → AF2 temperature
cycle.
Memory effects at the AF2 → paramagnetic transition
Figure 4.6 shows the domain structure before and after a AF2 → paramagnetic phase (PM) →
AF2 temperature cycle. Here the domain pattern reemerges, in contrast to the measurements
in [115], in which no memory effect was observed across this transition2. The PM → AF3 as
well as the AF3 → AF2 phase transitions are both second order, so there cannot be any phase
coexistence. Furthermore, the sample was heated up to 20 K in the present measurements
before returning to 9.7 K in the AF2 phase. 20 K is far outside all ordered phases and excludes
any direct influence of the magnetic or electric order on the memory effect. Cooling/heating
rates between 0.5 K/min and 10 K/min were tested, but do not have any influence on the
reproducibility of the pattern.
Structural deformations of the crystal are a possible explanation for the observed memory
effect.3 In this scenario, the magnetic order in the AF2 phase slightly distorts the crystal
structure. This distortion could persist even if the magnetic order is gone. When the magnetic
order reemerges, the deformation would favor the domain pattern, which created it. Thus the
magnetic structure would create an imprint in the crystal structure to which it will always
return. The memory effect is not present anymore if the sample is heated up to 100 K and
2There is a memory effect, in a AF2 → AF3 → AF2 cycle when driving this transition by a magnetic field [114].
3This may also explain, why crystallographic signals in the paramagnetic phase sometimes appear to be
temperature dependent (measurements not shown here).
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back into the AF2 phase. Here, the much larger thermal energy may remove the deformation
from the crystal.
4.1.3 Domain sizes
The typical domain width on the y-surface depends on the sample thickness. Figure 4.7 shows
the domains in the AF2 phase in samples #165 ((a), thickness 400µm), #194 and #193 (b) and
(c), each with a thickness of 100µm). Images (a) and (b) were even observed in the same
measurement. Therefore, all experimental conditions, including the history, are the same, only
the thickness of the sample is different. While the 400µm sample exhibits an average domains
width of 100µm, both of the 100µm thick samples show typical domain widths of 40µm. In
the present work no detailed analysis of the domain size dependence on the sample thickness
has been performed. However, the observations are consistent with the Landau-Lifshits-Kittel
scaling law, which states that the domain width scales with the square root of the thickness of
the sample [151, 152]. It appears to be an universal law for all ferroic domains [153–155] and is
valid from the nanometer to the millimeter scale. Figure 4.7d shows this dependence for some
ferroelectric and magnetic materials. The proportionality constant is rather independent of
the material, but depends on to the type of the ferroic order. Catalan et. al found that these
differences can be attributed to the different wall thicknesses [156]. However, applying this
relation to the scaling law found in MnWO4 would imply that the domain walls in MnWO4 are
even smaller than in ferroelectrics. This seems rather unlikely, when taking into account that
ferroelectric domain walls are already are at most a few unit cells wide. Moreover, domain
walls in DyMnO3, another spin-spiral multiferroic, are estimated to be on the order of 20 unit
cells [71].
In summary, the Landau-Lifshits-Kittel scaling law appears to be valid also in MnWO4, albeit
it exhibits a scaling coefficient distinct from the ones in ferroelectrics and ferromagnets. In
contrast to ferroelectrics and ferromagnets, this difference cannot be explained by the domain
wall width. Further measurements of domain scaling in multiferroics as well es theoretical
calculations taking into account both, the ferroelectric and magnetic order, are necessary to
understand the peculiar scaling coefficient found in MnWO4.
4.1.4 Domain walls of 180° spin-spiral domains
Domain walls are the transition regions between different domains (section 1.1.4). However,
little is known on the structure of domain walls in spin-spiral multiferroics so far. Magneto-
capacitance measurements as well as simulations hint at a domain wall width of approximately
20 unit cells [71]. The actual substructure of spin-spiral domain walls, has only been discussed
for the case of polarization flop-domain walls in DyMnO3 [71]. In that case, the plane of
rotation of the spin spiral is rotated by 90° in adjacent domains. There is only one way, to
perform this 90° rotation, so the wall is unambiguously determined by the two domains it
connects. The structure of 180° spin-spiral domains walls, like the ones in MnWO4, has not
been discussed in the literature. While an actual simulation is beyond this work, we consider
possible types of domain walls between 180° spin spiral domains.
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a b c
d
Figure 4.7 – Scaling of the domain width
in MnWO4.
(a)-(c) Domains in the xz-plane of sam-
ples #165, #194 and #193
(d) According to the Landau-Lifshits-
Kittel law, the width scales with the
square root of the sample thickness.
This is true for ferroelectric and fer-
romagnetic materials, but with differ-
ent scaling factors (diagram from [155]).
The domain sizes of the MnWO4 sam-
ples measured in this work are indi-
cated by red circles. They follow a sep-
arate scaling law.
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From one domain to the other, the helicity of the spin spiral has to change. Looking at the
geometry, we find that three different transition types are possible in principle:
Angle Variation The plane of rotation may be preserved (Figure 4.8 (a)). In this case, the
angle α between neighboring spins is reduced and finally reversed at the domain wall.
This keeps the spins within their preferred plane of rotation, which contains the easy
axis. However, it costs exchange energy due to the modified angles of neighboring spins
in the wall.
The magnitude of the polarization depends on the angle between the spins. It will go to
zero and build up again in angle-varying walls.
Furthermore, summing up the spin vectors across the wall, it appears that angle-varying
walls may have a net magnetic moment.
Plane Rotation (normal or parallel to the wall) Alternatively, the spins can maintain their
relative angles if the plane of rotation itself rotates. Its rotation axis may either be
normal to the wall (figure 4.8 (b)) or in the plane of the wall (figure 4.8 (c)). Here, only
anisotropy energy has to be paid. Both plane-rotating wall types (b) and (c) come in two
subtypes, which have different senses of rotation.
Because the angle between the spins remains constant, the absolute value of the po-
larization does not change across a wall. However, following the plane of rotation, the
polarization will rotate across the wall to reverse its sign.
A similar structure to a plane-rotating wall with the rotation axis normal to the wall (b)
has been proposed in theoretical calculations of terahertz-induced chirality switching
in spin-spiral multiferroics [157]. However there, the rotation planes of the outer spins
oscillate in a rotation around the propagation direction. Because they have a phase shift
of 180°, the central spin forms a node of the oscillation. This shows that structures as
depicted in (b) may exist, however it is an open question, if they are realized also in the
static structure of a domain wall.
Which type of domain wall will be realized depends on the relative strength between exchange
and anisotropy energy.
Qualitatively, all types of spin-spiral domain walls can lower their energy if they are aligned
parallel to the easy axis. This explains one of the preferential orientations observed in the
domains patterns.
The interaction between domains during a switching process can hint at the type of domain
walls involved. When two domains of the same type come close, we observe avoidance
in some experiments (figure 4.9 (a)) and coalescence in others (figure 4.9 (b)). Here, the
interaction between the domain walls plays a role, which depends on the type of wall. If two
angle-varying domains walls are brought close together, these domains should always coalesce
and remove both walls (figure 4.8 (d)). In the case of plane-rotating walls, it depends on the
sense of rotation of both walls. Two walls with opposite rotation senses can annihilate, thus
the domains can easily join (figure 4.8 (f)). In contrast, the double twist of two walls of the
same rotation senses cannot be removed easily (figure 4.8 (e)). This prevents those domains
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Figure 4.8 – Possible types of spin-spiral domain walls. Red circles depict the plane of rotation of the spin spiral.
(a) Angle-varying wall: The angle α between neighboring spins Si and S j decreases across the wall and
changes sign.
(b), (c) Plane-rotating walls: The angle α between neighboring spins remains constant. Instead the rotation
plane itself rotates, either normal to the wall (b) or parallel to the wall (c).
(d)-(f) Coalescence and avoidance of domain walls. While angle-varying walls can always coalesce (d), this
depends on the sense of rotation in case of plane-rotating walls (exemplified for a plane rotation normal to
the wall): If the sense of rotation is the same in both walls (e), they will avoid each other. Note the double
twist of the plane of rotation, which cannot be removed by local changes. In contrast, the domains may
coalesce if the senses of rotation in the walls is opposite (f), so that the walls can annihilate.
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Figure 4.9 – Both, coalescence and avoidance of domains can occur in MnWO4 depending on experimental
conditions. This behavior can be explained by plane rotating domain walls with opposite senses of the
rotation.
(a) Quasi-static magnetoelectric switching experiment at 10.9 K. Domains of the same type may avoid each
other instead of joining.
(b) Coalescence of domains in a dynamic switching experiment.
from joining and could explain the avoidance. Only at higher fields, when the electric field
energy becomes comparable to the magnetic exchange energy, such a double twist could be
removed to obtain a field-induced single domain state.
4.1.5 Summary
To conclude this section, we sum up the information gained on the domain structures and
domain properties in MnWO4. The orientation of the domain walls is a combined result of
their ferroelectric and magnetic properties. As area separating volumes of different order
parameter orientation, domain walls extend along two directions. Primarily, all walls in
MnWO4 contain the direction of polarization. For the second direction, two preferential
wall orientations exist: perpendicular to the direction of weakest magnetic exchange, or
alternatively along the magnetic easy axis. Finally a thermal hysteresis of the bubble-to-stripe
transition of the domain pattern as well as a pronounced memory effect both for AF2 → AF1
as well as AF2 → paramagnetic phase hint at strong pinning effects that can limit the free
evolution of domain walls.
The domain walls of 180° degree spin spiral domains are not yet discussed in the literature.
This work presents a first description of the possible domain wall types that change the
helicity of the spin spiral, either by varying and reversing the angle between the spins, or
by rotating the plane of rotation. Furthermore, we discussed the costs in exchange and
anisotropy energy as well as the ferromagnetic and ferroelectric properties of such walls
qualitatively. Coalescence and avoidance of domains observed in dynamic magnetoelectric
switching experiments hint at the existence of plane-rotating domain walls in MnWO4.
Though there are still many open questions concerning domains properties in MnWO4 in the
static and field-free case, the above results provide a reasonable insight in the domain patterns
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and mechanisms governing the domains in MnWO4. This knowledge allows to take the next
step towards magnetoelectric switching by investigating the influence of static electric fields
on the domain structures.
4.2 Static magnetoelectric effects
The previous section covered the basic properties of the multiferroic domains in MnWO4. Now
we investigate, how static or slowly varying electric fields affect these domains. In general,
application of an electric field will raise the energy of one polarization orientation and lower
the energy of the other. Thus, the balance is changed, driving the ferroelectric system towards
a single domain state. Due to the magnetoelectric coupling, this holds true for the magnetic
system simultaneously.
While applying the electric field, we monitor the evolution of the domain patterns using SHG
images (section 4.2.1). Furthermore, we determine the hysteresis loop and the coercive field
from spatially integrated SHG intensities (section 4.2.2). A constant crystallographic SHG
signal is used as reference signal in both cases to generate domain contrast as discussed in
section 2.1.3 and appendix A.2.
4.2.1 Three-dimensional domain pattern during quasi-static magnetoelec-
tric switching
The three-dimensional domain pattern of MnWO4 in zero field has been summarized in
section 4.1.1. The following section addresses the three-dimensional domain pattern during
quasi-static magnetoelectric switching.
Domain pattern normal to the polarization direction
Measurements of the domain pattern normal to the plane of polarization are performed on
an y-cut at the tensor component χEDx ′z ′z ′ at about 2.22 eV.
Figure 4.10 (a) shows the domain pattern after zero-field cooling into the AF2 phase (T=11.5 K).
A slight preference for the alignment of the walls along z and along the magnetic easy axis
can be seen. This pattern has been discussed in sections 4.1.1 and 4.1.2. These zero-field
measurements already showed that domain walls extend along the y-direction throughout
the complete crystal.
When gradually increasing the applied electric field, one of the domain states grows, until
a single domain state is reached (figure 4.10 (a)-(d)). Growth is realized by a movement of
domain walls, both in x and z-direction. The domains shrink most along the direction of
their elongation. As a result, all domains evolve towards a circular shape (figure 4.10 (c)),
which clearly indicates a change of domain population under the constraint of minimizing
the domain wall surface. Finally a single-domain state is reached (d). The dark spots in (d)
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arise from mechanical defects at the sample surface, which scatter the light and thus appear
black. They are not remaining domains of the opposite domain state.
When lowering the field again, domains of the opposite direction nucleate (figure 4.10 (f)-(i)).
They are remarkable in a number of ways. First, the nucleation sets in at still positive values
of the field. Second, nucleation starts preferably at defects on the y-surface or at the side
faces (x y-planes). Third, some areas of the new domains are not directly completely dark, see
upper central area and left edge in (f). Finally and most notably, instead of the bubble pattern
of the virgin curve (a)-(d), a stripe pattern appears along the z-direction.
Before discussing each of the above observations, we briefly introduce the hysteresis loop (e).
Displayed are integrated SHG intensities measured in the quasi-static electric field switching
cycle. Like in the images, domain contrast is achieved by interference with crystallographic
SHG. The brightest and lowest intensity levels correspond to the single domain states. In-
tensities in between stem from a mixed domain population, as explained in section 2.1.3. In
figure 4.10 (e) the open circles mark the virgin curve after zero-field cooling. The increasing
intensity corresponds to a growth of the bright domains (compare images (a)-(d)). At about
600 kV/m the SHG intensity saturates because a single domain state is reached. When decreas-
ing the field the intensity stays constant and thus the single domain state remains present
down to 250 kV/m. The details of the hysteresis loop will be discussed in section 4.2.2. In
the present context, it rather serves as an orientation to illustrate under which conditions the
images were taken.
Nucleation of reverse domains at still positive field Figure 4.10 (f) is taken after reducing
the electric field from E = 750 kV/m to 100 kV/m, i.e. at still positive fields. Nevertheless,
reverse domains have already nucleated. This nucleation of reverse domains in still positive
field can also be seen in the hysteresis loop, in which the SHG intensity starts to drop, when
the field is decreased below 250 kV/m.
Nucleation of domains is a consequence of the material trying to lower its energy. Three
contributions play a role in a ferroic system: (i) the wall energy, (ii) the energy of the depolar-
izing field, created by the order, and (iii) the energy of the order in the external field. These
contributions exist for each ferroic order in a multiferroic. However, for antiferroic orders only
the wall energy is non-zero because the order parameter is not a macroscopic quantity (sec-
tion 1.1.4). Considering the magnetic subsystem in the present case, every multi-domain state
only costs energy due to the walls. Therefore, it will favor single domain states. Consequently,
the nucleation has to be related to the ferroelectric nature of the domains. Since the domains
already nucleate in a field opposite to their preferred orientation, the external electric field
cannot be the driving force of the nucleation. Instead, it is the ferroelectricity in the sample
itself that naturally tends to a multi-domain state due to the depolarizing field and thus is
responsible for the nucleation of the domains. At the time of nucleation only the depolarizing
field favors a multi-domain state. Here the external field just gets weak enough to permit this.
Nucleation centers and domain pattern The nucleation of domains at defects or surfaces is
a common effect in ferroelectrics [158]. Nucleation at crystal surfaces is preferred energetically
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Figure 4.10 – Domain images and hysteresis loop in quasi-static magnetoelectric switching measured MnWO4
on the y-face. The positions of the domain images are marked in the hysteresis loop (e).
(a)-(d) Domain pattern in the virgin curve. After zero-field cooling the domains exhibit a bubble topology.
Increasing the electric field shrinks the dark domains until a single domain state is obtained.
(f)-(i) Domain pattern when lowering the applied field after a single domain state was induced. In contrast to
the pattern after zero-field cooling, stripes are formed along z.
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because part of the domain surface can coincide with the crystal surface. Here, no domain
wall is needed, which would cost additional energy. Likewise, the incorporation of defects
into the domain wall may lower its energy. Note, that this reduced energy at defects is also a
source of pinning phenomena.
Ferroelectricity drives the nucleation of the domains and enforces the domain wall to contain
the direction of polarization. However, as discussed in section 4.1.1, it cannot set any preferred
wall direction on the y-surface because the polarization is perpendicular to it. Like in the
pattern after zero-field cooling (figure 4.10 (a)), there are two preferential directions for the
alignment of magnetic domain walls (easy-axis and perpendicular to x), which are much more
pronounced in the case of magnetoelectric switching (figure 4.10 (f)-(i)). Furthermore, walls
perpendicular to the x-axis seem to be preferred.
Both, figure 4.10 (a) and (g) show domain patterns without electric field applied. Since the
external conditions are the same, the difference in the patterns has to arise from the history
of the sample, especially from the conditions during domain nucleation and from the driving
forces. In the case of zero-field cooling, the order emerges at the phase transition. Just at
T2 = 12.7 K, every volume element chooses an arbitrary orientation of the order parameter.
Then they merge together across certain distances. So domains are locally formed without any
preferred orientation. In contrast, the nucleation during the magnetoelectric switching loop is
driven by the depolarizing field, as discussed above. When the multi-domain state becomes
energetically favorable, nucleation of the reverse domains does not occur homogeneously
across the sample but preferably at defects or the sample surface. Here, the cost of the domain
wall energy can be lower, resulting in a reduced coercive field. The desired domain population
is then achieved via growth of just these few nucleated domains. Since the external field is
lowered slowly, this growth happens under quasi-static conditions. Thus, in contrast to the
zero-field cooled domain pattern, the domain pattern in zero field after removing a poling
field will be close to the ground state, i.e. it the stripe pattern with walls perpendicular to x is
a configuration that minimizes the free energy.
Partially dark domains The brightness of a domain in an image depends on the exposure
time. Therefore, the appearance of an intermediate brightness ( figure 4.10 (f)) points to a
switching of the corresponding area during the time of the image acquisition (1 min in the
present case). Since there are only two different intensities and the walls are sharp, the change
must have happened abruptly. This again may be caused by pinning in the sample.
Domain pattern in the polarization direction
Analogue measurements to the ones discussed in the previous section have been performed
on the surfaces that contain the polarization direction. Using an electric field and slowly
changing the field strength, the system is driven from one single domain state to the other and
back (Figure 4.11). The following data are measured at an x-cut (χEDy zz @ 2.716 eV, T = 9.3K).
The images show the domain pattern on the x-surface during quasi-static magnetoelectric
switching. In both half-cycles of the hysteresis loop the reverse domain nucleates at the
sample edge and then propagates through the sample. Only one or very few domains are
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Figure 4.11 – Domain images and hysteresis loop in quasi-static magnetoelectric switching measured MnWO4
on the x-face. The positions of the domain images are marked in the hysteresis loop (e).
Only one or two domains nucleate at the side and then grow through the crystal. The domain walls approxi-
mately align along the ferroelectric polarization axis y . Furthermore a needle-domain is visible in picture (i).
Both are hallmarks of the ferroelectric properties of the domains. are formed along z. The blurred walls stem
from a depth-effect.
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formed. The walls run approximately along the polarization direction y , though they appear
to have a small angle to it. The preferential alignment along y has already been discussed for
the zero-field SHG images (section 4.1.1).
The observed needle-like structure (figure 4.11 (i)) is a typical ferroelectric behavior (sec-
tion 1.1.4, [2]). Domains grow quickly along the direction of polarization (top-to-bottom in
the image). This forward growth is enhanced by the electric field because a head-to-head or
tail-to-tail alignment of the dipoles has a net charge, which is not the case for the side-to-side
configuration. Therefore, the forward growth is much quicker than the sideways growth. Form-
ing needle-shaped domains is energetically favorable because it prevents a large energetically
costly head-to-head or tail-to-tail wall. The needle shape is usually much more pronounced
in classical ferroelectrics, i.e. the tip angle as well as the ratio of width to length is smaller. The
less pronounced features in the case of MnWO4 can be attributed to the small polarization,
which relaxes the energy constraints leading to this pattern.
In contrast to figure 4.10, the domain boundaries are not sharp but look blurred. The width of
this transition region is on the order of 100 µm. To a certain extend, this is a depth-effect. As
known from the y-cut, the domain walls run along the magnetic easy axis. Therefore they do
not contain the normal to the images in figure 4.11, but have an angle to it. An alternative
explanation as broad domain walls is unreasonable. First, 100 µm wide domain walls would
be exceptionally large. Second, this wall width would also be visible in the domain walls
parallel to the easy axis in the y-cut, but that is not the case (figure 4.10).
Reconstruction of the three-dimensional domain pattern during quasi-static magnetoelec-
tric switching
Using the above results, a three-dimensional picture of the domain evolution during quasi-
static magnetoelectric switching in MnWO4 can be reconstructed. (figure 4.12).
First, domains nucleate preferably on the y-surface and there especially at an edge. The
main growth direction is along the polarization direction y for two reasons. One is the high
energy cost for head-to-head domains. The other is the local charge of such walls, which
allows the electric field to drive the walls through the sample [2]. So this process is based
on the ferroelectric properties of the domains. To enlarge the domains further, plates are
formed in the x-plane. This removes the walls parallel to the easy axis and leaves only walls
perpendicular to x. The latter are least costly in terms of magnetic exchange energy because
of the weak exchange perpendicular to x. Hence this second step is related to the magnetic
nature of the domains. Finally, sideways wall motion along x leads leads to the single domain
state.
The quasi-static switching nicely demonstrates the inherent multiferroic nature of the domains.
Only by taking into account both the ferroelectric and the magnetic properties it is possible to
understand the evolution of the domain pattern throughout the switching process.
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Figure 4.12 – Illustration of the three-dimensional do-
main growth during quasi-static magnetoelectric
switching in MnWO4.
(a) First, domains nucleate on the y-surface, prefer-
ably at an edge.
(b) The ferroelectric nature of the domains leads
to a fast forward growth along the polarization di-
rection y . (c) At slightly higher electric fields side-
ways growth along z is completed, so that plates
stacked along x remain. These wall directions cost
the least magnetic exchange energy. Now, the x-
face is single-domain, but still higher fields are
necessary for the growth of the domains along x
to finally obtain a single domain state of the whole
volume.
4.2.2 Hysteresis and coercive field
Directional influence
When comparing the hysteresis loops from SHG measurements on the y-surface (figure 4.10
(e)) with the ones on the x surface (figure 4.11 (e)), three striking differences are visible. First,
the remanence seems to be much larger in the latter case. Second, the switching slopes are
steeper. And third, the coercive field is lower. These differences can be understood from the
three-dimensional domain pattern during the switching.
SHG measures only to a limited depth because of absorption (section 2.1.4). Therefore,
the SHG signal from the tensor components used here (χEDx ′z ′z ′ at 2.22 eV (SHG) and χ
ED
y zz at
2.75 eV (SHG)) reflects the domain structure close to the surface. An absorption spectrum for
MnWO4 can be found in reference [159]. For the used SHG photon energies the absorption co-
efficients are α(2.22 eV )= 138 cm−1 and α(2.75 eV )= 400 cm−1, which translate to absorption
lengths of 70 µm and 25 µm respectively.
On the y-surface, stripes extend along the z-axis. If a wall is present on the x-surface, this
implies that the top stripe domain does not run along the complete sample, i.e. the top
domain plate is not complete (c.f. figure 4.12). Remembering the measurements on the y-cut,
this is a rare situation. If a domain is nucleated, it takes just a little more field to completely
extend it along the z-axis of the crystal. So, what one actually sees at the surface of an x-cut is
the sideways growth of one of the stripes. Therefore, it is clear, that the slopes of the hysteresis
are steeper here.
The difference can also be understood in terms of area fractions and volume fractions of the
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domain population (see section 2.1.3). Strictly speaking, measurements on both cuts only
reflect the domain evolution on the corresponding surface. The SHG intensity determines the
relative area fractions of the domains on that surface. However, considering the sample as a
whole, we are interested in the switching of the three-dimensional volume, i.e. the relative
volume fractions of the domains. Fortunately, the area fractions on the y-surface coincide
with the volume fractions because the domain walls extend approximately straight along y
through the complete crystal. This is not true on an x-surface.
Likewise the measured coercive field in an x-cut reflects only the coercivity of the stripe
formation. Here, one does not see the switching process of the whole sample, but only the
growth of one domain plate along the z-axis. The quick growth along this direction compared
to the slower growth along x (Figure 4.10 (f)-(i)) indicates that the energy barrier for growth
along z is lower. This corresponds to the reduced coercive field. At ±150 kV/m the growth
of the domain plate is complete. However, the different plates stacked along x have not yet
merged. The x-surface is now single domain, but not the complete crystal. Consequently
coercive fields obtained from SHG measurements on x-cuts and, more generally, switching
experiments of this cut should be interpreted with great care.
The increased remanence in an x-cut can be explained as follows. If stripes are formed in such
a way that the x-surface consists of a still unswitched stripe, the measured volume has not
switched yet, even though lower lying layers are already reversed. In this geometry, switching
of the surface will finally occur because of the sideways growth of the stripes, which requires
larger fields. This gives the impression of a higher remanence.
Because the measurements were taken at slightly different temperatures, they must be scaled
to be directly comparable. From the scaling of the coercive field in the y-cut (section 4.2.2)
we deduce that it will be larger than 500 kV/m at 9.3 K on the y-surface. In contrast, the
presented SHG measurements on the x-surface show a coercive field of less than 100 kV/m
at that temperature. Consequently, the discussed differences between domain area fractions
on the x-surface and the volume fractions are in fact stronger than the comparison of the
unscaled data shows. Hence, the proposed qualitative switching model still applies.
Summarizing the above results, SHG yields only information on the area fractions of domains
in the first place. In contrast to an x-cut, the area fractions in a y-cut of MnWO4 correspond
to the volume fractions. Therefore, a y-cut is the preferred system to measure the three-
dimensional volume response of the domain population in magnetoelectric switching.
Temperature dependence
For the determination of dynamic switching times it is essential that switching is performed
between single domain states. Therefore, one has to be sure, that the applied electric field is
high enough to drive the system into such a state.
Figure 4.13 (a) displays hysteresis curves at various temperatures measured in a y-cut. The
absolute SHG intensities rise with lowering temperatures because the nonlinear susceptibility
couples linearly to the order parameter, which in turn is temperature-dependent (equa-
tion (3.3)). The field required to drive the sample into a single domain state also rises with
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Figure 4.13 – Temperature de-
pendence of the hysteresis in
MnWO4 measured on a y-cut.
(a) Hysteresis loops at various
temperatures. With lowering
temperatures, the order parame-
ters P and σ2 increase. Thus, the
SHG intensity rises. Also the co-
ercive field increases, so that at
low temperatures (10K) no sin-
gle domain state can be reached.
(b) Temperature dependence of
the coercive field. Using the y-
cut surface for measurements
ensures that the SHG intensity
corresponds to volume fractions
of the sample switched. The
blue dots mark the three mea-
surements depicted in (a). The
linear fit verifies a linear scaling
according to EC ∝ (T0−T ).
decreasing temperature. Because of limits in the maximally applicable field single domain
states cannot be reached at lower fields anymore and the hysteresis loop is only a minor loop
at 10 K. The coercive field can be determined as half the width of the hysteresis loop.
Figure 4.13 (b) summarizes the coercive fields from hysteresis loops at various temperatures.
In contrast to earlier measurements, which proposed a field dependence of EC ∝ (T0−T ) 12
[115], the present data exhibit a linear relation. This difference may be attributed to the fact
that the earlier measurements were performed on an x-cut, which only reflects the formation
of domain plates, whereas the y-surface reveals the switching of the three-dimensional volume.
Apparently, the coercive fields for forming plates and for switching the complete sample scale
differently with temperature. As expected, the coercive fields for switching the complete
sample are higher than the coercive fields for the formation of the domain plates throughout
the whole temperature region. In agreement with the x-cut data, T0 is smaller than the
transition temperature T2. There exists a small region T2−T0 = 0.5 K below T2, in which
domains can be switched in an applied electric field, but there is no coercivity, i.e. the domain
state does not depend on the history of the sample.
Direct measurements of the ferroelectric hysteresis loop have been performed in reference
[130]. Even though there are only four data points, they rather seem to support the linear
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temperature scaling.
4.2.3 Low-temperature quasi-static switching
The domain pattern on the y-surface changes for quasi-static switching cycles deep inside
the AF2 phase (figure 4.14) compared to the ones closer to T2 described so far (figure 4.10).
The domain wall orientations perpendicular to x and parallel to the easy axis correspond to
the preferred directions of the magnetic subsystem. The alignment along these directions
is more strict at lower temperatures, which can be explained by a changed energy balance
between domain wall energy and field energy as well as the reduced thermal energy at lower
temperatures. Among these two directions the one perpendicular to x is preferred in quasi-
static switching close to T2. This changes deep inside the AF2 phase. Now, walls along the
easy axis seems to be energetically favored. The occurrence of both directions in the zero-field
domain pattern already shows that the energy difference between those two walls is small.
Apparently the energies slightly change with temperature, so that their balance tips at some
point inside the AF2 phase.
The properties deep inside the AF2 have not been investigated in detail. With the present
sample holders the maximal electric field is limited by the helium breakthrough threshold
of 1 kV/mm. Because the coercive field rises with lowering temperature, it is not possible to
induce single domain states at low temperatures with the fields available.
Reliable and reproducible magnetoelectric switching measurements cannot be performed
without the possibility to drive the sample single domain because the existing domain pattern
introduces a dependence on the history. This is illustrated in figure 4.14 (b) and (c)). Mean-
ingful magnetoelectric measurements in this temperature region would thus require electric
fields higher than 1 kV/mm, which is a limit imposed by breakthrough in the helium used
for cooling. Higher fields may become possible if ITO electrodes are directly grown on the
sample.
This section introduced the static aspects of magnetoelectric switching. Based on the under-
standing of the influence of the electric field under equilibrium conditions it is now possible
to take the step to magnetoelectric dynamics.
4.3 Dynamics of magnetoelectric switching
Up to now, we have investigated MnWO4 at various temperatures and in static or slowly
varying electric fields. To learn about the intrinsic timescale and dynamics of the magneto-
electric effect, we have to expose the sample to non-equilibrium conditions and monitor its
relaxation to the equilibrium state. The electrical-pump–optical-probe method used for these
measurements is detailed in section 2.2.3.
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Figure 4.14 – Domain patterns of quasi-static magnetoelectric switching deep inside the AF2 phase (T = 9.3K).
The wall direction with the lowest energy changes from ⊥ x to the easy axis.
(a) Domain pattern in zero field. Before cooling down, static switching experiments have been performed at
higher temperatures in the AF2 phase. This explains the preference for horizontal stripes.
(b) After application of E =900 V/mm the domains grow, but a single domain state cannot be reached. Here,
the polarization and thus the depolarizing field is too large.
(c) Like (b) the image was taken at E =900 V/mm but in another annealing cycle. However, here the initial
pattern (not shown) did not have the preference for horizontal stripes like in (a) because the sample was
directly zero-field cooled to 9.3 K without performing switching experiments at higher temperatures.
The difference between (b) and (c) demonstrates the stronger dependence on history if the sample cannot be
switched to a single domain state to erase the memory. Starting from (a) the domains grow along the easy axis.
Since only a certain volume fraction can be switched, the initial z-stripe pattern still remains dominant (b).
However, if the initial state is more bubble-like, growth along the easy axis can happen over larger distances,
so that a pattern like (c) can be obtained.
4.3.1 Switching timescale
The present knowledge on the dynamics of magnetoelectric switching is very limited. In
particular, one of the most fundamental questions is still open: How fast is magnetoelectric
switching? In the following we investigate the dynamics of magnetoelectric switching using
the electric electric-pump–optical-probe method and SHG for detection of the ferroic order.
The ferroelectric polarization and the helicity of the spin spiral are coupled via the Dzyaloshinskii-
Moriya interaction (DMI). Minimization of energy results in an one-to-one relation between
the polarization direction and the sense of the helicity (equation (1.6)). However, in non-
equilibrium states, the energy is not minimal and therefore this relation does not necessarily
hold anymore. Looking at the coupling model (figure 1.10), one realizes that the electric
field acts on the ferroelectric order and only then via the DMI onto the magnetic system. It
is conceivable, that both systems decouple in a non-equilibrium switching process. Then
the polarization would switch first and the helicity would follow later on. Anyway, after a
sufficiently long timescale, both systems must have switched because this state is the new
energy minimum.
In the quasi-static case, it did not make sense to distinguish between the electric and magnetic
order, because they were coupled anyway. Since this is not necessarily true in dynamic
measurements we can exploit the sub-system selectivity of SHG (section 2.1.2) to directly look
at either the ferroelectric order or the magnetic order. For that, we have chosen χEDx ′z ′z ′∝σ2
as a tensor components that couples to the magnetic order. It is only present because of the
incommensurability of the spin spiral. In contrast, χEDy zz can be induced by a ferroelectric
polarization P (section 3.1.6).
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Figure 4.15 – Response of the
magnetic subsystem in MnWO4
on a fast electric field rever-
sal at T = 11.8 K. The electric
field is switched between E±y =
750 kV/m at t = 0 and back
at t = 50 ms. Its rise time is
80 ns, which is instantaneous
on the timescale shown. The
domain population in the mag-
netic subsystem is tracked using
SHG from χEDx′z ′z ′ at 2.22 eV.
The changes from one single do-
main state to the other takes
20 ms. Spots (a)-(c) mark the
position of domain images pre-
sented in figure 4.17.
First, we measure the response of the magnetic subsystem, which determines the timescale of
the magnetoelectric switching. In a second step, the ferroelectric system is discussed.
Magnetic subsystem
The tensor χEDx ′z ′z ′ @ 2.22 eV exclusively couples to the magnetic order because it arises from
the incommensurability of the spin spiral (section 3.1.6). Thus it can be used to probe the
magnetoelectric effect, i.e. the reaction of the magnetic system on an electric field.
In the experiment, the electric field was switched between E−y =−750 kV/m, to E+y =+750 kV/m.
The repetition rate of 10 Hz is given by the laser. The duty cycle was set to 50%, resulting in
equally long 50 ms periods of E−y and E+y . The 10%-90% rise time of the electric field is 80 ns.
The measurement shown in figure 4.15 was performed at T = 11.8K, so that the applied
electric fields are high enough to drive the system alternatingly into both single domain
states. Due to interference with crystallographic background, the SHG intensity corresponds
to the domain population. The magnetic system switches on a surprisingly slow time scale of
approximately 20 ms. The rise time of the electric field is much faster, and can be regarded as
instantaneous compared to the timescale displayed. The comparably slow response of the
magnetic systems is discussed and interpreted together with the other dynamic measurements
in section 4.5.
Ferroelectric subsystem
To see, whether the ferroelectric polarization decouples from the magnetic order, we measure
the SHG from χEDy zz @ 2.75 eV. Since the polarization of the SHG light is along the ferroelectric
polarization direction y , the transversal field sample holder has to be used. Naturally, this
sample geometry requires larger electrode distances. Because of the limited voltage available
from the HV sources in this experiment, the maximal field strength was E±y = ±330 kV/m.
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Figure 4.16 – Response of the
electric subsystem in MnWO4
on a fast electric field rever-
sal at T = 10.7 K. The electric
field is switched between E±y =
330 kV/m at t = 0 and back at
t = 20 ms. Its rise time is 80 ns,
which is instantaneous on the
timescale shown. The domain
population in the ferroelectric
subsystem is tracked using SHG
from χEDy xx at 2.75 eV.
(b) Electric field dependence at
a delay of 100 ns. The parabolic
shape confirms that the instan-
taneous change in SHG intensity
stems from EFISH.
The successive slower change on
a scale of 10 ms can be assigned
to the ferroelectric polarization
because it exhibits a threshold-
like field dependence (c) (Curve
is only exemplary because it was
taken in an analogous experi-
ment).
However, it was checked with SHG images that this was large enough to drive the material to
single domains states.
The SHG signal changes abruptly at the switching of the field, followed by gradual change
on the millisecond timescale (figure 4.16 (a)). At first view, one might think that the abrupt
change is created by the ferroelectric order, and the long-time change is a hallmark of the
equilibration of the magnetic system. However, this is not the case. The abruptly changing
contribution to the signal is electric-field induced SHG (EFISH, section 2.1.5). Only the change
on the 10 ms timescale can be attributed to a switching of the ferroelectric order, as will be
detailed in the following.
The EFISH origin of the initial abrupt change can be verified by investigating its field depen-
dence. While the SHG intensity at a short delay t = 100ns follows a parabolic electric field
dependence, it exhibits a threshold-like behavior for long delays (figure 4.16 (b), (c)). The
parabolic dependence is a clear indication for EFISH (section 2.1.5). The EFISH signal will be
present as long as the field is applied. However, the threshold-like behavior stems from the hys-
teretic nature of the ferroelectric polarization and proves that the observed millisecond-scale
process indicates the switching of the polarization.
A further indication can be obtained from images at the corresponding timescales. While
EFISH changes the SHG intensity homogeneously across the whole sample, the long-time
changes are realized by nucleation and growth of domains (see section 4.3.2).
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(a) (b) (c) 
x 
0.5 mm 
z 
Figure 4.17 – Evolution of the non-equilibrium domain pattern on the y-face (⊥P) during fast magnetoelectric
switching in MnWO4. The images were taken in an electrical-pump–optical-probe experiment during the
response of the magnetic system to the applied electric field. The points in time of the images are marked in
figure 4.15.
To accommodate to the reversed electric fields domains nucleate, preferably at defects on the sample surface.
They extend in both directions and show rounded corners. Both are hallmarks of the non-equilibrium state
of the domain pattern.
In (b), the domains coalesce, which is probably related to the domain walls (see section 4.1.4).
Because the electric field needs to be applied in the direction of the spontaneous polarization,
by symmetry, both the spontaneous and the induced polarization point along y and thus yield
the same set of tensor components. The induced polarization may even be just a reversible
modification of the size of the ferroelectric dipole. In that case not only the set of tensor
components, but also the spectra are the same.
Section 4.3.2 will discuss the dependence of the magnetoelectric switching time on the temper-
ature and the applied electric field. The switching time obtained for the electric and magnetic
system are equal, when correcting the measured times for these effects. This proves that the
ferroelectric and the magnetic subsystem remain coupled also in the non-equilibrium states
of fast magnetoelectric switching.
4.3.2 Dynamic domain patterns
Like in the quasi-static case, one can acquire the SHG signal from the sample with spatial
resolution. This allows to measure the domain patterns in the non-equilibrium states of
magnetoelectric switching.
Figure 4.17 shows the evolution of the domain pattern on the y-face in a dynamic switching
experiment similar to the one in figure 4.15. There is still a slight preference for the alignment
of domain walls along the magnetic easy axis, or alternatively, normal to x, which is known
from zero-field and quasi-static switching (figure 4.1 and 4.10). In contrast to the quasi-static
switching, no stripes appear, but the domains are more bubble-shaped with a tendency for
rounded corners.
As discussed in section 2.2.3, repeatability of the domain patters over many switching cycles is
a key requirement for the acquisition of dynamic domain images. Fortunately this is the case
for MnWO4. Sharp domain patterns without any blur, especially also across complete image
sequences, confirm that repeatability is given at least for more than 100 000 switching cycles.
To get an idea of the three-dimensional structure, also images on the x-cut surface were taken
(figure 4.18). Compared to the y-face, domains are more irregularly shaped, but there is still a
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(a) 1ms (b) 5ms (c) 9ms (d) 13ms (e) 17ms 
y 
z 
0.5 mm 
Figure 4.18 – Evolution of the non-equilibrium domain pattern of the x-face (P in plane) during fast magneto-
electric switching in MnWO4. The images were taken in an electrical-pump–optical-probe experiment during
the response of the magnetic system to the applied electric field.
The domains are irregularly shaped. Only some domain walls align along the polarization direction while
others are more curved and do not follow a particular direction. The domains grow in both directions, albeit
growth along the polarization direction y is slightly preferred.
tendency for rounded corners. While some walls are aligned along the polarization direction
y , others are more curved and do not seem to strictly align along a certain direction. The
growth along the polarization direction is slightly preferred over the sideways growth along z,
leading to a slight elongation of the domains along y .
Comparison of quasi-static and dynamic domain patterns
During quasi-static switching, the domains are guided through a series of approximate equi-
librium states by the slowly varying field. Two reasons exist for a slight deviation from the
ground state in these measurements: (i) Due to experimental limitations the field could only
be changed stepwise between successive images in the quasi-static measurements. This re-
sults in small deviations from equilibrium when changing the field to the value for the next
image.4 (ii) Thermal fluctuations allow deviations from the strict energy minimum.
The quasi-static switching results in the formation of plates in the z-plane, which is the multi-
domain ground state. The actual formation process and position slightly varies from cycle to
cycle because of the aforementioned reasons. The depolarizing field is the driving force for
the nucleation and initial growth of the domains.
After fast field reversal, the single domain state is far from equilibrium. Therefore, the force
to adapt the domain population is stronger than in the case of quasi-static switching, where
the intermediate plate-like structures are close to the ground state. The domains grow in all
three directions to quickly gain as much volume as possible, resulting in the bubble-structure
observed. In contrast to the quasi-static switching, in which only the depolarizing field
initiates the nucleation and growth process, these processes are additionally supported by the
external field in the dynamic switching. The preferential domain wall alignment perpendicular
to x and parallel to the easy axis as well as the slight elongation along y are still hallmarks of
the energy landscape of the magnetic and ferroelectric system. However, the bubble structure
shows that a fast gain of domain volume is more important than totally conforming with
the energetically preferred directions of the domain walls. This is equally expressed by the
4This issue has been resolved in later measurements by improvements of the experiment control software.
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Figure 4.19 – Domain wall velocities obtained from image sequences in dynamic magnetoelectric switching on
the x and y-surface. There are two curves for each surface displaying the velocities along both cystallographic
axes. Since all of them yield the same value of approximately 30 µm/ms, the expansion of the domains is
isotropic in all directions. Furthermore, the domain wall velocity remains constant over the whole switching
process.
rounded corners, which naturally arise if walls are moved away from the nucleation centers in
all directions.
The image sequences of the switching process reveal that switching is govern by domain wall
motion. Hence, the wall velocities determine the switching time. They are investigated in the
following section.
Domain wall velocities
Domain wall velocities can be directly extracted from image sequences of the domain pattern.
For this purpose one measures the distance ∆s, which the wall has moved in two successive
images, which are taken with a temporal difference ∆t of the pump-probe delay. The domain
wall velocity follows as v = ∆s∆t . A detailed description of the procedure can be found in
[121]. The domain wall velocities appear to be roughly equal in all directions of the sample
(figure 4.19). This is consistent with the observation of bubble-like structures in the dynamic
switching process because equally fast expansion in all directions from a nucleation center
leads to bubble-structures. Within the resolution of the images, the velocity does not change
during the switching process, so walls move through the material at a constant velocity of
approximately 3 cm/s. The constant domain wall velocity is in agreement with the KAI model
of ferroelectric switching (section 1.1.4).
Intrinsic mobility
Even though the overall domain wall velocity and evolution of the domain pattern during
magnetoelectric switching is slow, it sometimes happens that a single domain collapses very
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Figure 4.20 – Fast spontaneous collapse of domains during dynamic magnetoelectric switching.
The images were taken at delays of 12 ms, 19 ms, 20 ms after the field field reversal (±330 kV /m.) The small
change between (a) and (b) reflects the slow motion of domain walls. Between (b) and (c) the domain 2
vanishes within 1 ms, indicating a high mobility of the domain wall.
fast (figure 4.20). Such a process has been observed to be faster than 25 ns, which was the
temporal resolution limit of the setup used and applies to both the ferroelectric as well as the
magnetic system. The effect is not controllable, but appears spontaneously. However, once
it is there, it is reproducible in every switching cycle. Otherwise it would not be possible to
observe it in the images because in this repetitive type of experiment, they average over a few
thousand switching cycles. Furthermore, it has been checked by moving the delay back and
forth across the time of domain collapse, that it is not a one time change in the sample.
The reason for this fast domain collapse is unknown, but its existence yields valuable informa-
tion about the mobility of domain walls in MnWO4. The domains that spontaneously vanish
are of macroscopic size (few hundred micrometre). Since the process of collapsing was faster
than the temporal resolution, it could not be resolved. However, it is reasonable to assume
that it will also happen via domain wall motion. From the domain size and the observed
collapse time we directly get an upper bound of 4·105 cm/s for the domain wall velocity in this
process. This is five orders of magnitude faster than the average domain wall velocities of the
overall domain pattern in the magnetoelectric switching process. It shows, that the domains
themselves are much more mobile than it would appear from the overall evolution of the
domain pattern under applied electric field. The reasons for this are discussed in section 4.5.
Dependence on external parameters
It is well known for ferroelectrics that the switching time depends on the amplitude of the
applied field and the temperature [55, 56]. Both dependencies are investigated in the following
for the magnetoelectric switching in MnWO4.
Electric field Switching times have been measured for different applied electric fields at
12.0 K. Because the switching time has to be measured from single domain states, valid results
can only be obtained for field strengths larger than the coercive field. Choosing a temperature
close to the transition (T2 = 12.7 K ), and hence a low coercive field, allows to investigate a
reasonably large range of electric fields. The maximum field is limited by the breakthrough
field of the helium used for cooling the sample (≈ 1000 kV/m).
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Figure 4.21 – Dependence of the magnetoelectric switching time on electric field and temperature
(a) The switching time decreases with increasing field. The data suggest a linear dependence. However, more
precise measurements would be necessary to verify the scaling law, if possible covering a larger field range.
(b) The switching time changes by a factor of 40 within only 0.6 K. This strong temperature dependence hints
at a thermal activation of the switching process.
Figure 4.21 (a) shows the dependence of the switching time on the applied electric field. As
the field is increased, the switching becomes faster. The relation appears to be linear in the
range observed. However, it is likely that this is just a local approximation and not valid for
fields much larger than the coercive field. In particular in the classical ferroelectric BaTiO3
a scaling of τ∝ E 32 was found for ferroelectric switching [160]. It would be interesting, to
check if a similar law holds also in the case of magnetoelectric switching. This requires more
measurements with increased precision. Further it would be useful to be able to measure at
higher fields. Since the electric breakthrough of the helium gas used for cooling limits the
maximal field to 1 kV/mm, one possibility to achieve this is to directly grow the electrodes on
the sample. From the present data, we can only conclude that there is a moderate but clear
dependence of the switching time on the applied field. The trend to decrease the switching
time with increasing field is expected because the electric field is the driving force for the
switching and a stronger driving force should result in a faster reversal time.
Temperature Dynamic switching experiments were performed at different temperatures
for fixed field amplitudes E± = 750 kV/m (figure 4.21 (b)) to investigate the temperature
dependence of the switching time. The experimentally accessible temperature range is very
limited (T = 11.4−12.0 K). As the SHG signal vanishes when approaching the phase transition,
a reasonable strong signal could not be obtained for temperatures larger than 12.0 K. Again, the
lower bound is imposed by requiring switching between single domain states. The maximal
available field strength together with the rise of the coercive field yields a lower bound of 11.4
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K. This bound could also be improved with modified electrodes for higher electric fields.5. The
switching time strongly varies with temperature. Within only 0.6 K it changes by a factor of 40.
This can not only be explained by the change of coercive field. From figure 4.13 we see that
the coercive field changes approximately by a factor of two for the given temperature range.
Comparing now with figure 4.21 (a), the direct effect of the temperature dependent coercive
field should result in a change of the switching time by roughly a factor two to four for the
given temperature range. The much larger observed effect indicates, that thermal activation
plays an important role in the switching process.
4.3.3 Relaxation
Apparently, the bubble domain pattern observed in the dynamic switching is not a ground
state. In the following we investigate how such a pattern relaxes. The repetition rate of the
experiment was reduced to 1 Hz, to have a longer possible delay and give the material more
time to relax. For details of the setup, see section 2.2.3.
Figure 4.22 displays two measurements of SHG from χEDx ′z ′z ′ at a reduced repetition rate. A field
pulse of E+y = 750 kV/m is applied at t = 0 for 50 ms in both cases to initialize the sample in
a single domain state. The rest of the time a reverse field of E−y =−750 kV/m is applied the
in in the first measurement (black data points). Except for the reduced repetition rate, the
experiment equals the one in figure 4.15, i.e. it switches between single domain states and is
given here only for comparison.
No reverse field is applied in the second measurement (red data point). When the the 50 ms
positive poling pulse is removed the sample relaxes in zero field. After a fast drop, there is a
further slow exponential decrease with a decay constant of approximately 0.3 s (blue line).
The increased signal around 0.35 s stems from fluctuations in the laser intensity. In total, the
SHG intensity remains significantly higher compared to the measurement with reverse field
applied because the sample remains in a multi-domain state.
The SHG images in figure 4.23 reveal the domain pattern during relaxation in zero-field.
Images (a)-(d) are taken at the correspondingly marked times in figure 4.22. The quick drop
in SHG intensity after removing the field results from the emergence of bubble domains (a).
These still non-equilibrium bubbles, slowly grow further, mainly along the z-direction. This
process corresponds to the slow 0.3 s decay of the SHG intensity.
The growth along z results in a more stripe like structure on the y-face, which corresponds to
the energetic ground state as shown by the quasi-static measurements (figure 4.10). Relaxation
to the ground state is expected. However, the decay constant of 0.3 s suggests that 95% of the
evolution is performed after 0.9 s. In contrast, the corresponding domain pattern (figure 4.23
(d)) is not yet completely stripe-like, indicating that further growth will happen, but not
following the exponential law any longer. This may hint at domain wall creep and justifies the
investigation of the long-term evolution of the domain pattern.
5The maximal duration of a field pulse is 50 ms for 10 Hz laser repetition rate and a duty cycle of 50%.
Therefore, the repetition rate would have to be reduced to measure slower switching times. See also section 2.2.3
and section 4.3.3.
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Figure 4.22 – Relaxation of the non-equilibrium bubble domain state. The black curve shows a standard
E+/E− switching for comparison. In the actual experiment (red curve) the electric field is switched between
E+ = 750kV/m and 0. During applied field (shaded area) the sample is driven to a single domain state. After
switching off, domains nucleate and grow for some milliseconds as in the E+/E− case. But they stop at an
intermediate state because no external field is present. Next, these non-equilibrium bubbles, start to relax
very slowly towards the ground state. Note the slow decay of the SHG intensity. Domain images at positions
(a) to (d) are shown in figure 4.23.
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Figure 4.23 – Images of the domain pattern relaxation. After quickly switching off the electric field, the non-
equilibrium bubbles are formed (a). Consecutively, they slowly grow towards the ground state stripe pattern.
Images (a)-(d) correspond to the times indicated in figure 4.22.
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Figure 4.24 – Long-term relaxation of stripe domains on the y-face of MnWO4. Image (a) is taken immediately
after quasi-statically ramping down the electric field from E+ = 750 kV/m to 0 kV/m. Slowly, the domain
walls align more along their preferred directions (perpendicular to z and parallel to the easy axis). While
the changes are tiny (marked by the circles for easier spotting), they proceed for more than 100 minutes,
indicating domain wall creep.
Long-term evolution
A simple non-repetitive method is used to investigate the long-term stability of the stripe
domain pattern. The sample is poled single domain by an electric field of E+ = 750 kV/m.
After slowly ramping down the field to zero, the known stripe pattern emerges on the y-face.
While no external parameters are changed any longer, the domain pattern is monitored by
regularly taking SHG images (Figure 4.24). Over a timescale of several minutes the domain
walls become slightly more aligned to their preferential directions (perpendicular to x and
along the easy axis). The adjustments are tiny, but they proceed for more than 100 minutes.
This is a clear indication for domain wall creep [70].
In summary the relaxation measurements confirm that the stripe pattern on the y face is
the ground state domain structure. The two preferential axes for walls on the x-face are also
found in the relaxation processes. Furthermore, the relaxation processes are quite slow. A
first elongation from the non-equilibrium bubble domains towards stripes happens within a
second. However, domain wall creep leads to slow adjustments of the wall alignment on a
timescale of more than 100 minutes.
4.3.4 Transition from quasi-static to dynamic regime
The quasi-static switching and the dynamic switching using the electrical-pump–optical-
probe method form the limiting cases of very slow and very fast changes of the electric
field. The first is based on slow changes of the electric field (typically ≈ 50kV m−1 s−1) plus
additional waiting times for the actual measurement (2.5 s in the case of spatially integrated
measurements and one to five minutes for images). In the pump-probe measurements the
voltage is switched within 80 ns, resulting in slew rates of 1×1010 kV m−1 s−1. In comparison to
the magnetoelectric switching time in MnWO4 (≈ 10 ms), the time of the field reversal is much
slower (quasi-static case: seconds) or much higher (dynamic case: 80 ns). Correspondingly,
the equilibrium and non-equilibrium domain patterns differ significantly.
It would be interesting to also investigate the transition region, in which the rise time of
the electric field is on the same order of magnitude, as the magnetoelectric response of the
material. However, the above mentioned methods cannot be extended to cover that region:
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Because of the acquisition times, quasi-static measurements will always take at least seconds
between two data points and thus changes in the field. In the pump-probe experiment, the
rise time is given by the resistance and capacitance of the electric circuit (HV pulser, sample
holder, wiring). It may be slightly adjusted, but a decrease to the millisecond-scale would be
difficult.
Two techniques will be used in the following to obtain information on the magnetoelectric
response to electric field changes on the millisecond time scale. First, we investigate the
domain pattern after ramping down an applied electric field within 1 ms. Second we will use
sinusoidally modulated electric fields for switching.
Single field changes
A very simple experiment can be performed with the HV source (Keithley K2410) used in quasi-
static measurements. Here, the slew rate of the device is specified as 0.5 V/µs. This translates
to a switching time of 1 ms to go from 500 V to 0 V (or correspondingly 8×105 kV m−1 s−1 for
the transversal E-field holder with an electrode distance of 600 µm).
Figure 4.25 was taken after such a switch-off process, in which the field was ramped down
from 750 kV/m to 0 kV/m within 1 ms. The domain pattern is different from the stripes in
quasi-static switching (figure 4.10 (g)) as well as from the bubbles in a strong non-equilibrium
process (figure 4.17 (b)). We see a tendency to elongate the domains in the z-direction, which
can be interpreted as a remainder of the stripe structure. Nevertheless, there are still walls both
perpendicular to x and along the easy axis. The ratio between the long and the short extension
of the domains is about two. Apparently the domain walls propagate in both direction x and
z, like in the dynamic non-equilibrium case. There, we attributed this behavior to the need
to quickly accumulate domain volume in order to accommodate to the far-off new energy
minimum. Since the system can follow the change of electric field almost in time in the
present case, this need for fast domain growth is partly relaxed. Therefore, the domain pattern
can almost grow through a series of ground states, which forms stripes perpendicular to x, as
we have seen in the quasi-static measurements. The elongation is a precursor of the stripe
pattern. Furthermore, some domain corners are sharp (like in the equilibrium pattern), while
others are rounded (like in the non-equilibrium pattern). In summary, this picture shows
a slight non-ground-state pattern, which is intermediate between the one in static and in
dynamic measurements.
The domain pattern recorded in such an experiment does not necessarily correspond to the
one directly after the switch-off of the electric field. Due to the exposure time required for
the image, it averages over a few minutes after the switch-off process. However, this is not an
issue in the present case. We know from section 4.3.3 that only minor changes occur on this
timescale. Furthermore, the image exhibits sharp domain walls. This confirms, that the walls
did not move during exposure.
89
Chapter 4. MnWO4
z 
x 
0.5 mm z 
easy 
axis 
~35° 
x 
Figure 4.25 – Domain pattern in
zero field after switching off
from 750 kV/m within 1 ms. The
timescale of the electric field
change is slightly shorter that
the magnetoelectric response
time of the sample. This results
in a new type of domain pattern,
which is intermediate between
the equilibrium stripe patterns
in quasi-static switching and the
bubble pattern observed in the
strong non-equilibrium states of
fast field reversal.
Sinusoidally modulated fields
The previously discussed single field change shows that there is a transition between equilib-
rium and non-equilibrium domain patterns, when the ramp time of the electric field is on
the same order of magnitude as the magnetoelectric response time of the sample. However,
this type of experiment does not allow to follow the evolution of the domain pattern with
temporal resolution. Therefore, we performed another experiment to monitor the compete
switching process and obtain a hysteresis in the transition region. Essentially, this is also an
electrical-pump–optical probe setup, but instead of the rectangular pulse used in the dynamic
measurements, we use a sinusoidally modulated electric field. This yields the slowest possible
slew rates for a repetitive experiment. The repetitive character only requires that the applied
field repeats for every laser pulse. This is also fulfilled for frequencies of the electric field, that
are multiples of the laser frequency. Changing the frequency results in different rise times of
the electric field, which which are given by the half-period of the oscillation.
The experimental setup used is quite simple. The DG535 delay/pulse generator is used as
master trigger for the laser (Continuum ns laser) and for a triggerable function generator
(American Reliance Inc. FG-506). Using an audio amplifier and a custom built transformer
from a Sawyer-Tower circuit [161] the function generator output is amplified to ± 500 V
amplitude and fed into the longitudinal E-field holder for measurements on a y-cut. The time,
and correspondingly the applied electric field, at which the laser pulse arrives at the sample
can be adjusted via the delay between the triggers for the function generator and the laser.6
Figure 4.26 (a) shows hysteresis loops taken at 20 Hz, 50 Hz and 500 Hz. This corresponds
to half-periods of 25 ms, 10 ms and 1 ms respectively. The minimum and maximum SHG
intensities approach each other with increasing frequency. This can be explained as follows.
At higher repetition rates, the half-period of the field gets shorter, and thus also available time
for the domains to adapt. If a half-period is shorter than the switching time of the material,
no single domain states are reached anymore. At a few multiples of the switching time, there
6At low frequencies . 500 Hz, it is also possible to use a non-triggerable function generator. Then the function
generator frequency is manually adjusted to the laser repetition rate. The match will not be perfect, which causes
a slow drift of the relative phase of laser and function generator. This results in a natural sweep of the delay, and
the applied field at the time of measurement respectively.
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is essentially one domain pattern. Within one field cycle the domain walls can only move
forward and backward a little bit (figure 4.26 (d)). So the domain population will only change
slightly. As a result, the SHG intensities at maximum positive field (maximum intensity in the
hysteresis loop) and at maximum negative field (minimum intensity in the hysteresis loop)
both approach each other. At 500 Hz a half-period of the field is only 1 ms, which is an order
of magnitude faster than the magnetoelectric switching time. Therefore, the material does not
have time at all to react to the changing field. Consequently, the hysteresis loop collapses to a
flat line. With lower switching frequencies a hysteresis is visible.
Figure 4.26 (b) plots the minimum and maximum intensity of the hysteresis loops versus
the frequency. A substantial decay of the intensity difference is reached at 100 Hz, which
corresponds to a half-period of 5 ms. This is in good agreement with the switching times
obtained in the electrical-pump–optical probe measurements using fast field reversal for the
given temperature and field amplitude (figure 4.21).
No nucleation process is involved at intermediate frequencies because only existing domains
are modified. Hence, this method purely measures domain wall motion. It may in principle
be used to separate the influences of nucleation and domain wall motion. For the case of
MnWO4, we know from the electrical-pump–optical-probe measurements that nucleation is
very fast and the domain wall velocity is the limiting factor. Therefore, the switching times
obtained with both methods are of comparable size.
The hysteresis loops obtained in the sinusoidally modulated switching (figure 4.26 (a)) exhibit
one particular feature. In contrast to the quasi-static hysteresis loop (figure 4.10 (e)), the
minimum and maximum SHG intensities do not occur at minimum and maximum field
values in the hysteresis. Instead, the amplitude keeps rising, despite the fact that the field is
already decreasing again. This is a result of the non-equilibrium state in the measurement.
It can be understood, when comparing the equilibrium polarization values for the current
field with the actual (non-equilibrium) polarization values in the process.7 The switching
is schematically depicted in (figure 4.26 (c)). If the sample could react fast enough, the
polarization would always be in equilibrium with the electric field, resulting in a simultaneous
change of both (depicted by the blue line). But because the switching process is not fast
enough the polarization is in a non-equilibrium state Pnon−eq (red line), which lags behind.
Since it always moves towards the equilibrium state, there are regions (shaded areas in the
figure), in which the field decreases, but Pnon−eq is still smaller than Peq and thus keeps
increasing. The field change ∆E in this region corresponds to the width of further increasing
SHG in already decreasing field in the hysteresis (c.f. ∆E in figure 4.26 (a)). This feature may
be used to quantify the degree of non-equilibrium in future measurements. It is not present at
all in the quasi-static hysteresis curves, in which the material is in equilibrium with the field.
In the sinusoidally modulated field hysteresis presented here, the deviation from equilibrium
and thus ∆E increases with the modulation frequency.
In summary, observing the frequency dependence of SHG signals on a sinusoidally modulated
field is a complementary approach for the determination of the magnetoelectric switching
speed. Here, the material is kept close to equilibrium conditions, in contrast to the measure-
7Inertia of the domain wall movement [162, 163] as cause of the further growth is unlikely because of the low
repetition frequency.
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Figure 4.26 – Periodic modulation with a sinusoidal electric field (amplitude E =± 750 kV/m) at T = 10.7 K.
(a) Hysteresis loops at different frequencies. At higher frequencies, the time is not sufficient for the sample to
become single domain. Therefore minimal and maximimal SHG intiensity approach each other.
(b) Minimal and maximal amplitude of the hysteresis loops depending on the frequency. The reduction
of the intensity difference occurs at a characteristic frequency, whose inverse is directly related to the
magnetoelectric response time of the sample.
(c) Schematic picture explaining, why the SHG intensity keeps increasing for some time in (a) even though the
field is already decreasing. The non-equilibrium Polarization Pnon−eq always moves towards the equilibrium
state Peq, which directly relates to the electric field E . In the shaded areas the equilibrium value is already
decreasing, but still larger than the non-equilibrium value. Therefore, the latter increases further.
(d) Image sequence illustrating that domain walls are only moved forward and back a little bit at higher
frequencies.
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ments with fast electric field pulses. Rather than nucleating domains from single domain
states, the degree of modification of multi-domain states at different frequencies serves as
probe. Hence, this method may explicitly be used also in cases, in which the field strength is
not high enough to reach single domain states. In the present case of MnWO4 the timescale
extracted from the frequency dependence matches the one of the time-domain measurements.
This implies that the switching time is solely determined by domain wall motion and not by
the domain nucleation process.
4.3.5 Fatigue
First measurements on the repeatability of the switching have been performed in [115]. There
it was shown that switching between single domain states remains possible for more than
10 000 cycles. This statement can now be strongly extended based on the results presented
above. As discussed in the context of dynamic switching images (section 4.3.2), the switching
is still possible for more than 100 000 cycles. Moreover, the material even progresses through
the same domain pattern in these cycles. For the overall repeatability, we can impose a much
higher limit. Because of the periodic switching in the dynamic measurements, each sample
was switched many millions of times in the course of the experiments. No sign of degradation
or fatigue could be observed over the whole time.
This is remarkable because polarization fatigue is a certain problem in ferroelectrics [164]
and thus generally extends also to multiferroics. A very drastic example is BiFeO3, which is a
promising split-order-parameter multiferroic because it is multiferroic at room temperature.
Here, fatigue can already set in after 20 switching cycles [165]. However, this strongly depends
on the experimental conditions [166–168].
We will not discuss the details of fatigue here. But as a very general statement, large polariza-
tions seem to be more prone to fatigue [164]. From that point of view, magnetically induced
ferroelectricity has the major advantage that the induced ferroelectric polarization is small,
typically three orders of magnitude below conventional ferroelectrics. It may be much less
susceptible for the mechanisms causing fatigue because all changes in physical quantities
are much smaller. The small polarization corresponds to to small charge displacements and
surface charges.
It is not finally decided if the polarization in MnWO4 is of electronic or ionic nature. The
spin-current mechanism and the inverse Dzyaloshinskii-Moriya mechanism can both explain
the creation of a polarization by a spin spiral (section 1.4). One would expect less fatigue
for an electronic polarization because the atomic positions and thus the crystallographic
structure are not changed at all in a switching process. The lack of fatigue may be one more
hint that the polarization in MnWO4 is electronic. Albeit this hypothesis is also supported by
the observation of a giant SHG efficiency in MnWO4 [82], it has yet to be proven.
In summary, we did not observe any fatigue in magnetoelectric switching. This may be an
indication of the electronic nature of the polarization. The high durability is a key requirement
for applications with many switching cycles such as memory devices.
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4.4 Influence of growth method
A number of experimental observations are attributed to pinning of the domains at defects.
This includes repeatable static and dynamic domain structures (section 4.2 and 4.3.2) as well
as the memory effects (section 4.1.2) and possibly also the asymmetries sometimes observed
in the hysteresis loop and in the switching time [121, 133]. The growth method can have a
significant influence on the number and type of defects. Thus we checked, whether a different
growth method yields samples with different properties.
Samples fabricated using two different growth techniques were used (section 3.1.7). Most
of the measurements above were performed on top seeded melt grown samples. These
results were compared to a MnWO4 crystal, which was grown by the floating zone method.
No significant differences could be found between crystals from these two types of growth
techniques. Domain patterns, look similar, taking into account the thickness dependence
(section 4.1.3). Also the magnetoelectric properties are comparable, including hysteresis loops,
coercive fields, domain patterns and dynamic switching times. Therefore, we refrain from
showing additional data here.
4.5 Discussion of magnetoelectric switching
This section provides a summarizing discussion of the results on magnetoelectric switching in
MnWO4.
4.5.1 Domain patterns
Already in zero-field, the domain pattern shows hallmarks of both the electric and the mag-
netic nature of the domains. In combination with the rigid coupling between the order,
this lead to the denotation of multiferroic domains [38] whose properties can only be fully
understood taking into account both orders.
The same is true for quasi-static magnetoelectric switching. The ferroelectric polarization
enforces domain walls along the polarization direction (y-axis). Deviations from this orien-
tation appear to be costly, so that on x- and z-faces only stripe-like structures are visible.
As a compromise during growth, domain needles are formed as known from ferroelectrics.
Conversely, the domain pattern normal to the polarization (on y-faces) is purely determined
by the magnetic properties of the domain walls. Only minor energetic differences for walls
perpendicular to x and parallel to the easy axis lead to patterns that critically depend on
external conditions.
Albeit the domain structure results from combined influences of the magnetic and electric
order, the overall need to form a multi-domain state is based purely on the ferroelectric nature
of the domains because domain. This manifests in the nucleation of reverse domains in a still
positive field, which is driven by the depolarizing field. Features of both orders become less
pronounced in non-equilibrium states after fast field reversal. First, there is more energy in
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Figure 4.27 – Possible decoupling of the orders in a magnetoelectric switching process. After the reversal of the
electric field the polarization can either directly adapt to the new field direction (a) or it remains aligned with
the magnetic order (b) and switches together with it later on. Which one will occur depends if the energy of
the polarization in the field EP is larger or smaller than the energy of the magnetoelectric interaction HME.
the system because it is not in the ground state. Second, the need to gain domain volume
results in domain walls being pushed forward in all directions.
4.5.2 Rigid magnetoelectric coupling
In equilibrium states, the ferroelectric polarization and the helicity of the spin spiral are
directly coupled via equation (1.6). Though theoretically allowed, we did not observe any
decoupling of the orders in non-equilibrium states of a magnetoelectric switching process.
This can be explained in terms of energy.
Assume for simplicity that the ferroelectric order can adapt arbitrarily fast to any external
condition. When the electric field is reversed, it may either choose to immediately follow the
field (figure 4.27 (a)) or it can remain aligned with the magnetic order and switch jointly with
it later on (figure 4.27 (b)). Since it cannot comply with both, this results in a competition be-
tween the energy of the polarization in the electric field and the energy of the magnetoelectric
interaction. Depending on which one is higher, the polarization will conform to the one or
the other.
Comparing the sizes of the energy terms, the field energy amounts to ≈ 1µeV per unit cell
with the fields used in the experiments, while the Dzyaloshinskii-Moriya interaction results
from spin-orbit coupling which is on the order of meV. According these energies a decoupling
of the orders is not expected in MnWO4, which agrees with the experimental results.
If significantly higher field strengths are available, e.g. in thin films, the decoupling might
be used in future experiments to determine the coupling strength of the magnetoelectric
interaction.
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4.5.3 Timescale
The timescale of the magnetoelectric switching is a crucial, but also surprising result. Intu-
itively the millisecond response time appears to be very slow, when comparing with nanosec-
ond switching times known from primary ferroelectrics and ferromagnets.
The magnetic system in the present case is antiferromagnetic and not ferromagnetic. There-
fore, there are no classical switching times because there is no macroscopic conjugate field
that could be used to manipulate the order. However, experiments using other driving forces,
like exchange bias, spin polarized currents or short laser pulses [65, 66, 169] suggest that the
response time of an antiferromagnet is comparable to that of a ferromagnet. Hence, it is
reasonable to assume that the antiferromagnetic order in MnWO4 can in principle be changed
fast. Experimentally this is supported by the observation of the non-controllable domain
collapse within nanoseconds (figure 4.20).
Now we turn to the ferroelectric part of the system. It is important to know that the nanosec-
ond switching times in ferroelectrics are achieved in thin films with much higher field strength
than used in the above experiments. As shown in section 4.3.2, higher electric fields will
reduce the switching time. For a fair comparison, switching of bulk ferroelectrics at equivalent
field strength has to be taken as reference. In BaTiO3, a classical ferroelectric, the switching
time at 800 kV/m is roughly 1µs [160]. This is still lower than the shortest time we measured
(1 ms), but it is only a factor of 1000 and not a six orders of magnitude difference between
nanoseconds and milliseconds. Thus, part of the slow response results from the comparably
low electric fields used in the experiments. The use of thin films (appendix C) may be a
promising way to speed up the switching process because much higher electric fields can be
applied.
However, the magnetoelectric switching is still three orders of magnitude slower than direct
switching of a conventional ferroelectric. In general, the switching speed results from a com-
petition between forces hindering a change, i.e. pinning, and forces that drive the switching,
i.e. the field field energy. We have observed pinning in various measurement. This includes
repeatable static and dynamic domain structures (section 4.2 and 4.3.2) and the memory
effects (section 4.1.2). All these form constraints for the domain pattern and may limit the
motion of domain walls. Thus, pinning will influence the switching speed. However, as we
will explain in the following, it is not the main reason for the slow switching speed.
The observed fast domain collapse (section 4.3.2) implies that pinning can be overcome effi-
ciently. Here, macroscopically sized domains can vanish within nanoseconds. We have shown
that this holds for both the ferroelectric and magnetic subsystem. Even though the reasons
and details of this process are still unclear, simply the fact that it happens proves that the
domain wall mobilities can be significantly higher than the ones observed in magnetoelectric
switching. Hence, the domains can change fast (within nanoseconds), but in the case of
magnetoelectric switching they react on a timescale of milliseconds, which is six orders of
magnitude slower.
This slowness can be understood when looking at the driving force of the switching: The
applied electric field deforms the free energy potential, so that one polarization direction is
preferred (figure 4.28 (a)). After instantaneously changing the polarity of the field (figure 4.28
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Figure 4.28 – Free energy during a magnetoelectric switching process.
(a) The applied electric field deforms the energy potential. This favors a certain orientation of the polarization
and hence helicity of the spin spiral. The current system state is indicated as the ball.
(b) After field reversal, the ground state changed. The system is above this state by an amount ∆F = 2EP
because the polarization is misaligned in the electric field. This will drive the switching, so that finally the
new ground state is reached.
The low polarization in magnetically induced ferroelectrics results in a small value of ∆F , and consequently
in slow switching.
(b)), the free energy of the system is raised by an amount
∆F = 2EP (4.1)
because the polarization is misaligned with respect to the external field. It is this energy
that drives the switching process. Considering now that the polarization P in magnetically
induced ferroelectrics is typically three orders of magnitude smaller than the polarization in
conventional ferroelectrics, we propose that the main reason for the slow switching is the low
driving energy.
The proposed relation between the switching time and the energy difference ∆F is also backed
by our experimental results from the electric field strength dependence of the switching time.
Instead of changing the polarization, this changes the applied field to vary the size of ∆F . We
have observed that larger fields speed up the process. This can now be understood because
they increase the energy difference ∆F .
More formally, the dependence of the switching speed of ferroelectrics on the polarization
can be derived from Landau theory (section 1.1.1). By applying the Landau-Khalatnikov-
Equation (1.3) to the free energy in applied field (1.2), one finds that the rate of change
of the polarization ∂P
∂t depends non-linearly on the polarization. This implies that larger
polarizations switch faster.
The model proposed above is a strong simplification because it completely leaves out the
microscopic physics of domains. Nevertheless, it illustrates a core issue in magnetoelectric
switching of magnetically-induced ferroelectrics, which is has not been realized up to now:
The coupling between the orders may be rigid, i.e. the equilibrium domain states are one-to-
97
Chapter 4. MnWO4
one correlated. This guarantees that switching has to happen because the material has to go
to the new ground state. However, rigid coupling does not necessarily imply fast switching.
The speed of the switching process depends on the energies involved. Here, the crucial point
is that the complete system is less affected by electric fields, due to low polarizations. This
is especially the case in non-equilibrium switching, in which the field drives the transition.
Based on the above explanations and the fact that all magnetically induced ferroelectrics,
have low polarizations, we propose that comparably slow magnetoelectric switching speed is
a general property of this class of multiferroics.
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Cupric Oxide – CuO
CuO has an exceptional position among spin-spiral multiferroics in that it exhibits a high
ordering temperature of 230 K. The spin spiral is stable at such high temperatures because of
the large magnetic exchange interaction. Both, the high ordering temperature as well as the
strong magnetic exchange, render CuO particularly interesting for magnetoelectric switching.
Since no SHG measurements have been performed on CuO so far, we provide a full char-
acterization of CuO, including a theoretical symmetry analysis of the allowed SHG tensor
components and their experimental verification. After determining the tensor components
coupling to the multiferroic AF2 phase, these components are used to image the domain
structure after zero-field cooling and under applied electric field.
5.1 Symmetry analysis
All possible non-zero SHG tensor components can be derived from a symmetry analysis [112].
The present analysis is limited to a c-cut of CuO which is oriented perpendicular to the laser
beam (k ∥ c) because that is the experimental setup used for all the measurements. SHG
tensors up to the electric quadrupole (equation (2.6)) are considered.
The crystal structure of CuO possesses a space group C 2/c, which corresponds to a point
group 2/m. This is the symmetry of the paramagnetic phase. No electric dipole (ED) tensor
elements are allowed because it contains an inversion center. This restriction does not apply to
magnetic dipole (MD) and electric quadrupole (EQ) tensor components. In the experimental
geometry used (k ∥ c) the following tensor components can be non-zero: χMDbbb , χMDbaa , χMDaab 1
and χEQacaa . Since these signals arise from the crystal structure, they are present in every phase
of CuO.
The onset of spiral magnetic order in the AF2 phase below T2 = 230 K breaks the inversion
symmetry and reduces the point-group to 21′, which allows for ED tensors components. Since
these components can only exist because of the symmetry-lowering ordered state, they will
1Because the SHG tensor is symmetric in the last two indices, it holds χMDaab =χMDaba . For brevity we will leave
out the second one.
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phase symmetry coupling to the polarization crystallographic
paramagnetic 2/m - χMDbbb , χ
MD
baa , χ
MD
aab , χ
EQ
acaa
AF2 (spiral) 2 χEDbbb , χ
ED
baa , χ
ED
aab χ
MD
bbb , χ
MD
baa , χ
MD
aab , χ
EQ
acaa
AF1 (collinear) 2/m - χMDbbb , χ
MD
baa , χ
MD
aab , χ
EQ
acaa
Table 5.1 – List of allowed SHG tensor components for a CuO crystal with light propagating along the c axis.
couple to the order parameter. In the experimental geometry used, χEDbbb , χ
ED
baa and χ
ED
aab are
symmetry allowed.
In the AF1 phase below T1 = 213 K, CuO shows a collinear spin structure, which is inversion
symmetric again (point-group 2/m1′). Thus, only MD tensor components are allowed. Aside
from the contributions coupling to the crystallographic order, there may now be additional
MD signals related to the magnetic order. However, they have the same symmetry as the
crystallographic signals and therefore appear in exactly the same tensor components. The
symmetry allowed tensor components are listed in table 5.1.
5.2 Experimental details
The following data are acquired with a nanosecond laser and a standard transmission setup
(sec. 2.2.1). It turns out that SHG signal amplitudes from CuO are quite low. Some apparently
unpolarized background signal was present, which is likely to be luminescence in the cryostat
windows or the sample itself. A strongly nonlinear, threshold-like behavior of this signal
was observed when changing laser focus position and intensity. By tuning these parameters,
it was not possible to completely suppress the background while maintaining significant
SHG intensity. Therefore, all non-spatially resolved measurements were performed using a
monochromator and a photomultiplier, which filter the background temporally and spectrally.
To remove the remaining background signal, it was numerically determined in the following
way and then subtracted from all measurements. According to the symmetry analysis, CuO
cannot emit any SHG light polarized along b in the paramagnetic phase, no matter if the
incident polarization is along a or b. These geometries would correspond to hypothetical χEDbaa
and χEDbbb components. The complete signal measured in these polarization configurations
can be attributed to the background. A reference background spectrum is obtained by taking
the mean of the signals in the two configurations at a number of photon energies (step size
0.01 eV). It is not advisable to directly subtract this background spectrum from the data
because it would remove the background, but at the same time it would add the error of the
background measurement to the data. Therefore, the background spectrum was smoothed
by a 10 point moving average, which corresponds to an averaging window of of 0.1 eV. This
procedure is valid because the spectrum varies only slowly with SHG energy. The moving
average significantly reduces the noise. As a result, a low-noise background value is available
for every SHG energy and can be subtracted from all the other measurements. Comparing
numbers, the background reaches about 30% of the small χEDbbb signal in the AF2 phase. Spectra
are additionally corrected for the spectral dependence of the OPO intensity, which is measured
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at a reflection from a glass plate in the fundamental beam path using a pyroelectric detector.
For the visual presentation of spectra and temperature dependencies a weak 3 point moving
average was applied to reduce noise and make trends in the data more clear.
For SHG images, a nitrogen cooled CCD camera was used. Due to the low overall intensity,
long exposure times of up to two hours are necessary. Therefore, on top of the usual shielding
a second box around the complete experiment was used to further reduce ambient stray light.
All temperature values were corrected for laser heating effects as described in appendix A.1.
5.3 Characterization by SHG
5.3.1 SHG spectra
First, we identify the non-zero SHG tensor components and their spectral dependence. Com-
paring SHG spectra in all phases allows to determine the SHG contributions coupling to the
multiferroic AF2 phase.
SHG spectra of all possible tensor components were obtained in a range between 1.5 and
3.1 eV in the paramagnetic phase (248 K), AF2 phase (218 K) and AF1 phase (203 K). The
spectra show broad features between 2.2 and 2.6 eV (figure 5.1). This indicates a band gap of
approximately 1.2 eV2. At SHG energies larger than twice the band gap, the excitation by the
first incident photon is already resonant, resulting in a large enhancement of the SHG yield
[171]. We ascribe the fine structure of the peaks to d–d-excitations of the Cu2+ ion. The Cu2+
ion in CuO is surrounded by four O2− ions, forming approximately square plates with Cu2+ in
the center. The oxygen ligand field splits the d 9 levels of Cu2+ and gives rise to a number of
transitions to d 10 with energies between 1.6 and 3 eV [172–174]. If 2ω matches one of these
transitions, the probability for the SHG process rises.
The tensor components χMDbaa and χ
MD
bbb are non-zero in any phase (figure 5.1 (a, b)). They
exhibit exactly the same spectral behavior in the paramagnetic and AF2 phases. This reflects
their crystallographic origin. A slight increase in these components can be seen in the AF1
phase around 2.5 eV. It may be explained by an additional order-related MD signal on top
of the crystallographic background. This could be verified experimentally by a temperature
measurement. However, we refrain from further analysis because we are primarily interested
in the multiferroic AF2 phase.
The symmetry analysis predicts a third crystallographic tensor component χMDaab . It cannot
be measured independently because the ab configuration in the last two indices requires
one photon to be polarized along a and a second photon to be polarized along b. This
can is achieved experimentally by setting the incident light polarization at an angle of 45°
between the a and b axis. However, such a configuration also excites SHG tensors with aa
and bb as the last two indices. The existence of χMDaab is verified by a measurement, in which
the analyzer is fixed and the polarizer is rotated (figure 5.1 (e)). Maximum SHG intensity is
2The values for the band gap strongly vary in the literature [170].
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obtained at 45° between a and b, which confirms that this component arises from mixed a-
and b-polarizations in the incident light.
SHG from χEDbaa and χ
ED
bbb is only present in the AF2 phase (figure 5.1 (c, d)) because it requires
a broken inversion symmetry. The small paramagnetic signals observed in χEDbaa and χ
ED
bbb in
the paramagnetic and AF1 phases are background signals of χMDbaa and χ
MD
bbb due to limited
efficiency of the polarization optics3. A pronounced signal from the multiferroic order arises
in χEDbaa around 2.4 eV. In addition, a small signal appears in the χ
ED
bbb component. The small
amplitude makes it hard to recognize, but temperature dependent measurements will finally
confirm its coupling to the multiferroic state (section 5.3.2).
The symmetry analysis also predicts an order-related signal for χEDaab . Like in the case of
χMDaab this cannot be measured background free. However, in this case one of the background
signals is the large crystallographic χMDbaa . Assuming that the intensity for χ
ED
aab is compara-
ble to the other order-related signals, it will be screened completely by the much stronger
crystallographic signal.
The ED-tensor components are equal or smaller than the MD-tensor components. This is
uncommon because the MD-transition is a higher order process, which usually results in
reduced intensity. It may be explained by the coupling of the ED-tensors to the ferroelectric
polarization. Applying equation (2.8) to the present case, we see that the size of the tensor
component scales with the polarization. Since the polarization is magnetically induced, it
is small compared to conventional ferroelectrics and consequently also the resultant SHG
intensity is limited.
In summary, the experimentally observed SHG tensor components agree with our theoretical
symmetry analysis. The strongest signal coupling to the AF2 phase is χEDbaa at 2.4 eV, which
will be used for most further measurements.
5.3.2 Order parameter scaling
Temperature dependent SHG measurements uniquely verify if a SHG tensor component is
order-related or of crystallographic origin. Furthermore, the coupling to the order parameter
allows to determine the order parameter scaling.
Figure 5.2 shows temperature dependent SHG measurements of the non-zero tensor compo-
nents of CuO determined from the spectra. The MD tensors χMDbaa and χ
MD
bbb exhibit a constant
intensity throughout the whole temperature range. This verifies their crystallographic origin,
as it is predicted from the symmetry analysis.
In contrast, the order-related ED tensors χEDbaa and χ
ED
bbb are only present in the AF2 phase.
3χMDbaa has the same polarization as a hypothetical χ
ED
aaa component for the case k ∥ c due to the rotation in
equation (2.6). The only difference in the measurements of this component and χEDbaa is a 90°-rotated analyzer.
The observed background in χEDbaa is approximately a factor 100 weaker than χ
MD
baa , which is a typical extinction
value for the analyzer. Furthermore, the χMDbaa-background hypothesis is supported by the similar spectral
dependence of the signals. A similar argument holds for χEDbbb .
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Figure 5.1 – SHG spectra in all phases of CuO. The spectra were taken in the paramagnetic phase (248 K), the
AF2 phase (218 K) and the AF1 phase (203 K).
(a), (b), (e) In agreement with the symmetry analysis, the tensor components χMDbaa and χ
MD
bbb , χ
MD
aab are
temperature independent, and thus are of crystallographic origin.
(c), (d) The ED-tensors χEDbaa and χ
ED
bbb are non-zero only in the AF2 phase, which reflects their coupling to
the multiferroic order.
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Figure 5.2 – Temperature depen-
dencies of SHG signals in CuO
at 2.4 eV. The tensor elements
χMDbaa and χ
MD
bbb only show a very
weak temperature dependence
because the stem from the crys-
tallographic structure. Contrary
χEDbaa and χ
ED
bbb are sensitive to
the multiferroic order in the AF2
phase.
The blue line overlaid to χEDbaa
displays the scaling of P2 which
was obtained from pyrocurrent
measurements.
When entering the AF2 phase, they continuously rise and quickly fall off at the transition to
the AF3 phase. Within experimental errors both signals exhibit the same temperature scaling.
The blue line overlaid to χEDbaa represents the temperature dependence of the square of the
ferroelectric polarization, which was obtained from pyrocurrent measurements [46]. The
perfect agreement between the SHG intensity and |P |2 proves the linear coupling between
the susceptibility and the polarization:
χED ∝P (5.1)
We find, that the polarization can be described phenomenologically by
P∝ (TC −T )β with β= 0.71±0.01 , (5.2)
where β was determined as a free fitting parameter. This non-rational value is particularly
noteworthy. It neither complies with the pseudo-proper value (β= 12 ) of MnWO4 and other
spin-spiral multiferroics [91, 92, 126, 175], nor does it match a standard improper behavior
(β= 1). In this context we emphasize that the SHG measurement yields the same scaling law
as the pyroelectric measurement. While pyroelectric measurements are prone to artifacts
because of the need to apply electrodes and because of leakage currents, SHG is a non-invasive
technique. As a consequence, the unusual value of β = 0.71 is the real critical exponent of
the polarization and cannot be explained by experimental artifacts. It may result from the
fact that the polarization arises from the coupling of the two magnetic order parameters
(equation (3.4)) and could even indicate the successive onset of these order parameters as
proposed form ultrasonic measurements [122]. However, this is speculative at the moment.
Further theoretical analysis is required to finally clarify this issue.
At T1 the order-related signals drops back to zero. The SHG measurements exhibit a larger
transition region than the pyrocurrent data. We we will briefly discuss possible explanations.
On the background of the heating by the laser (section A.1), an inhomogeneous temperature
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Figure 5.3 – (a) SHG image of the
tensor component χEDbaa at 2.4 eV
and 219 K. The domains are on
the size of ≈ 10 µm, which
is significantly smaller than in
other magnetically induced fer-
roelectrics and conventional fer-
roelectrics. Furthermore, the do-
mains do not possess a preferen-
tial orientation along the polar-
ization axis.
(b) Linear optical transmission
image at 1000 nm (=̂ 1.24 eV).
The dark lines also found in the
SHG image are surface defects
and not related to the domain
pattern.
profile across the sample might be considered. However, this is not supported by SHG images
(not shown), which indicate that the signal intensity decreases homogeneously across the
sample. An alternative explanation for the gradual decrease is phase coexistence on a micro-
scopic level at this first order transition. This would be consistent with the observation of
remaining ordered nanoregions in the AF1 phase [176]. However, the reason for the difference
between SHG and pyroelectric measurements remains to be investigated further. Note that the
measurements have been performed on different samples. Performing both measurements
on the same sample would clarify if this difference is sample dependent or originates in the
measurement method.
5.4 Domains
SHG images of the AF2 phase at 219 K were acquired using χEDbaa at 2.4 eV (figure 5.3 (a)). They
reveal an inhomogeneous intensity distribution with regions in the order of 10-20 µm.
In this image, we did not apply any external or internal reference signal to generate domain
contrast. Therefore, domains will be equally bright independent of the orientation of the order
parameter. Each bright region corresponds to one domain. The dark areas in between stem
from interference of the SHG at domain walls (section 2.1.3).
The straight dark lines running through the image are not related to the multiferroic order.
Instead, they are scratches on the sample surface, which scatter the light, as can seen in the
comparison with a linear transmission image (figure 5.3 (b)).
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The domain size of approximately 10 µm is one order of magnitude smaller than in MnWO4
(section 4.1.3) and other multiferroics [175]. The reason for this is unclear because there is no
theoretical model for the formation of multiferroics domains. One may speculate that it is
related to the width of the domain walls, as in the case of ferroelectrics [154], however, further
theoretical and experimental work is required.
It is not possible to extract details of the domain shape because of the small size of the do-
mains and the limited optical resolution of the experimental setup (≈ 10µm). Nevertheless,
we can conclude that the domain extension along a and b is approximately equal. No pref-
erential elongation or even stripe formation along the polarization direction b is observed,
which stands in contrast to MnWO4 and conventional ferroelectrics. This indicates that the
ferroelectric domain wall energy does not play a dominant role in the formation of domains
in CuO. Compared to conventional ferroelectrics we may explain this by the small value of the
polarization. However, the polarization is approximately equally large in MnWO4, where it
primarily determines the domain pattern (figure 4.2 and figure 4.12). Only on the y-face of
MnWO4 the magnetic properties determine the domain structure because the polarization
is perpendicular to it and thus cannot define a preferred direction. Because the magnetic
exchange interaction is much stronger in CuO compared to MnWO4, it is conceivable that the
magnetic wall energies outweigh the electric wall energies and thus determine the complete
domain structure. Since the detailed structure of spin spiral domains is not known, we cannot
verify this in an exact calculation. As an order-of-magnitude estimate, typical conventional
ferroelectric wall energies are on the order of 100 µJ/m2 while ferromagnetic walls cost only
a few µJ/m2 [70]. Because of the lower polarization in magnetically induced ferroelectrics
magnetic and ferroelectric domain wall energies may be comparable in size in these materials.
The particularly strong exchange interaction in CuO may then lead to a dominance of the
magnetic system in the domain pattern.
5.5 Static magnetoelectric effects
Static magnetoelectric switching experiments analogous to the ones in MnWO4 (section 4.2)
have been performed in CuO using χEDbaa at 2.4 eV. Electric fields up to 1000 kV/m were applied
along the polarization axis b to switch the ferroelectric polarization and simultaneously the
helicity of the spin spiral. A slight rotation of the analyzer away from the b axis mixes in the
crystallographic χMDbaa signal, which is used as constant reference to generate domain contrast.
Domain images were taken using a femtosecond-laser instead of a nanosecond-laser to
increase the SHG yield. Nevertheless, the signal intensity close to the phase transition was
too low, so that the experiment had to be performed at 218 K. After applying poling fields
of ±1000 kV/m SHG images of the sample were taken. Since only minor changes are visible
between these images it is difficult to see the effect when directly comparing the images. To
illustrate the influence of the electric field, we show a difference image instead (figure 5.4).
By subtracting one image from the other, regions that do not respond to the electric field
have zero SHG intensity difference. In contrast, if a domain switches, the interference with
the crystallographic reference signal changes from destructive to constructive, or vice versa,
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Figure 5.4 – Magnetoelectric switch-
ing in CuO. Shown is a SHG dif-
ference image, which was gen-
erated by subtracting two SHG
images after applying poling
fields of ±1000 kV/m, respec-
tively. The images were obtained
at a temperature of 218 K us-
ing χEDbaa at 2.4 eV. Zero differ-
ence (blue) indicates no switch-
ing, while a SHG difference
between the images indicates
switching. Because the magneto-
electric switching is only partial,
the coercive field is on the order
of & 1000 kV/m.
depending on the domain orientation and the phase of the reference SHG wave. This results
in a changed SHG intensity.
Obviously only a minor part of the sample switches. This implies that the coercive field is on
the order of the applied field of ±1000 kV/m, but still a bit higher than this value. Incomplete
magnetoelectric switching in CuO has been recently inferred also from reduced flipping ratios
in polarized neutron experiments [149], albeit they report a lower coercive field of about
150 kV/m at 218 K.
Furthermore, the switching is distributed inhomogeneously across the sample. There seems
to be no switching at all outside a nearly circular central region. This could be related to
thermal heating by the laser. In contrast to the flat-top profile of the nanosecond laser, the
femtosecond laser has a Gaussian beam shape. Therefore, light intensity and thus heating is
most prominent at the center of the beam. The increased sample temperature will lower the
coercive field, facilitating the switching in the central region.
Apart from this thermal effect, the switched regions are very localized. Even when two switched
areas are close together, there is no tendency to coalesce. This and the overall small size of
the switched areas point to a strong suppression of domain wall motion.
5.6 Summary
We provide the first characterization of CuO in terms of SHG. This includes a theoretical
symmetry analysis as well as the experimental determination of the SHG tensor components,
including their spectral positions and their coupling to the multiferroic AF2 phase. The latter is
used to obtain domain images of the multiferroic ferroelectric-polarization/spin-spiral-helicity
domains. The domain structure significantly differs from that of other spin-spiral multiferroics
and of other ferroelectrics. The domains are smaller than in MnWO4 and seem not to be
determined by the ferroelectric wall energies. This may result from the extraordinarily strong
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magnetic exchange interaction in CuO. Partial magnetoelectric switching shows that the
coercive field is & 1000 kV/m and domain wall motion appears to be strongly suppressed.
The experiments prove that the multiferroic order in CuO can be investigated using SHG.
The characterization given above forms the basis for possible further experiments. Using
a setup with optimized spatial resolution, the shape of the domains and the alignment of
domain walls could determined. Furthermore the aspect of switching should be investigated
further. On the background that other experiments report significantly lower coercive fields,
comparing experiments on another CuO sample would be recommended to exclude strong
pinning by growth-related defects. Moreover, it is possible to increase the field strength used,
which was was limited by the maximum voltage of the HV source in the present experiment.
In contrast to the low temperature measurements on MnWO4 the 1000 kV/m breakthrough
limit of helium does not hold because liquid nitrogen is sufficient for cooling CuO to the AF2
phase. Therefore, higher electric fields are possible. Once this has been established all the
dynamic measurement methods that have been developed in this work and exemplified on
MnWO4 can be readily applied to CuO.
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Spin-spiral multiferroics provide an intrinsically strong coupling mechanism between fer-
roelectric and magnetic order. As such, they are promising candidates for large and robust
magnetoelectric effects. This work investigates the static and dynamic aspects of the magne-
toelectric effect in spin-spiral multiferroics. Special attention is paid to the domain patterns
in equilibrium and non-equilibrium states and on the timescale of the switching process.
While the domain patterns in zero-field cooled MnWO4 are more bubble-like, the domains
form plates in quasi-static magnetoelectric switching. This can be explained in terms of
the different conditions for domain nucleation in the two processes. In the case of quasi-
static magnetoelectric switching, the ferroelectric depolarizing field drives the nucleation
of the reverse domains. Nevertheless the domain pattern results from a combined action
of the electric and magnetic system. By reconstructing the 3-dimensional evolution of the
domains, we find that both orders have to be taken into account to explain the actual patterns
throughout the switching process. This reflects the inherently multiferroic nature of the
domains.
For the first time in any multiferroic we observed the dynamic domain patterns in a fast
magnetoelectric switching process. These differ significantly from the quasi-static patterns.
The latter are close to the energetic ground state and thus align along preferred directions.
In contrast, more bubble-like shapes and rounded corners are hallmarks of the strong non-
equilibrium character in the case of dynamic switching.
While rigidly coupled in equilibrium, a decoupling between ferroelectric and magnetic order is
in principle possible in the non-equilibrium states of a magnetoelectric switching process. No
such decoupling has been observed, which can be explained in terms of the energies involved.
Addressing the question of the speed of magnetoelectric switching, we provide the first mea-
surements of the switching time of such a process. It lies in the millisecond range and depends
on the strength of the applied electric field and particularly strong on the temperature. The
latter hints at thermal processes playing a role in the domain wall movement.
Compared to classical ferroelectrics, the switching time is approximately three orders of
magnitude slower, when using equivalent conditions. In general, the switching time results
from a competition between pinning, which slows down the process, and the field energy,
which drives the transition. While we reported several indications for pinning in MnWO4, high
domain wall mobilities observed in spontaneous domain collapse hint that pinning is not the
main cause of the slow switching.
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Based on our results and a simple energy model, we postulate that the small value of the fer-
roelectric polarization hampers a fast magnetoelectric switching. Since the small polarization
is a general feature of magnetically-induced ferroelectrics this implies that magnetoelectric
switching is slow in all materials of this class. Given the fundamental character of this claim
and the importance of the switching time for possible applications, this needs further inves-
tigation from theory and from experiment. A systematic measurement of switching times
on different spin-spiral multiferroics is required to verify the general nature of this influence.
CaMn7O12 would of particular importance in this context because it exhibits an exceptionally
large polarization [177, 178]. Furthermore it is necessary to develop a theory of magneto-
electric switching, by adapting ferroelectric switching theories and taking into account the
coupled magnetic system.
Disregarding the switching times, we have proven that magnetoelectric switching in spin-
spiral multiferroics is fatigue-free. This renders them good candidates in applications that rely
on a high durability.
The setups and methods developed during this work allow for an easy measurement of
magnetoelectric switching. Processes from the nanosecond scale up to hours can be measured.
Simultaneously, spatial resolution allows to image domain structures in static and dynamic
situations. In combination with the control and analysis software developed as part of this
work, they form a ready-to-use general-purpose tool set for magnetoelectric measurements
on any multiferroics.
Essentially, all sub-fields of multiferroics need to take the step from static equilibrium con-
ditions to dynamics. All types of multiferroics should be reinvestigated for their dynamic
properties because switching speed is a crucial factor in many applications. Among spin-
spirals multiferroics, those containing conical spin spirals deserve special attention because
they possess a macroscopic magnetization. Alternatively the exchange bias effect could be
used to mediate between the mostly antiferromagnetic multiferroics and ferromagnetic mate-
rials. Here, in particular, the dynamics of the combined magnetoelectric and exchange bias
coupling needs to be investigated.
Other non-spin-spiral multiferroics should be considered as well. They may not possess a
coupling in the bulk. However, it can be sufficient to have a clamping of ferroelectric and
magnetic domain walls.
Boosted by improvements of deposition techniques, there is a general trend towards thin
films. Their properties can be tailored much stronger, e.g. by varying the thickness or by
straining. Furthermore, likely all possible applications will be based on thin films and not
bulk materials. From the point of magnetoelectric dynamics thin films are also promising. It
is possible to generate much higher fields here. As we have shown this will increase switching
speed. Furthermore, one needs only low voltages on the order of one volt.
Heterostructures can be seen as a generalization of thin films in that they are layered structures.
The interface between the layers can introduce new physics, not present in either single layer.
For the case of magnetoelectric switching, this means that one is not limited to multiferroics
anymore. It can be sufficient to bring a ferroelectric and a magnetic constituent together to
couple them via the interface [179]. This greatly increases the number of available materials
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for magnetoelectric switching. The magnetoelectric coupling in these composite ferroelectric
and magnetic materials is realized via the strain at the interface of the two compounds [180,
181]. Introducing this third ferroic order into the magnetoelectric switching process may
significantly influence the dynamics of the process because then there are three coupled
systems involved.
Another interesting topic are multiferroic nanostructures [182]. Generally new physics emerges,
when the dimensionality of a system is restricted. In particular, new effects can be expected,
when reducing the extension of a multiferroic below the typical domain width. In such a case,
domain wall motion would not play a role and the magnetoelectric switching process would
be purely determined by nucleation. This may be a route for faster magnetoelectric switching.
The field of dynamic properties of magnetoelectric switching is still in its infancy. Given the
importance for possible applications, a substantial increase in interest can be anticipated.
Our experimental results and the developed methods indicate directions for further research
and simultaneously provide a powerful tool-set for the experimental measurement.
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Supplementary measurements
In this section we summarize important supplementary measurements in the context of SHG
experiments on MnWO4. This information is not required to understand the main results on
magnetoelectric switching in MnWO4 presented in this work. However, it contains valuable
information and background knowledge required to correctly perform these measurements
and interpret their results.
If the measurements are temperature sensitive, it is important to know the correct sample
temperature. Due to limited thermal coupling the temperature sensor reading and the actual
sample temperature are usually different. Section A.1 describes the relation and provides a
correction method to obtain the actual sample temperature. In section A.2 we give details on
the SHG signals used to generate domain contrast. Finally section A.3 discusses a temperature
dependent spectral shift of the SHG in MnWO4. This influences the measured SHG intensities
and has to be accounted for if physical properties of the sample, like the magnitude of the
order parameter or the domain population are derived from SHG intensities at different
temperatures.
A.1 Temperature dependence
It is not possible to directly obtain the sample temperature in the cryostat. The only tempera-
ture information available is the one from the sample temperature sensor, which is located
on the sample holder close to the sample. Here close still means that the sensor is a few
millimeters up to a centimeter away due to the design of the sample holders. Particularly in
the case of electric field sample holders the thermal coupling between sample and sensor is
limited because of the necessary electrical insulation. Consequently the temperatures of the
sensor and the sample may differ.
When measuring the temperature dependence of some order-parameter related SHG signal,
we notice two things: First, the transition temperature appears to be lower than reported in the
literature. And second, the measured ordering temperature depends on the sweep direction of
the temperature scan. Both effects arise from a limited thermal coupling between sample and
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sensor. The temperature measured with the sensor is always lower than the actual sample
temperature. The reason is that part of the laser beam is absorbed by the sample. Hence, it
is warmer than its environment, which the sensor measures. The actual difference mainly
depends on the heating and the thermal coupling. The absorbed laser power determines
the heating. Here relevant parameters are the absorption coefficient, which is material and
laser wavelength dependent, and the incident laser power. The helium gas used for cooling
appears to play an important role in the thermal coupling because it is observed that the
temperature difference between sample and sensor depends on the helium flow. In terms of
experimental parameters this corresponds to the opening width of the needle valve as well
as the remaining level of liquid helium in the reservoir. The latter influences the helium flow
because its weight determines the pressure on the helium in the capillary form the reservoir
to the sample chamber.
For temperature sensitive measurements, it is essential to know the correct sample tem-
perature. Therefore, one has to understand and quantify the relation between the sample
temperature and the sensor reading. In the context of this relation, as a rule of thumb, we
can regard a measured quantity temperature sensitive if a temperature change of 1 K leads
to a sizable change of the quantity. The dependence on temperature may be explicitly SHG
related (e.g. because the intensity of some order-parameter-related SHG signal scales with
the temperature) or material related (e.g. because the switching time or the coercive field are
not temperature-independent). Both are examples in which precise knowledge of the sample
temperature is essential for a correct interpretation of the data.
How can one find the relation between sample temperature and sensor temperature ex-
perimentally? In general, we cannot determine the sample temperature. However, phase
transitions can be seen in temperature scans of order-related SHG signals. At the time of
a phase transition the sample has the critical temperature. Its value can be obtained from
non-optical measurement techniques that do not suffer form the heating effect. Simple exam-
ples are susceptibility, heat capacity, thermal expansion, or pyrocurrent measurements, and
values can often be found in the literature. Thus, we know both the temperature of the sample
and the sensor reading at the phase transitions. This allows to calculate an offset correction
for the the sensor data. It is important to remember that all the aforementioned parameters
(i.e. material, laser wavelength and intensity, helium flow and helium level) will influence
this offset. Summarizing this section, the offset between the actual sample temperature and
the sensor reading in thermal equilibrium can be determined using a phase transition as
reference point. To give numbers, this offset can be up to 5 K in MnWO4 figure A.1 (a).
Additional differences can appear in temperature scans. Here, the assumption of thermal
equilibrium does not hold any more, except for very low cooling rates. To estimate the size
of the equilibration time, the following experiment was performed. MnWO4 was cooled to a
temperature slightly above T1 = 12.7 K. The laser was operated at 2.226 eV (SHG) measuring
the χEDx ′z ′z ′ component associated with the magnetic order. Then an additional filter NG11/1
was introduced in front of the sample. By that, the laser intensity and thus the heating
effect was reduced by approximately 50%. Therefore, the sample got cooler and entered
the AF1 phase. This can be seen as a sudden drop of the SHG intensity (figure A.1 (b)),
which is a consequence of the phase transition to the collinear spin state in AF1. Within the
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Figure A.1 – Effects that influence the relation between sample temperature and the temperature reading of the
sensor.
(a) Heating the sample by the laser causes a constant offset. The actual phase transition temperature is 12.7 K.
With 2 mm NG11 filter the sensor reading at time of the phase transition is 10.1 K, which corresponds to a
difference of 2.6 K between sample and sensor. Removing the filters increases the laser intensity by a factor
of four. At the same time, the difference between sample and sensor is increased to 4.7 K. The steeper rise of
the SHG in the latter case results from the four times higher laser intensity, which yields a 16 times stronger
SHG signal.
(b) Time constant of thermal coupling between sample and sample temperature sensor. After insertion of a
filter, the sample is less heated and crosses the phase transition from AF2 to AF1. The immediate drop of the
signal confirms that the sample directly accommodates to the new environmental conditions. However, due
to the limited thermal coupling between sample and sensor, the temperature reading changes over a time of
four minutes.
(c) Dynamic drag of the temperature sensor. At a moderate cooling/heating rate of 0.4 K/min the difference
between the two scan directions amounts only to 0.3 K, which is negligible in many cases.
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measurement resolution (2.5s per data point in that measurement) the sample temperature
immediately changes. This is an important piece of information: The sample equilibrates on
a timescale faster than the usual acquisition time per data point in experiments using the
nanosecond laser. Consequently, we do not have to wait for the sample to equilibrate after
changing some measurement parameters. Now the sample radiates less heat, and therefore,
the environment and eventually the sample temperature sensor will get cooler. It turns out
that this equilibration timescale is 4 minutes (see figure A.1 (b)). If one would like to have
a temperature scan with sample and sensor in thermal equilibrium, the sweep rate should
this be much smaller than 1K4min . Using such low sweep rates is not desirable because the
measurements would take much time. It is nevertheless viable to use higher cooling rates.
However, in that case one has to keep in mind that the temperature difference between
sample and sensor will be modified due to the non-equilibrium conditions. The modification
reverses sign depending on the temperature sweep direction. In measurements this is seen as
a gap between the transition temperatures in a cooling and a heating cycle figure A.1. The
equilibrium temperature will lie in between. While in MnWO4 this non-equilibrium shift is
small (≈ 0.5 K), in CuO the gap was found to be more than 10 K, depending on sample holder
and experimental parameters.
In most cases, both the equilibrium and the non-equilibrium offsets do not depend on
temperature. If possible, this should be verified, by measuring across two phase transitions,
and check that the temperature shifts of both transition temperatures are equally large. This is
most easily checked by comparing the measured width of the phase with the literature value.
If they coincide, both transition temperatures are shifted by the same amount.
In summary, there is a temperature difference between the sample and the sample tempera-
ture sensor resulting from heating by the laser and limited thermal coupling. It consists of
two contributions, an equilibrium difference and a non-equilibrium addend, which occurs in
temperature sweeps and depends on sweep direction and speed. Both contributions are tem-
perature independent. Thus, they can be accounted for by a constant shift of the temperature
sensor reading. As discussed their size depends on a number of experimental parameters. If
accurate temperature knowledge is necessary for the measurements, the following calibration
procedure is proposed to calibrate the temperature reading. It should be performed before
starting a set of measurements (i.e. once a day) or after significantly changing the experimen-
tal parameters mentioned above (e.g. strongly changing helium flow or refilling helium in
the cryostat). At least one relatively slow temperature sweep (≤ 0.5K min−1) across a known
phase transition should be performed. The change of SHG intensity at the phase transition
allows to determine the time of the phase transition. Then the difference between the sample
temperature and the sensor reading is ∆T = TN−Tmeas.. This offset is correct for the tempera-
ture sweep itself. However, it is only an approximation for the offset when the temperature is
held constant, e.g. in magnetoelectric switching experiments, because the value is modified
due to the non-equilibrium condition of the temperature sweep. If more accuracy is needed,
temperature sweeps in both directions should be performed. Using ∆T = TN−
T ↑N ,meas.+T ↓N ,meas.
2
then cancels out the offsets arising from the non-equilibrium conditions. The above correction
method was applied to all data presented in this work, most of the time the simplified version
was used to speed up the calibration process.
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Figure A.2 – (a) Birefringence changes the spectral position of the SHG peak of χEDx′z ′z ′ in MnWO4 when rotating
the sample.
(b) Dependence of peak position on the rotation angle.
(c) Dependence of peak intensity on the rotation angle.
A.2 Signals for the generation of domain contrast
We use interference between order-related and non-order-related SHG signals to generate
a contrast between different orientations of the order parameter (section 2.1.3). This sec-
tions explains the used SHG components and experimental details in the context of contrast
generation.
In MnWO4, we use an internal crystallographic SHG signal as an order parameter independent
reference. It can be admixed by rotation of the sample around the x-axis [115]. Here, we
present data from a y-cut. At normal incidence, it only generates a signal χEDx ′z ′z ′ related to
the magnetic order. The rotation admixes other components, as well be explained in the
following.
Figure A.2 (a) shows a set of SHG spectra measured in a polarizer/analyzer configuration
for χEDx ′z ′z ′ taken at various rotation angles around the x axis. The spectral peak of the SHG
slightly changes with rotation. Because the change is more than two times the FWHM of
the peak, the laser photon energy has to be adapted to the rotation angle. After rotation,
a spectrum should be measured and the energy at the peak position should be used for
the following measurements. Otherwise one would measure at very low intensities. This
angular dependence of the SHG energy is likely related to the birefringence of the crystal. A
much more pronounced angular shift is observed in χEDy xx , also stemming from birefringence
[115]. The stronger shift in the latter case is a result of phase matching in that component.
Phase matching is very sensitive to the refractive index, which depends on the direction
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due to birefringence. The shift observed here is likely to be of the same cause. But because
fundamental and SHG are not phase matched in χEDx ′z ′z ′ , the magnitude of the shift is much
smaller. For performing the experiments presented in this work, it is just important to know
that this shift effect exists and that the laser energy should be adapted after sample rotation.
Therefore, we refrain from giving details on the physics of birefringence or phase matching
and refer to the aforementioned work [115] and standard literature on nonlinear optics [119].
When comparing the peak positions in the paramagnetic and the AF2 phase, we see that
there is an additional angular-independent offset between those two (figure A.2 (b)). This
temperature dependent spectral shift will be discussed in section A.3. In the context of domain
contrast we are primarily interested the signal intensities because they relate to the order
parameter. But because of the shifts, one has to compare not the SHG intensity at a fixed
energy but at the peak positions. Figure A.2 (c) plots these intensities in dependence of the
rotation of the sample around the x axis. In the paramagnetic phase only the crystallographic
signal is present. As expected from symmetry it is zero at normal incidence(0°) in a y-cut.
By rotation projections of other tensor components start to appear. The intensity follows a
sin2(α)cos2(α) dependence. This is consistent with a signal from the allowed crystallographic
tensor χEDx y z (or any permutation of the indices) in the measurement geometry used
1. Inside
the AF2 phase this signal is superimposed with the χEDx ′z ′z ′ component related to the magnetic
order. At normal incidence only this order-related component contributes (see finite value
for α= 0° in the AF2 in comparison with zero value in the paramagnetic phase). For other
angles, both contributions interfere. A pure χEDx ′z ′z ′ signal would scale like cos
6α. However,
the interference term scales like sin(α)cos4(α), which gives rise to the asymmetry in the AF2
phase with respect to the rotation angle.
Ideally one would like to have both interfering signals equally large because that results in
complete constructive or destructive interference, which yields maximum domain contrast.
This corresponds to −6° or 12° for the data shown. In practice it is sufficient to rotate the
sample, while acquiring low resolution domain images (e.g. using 4×4 or 8×8 binning) until
a reasonably good domain contrast is achieved. However, one should keep in mind that the
optimal value will change with temperature because the order parameter amplitude and its
related SHG intensity will scale with the temperature, while the background signal remains
constant.
A.3 Spectral shifts
In the previous section, we discussed spectral shifts due to the sample rotation, which are
related to the birefringence of the crystal. Additionally, the peak position depends on the
temperature in the AF2 phase. Figure A.3 (a) shows spectra at different sample temperatures
1To obtain the angular dependence of a SHG signal when rotating the sample, the electric field of the incident
and emitted light wave have to be transformed from the laboratory coordinate system to the rotated crystal
coordinate system. For the present case of a rotation around x this results in Ex (ω)= E ′x (ω), Ey (ω)= E ′y (ω)sinα
and Ez (ω)= E ′z (ω)cosα. Because the intensity is proportional to the square of the amplitude, a sin2(α)cos2(α)
dependence indicates SHG from a tensor component with one x, one y and one z index.
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Figure A.3 – Spectral shift of the SHG signal χEDx′z ′z ′ in the AF2 phase of MnWO4 depending on temperature.
(a) Spectra at various temperatures.
(b) Temperature dependence of the SHG peak intensity extracted from the spectra in (a).
(c) Temperature dependence of the peak position extracted from the spectra in (a).
Lines are guides to the eye.
for a slightly rotated geometry introduced in the previous section. They are temperature-
independent in the paramagnetic phase because the SHG is purely of crystallographic origin.
Most noticeably, the intensity linearly rises in the AF2 phase (figure A.3 (b)). This is a result of
the onset of the magnetic order. The additional tensor component χEDx ′z ′z ′ and the associated
magnetic order parameter scale with like (T2−T ) 12 , and therefore the intensity rises linearly.
At the same time, the peak position shifts (figure A.3 (c)). This might be caused by a slight
modification of the energy levels in the material due to the magnetic order (or the related
electric order). Furthermore the interference between the two SHG contributions can shift the
peak position. The peak width remains almost constant, with just a tiny decrease in the AF2
phase.
This shift has to be taken into account if one wants to determine the magnitude of the
order parameter from the SHG intensity. In that case one has to separate changes in SHG
intensity stemming directly from a changed order parameter from those resulting just form
the spectral shift. Usually one measures at fixed photon energy. For example, if one starts at
the peak position 2.206 eV (SHG) in the paramagnetic phase and cools down, one will only
measure at the slope of the peak in the AF2 phase. It appears that the measured SHG intensity
decreases, even though the order parameter and thus the intensity at the peak increase. Using
interference for domain contrast adds even more complexity. This is particularly important to
understand the SHG intensity curves of field-cooled measurements in MnWO4.
In the following we show field cooling measurements at different SHG energies (Figure A.4)
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and provide a simple model that can correctly describe the observed intensities. This is
important to be able to disentangle shift-related intensity changes from order-related in-
tensity changes. Each measurement was performed in positive field and in negative field
(E =±800kV m−1). This induces single domain states of opposite helicity of the spin spiral, i.e.
the order parameter differs in sign. By interference with the crystallographic background this
generates the contrast. Small changes of the photon energy drastically change the temperature
dependence of the SHG intensity. This is a combined effect of the interference required for the
contrast and the shift of the peak. All data sets can be described by a relatively simple model.
The signal is created by interference of the crystallographic signal A and the temperature and
order parameter dependent χEDx ′z ′z ′ component. For simplicity, the phase between the signals is
neglected. We assume a Gaussian spectral profile with a width of w = 0.0055eV extracted from
the spectra and a temperature-dependent peak position E0(T ). From the data in Figure A.3 (c)
we extract a linear scaling of the peak position E0(T ) in the AF2 phase and a constant value
above. The resulting intensity reads
I (ESHG,T )= e−
ESHG−E0(T )
2w |A+B(σ(T ))|2 (A.1)
The magnetic order related amplitude scales like B(σ(T ))= B ′ · (TN 2−T ) 12 in the AF2 phase
and is zero above. The amplitude B ′ changes sign, depending on the field direction applied.
Using only the amplitude of the crystallographic signal A and the amplitude of the order-
parameter-related signal B ′ as free parameters, we can describe all the different temperature
dependencies at the different SHG energies. Both, the positive and the negative field cooling
data are simultaneously fitted using one common set of parameters. The good agreement
shows that the model contains all significant effects which affect the SHG intensity.
In summary, the susceptibility χ simply couples linearly to the order parameter σ and also
the order parameter itself obeys a standard square root scaling law. Nevertheless, the actual
scaling of the SHG intensity with temperature is quite complicated. As a combined effect of
temperature and rotation dependent spectral shifts as well as interference, it critically depends
on the the sample rotation and the photon energy used in the measurements. This has to be
taken into account when selecting measurement parameters and interpreting SHG data at
different temperatures.
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Figure A.4 – SHG intensities of χEDx′z ′z ′ for field cooling of MnWO4 at various SHG photon energies. The in-
terference with a crystallographic background leads to a contrast between the domains. This results in a
field-direction dependent SHG intensity in the AF2 phase. The strong dependence on the SHG photon energy
is a combined effect of the interference with the crystallographic signal and a temperature dependent shift of
the SHG peak in the AF2 phase. It can be explained by the model detailed in the text (continuous lines).
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Appendix B
Optical pump-probe measurements on MnWO4
The optical pump-probe method achieves temporal resolution down to the femtosecond scale.
Like the electric-pump–optical-probe measurements (section 2.2.3), optical pump-probe
measurements are a repetitive technique. Instead of the electric field, a femtosecond laser
pulse is used to excite the system at t = 0. However, these two techniques yield complementary
information on the dynamics of the system due to the different excitation mechanisms. When
the electric field is used as pump, it changes in a step-like manner defining a new ground
state for the material. In contrast, the laser pulse is only present for a short time (≈ 100 fs).
It strongly excites the material and the actually investigated process is the relaxation to the
original ground state. Furthermore, the excited systems are different. The electric field in
electrical-pump–optical-probe measurements deforms the free energy potential and directly
acts on the ferroelectric order. In contrast, the optical pump pulse does not change the
energy potential. Instead, it primarily deposits energy in the material. For example, this
additional energy can destroy ferroic order. Using an optical pump-probe technique one
can then measure how it is destroyed, and how fast it builds up again when the energy has
dissipated. While this is not directly related to magnetoelectric switching, it may be combined
with external electric fields. The recovery in applied field is similar to fast field cooling and
can induce a preferential domain orientation. Alternatively, the order does not have to be
destroyed completely. If a constant electric field below the coercive field is applied, the
material will not switch. Now, the energy of the optical pump brings the system closer to the
phase transition and thereby lowers the coercive field. Thus, even though the external field
is not changed, switching may be provoked. Furthermore, it is possible to selectively excite
certain subsystems (electronic states, magnons, phonons etc.) with a properly tailored pump
pulse. Hence, optical pump-probe measurements yield information on the couplings and the
dynamic properties of the material complementary to the ones obtained in electrical-pump–
optical-probe measurements.
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B.1 Experimental setup
The experimental setup for optical pump-probe measurements is an extension of the basic
SHG setup (section 2.2.1). Two major differences exist: First, a femtosecond laser is used
instead of a nanosecond laser to provide short pulses allowing for high temporal resolution.
Second, the laser beam is split up into a pump beam and a probe beam. The probe beam
corresponds to the measurement beam in the basic SHG setup. Due to the short pulse
durations, an optical parametric amplifier (OPA) has to be used for its frequency conversion
instead of an optical parametric oscillator (OPO). The pump beam is usually not frequency
converted and has a fixed wavelength of 800 nm. Its time of arrival at the sample with respect
to the probe beam can be adjusted by changing the length of its optical path via a delay line.
This defines the time delay between excitation (pump) and measurement (probe). In the
setup used, the beam path length can be varied by 4 m, corresponding to a maximal delay of
13 ns. A more detailed description of the setup can be found in reference [183].
The following type of measurement has been performed: The MnWO4 x-cut sample is cooled
into the AF2 phase, slightly below T2. Then the energy of the pump beam will drive the sample
above the phase transition temperature. Afterwards, the multiferroic order should build up
again, which can be measured with temporal resolution using χEDy zz @ 2.72 eV. The x-cut was
chosen for simplicity because it allows the use of a transversal field holder, which can be easily
added to the setup to introduce the electric field.
Here we have to state that these experiments could not be performed successfully on MnWO4.
In the following we will discuss the reasons for this. A reader only interested in the dynamics of
MnWO4 may skip this section because no physical information on that topic can be obtained
here. However, the reasons for the failure of the experiment shall be detailed, as that can give
valuable insights into pump-probe measurements for other people willing to perform such
experiments. Furthermore, we give indications how the experiment may be modified to work
also on MnWO4.
B.2 800 nm pumping
In pump-probe experiments, a magnetic order is usually destroyed within femtoseconds to
picoseconds [184–187]. However, no time-dependence could be found in the SHG signal
(figure B.1 (a)). For comparison and determination of t = 0 the same experiment was also
performed on HoMnO3. Here, the typical pump-probe signature is present. A rapid decay at
t = 0 and a recovery of the signal afterwards (figure B.1 (b)). This proves that the experimental
setup is working. Note, that the MnWO4 measurement is already magnified by a factor of 10
with respect to the HoMnO3. Albeit not relevant for the dynamics of the magnetic and electric
order, we will nevertheless detail why no effect of the pump can be seen at t=0 because it
illustrates valuable insights into pump-probe measurements an is useful knowledge for further
experiments.
It is unreasonable to assume that couplings between electrons, spins and lattice in MnWO4
are special in such a way that the energy deposited in the electronic system will not influence
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the ferroelectric and magnetic order. Indeed, when looking at the SHG intensity for different
pump energies, obviously the pump affects the material (figure B.1 (c)). Higher pump energies
lead to lower SHG signals. This can be easily explained, when looking at the temperature
dependence of the SHG signal (figure 3.4). Essentially the pump beam heats up the sample,
which reduces the intensity. Note that the signal is reduced by 30% at 30µJ pump energy. This
is a large effect compared to the 3% fast decay at t = 0 in HoMnO3, which shows that the
pump pulse in fact strongly affects MnWO4. But how can we explain that there is no change
in signal after the arrival of the pump pulse? A simple test for the influence of the pump is to
switch it off. Then the sample will cool down and the SHG intensity has to rise again from
70% to 100%. Figure B.1 (d) shows that the signal slowly rises over a time of more than one
second, which corresponds to the time constant of cooling. In contrast, the intensity and thus
the temperature in HoMnO3 changes immediately after blocking the pump beam (figure B.1
(e)). The low cooling rate in MnWO4 means that the actual energy in the sample is a moving
average over many pulses. For a time constant of one second and a pump repetition rate
of 500 Hz, this would mean an averaging over 500 pulses. The intensity difference between
pumped and unpumped operation is a result of the accumulated energy of these pulses.
Thus the intensity change by a single pulse is on the order of 1/500 of the total change1.
Converting this to measured units, it corresponds to a change in signal at the output of the
gated integrator of 1 mV, which is only a little above the theoretical resolution limit of the
ADC. More important, this is just a 0.1% change to the overall intensity, which is below the
accuracy of the experiment. In summary, the low cooling rate leads to a strong averaging over
the pump-pulses, so that the change induced by a single pulse is too small to be observable.
The next section will explain, why the observed cooling rates in MnWO4 and HoMnO3 are so
different and how that is related to the pump beam absorption.
B.3 Pump beam absorption
The pump beam is split off from the output of the regenerative amplifier. It is thus fixed
to 800 nm (1.55 eV). Looking at linear-optical transmission spectra of MnWO4 [188] this is
not optimal because approximately half of the light is transmitted. At first sight, this seems
not to be a big issue. The pump beam is very strong (several hundred micro joules per
pulse). Therefore, one can adjust its intensity so that enough energy is deposited in the
crystal. However, it turned out that, despite this, the experiment does not work because the
energy cannot be removed fast enough. Because of absorption only SHG from the last part
of the sample (≈ 25µm) can leave the crystal (section 2.1.4). It is only this SHG emission
region that is measured and that needs to be pumped. Therefore, most of the time pumping
from the back is used (figure B.2 (a)). In the following we discuss the influence of the pump
absorption length on the energy dissipation. The pump-pulse induces strong electronic
excitations and non-equilibrium states on the femtosecond to picosecond timescale (see e.g.
the three-temperature model [189]). For the longer timescales of energy dissipation we can
safely assume that electrons, spins and lattice have equilibrated. Thus the temperature of
each volume element is well defined and equivalent to the deposited energy. In a next step,
1Actually it is a bit larger if one takes into account the decay of the energy of earlier pulses
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Figure B.1 – Pump probe measurements on MnWO4 using a pump beam with a photon energy of 1.55 eV
(800 nm).
(a) No time dependence can be found in MnWO4 when pumping with 30µJ.
(b) In contrast, a typical immediate decay and recovery within picoseconds is found in HoMnO3 (same pump
energy), which was used for comparison.
(c) Absolute SHG intensity in dependence on the pump energy. The pump clearly affects the sample. At
higher pump energies, the sample becomes warmer, thus the SHG intensity decreases.
(d), (e) Simple time sequence with blocking the pump beam from at t = 0. The slow increase of intensity
reflects a bad cooling of the SHG emission volume MnWO4. HoMn3 immediately reacts to the closing of the
pump beam. The bad cooling in the case of MnWO4 leads to a strong averaging, so that the effect of a single
pulse is below the detection threshold. This explains, why no time dependence could be seen in (a). The
reason for the delayed cooling is detailed in section B.3.
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all volume elements of the sample will exchange energy by thermal conduction (internal
equilibration). At the same time the sample transfers energy to the cooling helium gas,
which surrounds it. But the time-scale of external cooling is much slower than the internal
equilibration because of limited thermal coupling and the low heat capacity of helium gas.
The case of low to medium pump absorption (figure B.2 (b)) has two major disadvantages
compared to a high pump absorption (figure B.2 (c)). To obtain comparable pump strength
for a SHG pump-probe experiment, we have to adjust the pump strength such that the
deposited energy in the SHG emission range is the same. At low absorption, the total amount
of deposited energy is much higher. Because it eventually has to be cooled away externally by
the helium, which provides a limited cooling capability, temperatures will be higher in the long
run. Not only the total amount of deposited energy plays a role, but also its distribution. At
low absorption the energy is distributed all over the crystal. Therefore, internal equilibration
via heat conduction will not significantly change the temperature of the probed volume. Only
the external cooling reduces the temperature in the SHG emission region. In contrast, mainly
the SHG emission region is heated if the pump is strongly absorbed. Thus heat conduction
will already transfer a significant part of the energy away from it. This will increase the
cooling rate observed in SHG measurements. The unprobed part of the sample then serves
as a temporal energy sink until the energy is finally cooled away from the sample. This
additional mechanism may be especially helpful in optical pump-probe experiments because
the available temporal delay is limited (13ns in our case).
Summarizing the above, a low to medium pump absorption leads to delayed cooling. In the
case of 800 nm pumping MnWO4, the deposited energy is too large to be removed from the
sample within the pump repetition period (2 ms). Different optimizations were performed
to overcome this issue. First we increased the pump repetition period from 2 ms to 20 ms
(or only 1 out of 20 laser pulses instead of 1 out of 2) by a modified chopper blade and an
adjusted data analysis algorithm. This reduces the deposited energy by a factor of ten, or
equivalently allows for a ten times longer relaxation time. But the statistics also goes down
by the same factor. So, aside from technical issues, one cannot make the repetition period
arbitrary long. Additionally, we reduced the pump and probe spot size and the pump energy.
That way less energy is deposited and the unpumped sample area may serve as reservoir,
similar to the bulk volume in the strong absorption case. Still these optimizations did not
suffice to obtain a measurable signal.
Concludingly, we remark that it is strongly advised not to use a pump in the low or medium
absorption regime.
B.4 400 nm pumping
As detailed above, 800 nm cannot be used as a pump energy in MnWO4. Therefore, the
pump-beam was frequency doubled to 400 nm (3 eV) using a BBO crystal. At this wavelength
MnWO4 is strongly absorbing, so that the high pump absorption scenario from above applies.
Thus the energy built-up issues do not occur and a temporal signature is expected.
As a technical complication, a strong background signal occurs when pumping with 400 nm.
127
Appendix B. Optical pump-probe measurements on MnWO4
Fundamental 
 
 
Light Wave 
(b) 
SHG 
Pump 
A
b
so
rb
ed
 E
n
er
gy
 
A
b
so
rb
ed
 E
n
er
gy
 
(c) 
(a) 
Time 
Depth (z-direction) 
Depth (z-direction) 
Initial Excitation Internal Equilibration External Cooling 
Lo
w
 t
o
 M
ed
iu
m
 
P
u
m
p
 A
b
so
rp
ti
o
n
 
H
ig
h
 
P
u
m
p
 A
b
so
rp
ti
o
n
 Initial Excitation Internal Equilibration External Cooling 
SHG emission region 
Figure B.2 – Influence of the absorption of the pump beam on energy dissipation from the SHG emission region.
(a) Schematic pump-probe setup for transmission SHG experiments. SHG is often emitted only from a
thin layer at the back of the sample (shaded area). Its size is limited by absorption at the SHG wavelength.
Therefore, the sample is pumped from the back.
(b), (c) Evolution of the absorbed energy (or equivalently temperature) for low to medium (b) and high (c)
pump absorption. In a first step, the sample temperature equilibrates internally via heat conduction. The
energy dissipation to the surrounding cooling helium takes much longer.
Considering the energy dissipation away from the SHG emission region, a low to medium pump has two
disadvantages. First, the total amount of energy deposited in the sample is much larger. At comparable
external cooling efficiency this implies higher remaining energies on the long run. The difference is even
more drastic in the short term. At a high pump absorption, a large part of the total absorbed energy is
deposited in the SHG emission region. Thus already the internal equilibration significantly reduces the energy
in probed region.
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Figure B.3 (a) shows the spectrum of this pump-background. Also indicated are the SHG
energies for possible tensor components. At χEDy zz @ 2.72 eV the background is very intense, so
that it is preferable to switched to χEDy y y @ 2.19 eV. Still here, the background is non-negligible.
Its final origin could not be determined, but the tests performed hint at luminescence from the
sample itself. A number of optimizations were performed to reduce its size. This is includes
the polarization direction of the pump, prefiltering the pump with an interference filter, and
optimization of pump angle as well as monochromator entrance slits slit. Spectral filtering
was performed by adjusting the monochromator exit slit, albeit this is cannot remove the
background completely because is is also present exactly at the SHG energies. Temporal
filtering is limited to the maximal delay (13 ns) because the gate has to be open for the
complete delay time. It can only cut off longer lasting decays of the background signal. The
combined effect of the above optimizations reduces the background to approximately the
size of the SHG signal. Still, this is not sufficient because in the pump-probe experiments, we
need to detect changes of the SHG signal in the low percent regime. Therefore, additional data
processing was performed: The pump background Iback is numerically subtracted, using the
difference between Ion and Ioff at t =−400 ps as an estimate. Because here the probe pulse
arrives earlier than the pump pulse, the pump pulse cannot directly influence the SHG signal.
All differences have to originate from the background. This value is subtracted as an offset
from the pump-on data points. Only after this correction, the usual normalized difference is
calculated. This leads to a modified formula for the relative changes:
r = (Ion− Iback)− Ioff
Ioff
Figure B.3 (b) shows the final results. The precision is limited because the value results from
the difference of two large signals, including the assumption of a constant background. To
improve the experimental precision averaging over 30 to 50 measurement cycles has been
used for the data presented. Anyway a clear trend can be observed. The SHG intensity decays
with a time constant larger than the available delay of 13 ns. This implies a lack of magnon
emission from the photo-excited electrons and an extremely weak thermal contact between
spins and lattice [190], which would be very unusual. Within the accessible delay range (13
ns) the investigated sub-systems are still in the process of heating up, i.e. destruction of the
order. It is thus not possible to observe the recovery of the order.
Because of the unusual slow decay, experiment and analysis have been intensely checked for
possible systematic errors that would yield such a effect, but none could be found. The decay
becomes more pronounced, when the pump intensity is increased. This is consistent with
the picture of pump energy heating up the sample and thus reducing SHG intensity. On the
other hand it proves that it is not a simple consequence of the background. A stronger pump
background would increase Ion and thus would cause exactly the reverse effect.
One last possibility for optical pump-probe experiments on MnWO4 would be to vary the
photon energy of the pump pulse. Instead of using 400 nm, it should be possible to tune it to
an excitation of electron levels that are directly involved in the magnetic exchange. Here, a
much faster response to the pump is expected. Experimentally this implies the use of a second
OPA for the pump beam, which was not freely available during the time of the experiment.
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Figure B.3 – (a) Spectrum of the background signal from the frequency-doubled pump beam (400 nm). The
probe is blocked in this measurement. The width of the signal is much broader than the spectral width of the
laser, hinting a luminescence. The two possible SHG tensors with their energy are also indicated. At χEDy y y @
2.19 eV the background is less intense. Therefore, this tensor component was chosen for the pump-probe
measurements at 400 nm.
(b) Pump-probe measurements on MnWO4 pumping at 400 nm.
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MnWO4 thin film
Thin films add degrees of freedom to the material. Their properties may vary with their
thickness and can be tailored using strain. Furthermore, the distance between electrodes is
significantly reduced. On the one hand, this allows to generate sufficiently large electric fields
for magnetoelectric switching with a voltage on the order of 1 V, instead of 1 kV like in the
case of bulk materials. Furthermore, this allows to apply significantly higher electric fields,
which can reduce the switching time. This motivated the investigation of a MnWO4 thin film.
The sample was grown at University California Berkeley (Dr. D. Meier, CONCEPT Research
Group). A MnWO4 film with a thickness between 20 nm and 40 nm was deposited on a
NdScO3 substrate. The b-axis is out of plane. Afterwards the back side of the substrate was
polished in Bonn to allow transmission measurements. A second bare NdScO3 substrate is
used as reference.
Experimental details
Because of the low thickness of a thin film, there is only little active volume in the sample.
Therefore, high laser intensities are necessary to obtain measurable signals, which requires
the use of a femtosecond laser. The actual experimental setup is a standard SHG transmission
setup. The transmission of the bare NdScO3 substrate is at most 60% (figure C.1). If the
intensity profile was flat, one would orient the sample, so that the film is directed towards the
laser. This would yield higher SHG signals. In this orientation only the SHG is absorbed, while
with the film on the rear side, the fundamental is damped. Since the latter occurs quadratically
in the SHG intensity, this implies lower signals. However, there is a strong oscillation of the
transmission in the visible range. Correspondingly some SHG signals may not be measurable,
and in general the SHG spectrum would be strongly distorted. In contrast the transmission
is flat in the typical wavelength range of the fundamental beam (1.53 - 2.22 eV (Signal) and
2.22 - 2.88 eV (Second Harmonic Idler)). Therefore, the film is oriented to the back in the
experiments. Here we trade in 40% intensity loss for a non-distorted spectrum.
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Figure C.1 – Transmission spectrum of the NdScO3
substrate. The transmission curve is flat in the
region of the fundamental beam (Signal and Sec-
ond Harmonic Idler). It strongly oscillates at the
SHG wavelengths. Therefore, the film is oriented
towards the detection part of the setup to ensure a
non-distorted spectrum.
SHG Spectra
The polarization in the film is out-of-plane. This correspond to a MnWO4 y-cut. Since the
in-plane orientation of the sample is not known, a full set of polarizer/analyzer settings is
used to measure all possible tensor components. Also the thin film may lead to a shift of
electronic levels and thus a modified SHG spectrum. Therefore, spectra were obtained in
the signal range (1.53 - 2.22 eV) and in the SH Idler range (2.22 - 2.80 eV). The NdScO3
substrate itself produces a sizable SHG signal itself. Comparing to the measurements with
the MnWO4 thin film on the substrate, only slight differences can be observed. Moreover,
there is no temperature dependence for the thin film in the range between 10 K and 20 K.
From bulk MnWO4 we would expect additional signals to appear at the ordering temperatures
TN 3 = 13.5 K and TN 2 = 12.7 K. Since no such changes could be observed, it is questionable
if any of the observed signals stem from MWO. It may be that all of them are related to the
substrate. This could imply that the spin spiral is not present in the thin film, or is at least not
incommensurable. Remember that the only signal for k ∥ y was χEDx ′z ′z ′ which arises due to the
incommensurability of the spin spiral (section 3.1.6).
To access other tensor components, the sample was rotated by 30° from normal incidence.
Also here, a complete set of spectra and polarization dependencies was obtained. Figure C.2
(a) shows such a spectrum1. The spectrum is independent of the temperature in the range
4.3 K to 20 K, implying that it does not contain a signal coupling to a ferroic order. The peak at
2.32 eV vanishes when heating the sample to 100 K. In principle this temperature dependence
could be a sign of a ferroic order. In comparison with a pure NdScO3 substrate it turns out
that also the substrate exhibits a temperature dependence (figure C.2 (b)). From the different
scaling we conclude that part of the signal is related to the MnWO4 film and part is related to
the substrate. However field cooling did not show any influence on the MnWO4 part of the
signal (not shown). Therefore, it is questionable if this signal is related to a ferroic order of the
film.
1Since the in-plane orientation is not known, it is unclear if the rotation axis is x or z. Therefore, it is also not
possible to determine the measured tensor component. The incident light was polarized along the rotation axis,
the detected SHG was polarized perpendicular to it.
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Figure C.2 – (a) Spectrum of the MnWO4 thin film, which is rotated by 30° from normal incidence. The spectrum
is temperature independent between 4.3 K and 20 K. However, at 100 K the peak around 2.32 eV vanishes.
(b) shows the temperature dependence of the signal at that peak. The same signal from a pure NdScO3
substrate is given for comparison. Part of the temperature dependence results form the substrate, but the
film starts generating additional SHG below 60 K.
In summary, the MnWO4 film produces SHG signals, but precise detection and analysis of
the signals is hampered by the background from the NdScO3 substrate. The disadvantage of
transmission is that the fundamental passes much more substrate than film. Consequently,
substrate signals are much more enhanced. This could be remedied in a reflection setup.
Alternatively other substrates may be used.
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Appendix D
Developed software
As part of his work, significant effort was put in the development of software tools which
enhance measurement and data analysis capabilities. Section D.1 describes three tools for
image conversion and processing of SHG images. mpsConvert and csv2tif are two command
line programs that convert images acquired using MAPS or Symphony, respectively. SIV is a
program for interactive, scaling and analysis of SHG images. While being extremely useful, in
their scope, these tools are rather small and contain only a few hundred lines of code. Most
development work has been invested into the measurement program Infinity (section D.2).
This program is able to control more than 25 different devices in the labs and is used at all
six laser workplaces. It is designed to allow automated measurement of almost every type of
SHG-related measurement.
All source code and released versions are maintained in a version control system (SVN).
D.1 Image handling
Two types of liquid-nitrogen cooled CCD cameras were used for SHG imaging. The Photomet-
rics CH270 camera, is controlled by the commercial software MAPS 2.0, which stores images
in a proprietary format (*.mps). For the Symphony cameras by Horiba Jobin-Yvon a custom
control program was written in LabView [191]. Both have proprietary output formats that
have to be converted to standard image formats for display and further analysis.
D.1.1 mpsConvert
The program MAPS stores images form the camera in a proprietary file format (*.mps). The
details of the format are documented in the manual [192]. A mps-file contains one or more
images encoded in 16-bit gray scale plus additional meta information like exposure time
and binning. An image viewing and conversion tool called LightView is shipped together
with MAPS. However, due to its age it has a number of shortcomings. First, it does not run
on Windows 7 any more. Also it is not designed to manipulate many images. There are no
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a b
Figure D.1 – The two possible modes for the operation of mpsConvert for the conversion of MAPS image files.
(a) Directly calling from the command line gives full access to all capabilities of the program
(b) The mpsConvert Explorer integration allows to quickly apply the most common operations on individual
files or a complete folder.
batch capabilities. Every image has to be opened separately, scaled manually and can then be
exported to 16-bit TIFF for further processing in other tools like Adobe Photoshop or Wolfram
Mathematica. Even when opening a mps-file with a sequence of images, only one image out
of that sequence can be opened at a time.
The above issues made it necessary to develop a more efficient conversion tool. This tool,
named mpsConvert (or mps2tif in earlier versions), is command line based (see figure D.1a).
For rapid development it was written in Python (v. 2.7) and makes use of the Python Image
Library (PIL) [193]. A windows executable is generated from the python script using py2exe
[194], so Python and the Python Image Library do not have to be installed on every PC, on
which the program should be used. Furthermore, a setup script integrates some of the most
used features into the Windows Explorer context menu for easy access (figure D.1b). However,
the full set of features is only available via the command line.
The target file formats for conversion include 16-bit TIFF, CSV, TSV, and JPG image file formats,
as well as a histogram data file. Note that in the JPG format information is lost. First, it does
not support 16-bit gray scale, so the data are converted down to 8-bit. This step already
includes a scaling. Second, JPG uses a lossy compression algorithm. Therefore, it is not suited
for further data analysis. The advantage of JPG over 16-bit TIFF is that it is widely used. Its
main use is the easy integration into presentations or documentations and the possibility to
quickly browse the images in standard images viewers.
Further features include extraction of some of the meta data like track position, binning and
exposure time. For a sequence of images, the total intensity of each image can be extracted
and directly written to a data file. This allows to easily plot the intensity of an image sequence.
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Finally, a number of different scaling options are available. The details and use-cases of the
different variants is described in the following section.
SHG image scaling
Scaling is very important for SHG images. Typically, the exposure time is chosen so that a
photon count on the order of 100 counts/pixel is achieved in the bright areas. This yields a
sufficiently good signal-to-noise ratio and contrast. However, only below one percent of the
16-bit dynamic range is actually used in that case. When viewing such an image unscaled it
would look essentially black everywhere. Furthermore if one wants to perform more advanced
image processing operations on an image, using the full dynamic range is advantageous.
Finally a reasonable conversion to 8-bit formats like JPG requires a scaling because a simple
cut-off at a pixel count of 255 can distort the data significantly.
mpsConvert provides a scaling mechanism, in which a selectable range [min. . .max] is linearly
scaled to the range of the target format, i.e. [0 . . .255] for 8-bit and [0. . .65535] for 16-bit.
Manually finding good min and max values is cumbersome and simply automatically choosing
global minima and maxima does not work well due to background signals from cosmic myons.
From time to time cosmic myons will hit the CCD chip and create free electrons in a small
region (a few pixels). These electrons are equivalent to a photon count of a few thousands up
to some ten-thousands. Therefore, myons manifests in the image as very bright spots. Because
their intensity is one to two orders of magnitude larger than the usual SHG pixel count, a
simple global scaling approach fails. If one would just scale the minimum and maximum
intensities of an image to the full 8-bit or 16-bit range, still most of the real SHG data would
only be in the very lower part. The data would still look black. A scaling approach is needed
that neglects the myons.
Essentially we should just calculate the maximum over all pixels that are not affected by myons.
Real myon detection is in principle possible, but would require advanced image detection
methods. A much simpler approach is chosen here. Because the myons are very localized,
they will only affect a small number of pixels. If there are for example five myons in an image,
with an area of 10 pixels per myon, then this is just a fraction of α = 0.02% on a chip with the
size of 1024 × 256 pixels. Furthermore, myon create usually a higher signal per pixel than
the SHG photons. They will thus lie at the highest intensities in a histogram (figure D.2). It is
possible to remove them by introducing a cut-off intensity, which corresponds to the highest
SHG intensity in the image. This cut-off equals an (1-α) quantile, where α is the fraction of
the image, that is covered by myons. Determining α exactly would again require a pixel based
myon detection. But the advantage is that α can be roughly estimated by a typical number of
myons per image and their typical pixel area (see above). If α is too small, some myons will
be included in the 1−α quantile, which directly results in bad scaling. On the other hand with
α a bit too large, some of the SHG signal will be outside of the quantile and will be cut as well.
However, usually significant area fractions of the CCD contain approximately equally sized
SHG intensities. The cut-off intensity will only weakly depend on α in that case, which will
only introduce a minor error. Consequently α should be chosen rather a bit larger than too
small. Usually values of 1−α= 0.99. . .0.999 give reasonable results. Optionally also a lower
137
Appendix D. Developed software
N
u
m
b
e
r 
o
f 
p
ix
e
ls
 
Pixel intensity 
SHG Myon signals 
c
u
t-
o
ff
 
min  max 
Figure D.2 – Schematic illustration of typical his-
togram for SHG images. The SHG signal typically
has a low intensity, but it spreads across the whole
image region, resulting in a high number of pix-
els. The actual distribution may vary, exemplary
depicted is a double peak, which can result from
a pattern of bright and dark domains. In contrast,
the myons are very localized (low number of pix-
els), but have high intensities.
The optimal scaling range [min. . .max] for the im-
age intensity ends just above the largest SHG in-
tensity value. The value of max can be reasonably
well determined by an (1−α) quantile.
cut-off may be specified, e.g. to account for low-intensity background or for images taken
without bias subtraction.
Additionally, one can choose if the scaling parameters should be determined globally or indi-
vidually for every image. An individual determination will give the best results for each image.
But the images are not comparable any more because each image is scaled differently. This is
undesirable for an image sequence, like a domain evolution during switching. Alternatively,
the global scaling uses the maximum of the (1-α) quantiles of all images fed to the program.
This yields the best scaling under the constraint that all images should be scaled equally.
D.1.2 csv2tif
The control program for the Symphony camera [191] saves images only in a CSV format. A
conversion to 16-bit TIFF is necessary for further analysis and viewing of the images.
Like mpsConvert, the program csv2tif is written in Python. The usage via command line or
Explorer context menu is analogous to that of mpsConvert, with the restriction that csv2tif
can only convert to 16-bit TIFF and does not provide any advanced functionalities like scaling
or integrated intensities.
A specialty of the Symphony output format is that while being 16 bit, the pixel values are
not necessarily 0. . .65535. Because of an internal background subtraction, the range can be
x . . .65535+ x, where x may be positive or negative and is unknown. It changes every time
a new offset image is taken, which happens at every single image acquisition and at every
start of a measurement sequence that is controlled by the measurement program Infinity.
csv2tif allows only for a direct conversion without scaling, therefore 0 is the lowest valid
pixel value. Lower values may automatically be adjusted to 0. This introduces only a minor
error if the offset image is valid (e.g. they should not contain a myon). More detailed scaling
is possible using SIV (see the following section).
138
D.1. Image handling
Figure D.3 – User interface of the Symphony Image Viewer (SIV).
Images can be selected in the Explorer view on the left. Two selections are set (red rectangles). Their
corresponding parameters can be read on the information panel on the right. Scaling is adjusted via the
bottom controls. Currently the automatic quantile-scaling is active and the high-intensity outliers are marked
(red dots). Note that they correspond to the myons in the image.
D.1.3 SIV
As discussed in section D.1.1, a good automatic scaling is difficult to achieve due to the
myon signals. While the quantile-based scaling discussed there gives reasonably good results,
the choice of the quantile α is not optimal in general. This could be improved by a direct
visual feedback. However, even advanced image processing tools like Adobe Photoshop do not
directly allow this. Furthermore, one often needs to determine the intensity of certain specific
pixel or that of a specific area on the image. It became apparent that this couldn’t be achieved
using the command line tools described above. Therefore, I started the development of SIV,
the Symphony Image Viewer, which provides a user interface for the handling of image files.
SIV is in an early development stage. While being fully functional, the number of features
currently implemented is limited. Images can be load via the menu or most easily via the
Explorer-like file system view. The scaling can be set manually or using the quantile-based
scaling described above (section D.1.1). Top and bottom outliers of the scaling can be directly
marked on the image to see which pixels are really cut-off by the scaling. All changes are
directly applied to the image, so that the user can easily optimize the scaling parameters.
While browsing through the files, the scaling method and parameters are kept. Using the
quantile-based scaling then results in best scaling per image, while the fixed scaling maintains
direct comparability of the intensities. Furthermore it is possible to select a background image,
which is subtracted from the viewed image and thus allows removal of background signals
that cannot be filtered out in the experiment itself.
Furthermore, one can select regions in an image and measure their minimum and maximum
pixel intensities and the integral intensity. Limitations currently include the lack of 16-bit TIFF
export and missing batch capabilities. Some further improvements could be the generation of
intensity profiles of an image, creation of intensity plots of an image sequence or thresholding
for the determination of the domain area fractions. Also it might be advisable to implement
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the loading of mps files. With these improvements, SIV could finally replace mpsConvert and
csv2tif, uniting all conversion and image analysis capabilities in one tool.
SIV is written in C++ using the Qt libraries by Nokia [195]. Higher requirements on computa-
tion speed for the live view of changes motivated choice for C++ instead of Python. QtCreator
was used as an integrated development environment and mingw as C++ compiler. Both are
contained in the Qt SDK (software development kit). The present version of SIV uses a custom
image implementation (see classes SHGImage and SHGImageWidget). However, should the
software be developed further, I would suggest to replace this and base all image processing
on the Open Source Computer Vision Library OpenCV [196].
D.2 Measurement program – Infinity
Automated measurements are a key requirement for fast and reliable data acquisition. For
that purpose a measurement program called Infinity exists, which controls the devices in the
experimental setup and enables automated acquisition of measurements. The roots of Infinity
date back to the late 1990s. Over time it was extended by adding more and more functions.
However, started as a small control application, its design did not hold proper structures for
managing the increased complexity. Furthermore, todays increased computing power and
memory allows for more flexible data handling.
This made a general overhaul necessary. Since completely rewriting from scratch would take
significant time in which neither the old program was improved or adapted to new needs nor
the new program would be fully functional, it was decided to gradually rewrite the program.
The advantage was that programming time could be flexibly spend as needed and the users
directly benefited from improvements. On the down side, a few limitations imposed by the
old program structure are still present.
Primary goals in the redesign process were:
Usability: The program is designed to be used intuitively, so that the user does not have to
know any details of the program structure or any hardware interface to a controlled
device. This leaves room for focusing on the physics instead of having to think about
technicals aspects of the measurement. Furthermore, it allows new users to quickly
learn the program and make full use of its capabilities without a long learning period. A
good usability includes abstractions from the technical details and prompt feedback on
the state of the program.
Flexibility: Ideally, the user should be able to run any measurement he can think of with the
devices or device combinations available. The measurements performed should not be
limited by a lack of capabilities of the program. Instead, it should enable the user to
perform the type of measurement which he deems most appropriate for the situation.
Stability: The program should not crash or hang under any circumstances. This includes
prevention or graceful handling of invalid user input as well as recovery from failing
communication with connected hardware devices.
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Maintainability: The program should be easy to maintain and extend. This is achieved by
proper abstraction layers, modularization and the definition of interfaces between the
modules. It ensures that the program can be easily adapted to changing needs like new
devices or measurement modes.
The name Infinity goes back to the first laser system at which the program was used. Today,
the name may stand for the unlimited measurement and control functionality which the
program offers. In the present state, the program is able to control more than 25 different
devices, including:
• Different optical parametric oscillators (OPOs) and optical parametric amplifiers (OPAs)
• Polarization optics
• Different high-voltage sources
• Magnetic field control
• Different temperature controllers for cryostats
• Different electronic delay generators
• CCD cameras for integral measurements as well as for image sequences
• Different monochromators
• Analog digital converter (NI-DAQ PCI-6221)
• Various linear stages used for optical delays in pump-probe measurement
• A motorized filter wheel including feedback measurement for intensity adjustment
Program features include among others:
• Easy to setup standard measurement ranges, but with the option to completely cus-
tomize the data points to measure
• Simultaneous measurement of multiple configurations with flexible settings
• Multi-cycle measurements with included statistics for improved signals
• Live display of measured data and progress indicator
• Live data analysis to monitor derived quantities during a measurement
• Myon signal detection for CCD cameras (integral and track-based)
• Shot control: synchronization of laser and camera shutter (currently only for the laser
Coherent Infinity)
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• Automatic PDF report generation
• A measurement explorer to browse previous measurements
• Email notification mechanism for finished measurements and in case of errors
Program structure
The program is developed in C using the framework LabWindows CVI from National Instru-
ments, which provides a library with useful functions for measurement and control applica-
tions, GUI support and an integrated development environment (IDE).
Figure D.4 shows the basic structure of the program. The modularization and installation
of defined interfaces between separate parts of the program is a key requirement for the
flexibility and maintainability of the program. Here, the device manager plays a central role. It
decouples all hardware devices from the main user interface, from the measurement control
logic and from each other. Upon startup each devices announces its capabilities to the device
manager and provides a set of functions (as function pointers) which allow the device manager
to control it. The device logic mediates between the abstracted device interface and the actual
hardware interfaces, which is used to control the physical device. Optionally a device can
have an own GUI window for advanced settings and status feedback. For the control logic
of a device there are two paths to interact with the rest of the program. It may address other
devices via the device manager (e.g. the intensity control may close a shutter to the experiment
before moving the filter wheel). Furthermore it can write its measurement data into Channels,
which it has created upon initialization. For example a camera may provide one channel for
every track. Aside from writing, the device can read all the channels from the other devices.
So the filter wheel may access information of a reference detector which is connected to the
analog digital converter. This design allows to add new devices without the need to adapt
existing code.
The standard program flow in a measurement is as follows. The measurement control loop
informs the data storage unit about the next data point to measure. After adjusting all required
devices to the desired settings via calls to the device manager, it sends readout commands to
all data acquisition devices. They acquire the desired data and write them to their channels.
When readout is finished the control loop tells the data storage unit to read all data from the
channels and persistently store them. This scheme is repeated for every data point. At the
end of a measurement the report engine is called.
Modularization between the program components is achieved by using separate header
and include files for every program components, while dependencies between the modules
are reduced as far as possible. For better overview, all functions of a module start with a
common prefix (e.g. dev_ for the device manager). The use of global variables is deprecated.
Instead, data should be send or received between modules via their functions. Some modules,
including the channels and the measurement data storage, are implemented using a pseudo-
object-oriented scheme to encapsulate the data. A function obj_Create() instantiates an
object and yields either a direct pointer to the data structure or a handle. This one is passed
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Figure D.4 – Simplified schematic program structure of the measurement program Infinity. Standardized
APIs and interfaces guarantee a decoupling of different program components. This significantly improves
maintainability and extendability. Arrows indicate communication paths. See text for details.
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as first argument to all functions that operate on the object. After usage, the object has to be
cleaned up by a corresponding call to obj_Free().
Step-by-step guide to implement a new device
In a nutshell, the following steps are required to implement a new device:
1. Create a new module (source file and header file)
2. Implement the device functionality and in particular a function
mydev_GetInterface(DeviceInterface *devif) which provides all necessary infor-
mation for the device manager. See documentation in devices.h for details.
3. Assign a device ID in devices.h
4. Include the device header file in devices.c and register the device interface in dev_Init()
using dev_Register().
5. Optionally create basic GUI controls for the device on the main window
6. Optionally create a separate GUI window for the devices (You may use the property-
framework for easier passing of parameters and status information between the device
control and the window).
7. Optionally create a dedicated measurement mode for the devices in measparams.h.
It is not possible to document every aspect of Infinity here. Many functions are documented
in the source-code if necessary. In particular for the device implementation, existing devices
may be used as templates and can help to understand how the program works.
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List of measurements
In the description of measurements we focused on the most important parameters only. A
complete description of all experimental details would be too long and distract from the
central information. However, it may sometimes be important to know exactly how a mea-
surement was performed. The following table lists dates and data sets for all measurements
presented in this work. All details can be obtained from the corresponding measurement
protocols1. For domain images there are usually more pictures available than could be shown
here. Especially for the measurements on the evolution of domain patterns, detailed image
sequences have been obtained and converted to videos. These additional data can also be
found in the archive.
Table E.1 – List of measurements presented in this work and corresponding data files.
Figure Data Files Date
4.3 mwo_y15o.mps, mwo_y15p.mps, mwo_y15t.mps,
mwo_y15u.mps
21.10.2009
4.4 mwo_y15y.mps mwo_y15t.mps 21.10.2009
4.5 165_0078, 165_0079, Nr011 21.06.2011
4.6 165_0077, 165_0078 21.06.2011
4.7 (a) mwoy1048.mps, image 0040 09.02.2010
4.7 (b) mwoy1058.mps 09.10.2010
4.7 (c) B.tif 13.02.2009
4.9 (a) MWOY1042.mps, images 0008, 0010, 0011, 0012 01.02.2010
4.9 (b) 165_0012.mps 16.09.2010
4.10 (a)-(d) MWO_y15y.mps, MWO_y16b.mps, MWO_y16f.mps,
MWO_y16h.mps
21.10.2009
4.10 (e) Nr003 21.09.2010
4.10 (f)-(i) MWO_y16m.mps, MWO_y16o.mps, MWO_y16q.mps,
MWO_y16s.mps
21.10.2009
1The raw data and measurement protocols are archived in the workgroup (currently www.ferroic.mat.ethz.
ch)
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4.11 Nr006, MWOX_012.mps, intensities extracted from images 25.10.2010
4.13 (a) Nr004 - Nr007, Nr011, Nr016 - Nr019 27.08.2009
4.13 (b) Nr004 - Nr007, Nr011, Nr016 - Nr019 27.08.2009
Nr005, Nr007 18.04.2011
Nr006, Nr008, Nr010, Nr012 16.06.2011
Nr007, Nr009, Nr013, Nr015, Nr017, Nr021, Nr023 02.07.2011
4.14 (a), (b) 165_0210.mps (images 0038 and 0060) 08.07.2011
4.14 (c) 165_0220.mps 09.07.2011
4.15 Nr022 21.09.2010
4.16 (a) Nr003 29.10.2010
4.16 (b) Nr012 14.12.2010
4.16 (c) Nr008 15.04.2011
4.17 165_0011.mps - 165_0013.mps 16.09.2010
4.17 MWOX_041.mps (images 0006, 0010, 0014, 0018, 0022) 29.10.2010
4.19 MWOX_041.mps (images 0013 - 0020) 29.10.2010
165_0049.mps (images 0015 - 0019) 30.04.2011
4.20 MWOX_040.mps (images 0003, 0004, 0005, 0014) 29.10.2010
4.21 Nr015 - Nr030 15.04.2011
4.22 Nr021, Nr022 04.07.2011
4.23 165_0185.mps (images 0005, 0008, 0015 and 0022) 15.04.2011
4.24 165_0113.mps (images 0000, 0002, and 0006) 28.06.2011
4.25 165_0091.mps 21.06.2011
4.26 (a), (b) Nr006, - Nr011 06.07.2010
4.26 (c) MWOY1047.mps (images 0018, 0025, 0029, 0031) 02.03.2010
5.1 Nr012 - Nr015, Nr032, Nr033, Nr036 16.11.2009
Nr013, Nr014 17.11.2009
5.2 Nr031 16.11.2009
5.3 CuO_0035.mps 10.11.2009
5.4 20111213_16....hjy 12.12.2011
A.1 (a)-(c) Nr005, Nr007, Nr008, Nr003, Nr004 15.09.2010
A.2 Nr012 - Nr024 15.09.2010
A.3 Nr001 - Nr009 07.07.2010
A.4 Nr006, Nr007 08.07.2010
B.1 (a) Nr010, Nr011 04.08.2011
B.1 (b) Nr011 01.08.2011
B.1 (c) Nr009 02.08.2011
B.1 (d), (e) sample heating by pump beam2.opj 04.08.2011
B.3 (a) Nr003 15.08.2011
B.3 (b) Nr009, Nr022, Nr024 16.08.2011
C.2 (a) Nr003, Nr006, Nr007 29.11.2011
Nr002 30.11.2011
C.2 (b) Nr014 17.11.2011
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