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Re´sume´. —
Nous nous inte´ressons a` l’e´tude des repre´sentations du groupe pi d’un nœud
K de S3 dans un groupe de Lie re´soluble alge´brique connexe.
Comme ge´ne´ralisation d’un re´sultat classique de Burde et de Rham, nous
montrons que l’e´tude de l’existence de certaines repre´sentations me´tabe´liennes
permet de retrouver la de´composition comple`te du module d’Alexander a` cœf-
ficients complexes.
En second lieu, nous e´tudions les de´formations d’une repre´sentation re´duc-
tible me´tabe´lienne de pi dans SL(3,C). Nous montrons que cette repre´senta-
tion est limite de repre´sentations irre´ductibles non me´tabe´liennes de pi dans
SL(3,C) et qu’elle est un point lisse de la varie´te´ des repre´sentations.
Abstract (Representations space of knot groups into solvable Lie
groups)
Let K be a knot in S3 and pi its group. We are interested in the study of
the representations space of pi into a connected algebraic solvable Lie group.
As particular generalization of Burde and de Rham’s result, we prove that
the study of the existence of certain metabelian representations enable us to
find the decomposition of Alexander module with complex cœfficients.
We also study deformations of a reducible metabelian representation from pi
into SL(3,C). We prove that such a representation is limit of irreducible non
metabelian representations from pi into SL(3,C) and is a smooth point of the
representation variety.
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INTRODUCTION
Depuis les travaux de Casson et de Thurston, l’espace des repre´sentations
R(Γ, G) du groupe fondamental Γ d’une varie´te´ de petite dimension dans un
groupe de Lie G a e´te´ l’outil central de plusieurs the´ories importantes pour
l’e´tude de ces varie´te´s. A. Casson a introduit en 1985 un invariant des sphe`res
d’homologie entie`re, qui s’est re´ve´le´ eˆtre extreˆmement utile. L’invariant de
Casson d’une sphe`re d’homologie entie`re M est un entier qui compte alge´bri-
quement les classes de conjugaison des repre´sentations du groupe fondamental
de M dans SU(2). Graˆce a` cet invariant, Casson a pu re´soudre des proble`mes
de topologie demeure´s jusque la` ouverts, comme par exemple l’existence des
varie´te´s de dimension 4 non triangulables [Sav99] et [Sav02]. Cet invariant
a e´te´ ge´ne´ralise´ par C. Curtis aux groupes de Lie SO(3), U(2), Spin(4) et
SO(2) [Cur94].
Beaucoup de travaux ont suivi l’introduction de cet invariant et ont uti-
lise´ d’une fac¸on essentielle l’existence du lien entre la the´orie des repre´sen-
tations des groupes fondamentaux des varie´te´s de dimension trois et de la
ge´ome´trie et la topologie de ces varie´te´s. Nous citons, par exemple, ceux de
Culler-Shalen [CS83], Cooper-Gillet-Long [CCG+94] et Boyer-Zhang [BZ98]
ainsi que les travaux plus re´cents de Cooper-Hodgson-Kerchkoff [CHK00] et
Boileau-Leeb-Porti [BLP05] concernant l’uniformisation des orbifolds.
Le cas qui nous inte´resse est celui ou` Γ est le groupe pi d’un nœud K de
S3 . La majorite´ des re´sultats obtenus concernent les groupes de Lie SL(2,C)
et SU(2). De nombreux travaux ont e´te´ effectue´s dans ce cadre tels que ceux
de C. Frohman et E. Klassen [FK91] qui se sont inte´resse´s a` l’e´tude de la
structure locale de l’espace des repre´sentations au voisinage d’une repre´senta-
tion abe´lienne de pi dans SU(2) dans le cas d’une racine simple du polynoˆme
d’Alexander du nœud. Ces re´sultats ont e´te´ ge´ne´ralise´s par C. Herald [Her97]
et M. Heusener-J. Kroll [HK98] en remplac¸ant la condition de ze´ro simple
par un saut de signature de la forme hermitienne associe´e a` la forme de Sei-
fert du nœud. M. Heusener, J. Porti et E. Sua´rez Peiro` ont e´tudie´ les de´for-
mations d’une repre´sentation re´ductible dans SL(2,C) associe´e a` une racine
simple du polynoˆme d’Alexander [HPSP01]. Un re´sultat analogue a e´te´ e´ta-
bli dans [Sho91] mais n’a malheureusement jamais e´te´ publie´. On peut e´ga-
lement citer les travaux de L. Ben Abdelghani et D. Lines qui ont porte´ sur
les groupes de Lie complexes connexes re´ductifs et compacts connexes re´els
( [BA00], [BA98] et [AL02]).
Dans cette the`se, nous conside´rons d’autres exemples de groupes de Lie, a`
savoir les groupes de Lie nilpotents et les groupes de Lie re´solubles alge´briques.
Ce choix a e´te´, en partie, motive´ par les travaux re´cents de C. Miller [Mil05].
Ce dernier a developpe´ une classe d’inte´grales sur une varie´te´ M qui, dans
le cas des nœuds fibre´s, permet de se´parer les e´le´ments du groupe du nœud.
Miller utilise d’une fac¸on essentielle les repre´sentations du groupe fondamental
de M dans un groupe re´soluble.
Il s’ave`re que le cas des groupes nilpotents est un cas trivial. Plus pre´cise´-
ment, nous montrons :
Proposition 1.20
Les repre´sentations du groupe d’un nœud de S3 dans un groupe nilpotent
sont abe´liennes.
Ce re´sultat repose sur une proprie´te´ importante des nœuds de S3 a` savoir
que la suite centrale descendante du groupe du nœud est stationnaire [Mil54].
Nous conside´rons ensuite le cas des groupes de Lie re´solubles connexes alge´-
briques. Ces derniers peuvent eˆtre re´alise´s comme des sous-groupes du groupe
des matrices triangulaires supe´rieures inversibles d’ordre n , n ≥ 2. La pre-
mie`re e´tude de telles repre´sentations remonte aux travaux de Burde [Bur67]
et de Rham [dR67]. Ils ont e´tudie´ les repre´sentations du groupe d’un nœud
dans le groupe des isome´tries du plan. Ils ont montre´ que l’existence d’une
repre´sentation non abe´lienne de pi dans le groupe des matrices triangulaires
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supe´rieures inversibles d’ordre 2 est lie´e aux racines du polynoˆme d’Alexan-
der. Cette approche a permis de retrouver des invariants du nœud, une forme
simplifie´e du polynoˆme d’Alexander, dans un cadre e´le´mentaire et de de´tecter
les racines de ce polynoˆme. Seulement, elle ne fournit aucune information sur
la multiplicite´ de ces racines.
Dans le but d’ame´liorer et de ge´ne´raliser le re´sultat de Burde et de Rham,
nous nous inte´ressons a` l’e´tude de certaines repre´sentations me´tabe´liennes du
groupe du nœud dans le groupe des matrices triangulaires supe´rieures inver-
sibles d’ordre n , Gn , pour n ≥ 2. Cette e´tude nous permet d’obtenir des
informations inte´ressantes concernant le module d’Alexander a` cœfficients com-
plexes du nœud, plus pre´cise´ment, de retrouver la de´composition de ce module
et en particulier, la multiplicite´ des racines du polynoˆme d’Alexander du nœud.
L’ide´e repose sur la re´solution des e´quations d’obstruction, dans le deuxie`me
groupe de cohomologie H2(pi,Cα), lie´es a` l’existence de certaines repre´senta-
tions de pi dans Gn , n ≥ 2. Remarquons que Cα est le corps des nombres
complexes C muni de la structure de pi -module via l’action donne´e par
γ · z = α|γ|z , ∀ γ ∈ pi et ∀ z ∈ C
avec |γ| = p(γ), ou` p : pi → pi/pi′ % Z de´signe la projection canonique. Sous de
bonnes hypothe`ses, nous arrivons a` re´soudre ces obstructions qui proviennent
du produit-cup graˆce a` la proposition 2.6.
Ceci nous permet d’obtenir une filtration de l’espace des 1-cocycles
Z1(pi,Cα). Cette filtration est en lien e´troit avec les facteurs qui apparaissent
dans la de´composition de la (t − α)-torsion du module d’Alexander a` cœf-
ficients complexes. Plus pre´cise´ment, le module d’Alexander a` cœfficients
complexes d’un nœud K de S3 se de´compose sous la forme :
H1(X
∞,C) =
⊕
∆K(β)=0
τβ, avec τβ =
kβ⊕
i=1
τ iβ et τ
i
β =
C[t, t−1]
(t− β)qi , qi ∈ N
∗ .
Ici ∆K de´signe le polynoˆme d’Alexander de K . Soient µ un me´ridien du
nœud et α une racine de ∆K . Nous posons
Cn = {U ∈ Z1(pi,Cα) | ∃ (v2, . . . , vn−1) ∈ (C1(pi,Cα))n−2
tel que ρ(U,v2,...,vn−1)n ∈ R(pi, Gn)} ,
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avec
ρ(U,v2,...,vn−1)n (γ) =
(
α|γ| U(γ) v2(γ) . . . vn−1(γ)
0 φn−1(γ)
)
, γ ∈ pi
ou` φn−1 : pi → Gn−1 est la repre´sentation abe´lienne de´finie par
φn−1(µ) =

1 1 0 · · · 0
0 1 1
. . .
...
...
. . . . . . . . . 0
...
. . . 1 1
0 · · · · · · 0 1
 .
Supposons que les puissances qi , 1 ≤ i ≤ kα , sont donne´es dans un ordre
croissant. Nous montrons alors :
Corollaire 2.10
Soit n ≥ 2, alors :
1. L’ensemble des 1-cobords B1(pi,Cα) est strictement contenu dans Cn si
et seulement s’il existe 1 ≤ i ≤ kα tel que qi ≥ n− 1.
2. Dans la filtration de l’espace des 1-cocycles Z1(pi,Cα), on a :
B1(pi,Cα) = Cqkα+2 ! Cqkα+1 ⊆ Cqkα ⊆ · · · ⊆ C2 = Z1(pi,Cα)
3. La codimension du sous-espace Cp dans Cp−1 est e´gale au nombre des qi
e´gaux a` p− 2 c’est a` dire
dimCp−1 − dimCp = card{1 ≤ i ≤ kα | qi = p− 2} , ∀ p ≥ 3 .
Comme application de ce re´sultat, nous consacrons le chapitre 3 a` l’e´tude
de certaines repre´sentations me´tabe´liennes du groupe du nœud dans le groupe
des matrices triangulaires supe´rieures inversibles d’ordre 3. Une telle repre´-
sentation en induit une de pi dans SL(3,C), qu’on notera ρ0 . Nous nous
inspirons alors des travaux de M. Heusener et J. Porti dans [HP05] dans le
but de re´pondre a` la question : cette repre´sentation est-elle limite d’un arc de
repre´sentations non me´tabe´liennes ?
En se plac¸ant dans le cas d’une torsion cyclique, nous donnons une re´ponse
partielle a` cette question dans le the´ore`me suivant :
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The´ore`me 3.9
Supposons que la (t − α)-torsion du module d’Alexander est cyclique de la
forme C[t, t−1]
/
(t−α)q . Si α est une racine double du polynoˆme d’Alexander,
i.e. q = 2, alors il existe un arc analytique de repre´sentations irre´ductibles
non me´tabe´liennes de pi dans SL(3,C) d’extre´mite´ ρ0 . De plus, la repre´sen-
tation ρ0 est un point lisse de la varie´te´ des repre´sentations R(pi, SL(3,C)) de
dimension locale dix.
L’alge`bre de Lie sl(3,C) est munie de la structure de pi -module via l’action
de la repre´sentation adjointe Ad ◦ρ0 et elle est note´e sl(3,C)ρ0 . Pour montrer
le re´sultat pre´ce´dent, nous sommes amene´e a` effectuer un calcul cohomolo-
gique dans le but de de´terminer les dimensions des groupes de cohomologie de
l’espace comple´mentaire du nœud H∗(X, sl(3,C)ρ0). Nous obtenons alors la
proposition suivante :
Proposition 3.13 On a :
1. H0(X, sl(3,C)ρ0) = 0.
2. Si q = 2, alors dimH1(X, sl(3,C)ρ0) = dimH2(X, sl(3,C)ρ0) = 2.
3. Si q > 2, alors dimH1(X, sl(3,C)ρ0) = dimH2(X, sl(3,C)ρ0) ≥ 2.
Nous conside´rons ensuite la suite exacte longue en cohomologie associe´e a` la
paire (X, ∂X) pour montrer que H2(X, sl(3,C)ρ0) et H2(∂X, sl(3,C)ρ0) sont
isomorphes. On transporte ainsi le proble`me sur le bord de l’espace comple´-
mentaire X du nœud et on montre que toutes les e´quations d’obstruction sont
nulles en utilisant le fait qu’elles sont nulles sur le bord.
Soit i : ∂X → X l’inclusion naturelle du bord de X dans X et soit
i# : pi1(∂X) → pi1(X) l’application induite par i sur les groupes fondamen-
taux de X et ∂X . Alors, nous montrons :
The´ore`me 3.6
Soit n ≥ 2 et soit ρ : pi → SL(n,C) une repre´sentation du groupe
du nœud pi dans SL(n,C). Supposons que dimH0(∂X, sl(n,C)ρ)) =
dimH2(X, sl(n,C)ρ) = n − 1 et que H0(X, sl(n,C)ρ) = 0. Si ρ ◦ i# est
un point lisse de R(pi1(∂X), SL(n,C)), alors la repre´sentation ρ est un point
lisse de la varie´te´ des repre´sentations R(pi, SL(n,C)).
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Ce re´sultat nous permet de prouver que ρ0 est un point lisse de la varie´te´
des repre´sentations R(pi, SL(3,C)). Pour montrer l’existence des de´formations
non me´tabe´liennes de ρ0 , nous prouvons le the´ore`me suivant :
The´ore`me 3.26
Il existe un arc analytique de repre´sentations ρt : pi → SL(3,C) d’extre´mite´
ρ0 , tel que l’orbite de ρt est ferme´e et le stabilisateur de ρt est fini, pour t
suffisamment petit et t += 0.
Nous concluons ce travail par quelques perspectives et proble`mes ouverts.
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CHAPITRE 1
GE´NE´RALITE´S ET NOTATIONS
Dans ce chapitre, nous fixons les principales notations utilise´es tout au long
de cette the`se et nous rappelons les notions et les re´sultats dont nous aurons
besoin pour la suite. Nous commenc¸ons par pre´senter quelques proprie´te´s des
groupes de Lie nilpotents et plus ge´ne´ralement des groupes de Lie re´solubles.
Ensuite, nous rappelons certains re´sultats sur la the´orie des nœuds et l’espace
des repre´sentations. Dans le paragraphe 1.5, nous introduisons les e´quations
d’obstruction qui re´sultent de la condition d’existence d’une repre´sentation du
groupe d’un nœud dans un groupe de Lie re´soluble connexe alge´brique. Les
deux derniers paragraphes sont consacre´s a` montrer que le cas des groupes
nilpotents est un cas trivial et a` pre´senter certains re´sultats lie´s a` l’existence
des repre´sentations non me´tabe´liennes.
1.1. Quelques proprie´te´s des groupes et alge`bres de Lie re´solubles
Dans ce paragraphe, nous regroupons certaines proprie´te´s des groupes et
alge`bres de Lie re´solubles. Les cas qui nous inte´ressent sont ceux des groupes
de Lie nilpotents et des groupes de Lie re´solubles connexes alge´briques.
De´finitions 1.1. — On appelle suite centrale descendante d’un groupe G
G = C0G ⊃ C1G ⊃ C2G ⊃ · · ·
la suite de´finie par la relation de re´currence{ C0G = G
Ck+1G = (G, CkG)
ou` (G, CkG) est le groupe (ferme´) engendre´ par les e´le´ments de la forme
aba−1b−1 , avec a ∈ G et b ∈ CkG .
On dit que G est nilpotent s’il existe m tel que CmG = {e}.
De´finition 1.2. — [Che46, Chapitre 5, § 3, De´finition 1]
Si G est un groupe, on appelle nie`me groupe de´rive´ de G ,n e´tant un entier
positif, et on de´signe par DnG , le sous-groupe de G de´fini inductivement
comme suit :{ D0G = G
pour tout n ≥ 0, Dn+1G est le groupe des commutateurs de DnG
Le groupe D1G est donc le groupe des commutateurs de G , que nous de´si-
gnerons par G′ . Le groupe D2G est note´ G′′ .
Proposition 1.3. — [Che46, Chapitre 5, § 3, Proposition 1]
Pour tout groupe G, les sous-groupes DnG de G sont tous distingue´s. Les
groupes quotients DnG/Dn+1G sont abe´liens.
De´finition 1.4. — [Che46, Chapitre 5, § 3, De´finition 2]
Un groupe G est dit re´soluble s’il existe un entier positif m tel que DmG =
{e} .
De´finitions 1.5. — Soient K un corps et f1, . . . , fs des polynoˆmes dans
K[x1, . . . , xn] , alors l’ensemble :
{(a1, . . . , an) ∈ Kn | fi(a1, . . . , an) = 0, pour tout 1 ≤ i ≤ s}
est appele´ varie´te´ affine de´finie par f1, . . . , fs .
On appelle groupe alge´brique (line´aire) sur K une varie´te´ affine G sur K
munie d’une structure de groupe et telle que l’application λ : G × G → G
de´finie par λ(a, b) = ab−1 est polynomiale.
Proposition 1.6. — [Che46, Chapitre 5, § 3, Proposition 13]
Soit G un groupe alge´brique connexe irre´ductible sur un corps de caracte´-
ristique 0. Pour que G soit re´soluble, il faut et il suffit que son alge`bre de
Lie G soit re´soluble. Pour que G soit nilpotent il faut et il suffit que G soit
nilpotente. Ces re´sultats restent aussi vrais si G est un groupe de Lie connexe.
The´ore`me 1.7. — (The´ore`me de Lie-Kolchin)[Ste74, § 2.8, The´ore`me 1]
Un groupe alge´brique re´soluble connexe peut eˆtre re´alise´ comme un sous-
groupe du groupe des matrices triangulaires supe´rieures inversibles.
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1.2. Groupe du nœud-Module d’Alexander
Ce paragraphe est consacre´ a` un rappel de certains re´sultats sur la the´orie des
nœuds qui seront utilise´s par la suite. Commenc¸ons par rappeler qu’un nœud
est de´fini comme e´tant l’image par un plongement diffe´rentiable du cercle S1
dans la sphe`re S3 .
1.2.1. Groupe du nœud. — Soit V (K) un voisinage tubulaire d’un nœud
K de S3 . On note X = S3 \ V (K) l’espace comple´mentaire du nœud. Le
groupe fondamental pi = pi1(X) est appele´ groupe du nœud K .
Une des proprie´te´s les plus importantes du groupe d’un nœud K de S3 est
celle donne´e par le the´ore`me suivant de Papakyriakopoulos :
The´ore`me 1.8 (Asphe´ricite´ du nœud). — 1. Pour tout n += 1, on a
pin(X) = 0. Autrement dit, l’espace comple´mentaire X est un espace
d’Eilenberg-Mac Lane K(pi, 1).
2. Le groupe du nœud pi est un groupe sans torsion.
On rappelle qu’un me´ridien de K est une courbe simple µ sur ∂V (K)
telle que [µ] = 0 dans pi1(V (K)) et [µ] += 0 dans pi1(∂V (K)) et qu’une
longitude l de K est une courbe simple de ∂V (K) qui repre´sente un ge´ne´-
rateur de pi1(V (K)) et dont la classe dans le groupe d’homologie de l’espace
comple´mentaire du nœud est triviale. Donc [µ] et [l] forment une base de
H1(∂V (K)) % Z⊕ Z . Le me´ridien et la longitude sont de´termine´s a` conjugai-
son pre`s.
1.2.2. Module d’Alexander. — Soient K un nœud de S3 , X =
S3 \ V (K), ou` V (K) est un voisinage tubulaire de K et pi := pi1(X) le
groupe fondamental de X . Notons pi/pi′ % T = 〈t|−〉 le groupe quotient mo-
noge`ne infini engendre´ par l’image t du me´ridien µ et X∞ le reveˆtement de X
correspondant au groupe des commutateurs pi′ = [pi, pi] . Posons Λ := C[t, t−1]
l’anneau des polynoˆmes de Laurent a` cœfficients complexes. Puisque le groupe
des automorphismes du reveˆtement X∞ , Aut(X∞) % pi/pi′ % T , le reveˆte-
ment X∞ est appele´ reveˆtement cyclique infini de X . Soit ξ : X∞ → X∞
un ge´ne´rateur de Aut(X∞). Les groupes d’homologie H∗(X∞,C) sont munis
d’une structure de Λ-module de la fac¸on suivante. Si u ∈ Hi(X∞,C), on pose
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t · u = ξ∗(u), ou`
ξ∗ : Hi(X
∞,C)→ Hi(X∞,C)
u 1→ ξ ◦ u
de´signe l’isomorphisme d’homologie induit par ξ .
Ces modules sont des modules de torsion et de type fini. Seul le H1 joue un
roˆle significatif. En effet, on a :
H0(X
∞,C) % C
H1(X
∞,C) % pi′/pi′′ ⊗ C [BZ03]
Hm(X
∞,C) = 0 , ∀ m ≥ 2
Le module H1(X∞,C) est appele´ module d’Alexander a` cœfficients complexes
du nœud, son ide´al d’ordre est principal. Tout ge´ne´rateur de cet ide´al est appele´
polynoˆme d’Alexander de K et est note´ ∆K(t). Le polynoˆme d’Alexander est
de degre´ pair et a` cœfficients entiers. De plus, il ve´rifie les proprie´te´s suivantes :
1. ∆K(t) = ±tν∆K(t−1) ; ν ∈ Z .
2. ∆K(1) = ±1 .
Pour plus de de´tails voir [Gor78] et [Rol90].
Rappelons que Λ est un anneau principal. Le module d’Alexander a` cœffi-
cients complexes se de´compose sous la forme
H1(X
∞,C) =
⊕
∆K(α)=0
τα, avec τα =
kα⊕
i=1
τ iα, ou` τ
i
α =
Λ
(t− α)qi ,
qi ∈ N∗ .
Remarquons que la multiplicite´ de α dans le polynoˆme d’Alexander corres-
pond a` la somme
kα∑
i=1
qi .
1.3. Cohomologie et Produit-cup
Si Γ est un groupe de pre´sentation finie et M est un Γ-module a` gauche,
l’espace des n-cochaˆınes Cn(Γ,M) du groupe Γ dans le module M , pour
n ≥ 0, est par de´finition l’espace des fonctions f de Γn dans M . L’ope´rateur
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cobord δ : Cn(Γ,M)→ Cn+1(Γ,M) est donne´ par [Bro94] :
δf(γ1, . . . , γn+1) = γ1 · f(γ2, . . . , γn+1) +
n∑
i=1
(−1)if(γ1, . . . , γi−1, γiγi+1, . . . , γn+1)
+ (−1)n+1f(γ1, . . . , γn) .
Remarquons que C0(Γ,M) %M et que, pour a ∈ C0(Γ,M), on a :
δa(γ) = (γ − 1) · a ,∀γ ∈ Γ .
On note B∗(Γ,M) (resp. Z∗(Γ,M), H∗(Γ,M)) l’ensemble des cobords (resp.
cocycles, classes de cohomologie) de Γ a` cœfficients dans M . Si z de´signe un
cocycle dans Zi(Γ,M), i ≥ 1, on notera par {z} sa classe de cohomologie
dans H i(Γ,M).
De´finition 1.9. — On de´finit Cα comme e´tant le Λ-module C dont l’action
est donne´e par
q(t) · z = q(α)z , q(t) ∈ Λ .
Le Λ-module C1 est simplement note´ C .
Soit pi le groupe d’un nœud K de S3 , alors pi % pi′ " T . Le Λ-module Cα
admet en plus la structure de pi -module via la projection pi ! T et l’action
de pi est donne´e par :
γ · z = α|γ|z , ∀ γ ∈ pi et ∀ z ∈ C
avec |γ| = p(γ), ou` p : pi → pi/pi′ % Z de´signe la projection canonique. De
plus, on a les proprie´te´s suivantes :
Lemme 1.10. — [BA00, Proposition 2.1]
1. H1(pi,C) % C.
2. Soit α ∈ C∗\{1}. Alors, H1(pi,Cα) % HomΛ(H1(X∞,C),Cα) .
3. Soit α ∈ C∗ . Alors, H2(pi,Cα) % Ext1Λ(H1(X∞,C),Cα) .
Corollaire 1.11. — 1. Soit α ∈ C∗\{1}. Notons j la compose´e
pi′ → pi′/pi′′ → pi′/pi′′ ⊗ C
alors l’application
j∗ : HomΛ(pi′/pi′′ ⊗ C,Cα)→ H1(pi,Cα)
U 1→ {U} , avec U(xtk) = U(j(x))
est un isomorphisme.
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2. Soit α une racine du polynoˆme d’Alexander du nœud. Supposons que la
(t− α)-torsion du module d’Alexander se met sous la forme
τα =
Λ
(t− α)q1 ⊕ · · ·⊕
Λ
(t− α)qkα
alors kα = dimH1(pi,Cα).
3. Soit α ∈ C∗ . Alors, H2(pi,Cα) = 0 si et seulement si ∆K(α) += 0.
Remarque 1.12. — Soit α ∈ C∗\{1} une racine du polynoˆme d’Alexander
du nœud. Si la (t− α)-torsion du module d’Alexander se met sous la forme :
τα =
Λ
(t− α)q1 ⊕ · · ·⊕
Λ
(t− α)qkα .
Alors, la (t− α−1)-torsion est de la forme :
τα−1 =
Λ
(t− α−1)q1 ⊕ · · ·⊕
Λ
(t− α−1)qkα .
En particulier, dimH1(pi,Cα) = dimH1(pi,Cα−1).
Le lemme suivant pre´sente un re´sultat classique dont on peut trouver une
de´monstration dans [HP05, Lemme 3.1] :
Lemme 1.13. — Soient pi le groupe d’un nœud K de S3 , M un pi -module et
X un CW-complexe tel que pi1(X) % pi . Alors il existe des homomorphismes
naturels Hi(X,M) → Hi(pi,M) qui sont des isomorphismes pour i = 0, 1
et surjectif pour i = 2. En cohomologie, les homomorphismes H i(pi,M) →
H i(X,M) sont des isomorphismes pour i = 0, 1 et injectif pour i = 2.
Remarque 1.14. — Dans le cas ou` X est le comple´mentaire du nœud, les
homomorphismes H∗(pi,M) → H∗(X,M) et H∗(pi1(∂X),M) → H∗(∂X,M)
sont bijectifs. Ceci est conse´quence de l’asphe´ricite´ de X et de ∂X .
Etant donne´s des Γ-modules M1,M2 et M3 , le produit-cup
∪ : Hp(Γ,M1)×Hq(Γ,M2)→ Hp+q(Γ,M1 ⊗M2)
de deux cochaˆınes u ∈ Cp(Γ,M1) et v ∈ Cq(Γ,M2) est la (p + q)-cochaˆıne
u ∪ v ∈ Cp+q(Γ,M1 ⊗M2) de´finie par :
u ∪ v(γ1, . . . , γp+q) := u(γ1, . . . , γp)⊗ γ1 . . . γp ◦ v(γp+1, . . . , γp+q) .
On a :
δ(u ∪ v) = δu ∪ v + (−1)pu ∪ δv .
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Le produit tensoriel M1 ⊗M2 est un Γ-module via l’action diagonale. Le
produit-cup peut eˆtre combine´ a` une application biline´aire M1 ⊗M2 →M3 .
1.4. Espace des repre´sentations
Soient Γ un groupe discret de pre´sentation finie et G un groupe alge´brique.
On appelle espace des repre´sentations de Γ dans G l’ensemble R(Γ, G) de tous
les homomorphismes de groupes de Γ dans G .
L’ensemble R(Γ, G) admet une structure de varie´te´ affine non ne´cessaire-
ment irre´ductible [CS83]. En effet, si Γ est le groupe libre Fn de ge´ne´rateurs
X1, . . . , Xn , l’ensemble R(Γ, G) s’identifie naturellement a` la varie´te´ affine Gn .
Si Γ admet la pre´sentation 〈X1, . . . , Xn|W1, . . . ,Wm〉 on peut plonger R(Γ, G)
dans Gn via l’application f donne´e par f(ρ) = (ρ(X1), . . . , ρ(Xn)). L’appli-
cation f est injective car les Xi engendrent Γ . Soit (σ1, . . . ,σn) un e´le´ment
de Gn . Si on substitue σi a` la place de Xi dans le mot Wj alors on peut
conside´rer chaque mot Wj comme e´tant une application polynomiale de Gn
dans Gm . Donc
Im f =
⋂
{(Wj)−1(e), j = 1, . . . ,m}
= W−1(e, . . . , e)
ou` W = (W1, . . . ,Wm) : Gn → Gm et on peut identifier R(Γ, G) a` Im f . Cette
structure est inde´pendante de la pre´sentation de Γ [LM85].
1.4.1. Espace tangent de Zariski. — Soit V une sous-varie´te´ affine de
Cn dont l’ide´al de de´finition est I(V ). Soit p un point de V , l’espace tangent
de Zariski a` V en p , note´ TZarp (V ), donne´ par{
dγ(t)
dt
∣∣
t=0
∈ Cn
∣∣∣γ ∈ (C[t])n, γ(0) = p et f ◦ γ ∈ t2C[t] pour tout f ∈ I(V )}
est l’espace vectoriel des de´rive´es des germes polynomiaux γ(t) de´finis au voi-
sinage de l’origine, a` valeurs dans Cn tels que γ(0) = p et qui satisfont les
e´quations de I(V ) modulo t2 .
En ge´ne´ral, dim(TZarp (V )) ≥ dimV et on a e´galite´ si et seulement si le
point p n’est pas singulier. Les espaces tangents de Zariski au sens alge´brique
et au sens analytique sont isomorphes et un point est non singulier au sens
alge´brique si et seulement s’il est lisse au sens analytique. Pour plus de de´tails,
voir [Rei88].
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1.4.2. Espace tangent et groupe de cohomologie. — Soient pi le groupe
d’un nœud K de S3 , G un groupe de Lie alge´brique connexe d’alge`bre de Lie
G et ρ : pi → G une repre´sentation de pi dans G . L’alge`bre de Lie G peut eˆtre
munie de la structure de pi -module via l’action de la repre´sentation adjointe
pi × G → G
(γ, x) 1→ Ad ◦ρ(γ)(x)
et elle sera note´e Gρ . D’apre`s un re´sultat d’Andre´ Weil [Wei64], l’espace tan-
gent de Zariski TZarρ R(pi, G) s’identifie a` un sous-espace de l’espace des 1-
cocycles Z1(pi,Gρ). Etant donne´ un arc de repre´sentations ρ& tel que ρ0 = ρ ,
un cocycle d : pi → Gρ est de´fini par :
d(γ) :=
dρ&(γ)
d-
∣∣∣
&=0
ρ(γ)−1 ,∀γ ∈ pi .
En ge´ne´ral, cette inclusion est stricte. L’espace tangent de Zariski en ρ ∈
R(pi, G) a` l’orbite de ρ , sous l’action de la repre´sentation adjointe, s’identifie
a` l’ensemble des cobords B1(pi, G). Ici, b : pi → Gρ est un cobord s’il existe
x ∈ G tel que
b(γ) = Ad ◦ρ(γ)(x)− x .
De´finition 1.15. — [Sha77, Chapitre 2, § 1.4] La dimension locale de
R(pi, G) en ρ , note´e dimρR(pi, G), est de´finie comme e´tant la dimension
maximale des composantes irre´ductibles de R(pi, G) contenant ρ .
Le lemme suivant pre´sente un re´sultat classique dont on peut trouver une
de´monstration dans [HP05] :
Lemme 1.16. — Soit ρ une repre´sentation dans R(pi, G). Si dimρR(pi, G) =
dimZ1(pi,Gρ), alors ρ est un point lisse de la varie´te´ des repre´sentations
R(pi, G). De plus, ρ est contenue dans une composante unique de dimension
dimZ1(pi,Gρ).
Lemme 1.17. — Soient n ≥ 2 et η : Γ → C∗ un homomorphisme de
groupes. Si H2(Γ,Z/nZ) = 0, alors il existe η˜ : Γ → C∗ un homomorphisme
ve´rifiant (η˜(γ))n = η(γ), pour tout γ ∈ Γ.
De´monstration. — Soit λ : Γ→ C∗ une application ve´rifiant (λ(γ))n = η(γ),
pour tout γ ∈ Γ . Alors il existe une application ω : Γ× Γ→ C∗ telle que
λ(γ1γ2) = λ(γ1)λ(γ2)ω(γ1, γ2) , ∀γ1, γ2 ∈ Γ .
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En utilisant le fait que (λ(γ))n = η(γ), nous pouvons ve´rifier que (ω(γ1, γ2))n =
1, pour tous γ1, γ2 ∈ Γ et que ω prend ainsi ses valeurs dans
Un = {ξ ∈ C∗ | ξn = 1} % Z/nZ .
En e´crivant que, pour tous γ1, γ2, γ3 ∈ Γ :
λ((γ1γ2)γ3) = λ(γ1(γ2γ3))
on obtient :
λ(γ1)λ(γ2)(ω(γ1, γ2))λ(γ3)ω(γ1γ2, γ3) = λ(γ1)λ(γ2)λ(γ3)ω(γ2, γ3)ω(γ1, γ2γ3)
et
ω(γ2, γ3)(ω(γ1γ2, γ3))
−1ω(γ1, γ2γ3)(ω(γ1, γ2))−1 = 1 .
Ceci implique que ω est un 2-cocycle dans Z2(Γ,Z/nZ).
Puisque H2(Γ,Z/nZ) = 0, il existe une 1-cochaˆıne d : Γ→ Z/nZ telle que
ω = δd . Donc
ω(γ1, γ2) = δd(γ1, γ2) = d(γ2)(d(γ1γ2))
−1d(γ1)
et
λd(γ1γ2) = λ(γ1γ2)d(γ1γ2)
= λ(γ1)d(γ1)λ(γ2)d(γ2) .
Ainsi, λd est un homomorphisme et nous pouvons prendre η˜ = λd .
Nous notons Gn le groupe des matrices triangulaires supe´rieures inversibles
d’ordre n . Le lemme pre´ce´dent nous permet d’obtenir des repre´sentations d’un
groupe Γ dans SL(n,C) a` partir des repre´sentations de Γ dans Gn . Plus
pre´cise´ment,
Corollaire 1.18. — Soit n ≥ 2 et soit Γ un groupe tel que H2(Γ,Z/nZ) =
0. Si
ρ : Γ→ Gn
γ 1→

α(γ) x12(γ) x13(γ) . . . x1n(γ)
0 1 x23(γ) . . . x2n(γ)
...
. . . . . .
...
...
. . . 1 xn−1,n(γ)
0 . . . . . . 0 1

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est un homomorphisme de groupes, alors ρ induit une repre´sentation
ρ˜ : Γ→ SL(n,C)
γ 1→ α−1/n(γ)ρ(γ) .
Ici α−1/n : Γ→ C∗ est un homomorphisme tel que
(α−1/n(γ))n = α−1(γ) , ∀ γ ∈ Γ .
Lemme 1.19. — Soit pi le groupe d’un nœud K de S3 , alors H2(pi,Z/nZ) =
0.
De´monstration. — Rappelons que X de´signe l’espace comple´mentaire du
nœud et remarquons que Hk(X,M) = 0, pour tout module M et pour tout
k ≥ 3 [BZ03, Chapitre 3]. La suite exacte longue en homologie associe´e a` la
paire (X, ∂X) donne :
H1(X, ∂X,Z)→ H0(∂X,Z)→ H0(X,Z)→ 0 .
Or H0(∂X,Z) % H0(X,Z) % Z [BZ03, Chapitre 3], donc H1(X, ∂X,Z) = 0. Il
s’en suit, par dualite´ de Poincare´, que H2(X,Z) = 0. Conside´rons maintenant
la suite exacte courte
0→ nZ→ Z→ Z/nZ→ 0
qui induit en cohomologie
H2(X,nZ)→ H2(X,Z)→ H2(X,Z/nZ)→ 0 .
Comme H2(X,Z) = 0, H2(X,Z/nZ) = 0, et d’apre`s le lemme 1.13,
H2(pi,Z/nZ) = 0.
1.5. Equations d’obstruction
La condition d’existence d’une repre´sentation du groupe d’un nœud dans un
groupe de Lie re´soluble connexe alge´brique se traduit par un syste`me d’e´qua-
tions d’obstruction que nous pre´senterons dans ce paragraphe.
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Soit n ≥ 2 et soit la fle`che ρ : pi → Gn de´finie par
ρ(γ) =

α1(γ) α2(γ)x12(γ) α3(γ)x13(γ) . . . . . . . . . αn(γ)x1n(γ)
0 α2(γ) α3(γ)x23(γ) . . . . . . . . . αn(γ)x2n(γ)
α3(γ) . . . . . . . . . αn(γ)x3n(γ)
...
. . .
...
...
. . .
...
... αn−1(γ) αn(γ)xn−1,n(γ)
0 . . . . . . . . . . . . 0 αn(γ)

Ce qui revient a` e´crire
ρ(γ) =
n∑
i=1
αi(γ)Eii +
∑
1≤i<j≤n
αj(γ)xij(γ)Eij
ou` (Eij)1≤i,j≤n est la base canonique de l’alge`bre des matrices carre´es d’ordre
n .
Pour que ρ soit une repre´sentation il faut et il suffit qu’elle ve´rifie la condition
ρ(γγ′) = ρ(γ)ρ(γ′) ; ∀ γ, γ′ ∈ pi
c’est a` dire
n∑
i=1
αi(γγ
′)Eii +
∑
1≤i<j≤n
αj(γγ
′)xij(γγ′)Eij =
n∑
i=1
αi(γ)αi(γ
′)Eii
+
∑
1≤i<j≤n
(αi(γ)αj(γ
′)xij(γ′) + αj(γ)αj(γ′)xij(γ))Eij
+
∑
1≤i<j<l≤n
αj(γ)αl(γ
′)xij(γ)xjl(γ′)Eil .
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Par identification, nous obtenons le syste`me suivant
αi(γγ′) = αi(γ)αi(γ′), ∀ 1 ≤ i ≤ n
αj(γγ′)xij(γγ′)− αi(γ)αj(γ′)xij(γ′)− αj(γ)αj(γ′)xij(γ)
=
j−1∑
l=i+1
αl(γ)αj(γ
′)xil(γ)xlj(γ′), ∀ 1 ≤ i < j ≤ n
que nous pouvons aussi e´crire sous la forme
αi(γγ′) = αi(γ)αi(γ′), ∀ 1 ≤ i ≤ n
xij(γγ′)− αi(γ)
αj(γ)
xij(γ
′)− xij(γ) =
j−1∑
l=i+1
αl(γ)
αj(γ)
xil(γ)xlj(γ
′), ∀ 1 ≤ i < j ≤ n
En particulier, nous obtenons
(1.1) xi,i+1(γγ
′)− αi(γ)
αi+1(γ)
xi,i+1(γ
′)− xi,i+1(γ) = 0 ,∀ 1 ≤ i ≤ n− 1
ce qui donne xi,i+1 ∈ Z1(pi,C αi
αi+1
), pour tout 1 ≤ i ≤ n− 1 et
(1.2)
xij(γγ
′)− αi(γ)
αj(γ)
xij(γ
′)− xij(γ) =
j−1∑
l=i+1
αl(γ)
αj(γ)
xil(γ)xlj(γ
′), ∀ 1 ≤ i < j ≤ n
autrement dit,
(1.3) δxij(γ, γ
′) +
j−1∑
l=i+1
xil ∪ xlj(γ, γ′) = 0 , ∀ 1 ≤ i < j ≤ n .
Remarquons que pour tout 1 ≤ i ≤ n , αi est un homomorphisme abe´lien
du groupe du nœud dans C∗ , donc il est comple`tement de´termine´ par l’image
du me´ridien et αi(γ) = α
|γ|
i , avec |γ| = p(γ), ou` p : pi → pi/pi′ % Z de´signe
l’homomorphisme d’abe´lianisation. Donc nous identifierons l’homomorphisme
abe´lien αi avec la valeur qu’il prend au me´ridien.
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1.6. Repre´sentations du groupe d’un nœud dans un groupe nilpotent
L’objet de ce paragraphe est de prouver que le cas des groupes nilpotents
est un cas trivial. Autrement dit, nous montrons :
Proposition 1.20. — Les repre´sentations du groupe d’un nœud de S3 dans
un groupe nilpotent sont abe´liennes.
La de´monstration est base´e sur une proprie´te´ du groupe du nœud donne´e
par le lemme suivant, qui est un re´sultat classique de Milnor :
Lemme 1.21. — [Mil54]
Soit pi le groupe d’un nœud K de S3 , alors pour tout k ≥ 2 on a
Ckpi = C1pi = pi′, ∀k ≥ 2 .
De´monstration du lemme 1.21. — Comme pi % pi′ " T , tout e´le´ment a ∈ pi
peut s’e´crire sous la forme a = bµi , ou` µ est un me´ridien du nœud, b ∈ C1pi
et i ∈ Z .
Soient a1, a2 ∈ pi , alors : a1 = b1µi1 et a2 = b2µi2 , avec i1, i2 ∈ Z et b1, b2 ∈
C1pi .
D’ou` :
a1a2 = b1µ
i1b2µ
i2
= b1γ1b2µ
i1µi2 , γ1 ∈ C2pi
= γ2γ1b2b1µ
i1µi2 , γ2 ∈ C2pi
= γ2γ1γ3µ
i2b2b1µ
i1 , γ3 ∈ C2pi
= γ2γ1γ3γ4b2µ
i2b1µ
i1 , γ4 ∈ C2pi
= γa2a1 , γ ∈ C2pi
Ainsi pi/C2pi est commutatif et C1pi ⊂ C2pi . Or C2pi ⊂ C1pi donc C1pi = C2pi ,
par suite, C1pi = Ckpi, ∀k ≥ 2.
De´monstration de la proposition 1.20. — Soit ρ : pi → N une repre´sentation
du groupe du nœud dans N , ou` N de´signe un groupe nilpotent d’ordre m ,
alors ρ|Cmpi : Cmpi → CmN est un homomorphisme de groupes.
Or, CmN = {e} et Cmpi = C1pi , donc ρ|C1pi : C1pi → {e} est un homomorphisme
de groupes et ρ est abe´lienne.
Exemple 1.22. — Conside´rons φm : pi → Nm l’homomorphisme abe´lien de´-
fini par
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φm(γ) =

h0(γ) h1(γ) h2(γ) . . . hm−1(γ)
0 h0(γ) h1(γ) . . . hm−2(γ)
...
. . .
...
...
. . . h0(γ) h1(γ)
0 . . . . . . 0 h0(γ)

et
φm(µ) =

1 1 0 · · · 0
0 1 1
. . .
...
...
. . . . . . . . . 0
...
. . . 1 1
0 · · · · · · 0 1
 = Im +Nm
ou` Im de´signe la matrice identite´. Alors, pour tout k ∈ Z :
(1.4) φm(µ
k) = (Im +Nm)k =
k∑
p=0
(
k
p
)
N pm =
k∑
p=0
hp(µ
k)N pm
ou` les hp : pi → C sont des solutions des e´quations d’obstruction de´crites dans
le paragraphe 1.5, donne´es par hp(µk) =
(
k
p
)
et ou`
(
k
p
)
, p ∈ N de´signe le
cœfficient binomial de´fini par(
k
0
)
:= 1 et
(
k
p
)
:=
k(k − 1) · · · (k − p+ 1)
p!
∈ Z .
1.7. Repre´sentations me´tabe´liennes
De´finition 1.23. — Soient k ≥ 1 et G un groupe. Une repre´sentation
ρ : pi → G est dite k -me´tabe´lienne si la restriction de ρ au kie`me groupe
de´rive´ de pi , note´ Dkpi , est triviale. Une repre´sentation 2-me´tabe´lienne est sim-
plement dite repre´sentation me´tabe´lienne. Une repre´sentation 1-me´tabe´lienne
est une repre´sentation abe´lienne.
Une repre´sentation abe´lienne, e´tant comple`tement de´termine´e par la donne´e
de l’image du me´ridien, l’e´tude d’une telle repre´sentation fournit peu d’in-
formations sur le nœud. Par contre, le cas des repre´sentations me´tabe´liennes
pre´sente un domaine d’e´tude qui a inte´resse´ plusieurs auteurs dont on peut
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citer [Har79], [Fri04] et re´cemment [BF] et [HKL]. Les repre´sentations non
3-me´tabe´liennes ont e´te´ utilise´es pour de´finir un invariant du nœud a` partir
de son syste`me pe´riphe´rique [BZ03, Chapitre 14].
Rappelons que H1(X∞,Z) = 0 si et seulement si ∆K(t) = 1. Nous montrons
alors le re´sultat suivant :
The´ore`me 1.24. — Soit pi le groupe d’un nœud K de S3 dont le polynoˆme
d’Alexander est non trivial (∆K(t) += 1). Alors il existe une repre´sentation
non me´tabe´lienne de pi a` valeurs dans Gn , pour tout n ≥ 3.
De´monstration. — Soit α une racine du polynoˆme d’Alexander de K . Consi-
de´rons
ρ : pi → Gn
γ 1→

α|γ| x12(γ) 0 . . . 0 α|γ|x1n(γ)
0 1 0 . . . 0 α|γ|x2n(γ)
...
. . . . . . . . .
... 0
. . . . . . 0
...
...
. . . 1 0
0 . . . . . . 0 α|γ|

avec |γ| = p(γ), ou` p : pi → pi/pi′ % Z de´signe la projection canonique.
D’apre`s la paragraphe 1.5, une condition ne´cessaire et suffisante pour que ρ
soit un homomorphisme de groupes est donne´e par le syste`me suivant :
x12 ∈ Z1(pi,Cα)
x2n ∈ Z1(pi,Cα−1)
−δx1n = x12 ∪ x2n
Puisque α est racine du polynoˆme d’Alexander du nœud, il existe x12 (resp.
x2n ) un cocycle dans Z1(pi,Cα) (resp. dans Z1(pi,Cα−1)) qui n’est pas un
cobord (voir paragraphe 1.3). Les cocycles e´tant me´tabe´liens, il suffit de ve´rifier
que la restriction de x1n au deuxie`me sous-groupe des commutateurs est non
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triviale. Soient γ1, γ2 ∈ pi′ , alors :
x1n(γ1γ2γ
−1
1 γ
−1
2 ) = x1n(γ1γ2) + x1n(γ
−1γ−12 ) + x12(γ1γ2)x2n(γ
−1
1 γ
−1
2 )
= x1n(γ1) + x1n(γ2) + x12(γ1)x2n(γ2)− x1n(γ2γ1)
+ x12(γ2γ1)x2n(γ2γ1) + (x12(γ1) + x12(γ2))(−x2n(γ1)− x2n(γ2))
= x12(γ1)x2n(γ2)− x12(γ2)x2n(γ1) .
Modulo une correction par un cobord, nous pouvons supposer que x12(µ) =
x2n(µ) = 0. Par exemple, si x12(µ) = c ∈ C∗ , nous remplac¸ons x12 par la
cochaˆıne x12 + δd , ou` d =
c
(1− α) . Soient ξ et β dans pi tels que x12(ξ) += 0
et x2n(β) += 0. Deux cas sont possibles :
– 1er cas : Si x12(β) = 0 ou x2n(ξ) = 0, nous conside´rons γ1 = µβµ−1β−1
et γ2 = µξµ−1ξ−1 . Alors :
x1n(γ1γ2γ
−1
1 γ
−1
2 ) = x12(µβµ
−1β−1)x2n(µξµ−1ξ−1)− x12(µξµ−1ξ−1)x2n(µβµ−1β−1)
= (µ− 1) · x12(β)(µ− 1) · x2n(ξ)− (µ− 1) · x12(ξ)(µ− 1) · x2n(β)
= −(µ− 1) · x12(ξ)(µ− 1) · x2n(β)
+= 0 .
– 2e`me cas : Si x12(β) += 0 et x2n(ξ) += 0, nous posons γ1 = µξµ−1ξ−1 et
γ2 = µ−1ξµξ−1 . Alors :
x1n(γ1γ2γ
−1
1 γ
−1
2 ) = x12(µξµ
−1ξ−1)x2n(µ−1ξµξ−1)
− x12(µ−1ξµξ−1)x2n(µξµ−1ξ−1)
= (µ− 1) · x12(ξ)(µ−1 − 1) · x2n(ξ)
− (µ−1 − 1) · x12(ξ)(µ− 1) · x2n(ξ)
= ((α− 1)(α− 1)− (α−1 − 1)(α−1 − 1))x12(ξ)x2n(ξ)
= α−2(α2 − 1)(α− 1)2x12(ξ)x2n(ξ)
+= 0 .
The´ore`me 1.25. — Soient ω1,ω2,ω3 ∈ C∗ .
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Supposons que ∆K(
ω1
ω2
) = ∆K(
ω2
ω3
) = 0 et que ∆K(
ω1
ω3
) += 0. Alors il existe
une repre´sentation non me´tabe´lienne ρ : pi → G3 donne´e par
ρ(γ) =
ω
|γ|
1 ω
|γ|
2 x12(γ) ω
|γ|
3 x13(γ)
0 ω|γ|2 ω
|γ|
3 x23(γ)
0 0 ω|γ|3

si et seulement si (
ω1
ω2
+= ω2
ω3
ou (
ω1
ω2
=
ω2
ω3
et dimH1(pi,Cω1
ω2
) ≥ 2)).
De´monstration. — Soit l’application ρ : pi → G3 de´finie par
ρ(γ) =
ω
|γ|
1 ω
|γ|
2 x12(γ) ω
|γ|
3 x13(γ)
0 ω|γ|2 ω
|γ|
3 x23(γ)
0 0 ω|γ|3

Une condition ne´cessaire et suffisante pour que ρ soit une repre´sentation est
donne´e par le syste`me suivant :

x12 ∈ Z1(pi,Cω1
ω2
)
x23 ∈ Z1(pi,Cω2
ω3
)
δx13 + x12 ∪ x23 = 0 dans H2(pi,Cω1
ω3
)
Ce syste`me est ve´rifie´ puisque
ω1
ω3
n’est pas racine du polynoˆme d’Alexander
et H2(pi,Cω1
ω3
) = 0. Donc une telle repre´sentation ρ existe, il suffit de voir sous
quelles conditions cette repre´sentation est non me´tabe´lienne.
Supposons que
ω1
ω2
+= ω2
ω3
. Puisque
ω1
ω2
et
ω2
ω3
sont deux racines du polynoˆme
d’Alexander, nous pouvons choisir x12 et x23 deux cocycles qui ne sont pas
des cobords. Sans perte de ge´ne´ralite´, nous pouvons supposer que x12(µ) =
x23(µ) = 0.
Pour γ1, γ2 ∈ pi′ , on a :
x13(γ1γ2γ
−1
1 γ
−1
2 ) = x12(γ1)x23(γ2)− x12(γ2)x23(γ1) .
Soient α, β ∈ pi tels que x12(α) += 0 et x23(β) += 0. Deux cas se pre´sentent :
– 1er cas : Si x12(β) = 0 ou x23(α) = 0, alors pour γ1 = µβµ−1β−1 et
γ2 = µαµ−1α−1 , on a :
x13(γ1γ2γ
−1
1 γ
−1
2 ) = −(µ− 1) · x12(α)(µ− 1) · x23(β)
+= 0 .
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– 2e`me cas : Si x12(β) += 0 et x23(α) += 0, alors pour γ1 = µαµ−1α−1 et
γ2 = µ−1αµα−1 , on a :
x13(γ1γ2γ
−1
1 γ
−1
2 ) = (µ− 1) · x12(α)(µ−1 − 1) · x23(α)
− (µ−1 − 1) · x12(α)(µ− 1) · x23(α)
= (
ω1
ω2
− 1)x12(α)(ω3
ω2
− 1)x23(α)
− (ω2
ω1
− 1)x12(α)(ω2
ω3
− 1)x23(α)
= x12(α)x23(α)(
ω2
ω1
− 1)(ω2
ω3
− 1)(ω1ω3
ω22
− 1)
+= 0 .
Supposons maintenant que
ω1
ω2
=
ω2
ω3
. Deux cas se pre´sentent :
– 1er cas : Si (x12, x23) est libre, alors ils existent λ, ξ ∈ pi tels que∣∣∣∣x12(λ) x23(λ)x12(ξ) x23(ξ)
∣∣∣∣ += 0 .
Pour γ1 = µξµ−1ξ−1 et γ2 = µλµ−1λ−1 , on a :
x13(γ1γ2γ
−1
1 γ
−1
2 ) = (µ− 1) · x12(ξ)(µ− 1) · x23(λ)− (µ− 1) · x12(λ)(µ− 1) · x23(ξ)
= (
ω1
ω2
− 1)2(x12(ξ)x23(λ)− x12(λ)x23(ξ))
+= 0 .
– 2e`me cas : Si (x12, x23) est lie´e, alors il existe a ∈ C∗ tel que x23(γ) =
ax12(γ), pour tout γ ∈ pi .
D’ou`
x13(γ1γ2γ
−1
1 γ
−1
2 ) = x12(γ1)x23(γ2)− x12(γ2)x23(γ1)
= x12(γ1)ax12(γ2)− x12(γ2)ax12(γ1)
= 0 .
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CHAPITRE 2
MODULE D’ALEXANDER ET
REPRE´SENTATIONS ME´TABE´LIENNES
Le but de ce chapitre est d’ame´liorer et de ge´ne´raliser un re´sultat classique de
Burde et de Rham. Pour ce faire, nous nous inte´ressons a` l’e´tude de l’existence
de certaines repre´sentations du groupe du nœud dans le groupe des matrices
triangulaires supe´rieures inversibles d’ordre n , n ≥ 2.
Ce chapitre est organise´ comme suit : dans le premier paragraphe, nous pre´-
sentons le re´sultat de Burde et de Rham. Nous introduisons les sous-espaces
vectoriels Cn de l’espace des 1-cocycles Z1(pi,Cα) dans le second paragraphe.
Le lien entre les sous-espaces Cn et les diffe´rents facteurs dans la de´compo-
sition du module d’Alexander a` cœfficients complexes est explique´ dans le
paragraphe 2.3. Dans le paragraphe 2.4, nous rappelons la de´finition de la ma-
trice de Seifert. Le fait de pre´senter le polynoˆme et le module d’Alexander a`
l’aide de la matrice de Seifert nous sera utile lors de l’e´tude d’exemples. Le
paragraphe 2.5 est consacre´ a` l’e´tude de l’exemple du nœud 1099 . Ce dernier
est le premier exemple, dans le tableau de la classification des nœuds, dont la
torsion n’est ni cyclique ni semi-simple.
2.1. Re´sultat de Burde et de Rham
Soit α un nombre complexe non nul. Rappelons que Gn de´signe le groupe
des matrices triangulaires supe´rieures inversibles d’ordre n , n ≥ 2. Dans ce
paragraphe, nous nous inte´ressons a` l’e´tude des repre´sentations ρn : pi → Gn
du groupe d’un nœud K de S3 a` valeurs dans Gn , n ≥ 2, qui sont de la forme
ρn(γ) =

α|γ| x12(γ) x13(γ) . . . x1n(γ)
0 1 x23(γ) . . . x2n(γ)
...
. . . . . .
...
...
. . . 1 xn−1,n(γ)
0 . . . . . . 0 1

Remarquons que, dans le cas ou` α = 1, il s’agit des repre´sentations du
groupe d’un nœud dans un groupe de Lie nilpotent (voir paragraphe 1.6).
Burde et de Rham se sont inte´resse´s au cas n = 2. Plus pre´cise´ment, ils ont,
se´pare´ment, montre´ le re´sultat suivant :
The´ore`me 2.1. — [Bur67] et [dR67]
Il existe des repre´sentations non abe´liennes du groupe du nœud dans G2 si
et seulement si α est racine du polynoˆme d’Alexander.
Ce re´sultat se ge´ne´ralise pour n ≥ 2 et nous allons de´montrer dans le para-
graphe 2.2 le the´ore`me suivant :
The´ore`me 2.2. — Soit n ≥ 2. Il existe des repre´sentations non abe´liennes
du groupe du nœud dans Gn de la forme de´crite pre´ce´demment si et seulement
si α est racine du polynoˆme d’Alexander du nœud.
Lemme 2.3. — Toutes les repre´sentations ρn de´crites pre´ce´demment sont
me´tabe´liennes.
De´monstration. — Commenc¸ons par remarquer que la repre´sentation obtenue
a` partir de ρn , en supprimant la premie`re ligne et la premie`re colonne, prend
ses valeurs dans un groupe nilpotent. Pour tout γ ∈ pi′ , ρn(γ) est une matrice
de la forme (
1 ∗
0 In−1
)
ou` In−1 est la matrice identite´ (voir paragraphe 1.6) et deux matrices de cette
forme commutent. Donc ρn est me´tabe´lienne.
2.2. Repre´sentations et produit-cup
Soient α, β ∈ C∗ , les Λ-modules Cα et Cβ admettent en plus la structure
de pi -modules et l’action de pi est donne´e par :
γ · z = α|γ|z , ∀γ ∈ pi et ∀z ∈ C
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avec |γ| = p(γ), ou` p : pi → pi/pi′ % Z de´signe la projection canonique.
Si f ∈ C1(pi,Cα) et g ∈ C1(pi,Cβ) de´signent deux cochaˆınes a` valeurs dans
les pi -modules Cα et Cβ , alors on notera f ∪ g ∈ C2(pi,Cαβ) leur produit cup
donne´ par :
f ∪ g(γ1, γ2) = f(γ1)β|γ1|g(γ2) , ∀γ1, γ2 ∈ pi .
Pour n ≥ 2, soit ρVn l’application qui a` γ associe la matrice
ρVn (γ) =
(
α|γ| V (γ)
0 φn−1(γ)
)
ou` V = (v1, . . . , vn−1) ∈ (C1(pi,Cα))n−1 et φn−1 est la repre´sentation abe´lienne
de´crite dans l’exemple 1.22.
Nous posons e´galement
Cn = {U ∈ Z1(pi,Cα) | ∃ (v2, . . . , vn−1) ∈ (C1(pi,Cα))n−2
tel que ρ(U,v2,...,vn−1)n ∈ Hom(pi, Gn)} .
Une condition ne´cessaire et suffisante pour que ρVn soit un homomorphisme
de groupes se traduit par ρVn (γ1γ2) = ρ
V
n (γ1)ρ
V
n (γ2), pour tous γ1, γ2 ∈ pi , et
est e´quivalente a`
(2.1) V (γ1γ2) = α
|γ1|V (γ2) + V (γ1)φn−1(γ2) ; ∀ γ1, γ2 ∈ pi.
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Cette condition est aussi e´quivalente au syste`me suivant :

v1(γ1γ2) = α|γ1|v1(γ2) + v1(γ1)h0(γ2)
v2(γ1γ2) = α|γ1|v2(γ2) + v1(γ1)h1(γ2) + v2(γ1)h0(γ2)
v3(γ1γ2) = α|γ1|v3(γ2) + v1(γ1)h2(γ2) + v2(γ1)h1(γ2) + v3(γ1)h0(γ2)
...
vn−1(γ1γ2) = α|γ1|vn−1(γ2) +
n−1∑
p=1
vp(γ1)hn−1−p(γ2)
⇔

v1(γ1γ2) = v1(γ1) + α|γ1|v1(γ2)
v2(γ1γ2) = v2(γ1) + α|γ1|v2(γ2) + v1(γ1)h1(γ2)
v3(γ1γ2) = v3(γ1) + α|γ1|v3(γ2) + v1(γ1)h2(γ2) + v2(γ1)h1(γ2)
...
vn−1(γ1γ2) = vn−1(γ1) + α|γ1|vn−1(γ2) +
n−2∑
p=1
vp(γ1)hn−1−p(γ2)
⇔

v1 ∈ Z1(pi,Cα)
−δvi =
i−1∑
p=1
vp ∪ hi−p ,∀ 2 ≤ i ≤ n− 1
(voir aussi [FS87]).
En conclusion, nous cherchons un (n − 1)-uplet V = (v1, . . . , vn−1) ∈
(C1(pi,Cα))n−1 ve´rifiant
(2.2) δvi +
i−1∑
p=1
vp ∪ hi−p = 0, pour i = 1, . . . , n− 1 .
Lemme 2.4. — L’ensemble Cn est un sous-espace vectoriel de Z1(pi,Cα) qui
contient l’ensemble des 1-cobords B1(pi,Cα).
De´monstration. — Soit b0 ∈ C0(pi,Cα) tel que v1 = δb0 , alors les cochaˆınes
vi = −b0∪hi−1 , pour 2 ≤ i ≤ n− 1, sont des solutions de (2.2). En effet, pour
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tout 2 ≤ i ≤ n− 1,
δvi = −δb0 ∪ hi−1 − b0 ∪ δhi−1
= −v1 ∪ hi−1 + b0 ∪
(
i−2∑
p=1
hp ∪ hi−1−p
)
= −v1 ∪ hi−1 +
i−2∑
p=1
b0 ∪ hp ∪ hi−1−p
= −v1 ∪ hi−1 −
i−2∑
p=1
vp+1 ∪ hi−1−p
= −
i−1∑
p=1
vp ∪ hi−p .
Donc l’ensemble des 1-cobords B1(pi,Cα) est inclus dans Cn .
Soient U1 et U2 deux e´le´ments de Cn et a un nombre complexe. On a :
U1 ∈ Cn ⇒ ∃(v2, . . . , vn−1) ∈ (C1(pi,Cα))n−2|ρ(U1,v2,...,vn−1)n ∈ Hom(pi, GL(n,C))
et
U2 ∈ Cn ⇒ ∃(v′2, . . . , v′n−1) ∈ (C1(pi,Cα))n−2|ρ(U2,v
′
2,...,v
′
n−1)
n ∈ Hom(pi, GL(n,C))
En utilisant la relation (2.1), nous pouvons facilement ve´rifier que
ρ
(U1+aU2,v2+av′2,...,vn−1+av′n−1)
n ∈ Hom(pi, GL(n,C)) .
En effet,
(V1 + aV2)(γ1γ2) = V1(γ1γ2) + aV2(γ1γ2)
= α|γ1|V1(γ2) + V1(γ1)φn−1(γ2) + aα|γ1|V2(γ2) + aV2(γ1)φn−1(γ2)
= α|γ1|(V1(γ2) + aV2(γ2)) + (V1(γ1) + aV2(γ1))φn−1(γ2) .
Par suite, U1 + aU2 appartient a` Cn .
Lemme 2.5. — Si V = (v1, . . . , vn−1) est solution de (2.2), alors il existe
V ′ = (v′1, . . . , v
′
n−1) solution de (2.2) telle que {v1} = {v′1} et v′i(µ) = 0, pour
tout 1 ≤ i ≤ n− 1.
De´monstration. — Rappelons que s’il existe b0 ∈ C0(pi,Cα) = Cα tel que
v1 = δb0 alors vi = −b0 ∪ hi−1, 2 ≤ i ≤ n − 1, donne une famille de 1-
cochaˆınes ve´rifiant (2.2). Plus ge´ne´ralement, si v1 = v2 = . . . = vk−1 = 0 et
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si vk = δb0 , alors vk+i = −b0 ∪ hi, pour 1 ≤ i ≤ n − 1 − k , donne une telle
famille.
Maintenant, soit V = (v1, . . . , vn−1) une solution de (2.2). Posons
b1 =
v1(µ)
1− α , alors (v1 + δb1)(µ) = 0. D’apre`s ce qui pre´ce`de, il existe
V ′1 = (δb1,ω2, . . . ,ωn−1) solution de (2.2). Il est facile de ve´rifier, d’apre`s (2.1),
que V1+V ′1 est aussi solution de (2.2). Plus ge´ne´ralement, posons bk =
vk(µ)
1− α ,
alors il existe V ′k = (0, . . . , 0, δbk,ω
′
k+1, . . . ,ω
′
n−1) solution de (2.2). De plus,
on peut aise´ment ve´rifier que V + V ′k est solution de (2.2).
Comme H2(pi,Cα) = 0 si et seulement si ∆K(α) += 0 [BA00, Proposi-
tion 2.1], un vecteur V de l’espace vectoriel (C1(pi,Cα))n−1 solution de (2.2)
existe lorsque α n’est pas racine du polynoˆme d’Alexander du nœud. Dans
le cas ou` α est racine du polynoˆme d’Alexander, nous utiliserons le re´sultat
suivant pour la re´solution des e´quations d’obstruction (2.2).
Proposition 2.6. — Soit n ≥ 2 et soit α ∈ C∗\{1} une racine du polynoˆme
d’Alexander du nœud.
Alors, il existe un uplet V = (v1, . . . , vn−1) ve´rifiant (2.2) si et seulement
s’il existe une famille d’homomorphismes de groupes
ϕi : pi
′/pi′′ → (C,+), 1 ≤ i ≤ n− 1
ve´rifiant
(2.3) ϕi(µ
kyµ−k) = αk
i∑
p=1
( −k
i− p
)
ϕp(y),∀ k ∈ Z .
De´monstration. — Commenc¸ons par remarquer que l’e´quation (2.3) peut se
mettre sous la forme matricielle
(2.4) Φ(µkyµ−k) = αkΦ(y)J−kn−1 , ∀ y ∈ pi′/pi′′ et ∀ k ∈ Z
ou` Φ de´signe le vecteur ligne (ϕ1, . . . ,ϕn−1) : pi′/pi′′ → Cn−1 et Jn−1 :=
φn−1(µ) de´signe la matrice introduite dans l’exemple 1.22.
Supposons que V existe. D’apre`s le lemme 2.5, nous pouvons supposer que
vi(µ) = 0, pour tout 1 ≤ i ≤ n − 1. Chacune des cochaˆınes vi (resp. hi ) est
me´tabe´lienne donc elle passe au quotient par pi′′ et de´finit ainsi une 1-cochaˆıne
de pi′/pi′′ a` valeurs dans Cα (resp. C). Conside´rons, pour 1 ≤ i ≤ n − 1, les
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applications ϕi = vi|pi′/pi′′ . Comme V ve´rifie (2.1), pour tout γ ∈ pi′ et tout
k ∈ Z , on a :
V (µkγµ−k) = αkV (µ−k) + V (µkγ)φn−1(µ−k)
= (αkV (γ) + V (µk)φn−1(γ))φn−1(µ−k)
= αkV (γ)φn−1(µ−k) .
D’ou`
Φ(µk[γ]µ−k) = αkΦ([γ])φn−1(µ−k) ,
ou` [γ] de´signe la classe de γ dans pi′/pi′′ .
Re´ciproquement, supposons qu’il existe une famille d’homomorphismes de
groupes ϕi : pi′/pi′′ → C , 1 ≤ i ≤ n − 1, telles que Φ = (ϕ1, . . . ,ϕn−1)
ve´rifie (2.4) et posons
V (γtk) = Φ([γ])Jkn−1 , ∀ γ ∈ pi′ et ∀ k ∈ Z .
Alors, pour tous (γ1tk1), (γ2tk2) ∈ pi′ " T , on a :
V ((γ1t
k1)(γ2t
k2)) = V ((γ1 + t
k1γ2)t
k1+k2)
= Φ([γ1 + t
k1γ2])φn−1(µk1+k2)
= (Φ([γ1]) +Φ(t
k1 [γ2]))φn−1(µk1+k2)
= Φ([γ1])φn−1(µk1+k2) +Φ(tk1 [γ2])φn−1(µk1+k2)
= Φ([γ1])φn−1(µk1+k2) + αk1Φ([γ2])φn−1(µk2)
= V (γ1t
k1)φn−1(µk2) + αk1V (γ2tk2) .
Ainsi V ve´rifie (2.1).
De´monstration du the´ore`me 2.2. — Supposons que α n’est pas racine du po-
lynoˆme d’Alexander du nœud et conside´rons ρn : pi → Gn un homomorphisme
de groupes en posant ρn = (xij)1≤i≤j≤n .
Dans ce cas, x12 est un cobord car Z1(pi,Cα) = B1(pi,Cα). Donc x12|pi′ ≡ 0
et d’apre`s la construction des applications C-line´aires ϕi de la proposition 2.6,
1 ≤ i ≤ n−1, on a ϕ1 ≡ 0. Ce qui implique que ϕ2 ∈ HomZ[t,t−1](pi′/pi′′,Cα) %
H1(pi,Cα) = {0} . Par ite´ration, nous obtenons ϕi ≡ 0, pour tout 1 ≤ i ≤ n−1.
Par suite x1j|pi′ ≡ 0, pour tout 2 ≤ j ≤ n et ρn est abe´lienne.
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Re´ciproquement, si α est racine du polynoˆme d’Alexander, il suffit de consi-
de´rer, pour n ≥ 2, l’homomorphisme ρn : pi → Gn donne´ par
ρn(γ) =

α|γ| 0 ... 0 x1n(γ)
0 1 0 ... 0
...
. . . . . .
...
1 0
0 . . . 0 1

ou` x1n est un cocycle dans Z1(pi,Cα) qui n’est pas un cobord.
2.3. De´composition du module d’Alexander
Dans ce paragraphe, nous cherchons a` retrouver la de´composition du mo-
dule d’Alexander a` cœfficients complexes du nœud et ce en examinant les sous-
espaces vectoriels Cn . Commenc¸ons par pre´senter quelques re´sultats concer-
nant le module d’Alexander.
D’apre`s [Gor78], le premier groupe d’homologie H1(X∞,C) est un C-espace
vectoriel de dimension finie, qui est isomorphe a` pi′/pi′′⊗C [BZ03]. Ce dernier
peut eˆtre muni de la structure de Λ-module via l’action
t · (y ⊗ z) = (µyµ−1)⊗ z, ∀ y ∈ pi′/pi′′ et ∀ z ∈ C .
Rappelons que le module d’Alexander a` cœfficients complexes d’un nœud K
de S3 se de´compose sous la forme
H1(X
∞,C) =
⊕
∆K(β)=0
τβ, avec τβ =
kβ⊕
i=1
τ iβ, et τ
i
β =
Λ
(t− β)qi , qi ∈ N
∗ .
Soit α une racine du polynoˆme d’Alexander du nœud. Puisque HomC(pi′/pi′′⊗
C,Cα) % HomZ(pi′/pi′′,Cα), les applications ϕi de´crites dans la proposition
2.6 de´finissent, par extension des scalaires, des applications C-line´aires
ϕi : pi′/pi′′ ⊗ C → Cα ve´rifiant (2.3). Dans les deux lemmes suivants, nous
e´tablissons un lien entre l’existence des applications ϕi et les puissances qi .
Lemme 2.7. — Soit n ≥ 2.
Soit ϕi : pi′/pi′′ ⊗ C → Cα , 1 ≤ i ≤ n − 1, une famille d’applications C-
line´aires ve´rifiant (2.3) et soit τ =
Λ
(t− α)q .
Si q ≤ n− 2, alors ϕ1|τ ≡ 0.
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De´monstration. — Notons Φ := (ϕ1, . . . ,ϕn−1), alors Φ ve´rifie (2.4). Pour
tout y ∈ pi′/pi′′ ⊗ C ,
Φ((t− α) · y) = αΦ(y)(J−1n−1 − In−1)
et pour tout y ∈ τ ,
0 = Φ((t− α)q · y) = αqΦ(y)(J−1n−1 − In−1)q .
Supposons que q < n−1, alors la (q+1)-ie`me composante de αqΦ(y)(J−1n−1−
In−1)q est donne´e par (−α)qϕ1(y). D’ou` le re´sultat.
Lemme 2.8. — Soit q ∈ N∗ et soit τ = Λ
(t− α)q , alors, pour tout
2 ≤ n ≤ q + 1, il existe une famille d’applications C-line´aires
ϕi : τ → Cα, 1 ≤ i ≤ n− 1, ve´rifiant (2.3), avec ϕ1 += 0.
De´monstration. — Il suffit de montrer qu’il existe un vecteur ligne Φ =
(ϕ1, . . . ,ϕn−1) : τ → Cn−1 qui ve´rifie (2.4).
Soit n un entier tel que 2 ≤ n ≤ q+1 et soit Φ = (ϕ1, . . . ,ϕn−1) : τ → Cn−1
donne´e par :{
Φ(e0) = (1, 0, . . . , 0)
Φ(ej) = αjΦ(e0)(J
−1
n−1 − In−1)j , ∀ 1 ≤ j ≤ q − 1
et prolonge´e par C-line´arite´ sur τ , ou` {ej = [(t − α)j]; j = 0, . . . , q − 1}
de´signe une C-base de τ .
Remarquons que Φ est bien de´finie puisque q ≥ n− 1 et pour tout y ∈ τ ,
Φ((t− α)q · y) = αqΦ(y)(J−1n−1 − In−1)q = 0 .
Maintenant, soit 0 ≤ j ≤ q − 2, alors
Φ(t · ej) = Φ(ej+1 + αej)
= αj+1Φ(e0)(J
−1
n−1 − In−1)jJ−1n−1
= αΦ(ej)J
−1
n−1
et
Φ(t · eq−1) = αΦ(eq−1)
= αqΦ(e0)(J
−1
n−1 − In−1)q−1
= αqΦ(e0)(J
−1
n−1 − In−1)q−1J−1n−1
= αΦ(eq−1)J−1n−1 .
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Ainsi
Φ(t · ej) = αΦ(ej)J−1n−1 , ∀ 0 ≤ j ≤ q − 1
et
Φ(tk · y) = αkΦ(y)J−kn−1 , ∀ y ∈ τ et ∀ k ∈ Z .
Donc Φ ve´rifie (2.4).
Nous avons vu, dans le corollaire 1.11, qu’il y a une correspondance entre
les Λ-homomorphismes de H1(X∞,C) a` valeurs dans Cα et le premier groupe
de cohomologie H1(pi,Cα). Plus pre´cise´ment,
H1(pi,Cα) % HomΛ(H1(X∞,C),Cα)
% HomΛ(τα,Cα)
%
kα⊕
i=1
HomΛ(τ
i
α,Cα)
Donc une base de H1(pi,Cα) est donne´e par B = ({U1}, . . . , {Ukα}), ou`
Ui : H1(X∞,C) → Cα, 1 ≤ i ≤ kα est un ge´ne´rateur de HomΛ(τ iα,Cα). Par
abus de notation, nous confondrons {Ui} avec le Λ-homomorphisme corres-
pondant. Nous avons alors le re´sultat suivant :
The´ore`me 2.9. — Soit n ≥ 2, alors :
Cn = B
1(pi,Cα)⊕ Vect{Ui | qi ≥ n− 1}
En particulier, dimCCn = 1 + card{1 ≤ i ≤ kα | qi ≥ n− 1}.
De´monstration. — Soit U un cocycle de pi dans Cα appartenant a` Cn , alors
il existe un homomorphisme de groupes ρ(U,v2,...,vn−1)n de pi dans Gn tel que
ρ(U,v2,...,vn−1)n (γ) =
(
α|γ| U(γ) v2(γ) . . . vn−1(γ)
0 φn−1(γ)
)
, γ ∈ pi
D’apre`s la proposition 2.6, l’existence des cochaˆınes vj, 2 ≤ j ≤ n − 1, est
e´quivalente a` l’existence des applications C-line´aires ϕj : pi′/pi′′ ⊗ C → Cα
telles que
Φ(µkyµ−k) = (ϕ1, . . . ,ϕn−1)(µkyµ−k) = αkΦ(y)φn−1(µ−k) , ∀ k ∈ Z et ϕ1 = {U} .
D’autre part, il existe (λi)1≤i≤kα ∈ Ckα tel que {U} =
kα∑
i=1
λi{Ui} .
Soit 1 ≤ i0 ≤ kα tel que qi0 < n− 1, alors d’apre`s le lemme 2.7, on a :
{U}(y) = 0, ∀y ∈ τ i0α .
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C’est a` dire λi0{Ui0}(y) = 0, ∀y ∈ τ i0α car {Ui}|τjα ≡ 0, ∀ i += j.
D’ou` λi0 = 0.
Re´ciproquement, soit i ∈ {1, . . . , kα} tel que qi ≥ n − 1. D’apre`s la pro-
position 2.6, pour montrer que Ui ∈ Cn , il suffit de montrer que, pour tout
2 ≤ j ≤ n− 1, il existe une application C-line´aire ϕj : pi′/pi′′ ⊗ C→ Cα telle
que
Φ(µkyµ−k) = (ϕ1, . . . ,ϕn−1)(µkyµ−k)
= αkΦ(y)φn−1(µ−k) , ∀ k ∈ Z
et ϕ1 = {Ui} .
Or l’existence de telles applications est assure´e par le lemme 2.8.
Supposons que les puissances qi sont ordonne´es de sorte que
1 ≤ q1 ≤ · · · ≤ qkα ,
alors :
Corollaire 2.10. — Soit n ≥ 2, alors :
1. L’ensemble des 1-cobords B1(pi,Cα) est strictement contenu dans Cn si
et seulement s’il existe 1 ≤ i ≤ kα tel que qi ≥ n− 1.
2. Dans la filtration de l’espace des 1-cocycles Z1(pi,Cα), on a :
B1(pi,Cα) = Cqkα+2 ! Cqkα+1 ⊆ Cqkα ⊆ · · · ⊆ C2 = Z1(pi,Cα)
3. La codimension du sous-espace Cp dans Cp−1 est e´gale au nombre des qi
e´gaux a` p− 2 c’est a` dire
dimCp−1 − dimCp = card{1 ≤ i ≤ kα | qi = p− 2} , ∀ p ≥ 3 .
2.4. Matrice de Seifert et Invariants d’Alexander
Pour appliquer les re´sultats du the´ore`me 2.9 et du corollaire 2.10 aux
exemples concrets de nœuds, nous aurons besoin d’exprimer le polynoˆme
d’Alexander et de pre´senter le module d’Alexander en fonction de la matrice
de Seifert du nœud (voir proposition 2.16).
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2.4.1. Projection re´gulie`re d’un nœud. — Pour repre´senter un nœud
K , on le projette sur un plan. On met ensuite en place une convention de
dessin pour reconnaˆıtre dans chaque croisement la position relative des brins.
On peut attribuer a` un nœud un sens de parcours. Ce sens de parcours sera
alors signifie´ par une fle`che. Un nœud muni d’un sens de parcours sera appele´
un nœud oriente´. On appelle projection du nœud ou diagramme du nœud, une
projection re´gulie`re du nœud sur un plan munie de l’orientation induite par
celle du nœud. Un nœud est dit en position re´gulie`re s’il ve´rifie les conditions
suivantes :
– si un point est multiple, il est le croisement d’au plus deux droites,
– il existe un nombre au plus fini de points multiples,
– aucun point double n’est l’image d’un sommet de K .
Un nœud posse`de plusieurs projections re´gulie`res. Deux diagrammes sont dits
e´quivalents si l’un est obtenu a` partir de l’autre par une suite finie des mouve-
ments de Reidemeister [BZ03, Chapitre 1, § C].
Proposition 2.11. — [BZ03, Proposition 1.14]
Deux nœuds sont e´quivalents si et seulement si leurs diagrammes sont e´qui-
valents.
2.4.2. Surface de Seifert. — Nous commenc¸ons par e´noncer le re´sultat
suivant duˆ a` L. Pontrjagin et F. Frankl :
The´ore`me 2.12. — [BZ03, Proposition 2.4] ou [Mur08, The´ore`me 5.1.1]
Chaque nœud oriente´ borde une surface connexe orientable dans R3 .
De´finition 2.13. — Soit K un nœud oriente´. Une surface connexe, orien-
table F de bord K est appele´e surface de Seifert de K . L’orientation de F
est naturellement induite par celle du nœud K .
Remarque 2.14. — Soit K un nœud oriente´. La surface de Seifert de K
n’est pas unique.
De´finition 2.15. — [BZ03, De´finition 2.5]
Le genre minimal des surfaces de Seifert qui bordent un nœud K est appele´
genre de K .
2.4.3. Algorithme de Seifert. — On va construire une surface de Seifert
d’un nœud K a` partir d’une projection re´gulie`re de K . Soit D un diagramme
d’un nœud oriente´ K . On de´compose D en plusieurs courbes simples ferme´es.
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Pour ce faire, on commence par tracer un cercle centre´ en un croisement. Ce
cercle rencontre D en quatre points qu’on notera a, b, c, d (voir figure).
On relie ensuite les points a et d , et b et c comme le montre la figure pre´-
ce´dente. En re´pe´tant cette ope´ration a` chaque croisement, on e´limine tous les
croisements de D . Ce dernier sera alors compose´ de plusieurs courbes ferme´es
simples. Chaque courbe borde un disque.
On rele`ve ces disques a` R3 a` des niveaux diffe´rents et on les relie par des
bandes correspondant aux croisements. La surface obtenue est une surface de
Seifert de K . Pour plus de de´tails, voir [Mur08, Chapitre 5].
2.4.4. Matrice de Seifert. — Soit K un nœud oriente´ de genre g et soit
F une surface de Seifert de K donne´e selon la construction pre´ce´dente. Alors
F comporte exactement 2g courbes. On e´paissit F , autrement dit, on trace
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F × [0, 1] tout en respectant l’orientation.
Etant donne´e une courbe α , on notera α×(1) par α# et on gardera la notation
α pour α× (0).
La matrice
M = (Lk(αi,α
#
j ))1≤i,j≤2g
est appele´e matrice de Seifert de K .
Ici, le nombre d’enlacement Lk(αi,αj) est de´fini de la fac¸on suivante : soit
lij (resp. rij ) le nombre de fois que αi passe au dessus de αj de la gauche vers
la droite (resp. de la droite vers la gauche), alors Lk(αi,αj) = lij − rij . La
matrice de Seifert n’est pas un invariant du nœud. Ne´anmoins, on peut de´finir
des invariants du nœud a` partir de la matrice de Seifert.
Proposition 2.16. — [BZ03, The´ore`me 8.8] et [BZ03, Proposition 8.11]
Soit V une matrice de Seifert d’un nœud K . Alors A(t) = V T − tV est une
matrice de pre´sentation du module d’Alexander H1(X∞,Z).
Le polynoˆme d’Alexander de K est donne´ par :
∆K(t) = det(V
T − tV ) .
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2.5. Exemple du nœud 1099
Le premier exemple, dans le tableau de la classification des nœuds, dont la
torsion n’est ni cyclique ni semi-simple est le nœud 1099 . La matrice de Seifert
du nœud 1099 est donne´e par
V =

−1 −1 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0
−1 −1 −1 0 0 0 −1 0
−1 0 −1 1 0 1 0 0
−1 −1 −1 1 1 1 −1 1
0 0 0 0 0 1 0 0
0 −1 0 0 0 0 −1 0
−1 −1 −1 1 0 1 −1 1

(voir http ://www.indiana.edu/∼knotinfo/) donc une matrice de pre´senta-
tion du module d’Alexander est A(t) = V T − tV , ou` V T de´signe la ma-
trice transpose´e de V . Le polynoˆme d’Alexander du nœud 1099 est donne´ par
∆1099(t) = (t
2 − t+ 1)4 et ses racines sont α = eipi/3 et α−1 = e−ipi/3 .
Soit n ≥ 3. Nous cherchons un vecteur ligne Φ = (ϕ1, . . . ,ϕn−1), ou` les
ϕj : pi′/pi′′ ⊗ C → Cα , 1 ≤ j ≤ n − 1, sont des applications C-line´aires telles
que
Φ(tk · y) = αkΦ(y)J−kn−1 , ∀ y ∈ pi′/pi′′ ⊗ C et ∀ k ∈ Z .
Comme Λ-module, le module d’Alexander a` cœfficients complexes du nœud
1099 est isomorphe a` Λ8
/
(Λ8A(t)). Or le module Λ8 est un Λ-module libre dont
la base canonique est donne´e par e′i = (0, . . . , 0, 1, 0, . . . , 0), pour 1 ≤ i ≤ 8.
Posons xij = ϕj(e′i), pour 1 ≤ i ≤ 8 et 1 ≤ j ≤ n− 1. Alors
Φ(tk · e′i) = αkΦ(e′i)J−kn−1 , ∀ k ∈ Z et ∀ 1 ≤ i ≤ 8 ,
ou` Φ(e′i) est le vecteur ligne (xi1, . . . , xi,n−1). De plus, pour que Φ de´finisse
une application sur Λ8
/
(Λ8A(t)) il faut et il suffit que
(2.5) Φ(Λ8A(t)) = 0
autrement dit,
Φ(tke′iA(t)) = 0 , ∀ k ∈ Z et ∀ 1 ≤ i ≤ 8 .
Or
Φ(tke′i(V
T − tV )) = αkΦ(e′i(V T − αV ))J−kn−1
+αk+1Φ(e′iV )(In−1 − J−1n−1)J−kn−1 .
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Donc (2.5) est e´quivalente a`
(2.6) (V T − αV )ϕ+ αVϕ(In−1 − J−1n−1) = 0 ,
ou` ϕ = (ϕj(e′i)) 1≤i≤8
1≤j≤n−1
.
– Pour n = 2 : La condition (2.6) est e´quivalente au syste`me suivant :
x11 = αx51
x21 = x61
x31 = −x51
x41 = α2x51 + (α− 1)x61
x71 = (α− 1)x61
x81 = −αx51
Il s’en suit que dimH1(pi,Cα) = 2, ou` pi est le groupe du nœud 1099 .
– Pour n = 3 : La condition (2.6) est e´quivalente a` :
x11 = αx51
x21 = x61
x31 = −x51
x41 = α2x51 + (α− 1)x61
x71 = (α− 1)x61
x81 = −αx51
x12 = αx51
x22 = x62 + (−α2 + 2α)x51
x32 = −2x51
x42 = (α− 1)x62 + α2x61 + (α− 2)x51
x52 = (−2α2 + α)x61 + 2x51
x72 = (α− 1)x62 + (α− 2)x51 + α2x61
x82 = (−2− α2)x61 − αx51
Ceci implique que la (t − α)-torsion du module d’Alexander du nœud
1099 se de´compose sous la forme :
τα =
Λ
(t− α)q1 ⊕
Λ
(t− α)q2 , avec q1, q2 ≥ 2 .
– Pour n = 4 : Par un calcul direct, on montre que pour que la condi-
tion (2.6) soit satisfaite, il faut que x51 = x61 = 0, autrement dit, il faut
que ϕ1 ≡ 0. Par dualite´, nous concluons que le module d’Alexander a`
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cœfficients complexes du nœud 1099 se de´compose sous la forme :
Λ
(t− α)2 ⊕
Λ
(t− α)2 ⊕
Λ
(t− α−1)2 ⊕
Λ
(t− α−1)2 .
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CHAPITRE 3
DE´FORMATIONS D’UNE
REPRE´SENTATION ME´TABE´LIENNE DU
GROUPE D’UN NŒUD DANS SL(3,C)
Dans ce chapitre, nous nous inte´ressons a` l’e´tude des de´formations de cer-
taines repre´sentations me´tabe´liennes du groupe du nœud dans SL(3,C), asso-
cie´es a` une racine double du polynoˆme d’Alexander, dans le cas d’une torsion
cyclique. Nous commenc¸ons par pre´senter des re´sultats ge´ne´raux au premier
paragraphe. Les re´sultats essentiels concernent le cas de SL(3,C) et sont e´non-
ce´s dans le paragraphe 3.2. Le paragraphe 3.3 est consacre´ au calcul des dimen-
sions de H∗(pi, sl(3,C)). La de´monstration du the´ore`me 3.9 est donne´ dans le
paragraphe 3.4. Le dernier paragraphe contient la de´monstration d’un re´sultat
technique lie´ au calcul du produit-cup.
3.1. Groupes de cohomologie et varie´te´s des repre´sentations
Soit n ≥ 2 et soit ρ : pi → SL(n,C) une repre´sentation du groupe du
nœud dans SL(n,C). On notera sl(n,C)ρ l’alge`bre de Lie sl(n,C) munie de
la structure de pi -module via l’action de la repre´sentation adjointe Ad ◦ρ .
Le lemme suivant pre´sente des dualite´s de Poincare´ pour la cohomologie de
l’espace comple´mentaire X du nœud. Pour plus de de´tails, voir [Por97].
Lemme 3.1. — Pour i ∈ {0, 1}, on a :
1. H i(X, sl(n,C)ρ)∗ % H3−i(X, ∂X, sl(n,C)ρ).
2. H i(∂X, sl(n,C)ρ)∗ % H2−i(∂X, sl(n,C)ρ).
En conse´quence, dimH1(∂X, sl(n,C)ρ) = 2 dimH0(∂X, sl(n,C)ρ).
De´monstration. — La forme de Killing sur sl(n,C) donne´e par
B(x, y) = tr(xy)
e´tant non de´ge´ne´re´e, car sl(n,C) est une alge`bre de Lie semi-simple, elle induit
un produit-cup non de´ge´ne´re´ pour la cohomologie de X ainsi que pour la
cohomologie de ∂X et pour i ∈ {0, 1} , on a :
H i(X, sl(n,C)ρ)×H3−i(X, ∂X, sl(n,C)ρ)→ H3(X, ∂X,C) % C
H i(∂X, sl(n,C)ρ)×H2−i(∂X, sl(n,C)ρ)→ H2(∂X,C) % C
D’ou` les isomorphismes de Poincare´ donne´s dans le lemme.
En particulier, dimH0(∂X, sl(n,C)ρ) = dimH2(∂X, sl(n,C)ρ). Comme la
caracte´ristique d’Euler pour ∂X est nulle,
dimH1(∂X, sl(n,C)ρ) = 2 dimH0(∂X, sl(n,C)ρ) .
Lemme 3.2. — Dans la suite exacte longue en cohomologie associe´e a` la
paire (X, ∂X), on a :
(3.1) H1(X, sl(n,C)ρ)
α→ H1(∂X, sl(n,C)ρ) β→ H2(X, ∂X, sl(n,C)ρ)
avec rgα = 12 dimH
1(∂X, sl(n,C)ρ).
De´monstration. — Par dualite´, on obtient a` partir de (3.1) la suite exacte :
H1(X, sl(n,C)ρ)
β∗→ H1(∂X, sl(n,C)ρ) α
∗→ H2(X, ∂X, sl(n,C)ρ) .
Donc, β∗ = α et
dimH1(∂X, sl(n,C)ρ) = rg β + dimker β
= rg β∗ + rgα
= 2 rgα .
De´finitions 3.3. — Soient n ≥ 2 et ρ : pi → SL(n,C) une repre´sentation.
Une de´formation formelle de ρ est donne´e par un homomorphisme ρ∞ : pi →
SL(n,C[[t]])de´fini par
ρ∞(γ) = exp
( ∞∑
i=1
tiui(γ)
)
ρ(γ)
ou` ui : pi → sl(n,C)ρ sont des 1-cochaˆınes de C1(pi, sl(n,C)ρ) telles que p0 ◦
ρ∞ = ρ .
Ici, p0 : SL(n,C[[t]]) → SL(n,C) de´signe l’homomorphisme d’e´valuation a`
t = 0 et C[[t]] est l’anneau des se´ries formelles en t .
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On dit que ρ∞ est une de´formation formelle jusqu’a` l’ordre k de ρ si ρ∞
est un homomorphisme modulo tk+1 .
En ge´ne´ral, une de´formation formelle d’une repre´sentation ρ : pi → SL(n,C)
correspond a` une suite infinie d’e´quations d’obstruction qui sont de´finies d’une
fac¸on re´cursive (voir [Gol84]). Si la k -ie`me e´quation d’obstruction est nulle,
la (k + 1)-ie`me obstruction est de´finie dans H2(pi, sl(n,C)ρ).
La condition d’homomorphie de ρ∞ a` l’ordre 1 est e´quivalente a` u1 ∈
Z1(pi, sl(n,C)ρ) est un cocycle. On dit que u1 ∈ Z1(pi, sl(n,C)ρ) est inte´-
grable s’il existe une de´formation formelle de ρ avec premier terme u1 . Les
obstructions a` l’ordre 2 proviennent du produit-cup en cohomologie de u1
avec lui-meˆme.
Le lemme suivant donne un re´sultat analogue a` celui de [HPSP01, Propo-
sition 3.1]. Ce dernier concerne le cas de l’alge`bre de Lie sl(2,C).
Lemme 3.4. — Soient u1, . . . , uk ∈ C1(pi, sl(n,C)ρ) telles que
ρk(γ) = exp
(
k∑
i=1
tiui(γ)
)
ρ(γ)
est un homomorphisme du groupe du nœud dans SL(n,C[[t]]) modulo tk+1 .
Alors il existe une classe d’obstruction ζk+1 := ζ
(u1,...,uk)
k+1 ∈ H2(pi, sl(n,C)ρ)
ve´rifiant les proprie´te´s suivantes :
(i) : Il existe une cochaˆıne uk+1 : pi → sl(n,C)ρ telle que
ρk+1(γ) = exp
(
k+1∑
i=1
tiui(γ)
)
ρ(γ)
est un homomorphisme modulo tk+2 si et seulement si ζk+1 = 0.
(ii) : L’obstruction ζk+1 est naturelle, i.e. si f : Γ → pi est un homomor-
phisme de groupes alors f ∗ρk := ρk ◦ f est aussi un homomorphisme
modulo tk+1 et on a :
f ∗(ζ(u1,...,uk)k+1 ) = ζ
(f∗u1,...,f∗uk)
k+1 .
De´monstration. — Pour la de´monstration, on renvoie a` [HPSP01]. Il suffit
de remplacer SL(2,C) (resp. sl(2,C)) par SL(n,C) (resp. sl(n,C)) dans la
preuve de la proposition 3.1.
45
Soit i : ∂X → X l’inclusion naturelle du bord de X dans X et soit
i# : pi1(∂X) → pi1(X) l’application induite par i sur les groupes fondamen-
taux de X et ∂X .
The´ore`me 3.5. — Soient n ≥ 2 et ρ : pi → SL(n,C) une repre´sentation
du groupe du nœud dans SL(n,C) telle que dimH0(∂X, sl(n,C)ρ) = n − 1.
Supposons qu’il existe un polynoˆme P ∈ C[X] tel que ρ(l) = P (ρ(µ)). Alors la
repre´sentation ρ◦i# est un point lisse de R(Z⊕Z, SL(n,C)). Elle est contenue
dans une composante de dimension n2+n−2 de la varie´te´ des repre´sentations
R(Z⊕ Z, SL(n,C)).
De´monstration. — On a :
R(Z⊕ Z, SL(n,C)) % {(A,B) ∈ (SL(n,C))2 | AB = BA}
On peut aise´ment ve´rifier que si A et B ∈ SL(n,C) commutent et si A admet
des valeurs propres deux a` deux distinctes, alors le couple (A,B) appartient a`
une composante de dimension e´gale a`
d = 2(n− 1) + dimB1(Z⊕ Z, sl(n,C)ρ)
= 2 dimH0(Z⊕ Z, sl(n,C)ρ) + dimB1(Z⊕ Z, sl(n,C)ρ)
= dimH1(Z⊕ Z, sl(n,C)ρ) + dimB1(Z⊕ Z, sl(n,C)ρ)
= dimZ1(Z⊕ Z, sl(n,C)ρ)
Le the´ore`me est alors conse´quence du fait que l’ensemble des matrices a` valeurs
propres distinctes est dense dans SL(n,C). En effet, soitP ∈ C[X] un poly-
noˆme tel que ρ(l) = P (ρ(µ)). Nous conside´rons une suite (Ak) de matrices a`
valeurs propres distinctes qui converge vers ρ(µ) et nous posons B′k = P (Ak).
Notons par n√ une de´termination de la racine n-ie`me telle que n√1 = 1. Il est
facile de voir qu’a` partir d’un certain rang, la matrice
Bk =
B′k
n
√
detB′k
est bien de´finie et que lim
k→∞
Bk = ρ(l). De plus, puisque chaque couple (Ak, Bk)
est contenu dans une composante de dimension d , il en est de meˆme pour
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(ρ(µ), ρ(l)). Et pour terminer, on a :
d = 2(n− 1) + dimB1(Z⊕ Z, sl(n,C)ρ)
= 2(n− 1) + n2 − 1− dimH0(Z⊕ Z, sl(n,C)ρ)
= 2n− 2 + n2 − 1− n+ 1
= n2 + n− 2 .
Le re´sultat suivant est implicitement contenu dans [HP05] :
The´ore`me 3.6. — Soit n ≥ 2. Supposons que dimH0(∂X, sl(n,C)ρ) =
dimH2(X, sl(n,C)ρ) = n − 1 et que H0(X, sl(n,C)ρ) = 0. Si ρ ◦ i# est un
point lisse de R(pi1(∂X), SL(n,C)), alors la repre´sentation ρ est un point
lisse de la varie´te´ des repre´sentations R(pi, SL(n,C)).
De´monstration. — Rappelons que l’espace tangent de Zariski de R(pi, SL(n,C))
en ρ est contenu dans l’espace des 1-cocycles Z1(pi, sl(n,C)ρ). Pour montrer
que ρ est un point lisse, il suffit de montrer que tous les cocycles dans
Z1(pi, sl(n,C)ρ) sont inte´grables. Pour ce faire, nous allons montrer que toutes
les e´quations d’obstruction sont nulles en utilisant le fait qu’elles sont nulles
sur le bord.
Conside´rons la suite exacte en cohomologie pour la paire (X, ∂X)
0→ H0(∂X, sl(n,C)ρ)→ H1(X, ∂X, sl(n,C)ρ)
→ H1(X, sl(n,C)ρ)→ H1(∂X, sl(n,C)ρ)→ H2(X, ∂X, sl(n,C)ρ)
→ H2(X, sl(n,C)ρ) i
∗
1→ H2(∂X, sl(n,C)ρ)→ 0
La dualite´ de Poincare´ donne dimH2(∂X, sl(n,C)ρ) = n− 1. L’application
i∗1 e´tant surjective et dimH
2(X, sl(n,C)ρ) = dimH2(∂X, sl(n,C)ρ), il s’en
suit que
H2(X, sl(n,C)ρ) % H2(∂X, sl(n,C)ρ) .
En utilisant le fait que
H2(X, sl(n,C)ρ) % H2(pi, sl(n,C)ρ) etH2(∂X, sl(n,C)ρ) % H2(pi1(∂X), sl(n,C)ρ)
(voir le lemme 1.13), on en de´duit que
i∗ : H2(pi, sl(n,C)ρ)→ H2(pi1(∂X), sl(n,C)ρ)
est un isomorphisme.
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Montrons maintenant que tout e´le´ment de Z1(pi, sl(n,C)ρ) est inte´grable.
Soient u1, . . . , uk : pi → sl(n,C)ρ des 1-cochaˆınes telles que
ρk(γ) = exp
(
k∑
i=1
tiui(γ)
)
ρ(γ)
soit un homomorphisme modulo tk+1 . Alors la restriction ρk ◦ i# : pi1(∂X)→
SL(n,C[[t]]) est aussi une de´formation formelle d’ordre k . Comme ρ◦i# est un
point lisse de la varie´te´ des repre´sentations R(Z⊕Z, SL(n,C)), le the´ore`me des
fonctions implicites formelles implique que ρk ◦ i# s’e´tend a` une de´formation
formelle d’ordre k + 1 (voir [HPSP01]). Par suite, on obtient :
0 = ζ(i
∗u1,...,i∗uk)
k+1 = i
∗ζ(u1,...,uk)k+1 .
On utilise l’injectivite´ de i∗ pour de´duire que les obstructions ζ(u1,...,uk)k+1 sont
nulles.
Ainsi tous les cocycles dans Z1(pi, sl(n,C)ρ) sont inte´grables. En appliquant
le the´ore`me d’Artin [Art68], on montre l’existence d’une de´formation conver-
gente a` partir d’une de´formation formelle de ρ .
D’ou` ρ est un point lisse de la varie´te´ des repre´sentations R(pi, SL(n,C)).
3.2. Cas de SL(3,C)
Dans toute la suite, nous de´signerons par α ∈ C∗ une racine du polynoˆme
d’Alexander du nœud et nous supposerons que dimH1(pi,Cα) = 1, c’est-a`-
dire que la (t− α)-torsion du module d’Alexander a` cœfficients complexes est
cyclique et est de la forme
τα = Λ
/
(t− α)q , q ∈ N∗ .
D’apre`s le corollaire 2.10 et le lemme 2.3, on sait que si α est une racine de
multiplicite´ supe´rieure ou e´gale a` 2 du polynoˆme d’Alexander (i.e. q ≥ 2), alors
il existe une repre´sentation me´tabe´lienne, non abe´lienne ρ˜ : pi → G3 de´finie par
ρ˜(γ) =
α|γ| z(γ) g(γ)0 1 h(γ)
0 0 1

ou` h : pi → C est un homomorphisme non trivial, z : pi → Cα est un 1-
cocycle qui n’est pas un cobord et g : pi → Cα est une 1-cochaˆıne qui ve´rifie
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δg + z ∪ h = 0. Rappelons que, modulo une correction par un cobord, nous
pouvons supposer que z(µ) = g(µ) = 0.
L’homomorphisme ρ˜ induit une repre´sentation du groupe du nœud dans
SL(3,C) donne´e par
ρ0 : pi → SL(3,C)
γ 1→ α−1/3(γ)ρ˜(γ)
Ici, α−1/3 : pi → C∗ est un homomorphisme tel que
(α−1/3(γ))3 = α−|γ|, ∀γ ∈ pi .
(voir corollaire 1.18).
L’alge`bre de Lie sl(3,C) est munie de la structure de pi -module via l’action
de la repre´sentation adjointe Ad ◦ρ0 : pi → Aut(sl(3,C)) et elle est simplement
note´e sl(3,C).
Notons par (Eij)1≤i,j≤3 la base canonique de M(3,C) et posons
D1 =
−2 0 00 1 0
0 0 1
 et D2 =
1 0 00 1 0
0 0 −2
 ,
alors (D1, D2, (Eij)1≤i'=j≤3) est une base de sl(3,C). Posons e´galement
C+(3) := 〈E12, E23, E13〉 et b+ := 〈D1, D2, E12, E23, E13〉 la sous-alge`bre de
Borel des matrices triangulaires supe´rieures.
L’action de Ad ◦ρ˜ sur C+(3) et b+ est donne´e par :
γ · E12 = α|γ|E12 − α|γ|h(γ)E13
γ · E13 = α|γ|E13
γ · E23 = E23 + z(γ)E13(3.2)
γ ·D1 = D1 + 3z(γ)E12 − (3z(γ)h(γ)− 3g(γ))E13
γ ·D2 = D2 − 3h(γ)E23 − 3g(γ)E13
Ainsi C+(3) et b+ sont des pi -sous modules de sl(3,C).
De plus, le sous-espace vectoriel 〈E13〉 est un pi -sous module de C+(3) dont
l’action est donne´e par la multiplication par α , donc on a la suite exacte courte
suivante
(3.3) 0→ 〈E13〉 → C+(3)→ C+(3)/ 〈E13〉 → 0 .
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Remarquons que 〈E13〉 % Cα et que C+(3)/ 〈E13〉 % C ⊕ Cα . Le dernier
isomorphisme est induit par la projection
pr : C+(3)→ C⊕ Cα
M 1→ (p23(M), p12(M))
ou` pij de´signe la projection sur la (i, j)-ie`me coordonne´e.
D’autre part, C+(3) e´tant un pi -sous module de b+ , nous posons D+ :=
b+
/
C+(3). Alors D+ % C⊕ C . Cet isomorphisme est induit par la projection
d’un e´le´ment de b+ sur ses coordonne´es en D1 et D2 . La suite courte
(3.4) 0→ C+(3)→ b+ → D+ → 0
est exacte.
L’action de Ad ◦ρ˜ sur les matrices triangulaires infe´rieures dans sl(3,C) est
donne´e par :
γ · E21 = α−|γ|E21 (mod b+)
γ · E31 = α−|γ|h(γ)E21 + α−|γ|E31 − α−|γ|z(γ)E32 (mod b+)(3.5)
γ · E32 = E32 (mod b+) .
Nous de´finissons C−(3) comme e´tant le quotient sl(3,C)
/
b+ . Alors, on a la
suite exacte courte de pi -modules :
(3.6) 0→ b+ → sl(3,C)→ C−(3)→ 0
Posons Eij = Eij + b+ , pour 1 ≤ j < i ≤ 3. On remarque que
〈
E21, E32
〉
est un pi -sous module de C−(3) et que
〈
E21, E32
〉 % Cα−1 ⊕ C . De plus,
le quotient C−(3)/
〈
E21, E32
〉
est isomorphe a` Cα−1 . Cet isomorphisme est
simplement donne´ par la projection sur la (3, 1)-ie`me coordonne´e.
D’ou`
(3.7) 0→ Cα−1 ⊕ C→ C−(3)→ Cα−1 → 0
est exacte.
Lemme 3.7. — On a :
1. H0(X, sl(3,C)) = 0.
Par conse´quent, dimH1(X, sl(3,C)) = dimH2(X, sl(3,C)).
2. dimH0(∂X, sl(3,C)) = dimH2(∂X, sl(3,C)) = 2.
3. dimH1(∂X, sl(3,C)) = 4.
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De´monstration. — On a :
H0(X, sl(3,C)) = {A ∈ sl(3,C) | γ · A− A = 0, ∀ γ ∈ X}
= {0}
Ceci de´coule des formules (3.2), (3.5) et (3.10) et du fait que 1 n’est pas racine
du polynoˆme d’Alexander du nœud. La caracte´ristique d’Euler pour X e´tant
nulle, il vient que
dimH1(X, sl(3,C)) = dimH2(X, sl(3,C)) .
De meˆme,
H0(∂X, sl(3,C)) = {A ∈ sl(3,C) | γ · A− A = 0, ∀ γ ∈ ∂X}
= {A ∈ sl(3,C) | µ · A = A}
Ceci est conse´quence du fait que la longitude appartient au second sous-groupe
des commutateurs pi′′ et qu’alors son action est triviale. Nous renvoyons de
nouveau aux formules (3.2) et (3.5) qui donnent l’action de Ad ◦ρ˜ sur les e´le´-
ments de la base de sl(3,C) et a` partir desquelles nous constatons que E23
et D1 = E22 − 2E11 + E33 sont les seuls e´le´ments invariants par l’action de
Ad ◦ρ˜(µ). Donc dimH0(∂X, sl(3,C)) = 2, et par dualite´, dimH2(∂X, sl(3,C))
est aussi e´gale a` 2. Comme la caracte´ristique d’Euler pour ∂X est nulle,
dimH1(∂X, sl(3,C)) = 4.
Lemme 3.8. — La repre´sentation ρ0 ◦ i# est un point lisse de R(Z ⊕
Z, SL(3,C)). Elle est contenue dans une composante de dimension dix de la
varie´te´ des repre´sentations R(Z⊕ Z, SL(3,C)).
De´monstration. — Ceci est conse´quence directe du the´ore`me 3.5 et du
lemme 3.7.
La de´monstration du the´ore`me suivant sera donne´e dans la paragraphe 3.4.
The´ore`me 3.9. — Supposons que la (t − α)-torsion du module d’Alexan-
der est cyclique de la forme Λ
/
(t − α)q . Si α est une racine double du poly-
noˆme d’Alexander, i.e. q = 2, alors il existe un arc analytique de repre´senta-
tions irre´ductibles non me´tabe´liennes de pi dans SL(3,C) d’extre´mite´ ρ0 . De
plus, la repre´sentation ρ0 est un point lisse de la varie´te´ des repre´sentations
R(pi, SL(3,C)) de dimension locale dix.
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3.3. Cohomologie des repre´sentations me´tabe´liennes
Rappelons que tout au long de ce paragraphe, nous supposons que
dimH1(pi,Cα) = 1. Plus pre´cise´ment, nous supposons que la (t − α)-
torsion du module d’Alexander a` cœfficients complexes est cyclique de la
forme
τα = Λ
/
(t− α)q , avec q ≥ 2 .
Rappelons aussi que :
H0(pi,C) % C ; H1(pi,C) % C ; H2(pi,C) = 0
H0(pi,Cα) = 0 ; H1(pi,Cα) % C ; H2(pi,Cα) % C
(voir paragraphe 1.3).
Le but de ce paragraphe est de calculer les dimensions de H∗(pi, sl(3,C)) en
fonction de la valeur de q .
Lemme 3.10. — On a :
H0(pi,C+(3)) = 0
H1(pi,C+(3)) % H1(pi,C)⊕H1(pi,Cα)
H2(pi,C+(3)) % H2(pi,Cα)⊕H2(pi,Cα)
En particulier, dimH1(pi,C+(3)) = dimH2(pi,C+(3)) = 2.
De´monstration. — La suite exacte longue en cohomologie associe´e a` (3.3) est
donne´e par :
0→ H0(pi,C+(3))→ H0(pi,C) δ
1−→ H1(pi,Cα)→ H1(pi,C+(3))
→ H1(pi,C)⊕H1(pi,Cα) δ
2→ H2(pi,Cα)→ H2(pi,C+(3))→ H2(pi,Cα)→ 0 .
Commenc¸ons par calculer δ1 : H0(pi,C) → H1(pi,Cα). Soit c ∈ C %
H0(pi,C), on a : δ1(c) = {dc} , ou` dc : pi → Cα est donne´e, pour tout γ ∈ pi ,
par :
dc(γ) = p13(δ(cE23)(γ))
= cp13((γ − 1) · E23)
= cz(γ) .
Comme {z} += 0 dans H1(pi,Cα) et dimH0(pi,C) = dimH1(pi,Cα) = 1, δ1
est un isomorphisme. Ceci implique que H0(pi,C+(3)) = 0 et la suite exacte
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longue en cohomologie devient :
(3.8) 0→ H1(pi,C+(3))→ H1(pi,C)⊕H1(pi,Cα) δ
2−→ H2(pi,Cα)
→ H2(pi,C+(3))→ H2(pi,Cα)→ 0 .
Conside´rons maintenant δ2 : H1(pi,C)⊕H1(pi,Cα)→ H2(pi,Cα). Soit h′ ∈
Z1(pi,C) % Hom(pi,C), alors δ2({h′}, 0) = {dh′} , avec pour tous γ1, γ2 ∈ pi
dh′(γ1, γ2) = p13(δ(h
′E23)(γ1, γ2))
= p13(γ1 · (h′(γ2)E23)− h′(γ1γ2)E23 + h′(γ1)E23)
= z ∪ h′(γ1, γ2) .
De meˆme, pour z′ ∈ Z1(pi,Cα), on a δ2(0, {z′}) = {dz′} , avec
dz′(γ1, γ2) = −h ∪ z′(γ1, γ2) .
Donc δ2 : ({h′}, {z′}) 1→ {z ∪ h′}− {h∪ z′} . Puisque α n’est pas une racine
simple du polynoˆme d’Alexander, δ2 ≡ 0 [AL02, The´ore`me 3.2]. Donc la suite
exacte longue (3.8) donne les suites exactes courtes suivantes :
0→ H1(pi,C+(3)) (−→ H1(pi,C)⊕H1(pi,Cα)→ 0
0→ H2(pi,Cα)→ H2(pi,C+(3))→ H2(pi,Cα)→ 0
desquelles, on de´duit que dimH1(pi,C+(3)) = dimH2(pi,C+(3)) = 2.
Dans le lemme suivant, nous calculons les dimensions de H∗(pi, b+).
Lemme 3.11. — On a :
1. dimH0(pi, b+) = 0 .
2. Si q = 2, alors dimH1(pi, b+) = dimH2(pi, b+) = 1 .
3. Si q > 2, alors dimH1(pi, b+) = dimH2(pi, b+) = 2 .
De´monstration. — La suite exacte courte
0→ C+(3)→ b+ → D+ → 0
induit la suite exacte longue suivante en cohomologie
0→ H0(pi, b+)→ H0(pi,C)⊕H0(pi,C) δ
1→ H1(pi,C+(3))→ H1(pi, b+)
→ H1(pi,C)⊕H1(pi,C) δ2→ H2(pi,C+(3))→ H2(pi, b+)→ 0 .
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Calculons δ1 : H0(pi,C) ⊕ H0(pi,C) → H1(pi,C+(3)). Soient c1, c2 ∈ C %
H0(pi,C) et soit p+ la projection sur C+(3). On a : δ1({c1}, 0) = {dc1} , ou`
dc1(γ) = p+(δ(c1D1)(γ))
= c1p+((γ − 1) ·D1)
= 3c1z(γ)E12 − (3z(γ)h(γ)− 3g(γ))c1E13
et δ1(0, {c2}) = {dc2} , ou`
dc2(γ) = p+(δ(c2D2)(γ))
= c2p+((γ − 1) ·D2)
= −3c2h(γ)E23 − 3c2g(γ)E13
Comme {z} += 0 dans H1(pi,Cα) et {h} += 0 dans H1(pi,C), δ1 est in-
jective. De plus, dimH1(pi,C+(3)) = 2 et dimH0(pi,C) = 1 donc δ1 est un
isomorphisme. D’ou` H0(pi, b+) = 0 et la suite
0→ H1(pi, b+)→ H1(pi,C)⊕H1(pi,C) δ
2→ H2(pi,C+(3))→ H2(pi, b+)→ 0
est exacte.
Soient h1, h′1 ∈ Z1(pi,C). Alors δ2({h1}, 0) = {dh1} , ou` pour tous γ1, γ2 ∈ pi ,
dh1(γ1, γ2) = p+(δ(h1D2)(γ1, γ2))
= p+(γ1 · (h1(γ2)D2)− h1(γ1γ2)D2 + h1(γ1)D2)
= −3h ∪ h1(γ1, γ2)E23 − 3g ∪ h1(γ1, γ2)E13
et δ2(0, {h′1}) = {dh′1} , ou`
dh′1(γ1, γ2) = p+(δ(h
′
1D1)(γ1, γ2))
= p+(γ1 · (h′1(γ2)D1)− h′1(γ1γ2)D1 + h′1(γ1)D1)
= 3z ∪ h′1(γ1, γ2)E12 − 3((zh− g) ∪ h′1)(γ1, γ2)E13 .
Ici, zh(γ) est simplement donne´ par le produit z(γ)h(γ), pour γ ∈ pi . Comme
H2(pi,C) = 0, {h ∪ h1} = 0 et il existe h2 : pi → C une 1-cochaˆıne ve´rifiant
δh2 + h ∪ h1 = 0. Alors,
δ2({h1}, 0) = {dh1 − δf1} ,
ou` f1 : pi → C+(3) est une 1-cochaˆıne de´finie par f1(γ) = 3h2(γ)E23 , pour
tout γ ∈ pi et
(dh1 − δf1)(γ1, γ2) = 3(z ∪ h2(γ1, γ2) + g ∪ h1(γ1, γ2))E13 , ∀ γ1, γ2 ∈ pi .
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Or d’apre`s le corollaire 2.10, {z ∪ h2 + g ∪ h1} = 0 dans H2(pi,Cα) si et
seulement si q > 2.
Soit g′ : pi → Cα une 1-cochaˆıne ve´rifiant δg′ + z ∪ h′1 = 0. Alors,
δ2(0, {h′1}) = {dh′1 + δf ′1} ,
ou` f ′1 : pi → C+(3) est une 1-cochaˆıne donne´e par f ′1(γ) = 3g′(γ)E12 , pour
tout γ ∈ pi et on a :
(dh′1 + δf
′
1)(γ1, γ2) = −3(h ∪ g′(γ1, γ2) + (zh− g) ∪ h′1(γ1, γ2))E13
D’ou` Im δ2 ⊂ H2(pi,Cα). En particulier, rg δ2 ≤ 1 et deux cas sont possibles :
– Premier cas : q = 2, ceci implique que {z ∪ h2 + g ∪ h1} += 0 dans
H2(pi,Cα). Donc rg δ2 = 1 et la suite exacte longue en cohomologie donne
dimH1(pi, b+) = dimH2(pi, b+) = 1.
– Deuxie`me cas : q > 2, alors (z∪h2+g∪h1)E13 et (h∪g′+(zh−g)∪h′1)E13
sont deux 2-cocycles de classe nulle dans H2(pi,Cα). En effet, posons
g˜ = zh′1 − g′ , alors δg˜ + h′1 ∪ z = 0 et {h ∪ g′ + g˜ ∪ h′1} = 0 dans
H2(pi,Cα) si et seulement si q > 2, d’apre`s le lemme 3.28. Il s’en suit
que δ2 ≡ 0 et d’apre`s la suite exacte longue en cohomologie, H1(pi, b+) %
H1(pi, D+) et H2(pi, b+) % H2(pi,C+(3)). En particulier, dimH1(pi, b+) =
dimH2(pi, b+) = 2.
Rappelons que C−(3) de´signe le quotient sl(3,C)
/
b+ , alors on a le re´sultat
suivant :
Lemme 3.12. — On a :
H0(pi,C−(3)) % H0(pi,C)
et les deux suites
0→ H1(pi,Cα−1)⊕H1(pi,C)→ H1(pi,C−(3))→ H1(pi,Cα−1)→ 0
0→ H2(pi,Cα−1)→ H2(pi,C−(3))→ H2(pi,Cα−1)→ 0
sont exactes.
En particulier, on a :
dimH0(pi,C−(3)) = 1
dimH1(pi,C−(3)) = 3
dimH2(pi,C−(3)) = 2 .
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De´monstration. — La suite exacte longue en cohomologie associe´e a` (3.7)
donne :
0→ H0(pi,C) (−→ H0(pi,C−(3))→ 0
et
0
δ1−→ H1(pi,C)⊕H1(pi,Cα−1)→ H1(pi,C−(3))→ H1(pi,Cα−1)
δ2−→ H2(pi,Cα−1)→ H2(pi,C−(3))→ H2(pi,Cα−1)→ 0 .
Soit z− un 1-cocycle dans Z1(pi,Cα−1), alors δ2({z−}) = {dz−} , ou` dz− : pi×
pi → Cα−1 est la 2-cochaˆıne de´finie pour tous γ1, γ2 ∈ pi par :
dz−(γ1, γ2) = p21(δ(z−E31)(γ1, γ2)
= p21(γ1 · (z−E31)(γ2)− z−(γ1γ2)E31 + z−(γ1)E31)
= α−|γ1|h(γ1)z−(γ2)
= h ∪ z−(γ1, γ2) .
Puisque q ≥ 2, {h ∪ z−} = 0 dans H2(pi,Cα−1), donc δ2 ≡ 0 et la de´mons-
tration est acheve´e.
Proposition 3.13. — On a :
1. H0(pi, sl(3,C)) = 0 .
2. Si q = 2, alors dimH1(pi, sl(3,C)) = dimH2(pi, sl(3,C)) = 2 .
3. Si q > 2, alors dimH1(pi, sl(3,C)) = dimH2(pi, sl(3,C)) ≥ 2 .
De´monstration. — La suite exacte courte de pi -modules (3.6) induit en coho-
mologie la suite suivante :
(3.9) 0→ H0(pi, sl(3,C))→ H0(pi,C−(3)) δ
1−→ H1(pi, b+)→ H1(pi, sl(3,C))
→ H1(pi,C−(3)) δ
2−→ H2(pi, b+)→ H2(pi, sl(3,C))→ H2(pi,C−(3))→ 0 .
Comme H0(pi, sl(3,C)) = 0 (voir le lemme 3.7), δ1 est injective.
– Premier cas : q = 2.
Puisque dimH0(pi,C−(3)) = dimH1(pi, b+) (voir lemme 3.12 et
lemme 3.11), δ1 est un isomorphisme. Donc, on obtient :
0→ H0(pi,C−(3)) (−→ H1(pi, b+)→ 0
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et
0→ H1(pi, sl(3,C))→ H1(pi,C−(3)) δ
2→ H2(pi, b+)
→ H2(pi, sl(3,C))→ H2(pi,C−(3))→ 0 .
Maintenant, H1(pi,C) ⊕ H1(pi,Cα−1) s’injecte dans H1(pi,C−(3))
(lemme 3.12). Pour comprendre l’application δ2 , nous allons regarder de
plus pre`s la manie`re dont H1(pi,C) s’injecte dans H1(pi,C−(3)). Plus
pre´cise´ment, pour tout γ ∈ pi , on a :
(3.10) γ ·E32 = E32 + 1
3
h(γ)(2D2 +D1) + g(γ)E12− h2(γ)E23− g(γ)h(γ)E13
et pour h′ ∈ Z1(pi,C) % Hom(pi,C),
δ2(h′E32) := {dh′}
= {1
3
h ∪ h′(2D2 +D1) + g ∪ h′E12 − h2 ∪ h′E23 − gh ∪ h′E13} .
Puisque H2(pi,C) = 0, il existe une 1-cochaˆıne h2 : pi → C telle que
δh2 + h ∪ h′ = 0 et
δ2(h′E32) = {dh′ + δf ′} ,
ou` f ′ : pi → C−(3) est la 1-cochaˆıne donne´e par :
f ′(γ) =
1
3
h2(γ)(2D2 +D1) , ∀ γ ∈ pi .
Ainsi pour tous γ1, γ2 ∈ pi ,
(dh′ + δf
′)(γ1, γ2) = (g ∪ h′ + z ∪ h2)(γ1, γ2)E12 − (h2 ∪ h′ + 2h ∪ h2)(γ1, γ2)E23
− (gh ∪ h′ + (zh+ g) ∪ h2)(γ1, γ2)E13 .
Comme {(g ∪ h′ + z ∪ h2)E12} += 0 dans H2(pi,C+(3))
/
H2(pi,Cα) (voir le
corollaire 2.10), δ2 += 0. De plus, dimH2(pi, b+) = 1, donc rg δ2 = 1 et la
suite exacte longue nous permet de conclure que
H1(pi,C−(3)) % H1(pi, sl(3,C))⊕H2(pi, b+)
H2(pi, sl(3,C)) % H2(pi,C−(3))
En particulier, compte tenu des re´sultats des lemmes 3.10, 3.11 et 3.12,
on obtient dimH1(pi, sl(3,C)) = dimH2(pi, sl(3,C)) = 2.
– Deuxie`me cas : q > 2
Nous avons vu dans le lemme 3.11 que, dans ce cas, dimH1(pi, b+) =
dimH2(pi, b+) = 2. Le re´sultat de´coule alors du fait que rg δ1 = 1 et que
rg δ2 ≤ 2.
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Remarquons que dimH2(pi, sl(3,C)) = 2 si et seulement si rg δ2 = 2.
Remarque 3.14. — Nous pouvons retrouver le fait que
dimH1(pi, sl(3,C)) = dimH2(pi, sl(3,C)) ≥ 2
inde´pendemment de la valeur de q . En effet, conside´rons la suite exacte en
cohomologie pour la paire (X, ∂X) :
H1(X, ∂X, sl(3,C))→ H1(X, sl(3,C)) i
∗
2→ H1(∂X, sl(3,C)) ,
la dualite´ de Poincare´ donne rg i∗2 =
1
2 dimH
1(∂X, sl(3,C)) = 2. Donc
dimH1(X, sl(3,C)) = dimH1(pi, sl(3,C)) ≥ 2. Comme H0(pi, sl(3,C)) = 0,
dimH2(pi, sl(3,C)) = dimH1(pi, sl(3,C)) (caracte´ristique d’Euler nulle pour
X ).
3.4. Nature des de´formations
Tout au long de ce paragraphe, nous supposons que α est racine double du
polynoˆme d’Alexander du nœud.
De´finition 3.15. — Une repre´sentation ρ ∈ R(pi, SL(n,C)) est dite re´duc-
tible s’il existe un sous-espace vectoriel non trivial et propre de Cn invariant
par ρ(pi). Sinon, ρ est dite irre´ductible.
Le re´sultat suivant est conse´quence du the´ore`me de Burnside :
The´ore`me 3.16. — [Lam98, The´ore`me 1] Une repre´sentation ρ : pi →
SL(n,C) est irre´ductible si et seulement si ρ(pi) engendre l’alge`bre des
matrices carre´es M(n,C).
De´finition 3.17. — L’orbite d’une repre´sentation ρ : pi → SL(n,C) est l’en-
semble
O(ρ) = {AρA−1 | A ∈ SL(n,C)} ⊂ R(pi, SL(n,C)) .
De´finition 3.18. — Une repre´sentation semi-simple est comple`tement re´-
ductible, i.e. c’est une somme directe de repre´sentations irre´ductibles.
The´ore`me 3.19. — [LM85, The´ore`me 1.27]
Soit ρ ∈ R(pi, SL(n,C)). Alors l’orbite de ρ est ferme´e si et seulement si ρ
est semi-simple.
Corollaire 3.20. — L’orbite d’une repre´sentation irre´ductible est ferme´e.
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Lemme 3.21. — L’orbite de la repre´sentation ρ0 n’est pas ferme´e.
De´monstration. — Soit λ : C∗ → SL(3,C) l’application de´finie par
λ(t) = diag(t, 1, t−1) .
Posons, pour γ ∈ pi ,
ρα(γ) := lim
t→0
λ(t)ρ0(γ)λ(t)
−1 .
Alors, ρα : pi → SL(3,C) est une repre´sentation abe´lienne, avec ρα(µ) =
α−1/3 diag(α, 1, 1). Remarquons que l’orbite d’une repre´sentation ρ : pi →
SL(3,C) peut eˆtre identifie´e au quotient de SL(3,C) par le stabilisateur de
ρ . Alors, l’orbite de ρα est ferme´e et elle est de dimension 4. En effet, pour
retrouver l’action de Ad ◦ρα sur les e´le´ments de la base de sl(3,C)ρα , il suffit
de remplacer z , h et g par 0 dans les formules (3.2), (3.5) et (3.10). De plus,
ρα est contenue dans l’adhe´rence de l’orbite de ρ0 , qui est de dimension 8.
D’ou` le re´sultat.
Soit 〈S1, . . . , Sp | R1, . . . , Rp−1〉 une pre´sentation de Wirtinger du groupe
du nœud. Rappelons que, modulo un cobord, on peut supposer que z(S1) =
g(S1) = 0 et qu’une correction par un cobord se traduit par une conjugaison
de ρ0 . Puisque le cocycle z n’est pas un cobord, le deuxie`me ge´ne´rateur S2
peut eˆtre choisi tel que z(S2) = b += 0 = z(S1). Ainsi, on a :
ρ0(S1) =
α2/3 0 00 α−1/3 α−1/3
0 0 α−1/3
 et ρ0(S2) =
α2/3 b c0 α−1/3 α−1/3
0 0 α−1/3
 .
Lemme 3.22. — Soit ρt : pi → SL(3,C) un arc de repre´sentations d’extre´-
mite´ ρ0 . Alors, il existe un arc Ct dans SL(3,C) ve´rifiant C0 = I3 et tel que,
pour t assez petit, on a :
Ctρt(S1)C
−1
t =
a11(t) 0 00 a22(t) a23(t)
0 a32(t) a33(t)
 .
De´monstration. — Commenc¸ons par remarquer que α2/3 est une racine simple
du polynoˆme caracte´rsitique de ρ0(S1). Donc il existe a11(t) valeur propre
simple de ρt(S1) qui de´pend analytiquement de t . Le vecteur propre associe´ vt
peut eˆtre choisi de sorte qu’il de´pende analytiquement de t et tel que v0 soit
le premier vecteur u1 de la base canonique de C3 . Ainsi, pour t suffisamment
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petit, (vt, u2, u3) forme une base de C3 dans laquelle ρt(S1) se met sous la
forme
ρt(S1) =
a11(t) a12(t) a13(t)0 a22(t) a23(t)
0 a32(t) a33(t)
 .
Notons par A11(t) la matrice extraite de ρt(S1), obtenue en supprimant la
premie`re ligne et la premie`re colonne. Alors, pour t assez petit, la matrice
(A11(t)− a11(t)I2) est inversible. Par suite, le syste`me
(a12(t), a13(t)) + (x(t), y(t))(A11(t)− a11(t)I2) = 0
admet une solution unique. Pour terminer, il suffit de remarquer que, pour
P (t) =
1 x(t) y(t)0 1 0
0 0 1

la matrice P (t)ρt(S1)P (t)−1 correspond a` la forme que nous cherchons.
Proposition 3.23. — Soient A(t) et B(t) deux matrices, de´pendantes ana-
lytiquement de t et telles que
A(t) =
a11(t) 0 00 a22(t) a23(t)
0 a32(t) a33(t)
 , A(0) = ρ0(S1) et B(0) = ρ0(S2) .
Si b′31(0) += 0, alors pour t += 0 et suffisamment petit, les matrices A(t) et
B(t) engendrent l’alge`bre des matrices carre´es M(3,C).
De´monstration. — Soient Mt ⊂ M(3,C) l’alge`bre engendre´e par A(t) et
B(t), et χA11(x) le polynoˆme caracte´ristique de A11(t). La valeur propre a11(t)
e´tant simple, on a χA11(a11(t)) += 0, pour t assez petit. Ainsi,
χA11(A(t))
χA11(a11(t))
=
1 0 00 0 0
0 0 0
 =
10
0
⊗ (1, 0, 0) ∈ C[A(t)] ⊂Mt .
Les vecteurs (1, 0, 0)A(0), (1, 0, 0)B(0) et (1, 0, 0)B(0)2 forment une base de
l’espace des vecteurs lignes. Donc, pour t assez petit, (1, 0, 0)Mt co¨ıncide avec
l’espace des vecteurs lignes.
D’autre part, conside´rons les trois vecteurs colonnes :
a(t) := A(t)
10
0
 , b(t) := B(t)
10
0
 et c(t) := A(t)b(t)
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et posons la fonction f(t) := det(a(t), b(t), c(t)). Alors, f(t) = a11(t)f˜(t), avec
f˜(t) =
∣∣∣∣b21(t) a22(t)b21(t) + a23(t)b31(t)b31(t) a32(t)b21(t) + a33(t)b31(t)
∣∣∣∣ .
Il est facile de ve´rifier que f˜(0) = f˜ ′(0) = 0 et que f˜ ′′(0) = −α−1/3(b′31(0))2 .
D’ou` f˜(t) += 0, pour t suffisamment petit et t += 0. Par conse´quent, Mt
10
0

est l’espace des vecteurs colonnes. Sachant que toute matrice de rang 1 peut
s’e´crire v ⊗ w , ou` v est un vecteur colonne et w est un vecteur ligne, on en
de´duit que Mt contient toutes les matrices de rang 1. Le re´sultat est alors
conse´quence du fait que toute matrice de M(3,C) est une somme des matrices
de rang 1.
Proposition 3.24. — Soit z± ∈ Z1(pi,Cα±1) deux cocycles qui ne sont pas
des cobords et tels que z+(S1) = z−(S1) = 0. Si z+(S2) += 0, alors z−(S2) += 0.
De´monstration. — Posons a := α + α−1 . Le polynoˆme d’Alexander du nœud
e´tant syme´trique, a est de´fini sur Q . De plus, on a une extension de corps
de degre´ deux Q(a) ⊂ Q(α) dont l’e´quation de de´finition est donne´e par
x2 − ax + 1 = 0. On a aussi un automorphisme de Galois τ : Q(α) → Q(α)
d’ordre 2 qui fixe le corps Q(a) et tel que τ(α) = α−1 .
Soient pi = 〈S1, . . . , Sp | R1, . . . , Rp−1〉 une pre´sentation de Wirtinger du
groupe du nœud. Alors, chacun des cocycles z± correspond a` une solution du
syste`me line´aire JK(α±1)z = 0, ou` JK(t) ∈Mp−1,p(Z[t, t−1]) de´signe la matrice
jacobienne du nœud. Plus pre´cise´ment, si z = (s1, . . . , sp) est solution du
syste`me JK(α±1)z = 0, alors le cocycle correspondant est donne´ par z±(Si) =
si , pour 1 ≤ i ≤ p [HP05, § 6].
Si z+ est solution de JK(α)z = 0, avec s1 = 0 et s2 += 0, alors τ(z+)
est solution du syste`me line´aire JK(α−1)z = 0. De plus, τ e´tant un automor-
phisme, on a τ(s1) = 0 et τ(s2) += 0. Notons par z˜− le cocycle de´fini par
z˜−(Si) = τ(si). Alors z˜− n’est pas un cobord puisque z˜−(S1) += z˜−(S2).
D’apre`s la dualite´ de Blanchfield, α−1 est une racine double du polynoˆme
d’Alexander et dimH1(pi,Cα−1) = 1 (voir remarque 1.12). Il existe alors t ∈ C∗
et b ∈ C tels que z−(Si) = tz˜−(Si) + (α−1 − 1)b . Or, z−(S1) = 0, donc b = 0
et z−(S2) = tz˜−(S2) += 0.
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Revenons a` la suite exacte longue en cohomologie (3.9) et rappelons qu’on
suppose que la (t−α)-torsion du module d’Alexander du nœud est de la forme
Λ
/
(t− α)2 .
Dans ce cas, la suite
0→ H1(pi, sl(3,C))→ H1(pi,C−(3)) δ
2→ H2(pi, b+)→ 0
est exacte, avec rg δ2 = 1. La projection
sl(3,C)→ sl(3,C)/b+ % C−(3)
induit alors un isomorphisme
ψ : H1(pi, sl(3,C)) (→ ker(H1(pi,C−(3)) δ
2→ H2(pi, b+)) .
Soit z− ∈ Z1(pi,Cα−1) un 1-cocycle, qui n’est pas un cobord et tel que
z−(S1) = 0. D’apre`s la proposition 3.24, z−(S2) += 0. De plus, il existe deux
cochaˆınes g− : pi → Cα−1 et g0 : pi → C telles que
δg− + h ∪ z− = 0 et δg0 + z ∪ z− = 0 .
Rappelons aussi qu’on a la suite exacte courte suivante :
0→ H1(pi,Cα−1)⊕H1(pi,C)→ H1(pi,C−(3))→ H1(pi,Cα−1)→ 0 .
Alors, en tenant compte de la formule (3.10), on en de´duit que H1(pi,C−(3))
est un sous-espace vectoriel de dimension trois dont une base est donne´e par
({z1}, {z2}, {z3}), avec :
z1 = z−E21 , z2 = hE32 et z3 = z−E31 − g0E32 + g−E21 .
Ainsi tout cocycle z ∈ Z1(pi, sl(3,C)) est de la forme
z =
 ∗ ∗ ∗t1z− + t3g− + δb1 ∗ ∗
t3z− + δb3 t2h− t3g0 ∗
 ,
avec ti ∈ C .
De´finition 3.25. — Une repre´sentation ρ ∈ R(pi, SL(n,C)) est dite stable
si son orbite est ferme´e et si son stabilisateur est fini.
The´ore`me 3.26. — Il existe un arc analytique de repre´sentations ρt : pi →
SL(3,C) d’extre´mite´ ρ0 , tel que ρt est stable pour t suffisamment petit et
t += 0.
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De´monstration. — Commenc¸ons par remarquer que le stabilisateur d’une re-
pre´sentation ρ : pi → SL(3,C) est fini si et seulement si H0(pi, sl(3,C)ρ) = 0.
Comme H0(pi, sl(3,C)) = 0, il existe un voisinage de ρ0 dans lequel toutes les
repre´sentations ont un stabilisateur fini.
Nous conside´rons z ∈ Z1(pi, sl(3,C)) un 1-cocycle tel que
ψ(z) = t1z1 + t2z2 + t3z3 , avec t3 += 0 .
Un tel cocycle existe car z2 /∈ ker δ2 et dim ker δ2 = 2. Soit ρt une de´forma-
tion de ρ0 de premier terme z . Appliquons le re´sultat du lemme 3.22 a` cette
de´formation et posons A(t) = ρt(S1) et B(t) = ρt(S2). Comme a31(t) = 0,
a′31(0) = α
2/3(t3z−(S1) + (α−1 − 1)b3) = 0
et b3 = 0. D’ou` b′31(0) = α
2/3t3z−(S2) += 0, d’apre`s la proposition 3.24. Ainsi,
d’apre`s la proposition 3.23 et le the´ore`me 3.16, ρt est irre´ductible pour t assez
petit et t += 0.
Corollaire 3.27. — Il existe des de´formations non me´tabe´liennes de ρ0 .
De´monstration. — Soit ρt : pi → SL(3,C) un arc analytique de repre´senta-
tions irre´ductibles. Alors, pour t suffisamment petit, la valeur de tr ρt(µ) est
proche de tr ρ0(µ) = α−1/3(α + 2). Or, −2 n’est pas racine du polynoˆme
d’Alexander du nœud, car sinon (x + 2)
∣∣∆K(x) et ainsi 3∣∣∆K(1), ce qui est
impossible puisque ∆K(1) = ±1. Donc tr ρ0(µ) += 0 et pour t assez petit,
tr ρt(µ) += 0.
D’apre`s [BF, The´ore`me 1.2], tr ρ(µ) = 0 pour toute repre´sentation me´tabe´-
lienne irre´ductible ρ : pi → SL(3,C). D’ou` ρt est irre´ductible et non me´tabe´-
lienne pour t suffisamment petit.
Nous pouvons, maintenant, pre´senter la de´monstration du the´ore`me 3.9 :
De´monstration du the´ore`me 3.9. — Rappelons que dimH0(∂X, sl(3,C)) = 2
et appliquons le the´ore`me 3.6, en tenant compte des re´sultats du lemme 3.8 et
de la proposition 3.13, pour montrer que tous les cocycles dans Z1(pi, sl(3,C))
sont inte´grables. Donc la repre´sentation ρ0 est un point lisse de R(pi, SL(3,C)).
Elle est contenue dans une composante Rρ0 de dimension dix de la varie´te´ des
repre´sentations puisque dimZ1(pi, sl(3,C)) = 10 (voir lemme 1.16). D’apre`s le
the´ore`me 3.26 et le corollaire 3.27, la composante Rρ0 contient des repre´sen-
tations irre´ductibles non me´tabe´liennes.
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3.5. Produit-cup et 2-cocycles
Le but de ce paragraphe est de montrer le lemme 3.28 qui est un lemme
technique essentiel pour la de´monstration de la proposition 3.13. Dans la suite,
nous donnons une re´ponse a` la question suivante : quand est ce qu’un certain
2-cocycle c : pi × pi → Cα est un cobord ?
Rappelons que T de´signe le groupe cyclique infini engendre´ par t , ou` t
est l’image du me´ridien par la projection canonique pi → pi/pi′ % T = 〈t|−〉 .
D’apre`s le corollaire 1.11, un 1-cocycle z ∈ Z1(pi,Cα) peut eˆtre regarde´ comme
un Λ-homomorphisme de pi′/pi′′ ⊗ C a` valeurs dans Cα . D’ou` z induit un
homomorphisme C-line´aire ϕ0 : pi′/pi′′ ⊗ C→ Cα .
Soit z ∈ Z1(pi,Cα) un 1-cocycle qui n’est pas un cobord et soit h : pi → C
un homomorphisme non trivial. Nous nous proposons de montrer qu’il existe
une 1-cochaˆıne g : pi → Cα telle que :
(3.11) −δg = z ∪ h
si et seulement s’il existe un homomorphisme ϕ1 : pi′/pi′′ → C qui ve´rifie :
(3.12) ϕ1(µ
kuµ−k) = αkϕ1(u)− kαkh(µ)ϕ0(u), ∀ k ∈ Z et ∀ u ∈ pi′/pi′′ .
Cette de´monstration est donne´e dans [AL02].
Il est facile de voir que si g existe, il suffit de conside´rer ϕ1 := g
∣∣
pi′/pi′′ . En
effet, g
∣∣
pi′′ ≡ 0 et g peut eˆtre identifie´e a` une 1-cochaˆıne de pi′/pi′′ " T dans
Cα . De plus, on peut supposer que g(t) = 0. D’ailleurs, si g(t) = ω , il suffit de
remplacer g par la cochaˆıne g+δd , ou` d =
ω
1− α . Re´ciproquement, supposons
qu’il existe un homomorphisme ϕ1 : pi′/pi′′ → (C,+) ve´rifiant (3.12) et posons
g(utk) = ϕ1(u)+ kϕ0(u). Par un calcul direct, on ve´rifie que g satisfait (3.11).
Remarquons que ϕ1 de´finit, par extension des scalaires, un homomorphisme
C-line´aire de pi′/pi′′ ⊗ C dans Cα .
De meˆme, on peut ve´rifier que l’existence d’une 1-cochaˆıne g′ : pi → Cα telle
que
−δg′ = h ∪ z
est e´quivalente a` l’existence d’un homomorphisme C-line´aire ψ1 : pi′/pi′′⊗C→
Cα ve´rifiant :
ψ1(µ
kuµ−k) = αkψ1(u) + kαkh(µ)ϕ0(u), ∀ k ∈ Z et ∀ u ∈ pi′/pi′′ ⊗ C.
De plus, on a : g′(utk) = ψ1(u), pour tout k ∈ Z .
Les homomorphismes ϕ1 et ψ1 existent puisque q ≥ 2 (voir corollaire 2.10).
Remarquons que {z ∪ h + h ∪ z} = 0 dans H2(pi,Cα). Plus pre´cise´ment, on
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a : z ∪ h+ h ∪ z + δf = 0, pour f : pi → Cα de´finie par f(γ) = h(γ)z(γ). De
plus, nous montrons le re´sultat suivant :
Lemme 3.28. — Soit z ∈ Z1(pi,Cα) un 1-cocycle qui n’est pas un cobord.
Soient h, h′ : pi → C deux homomorphismes non triviaux et g, g′ : pi → Cα
deux 1-cochaˆınes ve´rifiant −δg = z ∪h′ et −δg′ = h∪ z . Alors, h∪ g+ g′ ∪h′
est un 2-cocycle dans Z2(pi,Cα) et {h∪ g+ g′ ∪ h′} = 0 dans H2(pi,Cα) si et
seulement si q > 2.
De´monstration. — La de´monstration va se faire en deux e´tapes. D’abord, nous
commenc¸ons par e´tablir l’e´quivalence entre le fait que le 2-cocycle h∪ g+ g′ ∪
h′ soit de classe nulle dans H2(pi,Cα) et l’existence d’un homomorphisme
ϕ2 : pi′/pi′′ → (C,+) tel que :
(3.13)
ϕ2(µ
kuµ−k) = αkϕ2(u)+kαkϕ1(u)−kαkψ1(u)−k2αkϕ0(u) , ∀ u ∈ pi′/pi′′ et ∀ k ∈ Z .
L’e´tape suivante consiste a` montrer qu’un tel homomorphisme existe si et seule-
ment si q > 2.
L’e´quation {h∪g+g′∪h′} = 0 dans H2(pi,Cα) est e´quivalente a` l’existence
d’une 1-cochaˆıne g2 ∈ C1(pi,Cα) telle que
(3.14) −δg2 = h ∪ g + g′ ∪ h′ .
Il est facile de ve´rifier que g2|pi′′ ≡ 0. De plus, on peut supposer que g(µ) =
g′(µ) = g2(µ) = 0. En effet, si g(µ) = ω , on remplace g par la cochaˆıne
g + δd , ou` d =
ω
1− α . Il en est de meˆme pour g
′ et g2 . Donc g2
∣∣
pi′ induit un
homomorphisme ϕ2 : pi′/pi′′ → Cα .
Re´ciproquement, soit ϕ2 : pi′/pi′′ → (C,+) un homomorphisme ve´ri-
fiant (3.13) et soit g2 : pi′/pi′′ " T → Cα de´finie par g2(utk) = ϕ2(u) + kψ1(u).
Pour tous (utk), (vtl) ∈ pi′/pi′′ " T , on a :
g2((ut
k)(vtl)) = ϕ2(u+ µ
kvµ−k) + (k + l)ψ1(u+ µkvµ−k)
= g2(ut
k) + αkg2(vt
l) + kαkg(vtl) + lg′(utk)
= g2(ut
k) + αkg2(vt
l) + h ∪ g((utk), (vtl)) + g′ ∪ h′((utk), (vtl)) .
D’ou` g2 ve´rifie (3.14).
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L’homomorphisme ϕ2 de´finit, par extension des scalaires, un homomor-
phisme C-line´aire de pi′/pi′′ ⊗ C a` valeurs dans Cα et on a :
(t− α)qu = 0, ∀u ∈ τα
⇒ ϕ2((t− α)qu) = 0, ∀u ∈ τα
⇒ ϕ2(
q∑
k=0
(
q
k
)
tkαq−k(−1)ku) = 0, ∀u ∈ τα
⇒
q∑
k=0
(
q
k
)
αq−k(−1)k(αkϕ2(u) + kαkh(µ)ϕ1(u)− kαkh′(µ)ψ1(u)
− k2αkh(µ)h′(µ)ϕ0(u)) = 0, ∀u ∈ τα
⇒
q∑
k=0
(
q
k
)
(−1)kϕ2(u) +
q∑
k=0
(
q
k
)
(−1)kk (h(µ)ϕ1(u)− h′(µ)ψ1(u))
−
q∑
k=0
(
q
k
)
(−1)kk2h(µ)h′(µ)ϕ0(u) = 0, ∀u ∈ τα .
Puisque
q∑
k=0
(
q
k
)
(−1)k = 0 et
q∑
k=0
(
q
k
)
(−1)kk = 0 (car q ≥ 2) (voir
[GR07]), alors on obtient :
(3.15)
q∑
k=0
(
q
k
)
(−1)kk2h(µ)h′(µ)ϕ0(u) = 0
– Si q = 2, (3.15) implique que ϕ0(u) = 0, ∀u ∈ τα , ce qui signifie que
{z} ≡ 0.
– Si q > 2, conside´rons (ej)0≤j≤q−1 la base de τα donne´e par ej = [(t−α)j]
et ϕ2 l’application C-line´aire de´finie sur τα par :
ϕ2(e0) = 0
ϕ2(e1) = −αh(µ)h′(µ)ϕ0(e0)
ϕ2(e2) = −2α2h(µ)h′(µ)ϕ0(e0)
ϕ2(ej) = 0 ,∀ q − 1 ≥ j ≥ 3
et de´finie par 0 ailleurs.
Pour tout k ∈ Z , e´crivons [tk − αk] = a0e0 + . . . + aq−1eq−1 , alors, a0 =
0 et aj =
(
k
j
)
αk−j, ∀ 1 ≤ j ≤ q − 1.
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En e´crivant :
ϕ2(µ
kejµ
−k − αkej) = ϕ2(a0ej + a1ej+1 + . . .+ aq−j−1eq−1)
= a1ϕ2(ej+1) + . . .+ aq−j−1ϕ2(eq−1)
on peut facilement ve´rifier que ϕ2 satisfait la condition (3.13).
67

CONCLUSION ET PERSPECTIVES
La majorite´ des travaux, traitant de l’e´tude de l’espace des repre´sentations
du groupe fondamental d’une varie´te´ de dimension trois dans un groupe de Lie,
concernent les groupes de Lie SU(2) et SL(2,C). Nous conside´rons dans cette
the`se d’autres exemples de groupes de Lie. Plus pre´cise´ment, dans le but de
ge´ne´raliser un re´sultat classique de Burde et de Rham, nous nous inte´ressons
a` l’e´tude de certaines repre´sentations me´tabe´liennes du groupe d’un nœud de
S3 dans le groupe des matrices triangulaires supe´rieures inversibles d’ordre n ,
n ≥ 2.
Cette e´tude nous permet de retrouver la de´composition du module d’Alexan-
der a` cœfficients complexes du nœud. Qu’en est-il pour les entrelacs ?
Nous montrons dans le the´ore`me 1.24 qu’e´tant donne´ un nœud K de S3 dont
le polynoˆme d’Alexander est non trivial (i.e. ∆K(t) += 1) et n ≥ 3, il existe
des repre´sentations non me´tabe´liennes du groupe du nœud dans le groupe des
matrices triangulaires supe´rieures inversibles d’ordre n , note´ Gn . La question
qui se pose a` ce niveau : pour quels n ≥ 3, existe-t-il des repre´sentations non
k -me´tabe´liennes (k ≥ 3) du groupe du nœud dans Gn ?
Il est a` noter que les repre´sentations non 3-me´tabe´liennes ont e´te´ utilise´es
pour de´finir un invariant du nœud a` partir de son syste`me pe´riphe´rique [BZ03,
Chapitre 14].
Dans la deuxie`me partie de la the`se, nous nous inspirons des travaux
de [HPSP01] et [HP05], qui portent sur l’e´tude des de´formations d’une
repre´sentation re´ductible du groupe fondamental d’une varie´te´ de dimension
trois dans SL(2,C) et PSL(2,C), associe´e a` une racine simple du polynoˆme
d’Alexander, pour de´former une repre´sentation me´tabe´lienne du groupe du
nœud dans SL(3,C).
– Est-il possible d’utiliser les de´formations d’une repre´sentation abe´lienne
ou me´tabe´lienne du groupe du nœud dans SL(3,C) pour avoir des in-
formations concernant les de´formations d’une repre´sentation abe´lienne du
groupe du nœud dans SL(2,C) ?
– Peut-on aller encore plus loin et e´tudier les de´formations des repre´senta-
tions dans SL(4,C), et plus ge´ne´ralement dans SL(n,C), pour n ≥ 4 ?
– Dans notre e´tude, nous supposons que α est une racine du polynoˆme
d’Alexander et que la (t−α)-torsion du module d’Alexander a` cœfficients
complexes du nœud est cyclique. Nous montrons que si α est une racine
double du polynoˆme d’Alexander alors une certaine repre´sentation me´-
tabe´lienne est limite d’un arc analytique de repre´sentations non me´tabe´-
liennes irre´ductibles du groupe du nœud dans SL(3,C). Que se passe-t-il
si la multiplicite´ de α est supe´rieure a` 2 ?
– L’orbite de la repre´sentation me´tabe´lienne que nous de´formons est non
ferme´e, ce qui fait que l’e´tude de la structure locale de la varie´te´ des ca-
racte`res n’est pas aise´e. On se demande alors : peut-on de´former une repre´-
sentation abe´lienne diagonale donne´e du groupe du nœud dans SL(3,C)
dont l’orbite est ferme´e et serait-il ainsi plus facile d’e´tudier la varie´te´ des
caracte`res ?
Tout au long de cette the`se, nous conside´rons le cas des nœuds de S3 . Les
re´sultats qu’on vient de montrer se ge´ne´ralisent-ils aux nœuds dans les sphe`res
d’homologie rationelle de dimension 3 ? aux nœuds virtuels ?
L’espace des repre´sentations du groupe d’un nœud dans SU(2) ou SL(2,C)
a e´te´ utilise´ pour de´finir un invariant topologique qui n’est pas un invariant
d’homotopie. Il s’agit de la torsion de Reidemeister a` cœfficients dans la re-
pre´sentation adjointe associe´e a` une repre´sentation re´gulie`re du groupe d’un
nœud dans SU(2) ou SL(2,C). La torsion de Reidemeister est un invariant
plus subtil que les invariants usuels utilise´s en topologie alge´brique tels que les
nombres de Betti, le groupe fondamental ou les groupes d’homologie.
J. Porti s’est inte´resse´ dans [Por97] a` l’e´tude d’une torsion de Reidemeis-
ter a` cœfficients dans la repre´sentation adjointe associe´e a` une repre´sentation
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re´gulie`re du groupe du nœud dans SL(2,C). En s’inspirant des travaux de X.
Lin [Lin92] et M. Heusener [Heu03], une version raffine´e avec un signe a e´te´
introduite par J. Dubois dans [Dub03]. Dans [Dub06], l’auteur pre´sente le
calcul explicite de la torsion de Reidemeister pour les nœuds fibre´s.
Remarquons que cette torsion est en lien avec l’invariant de Chern-
Simons [DK07].
Nous espe´rons pouvoir exploiter les re´sultats pre´sente´s dans cette the`se pour
de´finir une torsion de Reidemeister a` cœfficients dans la repre´sentation adjointe
associe´e a` une repre´sentation du groupe du nœud dans SL(3,C).
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