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ABSTRACT
We present a weak gravitational lensing measurement of the external convergence
along the line of sight to the quadruply lensed quasar HE 0435−1223. Using deep r-
band images from Subaru-Suprime-Cam we observe galaxies down to a 3σ limiting
magnitude of ∼ 26 mags resulting in a source galaxy density of 14 galaxies / arcmin2
after redshift-based cuts. Using an inpainting technique and Multi-Scale Entropy fil-
tering algorithm, we find that the region in close proximity to the lens has an estimated
external convergence of κ = −0.012+0.020−0.013 and is hence marginally under-dense. We
also rule out the presence of any halo with a mass greater thanMvir = 1.6×1014h−1M
(68% confidence limit). Our results, consistent with previous studies of this lens, con-
firm that the intervening mass along the line of sight to HE 0435−1223 does not affect
significantly the cosmological results inferred from the time delay measurements of
that specific object.
Key words: gravitational lensing: weak – cosmological parameters – distance scale
– quasars: individual: HE 0435−1223
1 INTRODUCTION
In the strong regime, gravitational lensing by a galaxy-scale
object can produce multiple images of the background light
source. As the light rays forming the images are taking dif-
ferent paths to reach the observer plane, there exists a de-
lay in the arrival time of the photons. Refsdal (1964) was
the first to propose the use of these time delays as a tool
for cosmography. Time delays are proportional to the grav-
? E-mail: olga.tihhonova@epfl.ch
itational potential of the deflector and its gradient, and to
the combination of three angular diameter distances of the
observer-lens-source system, dubbed the time-delay distance
(Schneider et al. 2006; Suyu et al. 2010). The latter is in-
versely proportional to the Hubble constant H0 and has a
weaker dependence on the other cosmological parameters,
notably curvature and dark energy (e.g. Coe & Moustakas
2009).
In practice, the values of the time delays of the lensed
images are obtained by measuring the time shift between
their light curves, provided they show significant variabil-
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ity. Although the original idea of Refsdal (1964) was to use
lensed supernovae (resolved ones found only recently, e.g.
Kelly et al. 2015; Rodney et al. 2015; Goobar et al. 2017),
time delays have been first measured in lensed quasars (e.g.
Vanderriest et al. 1989; Schild 1990; Lehar et al. 1992).
This provided a new way to obtain independent estimates
of the Hubble constant H0 (e.g. Suyu et al. 2017; Bonvin
et al. 2017), complementary to and competitive with other
probes such as the Cosmic Microwave Background (CMB)
(Planck Collaboration et al. 2016), Baryon Acoustic Oscil-
lations (BAO) + CMB (Alam et al. 2017), weak lensing +
BAO + Big Bang Nucleosynthesis (BBN) (DES Collabo-
ration et al. 2017), Cepheids (Freedman et al. 2012), type
Ia supernovae (Riess et al. 2016), megamasers (Reid et al.
2013), giant ionized H2 regions (Ferna´ndez-Arenas et al.
2017), standard sirens (Abbott et al. 2017).
The H0LiCOW program (H0 Lenses in COSMO-
GRAIL’s Wellspring; Suyu et al. 2017) is devoted to the mea-
surement of H0 using lensing time delays. When completed,
the goal of the first phase of the program is to measure
H0 to below 3.5% precision with five gravitationally lensed
quasar systems (B1608+656, RXJ1131–1231, HE 0435−1223
WFI2033–4723 and HE1104–1805). It mostly uses optical
time delay measurements from the COSMOGRAIL collab-
oration (the COSmological MOnitoring of GRAvItational
Lenses; e.g. Courbin et al. 2005, 2011; Bonvin et al. 2016),
but also the radio time delays for the quadruply imaged
quasar B1608+656 (Fassnacht et al. 2002). In addition,
H0LiCOW enables detailed study of quasar host galaxies,
taking the advantage of the lensing magnifications (Ding
et al. 2017a,b).
In order to recover the cosmological information from an
individual lens system with high precision and accuracy, the
following steps are required: (i) time-delay measurements,
(ii) modeling of the mass of the deflector using the lensing
and stellar kinematic data, (iii) modeling of the environment
and the line of sight (env&los) of the deflector (see Treu &
Marshall 2016 for the detailed review). The H0LiCOW col-
laboration addresses all three steps (e.g. Bonvin et al. 2017;
Wong et al. 2017; Sluse et al. 2017; Rusu et al. 2017). In the
present work, we focus specifically on the third step, which is
needed alongside the second one in order to break the lens-
ing degeneracies inherent to the mass-sheet transformation
(MST; Falco et al. 1985; Schneider & Sluse 2013).
The MST is a modification of the mass distribution
which leaves all image positions, shapes and flux ratios in-
variant, but changes the product of Hubble constant and
time delay H0∆t. It corresponds to the rescaling of the de-
flector mass by introducing a“mass sheet”, which can be rep-
resented by a constant over- or under-density along the line
of sight and around the lens. Two types of mass sheets can
be distinguished: internal and external. The internal mass
sheet is physically associated with the lens. The external
mass sheet, on the contrary, is due to the intervening objects
which do not lie in the immediate vicinity of the lens, and is
thus not physically associated with it. As a consequence, the
latter cannot be fully constrained by measurements of the
kinematics of the main lens (e.g. Koopmans 2004). Modeling
of the env&los becomes mandatory. The external mass sheet
can be approximated by the dimensionless surface mass den-
sity or convergence κext at the position of the main lens. The
impact of κext on the Hubble constant can be expressed as
Htrue0 = (1− κext)×Hmodel0 , (1)
where Hmodel0 is the Hubble constant obtained from the
model with no account for the env&los. Thus, neglecting
the presence of an over-dense env&los (compared with the
rest of the Universe) will result in Hmodel0 over-estimating
the true value of Hubble constant Htrue0 . An under-dense
line of sight will have, of course, the opposite effect. For a
single system, if uncorrected for, this bias can reach up to
several percent (Keeton & Zabludoff 2004; McCully et al.
2017a; Jaroszyn´ski & Skowron 2016). The effect may not
average out for the ensemble of lenses either, since due to
the selection and by virtue of the lenses being typically mas-
sive ellipticals, lensed systems may be preferably observed
in over-dense environments (Collett & Cunnington 2016).
The effects of env&los have been evaluated in several
ways. For example, Momcheva et al. (2006); Fassnacht et al.
(2006); Auger et al. (2007); Wilson et al. (2017) estimated
κext by fitting analytical mass profiles to the spectroscopi-
cally confirmed groups found in the vicinity of the lens sys-
tems. Collett et al. (2013) combined the halo mass model
approach with the calibration to the Millennium Simulation
(Springel et al. 2005), making use of the ray-tracing calcu-
lations of convergence by Hilbert et al. (2009a).
Suyu et al. (2010) compared galaxy number counts in
the field around the lens from Fassnacht et al. (2011) to the
mock fields drawn from the Millennium Simulation. They
measured κext in simulated fields having the same statistical
properties as the real data. Greene et al. (2013) extended
this technique by weighting the galaxy counts by distance,
photometric redshift and stellar mass.
Birrer et al. (2017) combined the study of the envi-
ronment using the halo-rendering approach, i.e. linking the
galaxy stellar masses to the underlying mass distribution,
with the external shear measurements of the strong lens sys-
tem. Their combined approach yielded tighter constraints
on the inferred external convergence compared to a halo-
rendering approach only.
Finally, Fischer et al. (1997); Nakajima et al. (2009);
Fadely et al. (2010) followed a different approach relying on
the weak lensing effect produced by massive structures in
the vicinity of the deflector. They constrained the external
convergence by integrating the tangential weak gravitational
shear in the area around the lens. McCully et al. (2017a)
computed the weak lensing contamination preserving the full
three dimensional mass distribution by using a hybrid multi-
plane lensing formalism (McCully et al. 2014).
In the present work we measure the env&los of the
quadruply lensed quasar HE 0435−1223 (Wisotzki et al.
2000, 2002), using the weak gravitational lensing technique.
This method is direct and complementary to the env&los
study by Rusu et al. (2017, hereafter H0LiCOW III), which
uses the galaxy number counts technique. The goal of our
analysis is twofold. First, we estimate κext all the way to the
redshift of the lensed quasar. Second, we test the hypothe-
sis that the main lens may be embedded in a massive halo
affecting the overall mass modeling.
The paper is organized as follows. Section 2 contains
a brief overview of weak gravitational lensing and mass re-
construction formalism. We describe in Section 3 the Subaru
Suprime-Cam images used for the analysis, how we deal with
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masks, and the final galaxy selection. Section 4 comprises the
reconstruction and filtering of the convergence field, and the
corrections for the lensing efficiency. Our estimates of the
line-of-sight external convergence are given in Section 5. In
Section 6 we test for the possible presence of a halo at a sin-
gle redshift along the line of sight to the quasar, and outline
the numerical simulations used to estimate the efficiency of
our technique to detect such a halo, given the data. Finally,
we draw our conclusions in Section 7.
We adopt a flat ΛCDM cosmology with ΩM = 0.3,
ΩΛ = 0.7, and H0 = 70 km/s/Mpc when producing mocks of
observations. Note that the details of the cosmology chosen
here have no significant effect.
2 WEAK GRAVITATIONAL LENSING
FORMALISM
We summarise the formalism for weak gravitational lensing
studies, from the measurement of the ellipticities of galaxies
to the reconstruction of mass maps. We focus on the specific
application of measuring κext along a given line of sight. A
detailed general description of weak gravitational lensing can
be found, in e.g. Bartelmann & Schneider (2001).
2.1 Principles of weak gravitational lensing
Weak gravitational lensing manifests itself as coherent dis-
tortions of the images of distant galaxies. The effect is due
to the deflection of light rays while they are propagating
through an inhomogeneous gravitational field. The measure
of the distortions is sensitive to the mass distribution pro-
jected along the line of sight, and depends neither on the
nature nor on the physical state of the matter, hence mak-
ing weak lensing an efficient mass probe.
Weak gravitational lensing changes the apparent size,
shape and magnitude of distant galaxies. The shape distor-
tion, described by the complex shear γ, is a stretch of the
image due to the 3D tidal gravitational field of the fore-
ground mass. In the Born approximation, for sources at a
single redshift zs the 3D matter distribution of the lens can
be considered as an equivalent plane with a deflection po-
tential ψ (Schneider et al. 2006). The complex shear field
can be expressed as:
γ(θ, zs) = γ1 + iγ2 = (ψ,11 − ψ,22)/2 + iψ,12, (2)
where θ is the 2D angular position on the sky, zs is the source
redshift, and ψ is the 2D deflection potential described by
ψ(θ, zs) =
2
c2
∫ zs
0
Dds
DosDod
Φ(θ, z) dz, (3)
where Dod, Dds, Dos are the angular diameter distances be-
tween the observer and the deflector, the deflector and the
source, and the observer and the source respectively, c is the
speed of light, and Φ(θ, z) is the 3D gravitational potential
of the deflector in the redshift interval dz.
The change in image size is caused by both anisotropic
focusing of light by the tidal gravitational field, and by
isotropic focusing by the local matter density. The latter
is usually expressed in terms of the dimensionless effective
surface mass density or convergence κ:
κ(θ, zs) =
∫ zs
0
Σ(θ, z)
Σcrit
dz, (4)
where Σ(θ, z) is the surface mass density in the redshift in-
terval dz, and Σcrit is the critical surface mass density
Σcrit =
c2
4piG
Dos
DodDds
, (5)
where G is the gravitational constant. Convergence can also
be expressed in terms of the deflection potential:
κ = (ψ,11 + ψ,22)/2. (6)
In practice, lensed sources are not located at a single
redshift zs, but rather span a redshift interval with a given
distribution p(zs). This allows us to define an effective sur-
face mass density
κ =
∫ zmax
0
κ(θ, zs) p(zs) dzs. (7)
where the mass is integrated along the line of sight up to a
maximum redshift zmax.
2.2 Mass reconstruction from weak gravitational
lensing
In practice, the shear components γ1 and γ2 at some angular
position θ can be estimated by measuring the mean elliptic-
ity of the galaxies at that position. This process allows one
to derive the shear field as described in Eq. (2). Together,
Eq. (2) with Eq. (6) can then be inverted to reconstruct the
underlying convergence map, κ(θ). Kaiser & Squires (1993)
proposed a method to carry out this inversion in the Fourier
space:
κˆ = P1(k)γˆ1 + P2(k)γˆ2, (8)
where hat symbol denotes Fourier transform and
P1(k) =
k21 − k22
k2
, (9)
P2(k) =
2k1k2
k2
, (10)
where k2 ≡ k21 + k22, and k is the Fourier counterparts for
the angular coordinates θ. The inverse Fourier transform
of Eq. (8) gives an estimate of κ. In case of an infinitely
large field of view, this estimate is correct up to an overall
additive constant, as constant surface mass density does not
cause any shear and is thus unconstrained by γ.
The mass map κ derived in this way is unreliable due
to noise caused by the limited number density of galaxies
with measurable ellipticities, the finite field of view and the
loss of some areas due to bright or large foreground objects.
Advanced filtering techniques must be used, in particular
when dealing with small fluctuations in the convergence
field. In this work we apply both the original method by
Kaiser & Squires (1993) using smoothing with a Gaussian
kernel, and a more advanced technique based on wavelets
(see Section 4.2). Our goal is to measure κ in the best pos-
sible way at the position of HE 0435−1223 on the plane of
the sky, i.e. κext in Eq. (1).
2.3 E and B modes of the shear field
The validity of the reconstructed mass maps can be tested
by decomposing the shear field into an“electric”E-mode and
MNRAS 000, 1–14 (2016)
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a curl or “magnetic” B-mode map. As the shear field arises
from a scalar gravitational potential, in the absence of lens-
lens coupling or higher order effects, only E-modes should be
present in the reconstructed mass maps. Residual systemat-
ics introduced by sky subtraction or correction for the PSF
can generate both E- and B-modes (e.g. Vale et al. 2004).
Detection of significant B-modes may therefore indicate the
presence of such systematics.
The E-mode maps can be transformed into the B-mode
maps by rotating the shear by 45◦: γ1 → −γ2; γ2 → γ1. As a
result, while Eq. 8 gives the E-mode part of the convergence
map, an estimator for the B-mode convergence field is:
κˆB = P2(k)γˆ1 − P1(k)γˆ2. (11)
3 OBSERVATIONS
The imaging data for the quadruple quasar HE 0435−1223
(RA(2000) = 04h 38min 14.9 sec; DEC(2000) = -12◦ 17′
14.′′4) was obtained on the 1st of March 2014 with the
Suprime-Cam instrument mounted on the 8.2m Subaru tele-
scope1. The strongly lensed quasar is located at the redshift
of zs = 1.693 (Sluse et al. 2012) and the lens galaxy is at
the redshift of zl = 0.4546 (Morgan et al. 2005; Eigenbrod
et al. 2006). The reduction and calibration of the data are
described in detail in H0LiCOW III. Additionally, they make
use of the multi-band optical and near-IR imaging data to
calculate the photometric redshifts for the galaxies. In the
present work we use the deep r-band data for the weak lens-
ing analysis. The r-band image has a 3σ limiting magnitude
of r = 25.94± 0.28, a seeing of 0.7′′, and a mean airmass of
a = 1.7. The image is a combination of 16 exposures of 300
sec each, with a pixel scale of 0.200′′. The resulting useful
field of view is 34′× 27′, as shown in Fig. 1.
3.1 Sky subtraction and masking
Subtracting the sky background is a critical step of the weak
lensing analysis. In the case of our data, the sky background
includes imperfect illumination of the field as well as Galac-
tic cirrus in the Southern part of the field. We subtract this
foreground light contamination using the mr background al-
gorithm, which is part of the Multiresolution Analysis Soft-
ware 2. In this multi-scale analysis, the background is con-
sidered to be the last scale of a pyramidal median transform
(Starck et al. 1996) of the image. The number of scales is
automatically calculated so that the size of the last scale is
lower than or equal to N ×N pixels, where N is the size of
a user-specified box.
We try different last scales, i.e. the 6th, the 7th and the
8th scales. For a 9000 × 9000 pix2 image this corresponds
to N ≈ 140, 70, 35 pixels, respectively. We find that the 7th
scale is the one that models best the spatial structures in the
sky background down to the noise level, without affecting
the flux of the small objects. While the 6th scale under-fits
the background data, i.e. leads to an overly smoothed back-
ground image, the 8th scale picks up too many fine details
belonging to stars and galaxies, i.e. it over-fits the data (see
1 Program ID: S14A-TE083; PI: C. D. Fassnacht
2 http://www.multiresolutions.com/mr/
the bottom row of Fig. 1). The result of this background sub-
traction process is shown in the upper right panel of Fig. 1.
We also try to remove the sky using the SExtractor soft-
ware3 (Bertin & Arnouts 1996), but the multi-scale approach
of the mr background provides cleaner subtraction.
We apply the SExtractor software for the detection and
primary measurements of galaxy and star properties. All
the stars flagged as saturated by SExtractor are masked
out (see Fig. 1). We apply circular masks with radius r =
2× FWHM IMAGE , where FWHM IMAGE is the full width at half
maximum. We also manually mask 6 very bright stars with
luminous halos that extend up to 1′ in radius and that are
not detected by SExtractor. The radius of the masks corre-
sponds to roughly 5σ of the Gaussian light profile of these
stars, so that the mask contains almost all the flux of the
saturated object.
3.2 Galaxy selection
We use all the Subaru Supreme-Cam ugri-band images for
the star-galaxy classification and photometric redshift esti-
mates, adopting the same techniques as in H0LiCOW III
but extending them to fainter magnitudes. The final cata-
logs cover the full extent of the Subaru r-band image. We
keep the galaxies with photometric redshift uncertainties
σz < 0.35× (1 + z), where σz is the 68%-level errors.
In order to estimate the impact of the env&los on the
determination of H0, it is necessary to measure the surface
matter density κext, projected all the way to the redshift
of the quasar. Ideally, this is achieved by selecting a single
plane of source galaxies at the redshift of the HE 0435−1223
quasar zq = 1.693. In practice, however, such a drastic selec-
tion leads to a galaxy number density too low for adequate
weak lensing measurements. To overcome this, we select the
source galaxies so that their cumulated lensing efficiency ker-
nel is as close as possible to the kernel for a single plane at
zq, while maintaining a reasonable galaxy number density.
We bin the redshifts of the source galaxies and compute the
cumulated kernel as
G(zl) =
∑
i
g(zl, z
i
s) n(z
i
s)∑
i
n(zis)
, (12)
where n(zis) is the number of source galaxies per redshift
bin i, zis is the central source redshift of the bin, zl is the
redshift of the lens, and g(zl, z
i
s) is the lensing efficiency
kernel calculated for zis, i.e.
g(zl, z
i
s) =
4piG
c2
DolDls
Dos
H(zl − zis) = H(zl − z
i
s)
Σcrit
. (13)
H(zl−zis) is the Heaviside step function, which accounts for
the fact that the sources in front of the structures in a given
bin are not lensed. The summation is done over all redshift
bins of source galaxies.
We find that selecting the source galaxies in the range
0.6 ≤ zs ≤ 3.5 (see upper panel of Fig. 2) minimizes the
difference between the optimal lensing kernel at zs = zq
and the resulting cumulated one. This leaves us with a total
of 12569 galaxies useful for the weak lensing analysis, or
3 http://www.astromatic.net/software/sextractor
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Figure 1. The 0.5◦ × 0.5◦ field around HE 0435−1223, with North up and East on the left. The top left panel shows the original image.
The blue circles indicate the areas masked due to saturated stars, and the orange circles show the areas masked using our automated
SExtractor procedure. The top-right panel shows the final background-subtracted image used for the weak lensing analysis. We show
for reference different background models depending on the last scales adopted for the mr background algorithm (see the text): bottom
left panel – 6th scale, bottom central panel – 7th scale, bottom right panel – 8th scale. For our analysis we adopt the 7th scale.
14 gals/arcmin2. The two kernels are shown in Fig. 2. While
the cumulated lensing efficiency kernel is close to the ideal
kernel, it does not match it perfectly. We therefore correct
the effect of the mismatch between the ideal kernel and the
one imposed on us by the data using N-body simulations.
This last step is described in detail in Sect. 4.3.
Note that the uncertainties on the photometric redshifts
might influence the cumulated lensing efficiency kernel. This
can be tested in the following way. Instead of taking the peak
of the photometric redshift estimate, for each galaxy we al-
locate the redshift drawn from its own redshift distribution
as computed from the photo-z procedure. This changes the
overall histogram shown in the upper panel of Fig. 2. We
then calculate the new cumulated efficiency kernel. We re-
peat the procedure 1000 times, and find that the spread
between the resulting curves is negligible compared to the
difference between the cumulated and the ideal kernels.
4 MASS MAPPING OF THE LINE OF SIGHT
TO HE 0435−1223
We produce the galaxy shape catalog using the KSB+ soft-
ware (Heymans et al. 2006), which accounts for the point
spread function (PSF) and its spatial variations in the data.
KSB+ is a refined version of an algorithm initially devel-
oped by Kaiser et al. (1995). It approximates the PSF as
a small but highly anisotropic distortion convolved with a
large circularly symmetric seeing disk. KSB+ parametrizes
objects according to their weighted quadruple moments and
provides directly the shear estimator γ for each galaxy.
From the ellipticity catalog we reconstruct the shear
MNRAS 000, 1–14 (2016)
6 O. Tihhonova et al.
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
zs
0
500
1000
1500
2000
2500
3000
G
a
la
x
y
 n
u
m
b
e
r 
co
u
n
ts
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
z
0.00
0.05
0.10
0.15
0.20
0.25
Le
n
si
n
g
 e
ff
ic
ie
n
cy
zs = zq
0. 6 zs 3. 5
Figure 2. The redshift distribution of the galaxies used in the
weak lensing analysis is shown on the top panel. The lower panel
shows the cumulated lensing efficiency kernel computed for the
selected source galaxies with 0.6 ≤ zs ≤ 3.5 (blue), as compared
to the lensing efficiency kernel for the galaxies at the redshift of
the lensed quasar, zq (pink). The dashed blue line shows the lens
redshift, for which the cumulated lensing efficiency is maximal.
field, accounting for edge effects and the missing data due
to masking of the bright stars. We then reconstruct the con-
vergence field using two different techniques to minimize the
impact of shot noise. Finally, we correct for the difference
in the lensing efficiency kernels for our selection of galaxies
and for that of a screen of background galaxies at z = zq.
4.1 Reconstruction of the shear field
In order to reconstruct the convergence mass map, we make
the Fourier transform of the shear field, following the equa-
tions in Section 2.2. This must be done with care, as the
masks and field edges produce high frequency signals that
are aliased in the Fourier domain. To alleviate this effect, we
use the FASTLens4 software (Pires et al. 2009a).
FASTLens implements an inpainting algorithm, which is
used to fill in the gaps in the data by extrapolating the ex-
isting information. The inpainting technique is successfully
used in various astrophysical areas, e.g. Cosmic Microwave
Background (Perotto et al. 2010; Plaszczynski et al. 2012;
Starck et al. 2013) and asteroseismology (Garc´ıa et al. 2014;
Pires et al. 2015). The FASTLens algorithm is set up in the
Bayesian framework, using sparsity of the solution as a prior
(Elad et al. 2005). It assumes that there exists a transform
dictionary, where the complete data is more sparse than
the incomplete data. In the weak lensing case, a well suited
dictionary proves out to be the Discrete Cosine Transform
(DCT; Pires et al. 2009a). In the DCT domain the weak
4 http://www.cosmostat.org/software/fastlens/
lensing signal becomes sparse, meaning that the majority of
the coefficients into which the signal is decomposed turn out
to be negligible. The masks introduce additional coefficients
not related to the original data, that can be removed by
thresholding. The solution is obtained though an iterative
process with exponentially decreasing thresholds, where the
number of iterations is fixed empirically (Pires et al. 2009a,
2015).
When using the FASTLens, we bin our shear map so that
each spatial resolution element contains at least 1 galaxy.
For the present data this implies the reduction of the origi-
nal image size from 9000×9000 pixels2 to 256×256 pixels2,
each pixel being 0.1′ on-a-side. We perform various tests
to estimate the number of iterations, that we finally fix to
300. Increasing this number does not change the result sig-
nificantly. Note that, for the rest of the study, we are not
using the inpainted data inside the masks. The technique
is only used to avoid the artifacts produced by the aliased
frequencies coming from the masks and field edges, that con-
taminate the signal.
4.2 Reconstruction of the convergence map and
noise filtering
We use the standard Kaiser&Squires technique to convert
the shear field into a convergence field (see Section 2.2). The
original method by Kaiser & Squires (1993) uses a Gaussian
convolution kernel with varying aperture size, θG, to filter
the data. This filtering technique is linear, easy to imple-
ment and is widely used in the field of weak lensing (e.g.
Vikram et al. 2015). It has significant drawbacks, though.
When large aperture sizes are used, smaller features in the
map might get smoothed out, resulting in a loss of resolu-
tion. On the other hand, small θG values lead to larger re-
construction errors (Starck et al. 2006). Finally, the choice
of θG itself is somewhat arbitrary.
An alternative approach to Gaussian filtering is multi-
scale entropy filtering (MSE; Starck & Murtagh 2006), suc-
cessfully used in different applications of weak lensing (e.g.
Pires et al. 2009b; Lin et al. 2016). MSE filtering is a non-
linear Bayesian filtering technique which uses a MSE prior.
The data is decomposed into multiple scales using the
“a` trous” wavelet transform (Holschneider et al. 1989). This
transform ensures the sparsity of the lensing signal at all
spatial scales. Importantly, the noise in this dictionary is
non-sparse, while the lensing signal is. As a consequence,
most of the lensing information is described by few highly
significant coefficients, while the noise is spread over many
non significant coefficients. These are removed using the false
discovery rate (FDR; Benjamini & Hochberg 1995; Miller
et al. 2001), which adapts the selection threshold based on
the desired fraction of false detections over the total number
of detections.
The MSE prior is constructed using all the non-
significant coefficients in each of the wavelet scales. The en-
tropy is calculated by modeling the noise in the data (Starck
et al. 2001), which produces good results for the analysis of
piecewise smooth images and is thus well adapted for the
mass reconstruction (Starck et al. 2006).
We apply both Gaussian and the MSE filtering tech-
niques to the images of HE 0435−1223. For the Gaussian
filtering we adopt two different kernel apertures: θG = 0.5
′
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and θG = 1
′, which allow us to achieve a fairly good spatial
resolution, while still preserving the Gaussian properties of
the noise (e.g. van Waerbeke 2000). For the MSE filtering,
we use the MSE algorithm implemented in the MRLens5 soft-
ware (Starck et al. 2006). We decompose the original image
into 6 wavelet scales, and filter the first 5 scales, starting
from the highest spatial frequencies. We specify the fraction
of false detections to be α = 0.01 (1%) for the first scale,
which roughly corresponds to a 3σ thresholding (Miller et al.
2001), where σ is the noise standard deviation. This fraction
is gradually decreased by a factor of 2 for every subsequent
scale.
4.3 Correcting for the lensing efficiency
Our selection of galaxies, which maximizes the number den-
sity of measurable sources, yields an effective lensing effi-
ciency kernel which is somewhat different from the ideal one
where all source galaxies lie at the redshift of the quasar
zs = zq. What we measure from our data d is thus P (κwl|d).
To account for possible resulting mis-estimation of the ex-
ternal convergence, we calibrate our measurement using ray-
tracing through the Millennium Simulation. In this way we
estimate P (κext|d), which is the final result of this analysis.
The Millennium Simulation (MS, Springel et al. 2005)
is a large high-resolution cosmological simulation, run with
GADGET-2 code (Springel 2005) assuming the ΛCDM
model of hierarchical structure formation. It follows the evo-
lution of N = 21603 dark matter particles with masses of
8.6 × 108h−1M from redshift z = 127 to z = 0 in a cu-
bic region with comoving side length L = 500h−1 Mpc. The
resulting MS dark matter halos are then populated with
galaxies using the semi-analytic galaxy models by De Lucia
& Blaizot (2007).
Hilbert et al. (2009b) estimated the lensing effect pro-
duced by the dark matter structures of the MS using the
ray-tracing algorithm based on the multiple-lens-plane ap-
proximation. This multiple-lens-plane approximation allows
us to calculate lensing observables by projecting the con-
tinuous mass distribution on discrete lens planes with an
accuracy of a few percent. Hilbert et al. (2008) took into ac-
count the additional effects of luminous matter from galaxies
with stellar masses ≥ 109h−1M, which were taken from the
catalog by De Lucia & Blaizot (2007).
We select 1024 fields from the MS with the field of view
of 0.5◦ × 0.5◦, which we populate with our source galaxies,
preserving their position in the 3D space (RA,DEC, zphot).
Following Hilbert et al. (2008, 2009b), we perform the
multiple-lens-plane ray-tracing to calculate the shear for all
source galaxies. For each of 1024 fields we generate 1000
noisy realisations by adding the shape noise, which is drawn
from a normal distribution with σγ = 0.25, as estimated
from the data. We then apply our mass map reconstruc-
tion and noise filtering methods on these simulated fields to
measure the weak lensing convergence maps κMSwl .
Using the same ray-tracing technique we calculate the
shear for the source galaxies at (RA,DEC, zq), i.e. maintain-
ing their 2D position, but placing them all at the redshift
of the quasar zq. After performing the reconstruction, we
5 http://www.cosmostat.org/software/mrlens/
produce κMSext maps for the case of the ideal kernel, i.e. with
all source galaxies lying at the same redshift.
The simulations we carry out provide P (κMSext |κMSwl ) for
all three filtering techniques, as shown in Fig. 3. We de-
fine κext as the corrected external convergence that has all
the sources located at the quasar redshift. We can obtain
κext from the κwl that we measure from the data using our
pipeline by identifying κMSwl with κwl and κ
MS
ext with κext,
such that
P (κext|κwl) = P (κMSext |κMSwl ). (14)
The probability density function (PDF) of κext given the
available data d, i.e. P (κext|d), is then
P (κext|d) =
∫
dκwl P (κext|κwl)× P (κwl|d). (15)
5 LINE OF SIGHT CONVERGENCE
Figure 4 shows our measured convergence maps for
HE 0435−1223, produced using the data described in Sec-
tion 3 and the analysis pipeline detailed in Sect. 4. The
maps are given for each of the three filtering techniques and
for both E-modes and B-modes, prior to the correction de-
scribed in Sect. 4.3. As lensing does not produce B-modes,
the corresponding map should not show any significant B-
mode signal. This is the case for our data according to the
right-column of Fig. 4.
To quantify this further, we estimate the statistical un-
certainties by rotating the galaxies by a random angle, pre-
serving their initial shapes and positions. We generate 1000
such shear fields, which we analyse with our pipeline to pro-
duce 1000 corresponding κE and κB maps for each filter-
ing technique. The standard deviation between these 1000
maps provides a corresponding noise map, which contains
the galaxy shape noise and the measurement error. We then
divide the original maps by the noise maps to estimate the
S/N of the structures.
From these S/N maps, we generate the S/N distribu-
tions for the E-modes and the B-modes. In the absence of
the signal, the B-modes should be consistent with a nor-
mal distribution centered at zero with a standard deviation
equal to one. The S/N distribution of the E-modes should,
on the contrary, have a standard deviation greater that one
(e.g. Utsumi et al. 2014). Our results are displayed in Fig. 5,
where indeed the B-modes agree with Gaussian distribution
for all three filtering techniques. The E-modes deviate from
Gaussian distribution, which is indicative of a lensing signal.
Finally, to estimate the external convergence along the
line of sight to the HE 0435−1223 system, we measure the
convergence inside the central pixel of our mass maps. We
use the 1000 noise realisations to construct P (κwl|d) for
each noise filtering method, which we center on the values
obtained from the corresponding signal maps. We then cor-
rect the PDFs for the difference in the lensing efficiency
kernel, by weighting them with the joint distributions ob-
tained from the Millennium simulation, as described in Sec-
tion 4.3, which yields P (κext|d). This correction also ac-
counts for the smaller scales, possibly omitted in our analysis
due to the noise filtering. Our final P (κext|d) are displayed
in Fig. 6, together with the results from H0LiCOW III based
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Figure 3. Joint distributions for the convergence inferred from the Millennium simulation for the sources following our observed redshift
distribution, i.e. κMSwl , and for the sources lying in a single redshift plane, i.e. κ
MS
ext. The left panel corresponds to the MSE filtering of the
data, the middle panel to the Gaussian filtering with θG = 0.5
′, and the right panel to the Gaussian filtering with θG = 1′. The yellow,
green and blue contours show the 1σ, 2σ and 3σ regions respectively. The black line indicates the perfect correlation.
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Figure 4. Convergence maps for the 0.5◦ × 0.5◦ field around
HE 0435−1223, indicated by a star in the center. The left column
shows the E-modes and the right column the B-modes. The upper
row corresponds to the MSE filtering of the data, the middle row
to the Gaussian filtering with θG = 0.5
′, and the bottom row to
the Gaussian filtering with θG = 1
′. All maps have pixel scale
of 0.1′. The white regions correspond to masked stars and bright
foreground objects.
Filtering technique κext σ
−
κ σ
+
κ F
MSE -0.012 0.013 0.020 5.1
G0.5′ -0.022 0.016 0.025 3.7
G1′ -0.031 0.014 0.040 2.7
H0LiCOW III 0.003 0.020 0.030 −
Table 1. External convergence estimates for the HE 0435−1223
field using three different noise filtering techniques: MSE filtering,
Gaussian filtering with θG = 0.5
′ and θG = 1′. The values are
given at the position of the quasar. For the comparison, we also
give the values from H0LiCOW III. κext show median value, σ
−
κ
and σ+κ correspond to deviation from 16th and 84th quantiles
respectively. For each of the filtering techniques we indicate the
Bayes Factor calculated with respect to the H0LiCOW III result.
(see text).
on weighted galaxy counts. The values of κext at the posi-
tion of HE 0435−1223 and associated error bars are given in
Table 1.
5.1 Comparison with the results from
H0LiCOW III
We now investigate the consistency between the weak lens-
ing (κwlext ≡ κwl, this paper) and weighted number counts
(κncext ≡ κnc, H0LiCOW III) techniques. To do so, we adopt
the Bayesian formalism proposed in Marshall et al. (2006)
and we test two hypotheses:
(i) Hglobal: both results can be consistently explained
within one set of cosmological parameters, describing the
same field and environment.
(ii) H ind: there are some unaccounted systematic errors
leading to an offset, which can be parametrized with a sec-
ond independent set of cosmological parameters. In this case,
two sets of parameters are needed to account for the two
results separately, as they are describing two different envi-
ronments.
To infer which hypothesis is favored by the data, we
MNRAS 000, 1–14 (2016)
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Figure 5. Normalized S/N distributions of convergence maps with E-modes shown on the left and the B-modes on the right. From top
to bottom are shown the MSE filtering, and the Gaussian filtering with θG = 0.5
′, and θG = 1′. In each panel, the solid line shows
a normal distribution centered at zero with a unit standard deviation. The B-modes are compatible with a normal distribution for all
filtering techniques, while E-modes deviate significantly, as expected in the presence of a weak lensing signal.
calculate the Bayes factor F , given by
F =
P (κwl, κnc|Hglobal)
P (κwl, κnc|H ind) . (16)
In our case, this reduces to
F =
〈Lwl Lnc〉
〈Lwl〉〈Lnc〉 , (17)
where Lwl and Lnc are respectively the likelihoods of an
external convergence obtained from the weak lensing and
from the weighted number count methods (see Appendix
in Suyu et al. (2013) for the derivation of the formula). If
F > 1, the data favors hypothesis Hglobal describing the
same environment.
The values for the Bayes factor F for three filtering
techniques are given in Table 1. For reference, two one-
dimensional Gaussian likelihoods have a Bayes factor of
F = 1 if they overlap within 2σ’s, and F ∼ 3.6 if the two dis-
tributions overlap within 1σ. As in our case all Bayes factors
are noticeably larger than 1, we conclude that the conver-
gence estimates by the weak lensing technique and by the
weighted galaxy number count technique provide consistent
results. We also see that the MSE noise filtering technique
that preserves the best the smaller scales is more in agree-
ment with the weighted galaxy number count technique.
The Gaussian filtering with θG = 1
′ is the least consis-
tent, probably as it washes out the information on smaller
scales, which is important for the local estimation of the
external convergence. Note that the difference between the
H0LiCOW III and our results for all three filtering tech-
niques is considerably smaller than the final uncertainty on
H0 for the HE 0435−1223 system alone, as quoted by Bonvin
et al. (2017).
6 TESTING THE PRESENCE OF A MASSIVE
HALO IN THE VICINITY OF THE LENSING
GALAXY
The lensing galaxy in HE 0435−1223 is part of a group of
galaxies (e.g. Sluse et al. 2017), which we do not detect in our
weak lensing maps. In order to test the significance of this
non-detection, and to assess the sensitivity of our mass re-
construction technique to individual halos, we perform weak
lensing simulations. We simulate the shear produced by a
massive halo in the vicinity of the lens and build images
that mimic the data using GalSim6 (Rowe et al. 2015). We
then run our pipeline to see whether we can recover the halo
injected in the image.
6.1 Injecting a simulated halo in the data
The recipe we use to construct the simulated data can be
summarized as follows.
6 https://github.com/GalSim-developers/GalSim
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Figure 6. PDFs of external convergence for the HE 0435−1223 field. The blue distribution corresponds to the MSE filtering of the data,
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• Field of view: we set the FOV to 0.5× 0.5 deg2 with
a pixel size of 0.2′′to mimic the HE 0435−1223 field. The
geometry of all masks is preserved;
• PSF: for simplicity we assume a Gaussian PSF with a
fixed width that matches the median width of all stars in
the field of view, i.e. FWHM=0.7′′;
• Galaxy population: we leave the galaxy population
the same as in the real data, i.e. with the same ellipticities,
photometric and geometric properties, the same positions
on the sky, and the same photometric redshifts;
• Massive halo: not all structures around the lensed
quasar influence the H0 measurements equally. In general,
galaxies that lie within 1′ radius in projection along the line
of sight tend to affect H0 more (e.g. McCully et al. 2017b).
Similarly, structures in the foreground of the lens tend to
have higher impact, while other perturbers influence H0 only
at the sub-percent level. Given this and the specific cumu-
lative lensing efficiency kernel for our source galaxies, we
simulate the external convergence produced by a Navarro-
Frenk-White (NFW) halo (Navarro et al. 1997) at redshift
zhalo = 0.37. This redshift is in the foreground of the lens
and corresponds to the maximum of the cumulated efficiency
kernel for our selection of source galaxies. Placing the halo at
the redshift of the lens would decrease the lensing efficiency,
although making the halo physically related to the lens. Our
simulations and tests therefore give the minimal mass nec-
essary to see the lensing signal at redshift zhalo = 0.37. A
halo at any other redshift would have to be more massive in
order to be detected by our pipeline.
• Shear field: we calculate the shear values for the sim-
ulated NFW halo at the position of all background galax-
ies. We use GalSim to apply the shear to the corresponding
sources;
• Noise: we add Gaussian distributed noise to the sim-
ulated field, with the same mean standard deviation as the
original data.
Assuming a mass-concentration relation, the NFW pro-
file can be described using only two free parameters: the
Virial mass Mvir and the redshift zhalo (Takada & Jain
2003). We are using the mass-concentration relation from
Duffy et al. (2008) in the form
c(z,Mvir) = A(Mvir/Mpivot)
B(1 + z)C , (18)
where in case of the relaxed halo Mpivot = 10
12h−1M,
A = 6.71, B = −0.091, C = −0.44. We adopt the definition
of the the Virial mass as the total mass within a circular area
in which the mean internal density is 200 times the critical
density.
To assess the sensitivity of our pipeline, we simulate 10
halos within a mass range 13.8 < logMvir[h
−1M] < 15.0.
For each halo we generate 1000 fields, where we randomize
the orientation of the background galaxies before applying
the corresponding shear calculated by GalSim. This is nec-
essary to cancel out any shear signal present in the data and
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Figure 7. Convergence maps of the simulated 0.5◦ × 0.5◦ field
containing a NFW halo with Virial mass logMvir = 14.5h
−1M.
Such a halo is well detected in the E-mode map but, as expected,
does not show up in the B-modes. All panels are the same as in
Fig. 4.
not due to the simulated halo. Drawing 1000 simulations
allows us to estimate the statistical error bars.
We apply the pipeline described in Sect. 4 to every sim-
ulated field. We first measure the shear field using the KSB,
and then build the corresponding convergence maps using
the Kaiser&Squires inversion, the FASTLens and the MRLens
multi-resolution algorithms. An example of mass reconstruc-
tion done on one of the simulated fields is given in Fig. 7.
6.2 Halo detection
We now test how well we can recover the structures injected
in the field simulations. A natural way to detect peaks is by
setting a threshold on the S/N ratio for the possible detec-
tions in each of the 1000 mocks. For the sake of comparison,
we follow two different approaches. The first is based on
the S/N of the peaks. We estimate the noise by taking the
standard deviation of the 1000 realisations for each halo. To
check if there is a halo, we calculate the signal to noise ratio
of the 9 central pixels and set the threshold to SNR9 = 5. The
second approach is based on the standard deviation of the
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Figure 8. Detection rates of halos in the 1000 simulated fields.
Filled symbols show the selection based on the S/N ratio of the
halos. Open symbols show the selection based on the standard
deviation of the noise in the convergence field. The color code
indicates the three filtering techniques.
noise in the fields. We sum the convergence inside the 9 cen-
tral pixels, i.e. Σκ9, and compare this value to the standard
deviation σκ in the regions of the field that do not contain
any signal from the halo. We set the criterion to Σκ9 > 5σκ.
According to the central limit theorem, a Gaussian
smoothing produces Gaussian noise if the number of galax-
ies inside the smoothing window is on average 10 or larger
(e.g. van Waerbeke 2000). With a galaxy density of 14
gals/arcmin2, this criterion is satisfied for both the 0.5′ and
1′ Gaussian filtering. The MSE filtering, on the other hand,
is a non-linear multi-scale technique, which results in the
highly non-Gaussian noise (e.g. Jiao et al. 2011; Lin et al.
2016). Thus note that for both approaches the results for
MSE filtering have to be interpreted and compared with cau-
tion, as the actual underlying statistics are non-Gaussian.
However, in our case of the low S/N of the lensing signal,
deviation from Gaussian statistics is not significant.
Figure 8 shows the fraction of fields with detected halos
as a function of Virial mass. As expected, this fraction tends
to zero for low-mass halos, and to 100% for the high-mass
end of the distribution. It is important to note that this
distribution depends on the halo selection technique, with
the approach based on the S/N of the peaks giving more
pessimistic results. Following this approach, we are able to
identify a NFW halo of Mvir = 1.6 × 1014h−1M with a
detection probability in the range 45 − 65%, depending on
noise filtering technique. We consider this halo mass our de-
tection limit at the redshift zhalo = 0.37, which corresponds
to the maximum of the cumulated lensing efficiency kernel,
as illustrated in Fig.2.
For known source redshift distribution, weak lensing
convergence depends on the redshift of the halo. Using the
cumulated lensing efficiency kernel for our source galaxy
population (see Fig. 2 lower panel), we can rescale the con-
vergence to match the weak lensing detection limit for other
redshifts:
κ(zl) =
G(zl)
G(zl = 0.37)κ(zl = 0.37). (19)
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z¯group log(Mvir/M) Rvir(Mpc) log(Mvir/M)limit
0.0503 13.32 ± 0.61 0.635 15.52
0.1744 13.81 ± 0.40 1.071 14.57
0.1841 13.65 ± 0.46 0.954 14.57
0.3202 13.83 ± 0.36 1.259 14.37
0.4185 13.18 ± 0.48 0.873 14.37
0.4547 13.72 ± 0.36 1.385 14.42
0.5059 13.72 ± 0.36 1.373 14.42
0.5650 13.33 ± 0.43 0.971 14.52
0.7019 12.49 ± 0.63 0.654 14.72
Table 2. Virial mass, associated uncertainty and radius of the
spectroscopic groups in the field of HE 0435−1223 identified in
Sluse et al. (2017). The last column shows our weak lensing de-
tection limit in terms of Virial mass for halos at each of the group
redshifts. The limit is obtained according to Eq. 19.
The new convergence κ(zl) then corresponds to the Virial
mass of a halo at redshift zl. We calculate the limiting masses
for the halos at the redshifts, where Sluse et al. (2017) find
spectroscopic groups in the field of HE 0435−1223. Following
Table 2, the Virial masses of all these groups are marginally
below our detection limit. Wilson et al. (2016, 2017) estimate
the Virial mass of the group at redshift z ≈ 0.18 to be higher
than that of Sluse et al. (2017), but as its mass given the
error bars equals our detection limit, we can not discriminate
between the two results. We can still confirm, however, that
there are no structures in the field of HE 0435−1223 more
massive than our detection limits, in agreement with Sluse
et al. (2017).
7 SUMMARY
We characterise the effects of the environment and the line
of sight in the field of the gravitationally lensed quasar
HE 0435−1223. We give a weak lensing estimation of the
external convergence κext, using the deep Subaru Suprime-
Cam images and the photometric redshift catalogs from
H0LiCOW III. The weak lensing measurements are carried
out on a final catalog containing 14 galaxies per square ar-
cminute. The resulting shear field is processed with the in-
painting technique to optimally account for border effects
and masks of the regions affected by bright stars or extended
foreground objects.
After applying the inversion, we filter the resulting noisy
convergence map in three different ways: using multi-scale
entropy filtering and smoothing with 0.5′ and 1′ Gaussian
kernels. The statistical errors are estimated using realistic
mocks of the data and the systematic errors are checked by
decomposing the mass maps into E- and B-modes, showing
that our statistical errors dominate the systematics.
Our main result is the PDF for the external conver-
gence inside the central pixel, i.e. at the position of the
HE 0435−1223 (see Fig. 6 and Table 1). We find that the
HE 0435−1223 env&los is marginally under-dense (com-
pared to the rest of the Universe) with a convergence being
slightly negative. Our estimates are also compatible with the
zero external convergence, as is found in H0LiCOW III based
on weighted galaxy number counts. Since the weak gravita-
tional lensing measurements do not depend on assumptions
about the correlation between light and mass distributions
along the line of sight, our result is independent of and com-
plementary to H0LiCOW III.
We also test the possibility that the lensing galaxy
of HE 0435−1223 is perturbed by a single massive halo
close to the lens. From the image simulations with fake ha-
los, we show that our detection limit in mass is Mvir =
1.6 × 1014h−1M at the redshift zhalo = 0.37, which corre-
sponds to the maximum of the cumulated lensing efficiency
kernel. We scale this result according to the cumulated lens-
ing efficiency kernel of our source galaxies in order to deduce
the limit for other halo redshifts. Since we do not detect any
halo in the real data, this supports the result of Sluse et al.
(2017), who estimates that the Virial masses of all spectro-
scopic groups in the field of HE 0435−1223 are lower than
Mvir = 1.6× 1014h−1M.
To summarise, our work supports the finding by
H0LiCOW III that the cosmology results for the
HE 0435−1223 system alone in Bonvin et al. (2017) are not
significantly affected by line of sight effects.
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