In terms of the notion of a specific class of ranked semilattices, called regular quantum matroids, we prove the Erdiis-Kc-Rado-type results in a unified way for the association schemes J,(n,d) of vector spaces and H,(n,d) of bilinear forms, together with their Delsarte t-designs, respectively.
Introduction
Let 9 be a collection of k-subsets of an n-set X satisfying the property that Ix f' yl >r for ail x, y E 9, where 0 <r d k. Erdijs et al. [4] , among others, proved that IF]<(iI:) ifn>(r+l)(k-r+l), and equality holds if and only if F consists of all k-subsets which contain a fixed r-subset of X. Moreover, Wilson [20] showed that the bound (Y + 1 )(k -Y + 1) given above is best possible. Analogous results are known for some other combinatorial structures, e.g., for Hamming schemes [8] , for vector spaces [5] , for matrices [6, 7] , and for dual polar spaces [14] . On the other hand, an extension of Erdos-K+Rado theorem still holds if F is replaced by a collection of blocks of classical t-(n, k, A) designs. Indeed, Rands [9] proved the following result: Let g be the set of blocks of a classical t-(n, k, A) design, and 0 <r < t, then there exists a function f(k, t, Y) with the following property: if 9 G $3 such that Ix n ~13 r for all x, y E 9, then IBI is bounded above by the number b, of blocks containing a fixed set of Y points whenever n >f(k, t, r). Furthermore, the only families of blocks reaching this bound are those consisting of all blocks which contain a fixed set of r points; more specifically,
f(k,t,r)< i r+(,k)(k-r+l)(k-r) if r<t-I, r + (k -r)(f)'
if r=t-
1.
Generally speaking, the Erdijs-Ko-Rado theorem gives sharp upper bounds for the cardinalities of subsets 9 of elements of rank k in a Boolean algebra of rank n (the whole, or its subfamily) with the following r-intersecting property that the meet of any two elements of F is of the rank at least r, and characterizes the extremal cases.
Furthermore, Rands' results can be extended to more general contexts since the notion of classical t-design has been generalized to vector spaces and matrices in terms of association schemes [3] . For a symmetric association scheme (X, {R;}s<i<d) with , id) with ci = aQ/lYI where Q is the second eigemnatrix of (X, {Ri}O<i<d). A nonempty subset Y of X is called a Delsarte T-design if its dual inner distribution a^ = (60, a^, , . . . ,a^,,) satisfies the conditions that ii = 0 for i E T. In particular, we simply call it a t-design instead of { 1,. . . , t}-design if T = { 1,. . . , t}. Note that the concept of a t-design refers to a well-defined ordering of the eigenspaces of a scheme. Here we are interested in the q-analogue Johnson scheme J,(n,d) and the scheme of bilinear forms H,(n,d), refer to [l] for details. Delsarte t-designs for them can be stated more precisely as follows: Let V be a vector space of dimension n over GF(q 
Preliminary
A quantum matroid, introduced by Terwilliger [17] , is any nonempty ranked poset .Y satisfying the following conditions:
(1) P is a (meet) semilattice.
(2) For all x E 9, the interval [0,x] is a modular atomic lattice.
(3) For all x, y E .Y satisfying rank(x) <rank(y), there exists an atom a E 9 such that afy, a $xX, and aVx exists in 9'.
For a quantum matroid 9, the rank of 9, rank(P), is max{rank(x) 1 x E 9). The quantum matroid 9 is occasionally written as ( It is worth mentioning that for all x, y E 9 with x d y, the interval [x, y] is isomorphic to the projective geometry of dimension rank(y) -rank(x) -1. For all integers j,q, c(.
is the Gaussian coefJicient with base q. The following lemma can be easily obtained by using similar arguments in Corollary 33.5 [17] . The following properties of Gaussian coefficients will be used repeatedly later, where (1) and (2) are straightforward, and (3) follows from (2). Using Lemma 2.3, we derive the following key inequalities which will be needed in the proof of Theorem 3.1. as required. 0
EKR results on regular quantum matroids
The technique used by Hsieh [5] and Huang [6] can also be applied in the framework of regular quantum matroids to prove ErdGs-Kc+Rado-type results for some classes of regular quantum matroids. As noted in the previous section, both J,(n,d) and IIg(n,d) are the only regular quantum matroids with q> 1 and c1 >O. The known analogues of the ErdGs-Ko-Rado theorems for vector spaces [5] and for bilinear forms [6] are then easy corollaries of theorem 3.1 after transforming conditions on fl into conditions on n. Corollary 3.3 (Huang [6] ). Let V be a vector space of dimension n + d over GF(q), and let W be a given n-dimensional subspace of V. Let &dd = {X E [z] 1 X E W = 0}, and let % be a subset of &d with the property that dim(x n y) Zr for all x, y E %, where O<r<d.
Assume that n3d+l and(n,q)#(d+1,2). Then j%l<q"(d-'), and equality holds tf and only tf % consists of all elements of&d which contain a fixed subspace U of dimension r with U n W = 0.
Indeed, Theorem 3.1 can be proved following the same steps are given in [6] , together with Lemma 2.4. The following unified proof is given for the sake of completeness. For the rest of this section, we assume that 9 = (Ao,A, ,A2,. . . ,Ad) is a regular quantum matroid with parameters (d,q, a,p) as given in Theorem 3.1.
Proof of Theorem 3.1. Suppose that 9 C Ad with the property that rank@ A y) 2 r for all x, y E %, and rank(/\x,,Fx)<r -1. We want to show that I%1 < nfG'( 1 + /?qd-i-i/ed-i-I). Otherwise, we may assume that for any y Cal, there is an element xY E 9 such that rank((u V y) A xY) dr -1. Therefore, there is an element wY E Ad_,.+, (xY) such that (uV y) A wY = 0, and so UV y Vz E A,.+2 for any atom ZE AI( Since rat&(x Ax,)>r, rank(x A wY) > 1 for all x E %. Hence, we have %(u V y) C lJrEA,(,,,) %(u V y Vz) and for all y E Ai (WI ). From above rank@ A WI ) B 1 for all x E 9, hence Fix an atom yr E A, (WI ), and denote the corresponding element w),, of rank d -Y + 1 by ~2. If there is an atom y* ~Ai(w~) such that rank((uvyl vY*)~x)>r for all x E %, then Otherwise, we may assume that for any y E AI ( there is an element xY E % such that rank((u V y1 V y) Ax,)<r -1. Therefore, there is w_" E Ad_,.+l(xJ) such that (uvyl vy)Aw,~=O,anduVytVyVzEA,+3 foranyatomzEAl(w,). Sincerank(xA xY) B r, rank(x A wY) 2 1 for all x E %, again we have 
, in both cases, we have IFI< nfIrl(l + fiqd-'-'/ed-i-l).
??
Note that Lemma 2.4 plays a significant role in the above proof Though classical polar spaces form another class of regular quantum matroids, they are excluded from Theorem 3.1 due to the fact that the inequalities in Lemma 2.4 are no longer true.
EKR results on tdesigns in regular quantum matroids
Let P=(&A~,Az, . . . ,&) be a regular quantum matroid with parameter (d, q, a, j?), and let 0 <Y < t 6 d be integers and u E A,. We have shown in Lemma 2.2 that the cardinality /At(u)1 is a function of r and t only, which is independent of the choice of u EA,.. Motivated by this observation and by the notion of classical t-designs, we are interested in subsets of Ad with a similar property. A collection g C Ad is called a t-design in 9 if there exists a positive integer 1, called index, such that ({y E a'(z < y}/ = A for all elements z E A,. By more delicate analysis, the ideas used by Rands [9] essentially work for proving analogues of the ErdGs-Ko-Rado result for t-designs in regular quantum matroids under some numerical constraints (Theorem 4.2).
For any element u E A,. (0 dr < t), the numbers b, = I{ y E Blu < y}( can be expressed as follows: In what follows, we assume that .9 is an r-intersecting family of a t-design 99 in 9 with index A as defined in which is identical with the one given in Theorem 3.1. However, the bound for p given here is not as good as the one given in Theorem 3.1, and they are equal only if Y = 0.
