Abstract
Introduction
With the development of computer technology, people are more and more required to compute capacity, storage capacity, transmission capacity and interactive ability of computer, and the traditional computing model cannot fully meet the needs of users at the present stage. Cloud computing is a new application mode of network, and it is also a 270
Copyright ⓒ 2016 SERSC kind of new service based on the resource supply model. Hadoop is an important platform for cloud computing. It uses a reliable, efficient and scalable way to process data, and it provides a good solution for dealing with big data. The task scheduler is the core component of Hadoop, and it is responsible for the managing and allocating the cluster resources. Therefore, the scheduling algorithm directly affects the overall performance of Hadoop platform and utilization of cluster resource [1] [2] [3] .
A good task scheduling strategy of cloud computing should be able to adapt to different cloud computing environment, as well as the number of tasks and the nature. Particle swarm optimization algorithm is very suitable to solve the problem of cloud computing task scheduling. But the traditional PSO algorithm also has many deficiencies, scholars have improved the traditional particle swarm algorithm in these years. In order to improve the diversity of particles, and expand the search space, Bergh proposes the PSO multi-start algorithm. His algorithm have retained the historical best particle and have initialized all the particles [4] . A particle swarm optimization algorithm with dynamic inertia weight is proposed by Jiao. In his algorithm, the greater the number of iterations, the smaller the inertia weight [5] . In the literature [6] , the chaos algorithm is introduced into the particle swarm algorithm. Based on the traditional PSO algorithm, Feng Liangliang proposes an improved algorithm. They add a fitness function to consider the total task completion time and the cost of task [7] . Shen Kaitao uses natural number encoding to represent the position of the particle, and puts forward the adjustment method of an adaptive inertia weight factor [8] . Li Jingmei proposes a heterogeneous multiprocessor task scheduling algorithm based on particle swarm optimization. The algorithm uses the integer matrix to encode the particle, and defines the exchange operation to update the particle. They realize the mapping from the search space to the discrete space [9] . In addition to the PSO algorithm, the scholars using simulated annealing (SA) and genetic algorithm (GA) in the field of task scheduling [10] [11] [12] . GA uses the idea of biological evolution to solve the optimization problem through the competition strategy of survival of the fittest. Vincenzo introduces a kind of grid computing task scheduling algorithm based on genetic algorithm [13] . Abraham introduces the application of simulated annealing algorithm in grid computing task scheduling [14] . Although GA has a strong global search performance, it is easy to produce premature convergence problem in practical application, and the search efficiency is low during anaphase. SA algorithm is originated from statistical physics method, and it is first introduced by Kirkpatric. SA algorithm has a good local search ability, and it has a strong dependence on the parameters.
To sum up, the improved accelerate particle swarm algorithm (IAPSO) is introduced to the cloud environment, and to solve the cloud task scheduling problem. When we use particle swarm algorithm for task scheduling, the tasks are considered as particles, the resource pool is seen as the search space, and the process of finding the optimal solution is considered as a process of task scheduling. If all the sub tasks find the appropriate resources, then stop the iteration and allocate sub asks to the resource nodes. Finally, we simulate the experiment by using CloudSim software.
Task Scheduling in Hadoop Architecture
At present, the cloud computing environment is mostly based on Hadoop. Hadoop can run the application with a large number of hardware cluster. It provides a stable set of interfaces for an application. In this way, a distributed system with high reliability and high expansibility is constructed. Hadoop has advantages of high scalability, open source, high efficiency and high reliability. These advantages prompted it become the main choice to build the cloud computing environment. Hadoop mainly includes two sub projects which are Hadoop distributed file system (HDFS) and MapReduce calculation model.
1. Hadoop Distributed File System
Compared with the existing distributed file system, HDFS has three characteristics. The first is that the hardware failure is regarded as the norm rather than the exception, so it has a high fault tolerance. The second is the HDFS using the data stream access technology, so it has a high data throughput rate. The third is that HDFS is well suited to be deployed on the cheap resource cluster. HDFS uses the typical master-slave structure. The master is composed of the NameNode and JobTracker, and slaves is composed of the TaskTracker and DataNodes. A HDFS cluster usually contains a NameNode and multiple DataNodes. The NameNode is responsible for managing client access master server, monitoring requests and processing the requests. It plays a role of arbiter in cluster. Datanodes is responsible for storing data and sending requests to NameNode, JobTracker is responsible for global scheduling of tasks, and TaskTracker is responsible for the implementing the task. Hadoop is mainly contains two subsystems, they are Hadoop distributed file system and MapReduce model. The overall deployment structure of the Hadoop cluster is shown in Figure 1 
Mapreduce Model
MapReduce is a distributed programming model, it expresses the large distributed computing to the serial computation of the set of key/value which is abbreviated to KV. With the help of the computer cluster, MapReduce performs tasks which are distributed to the node computers in the cluster. A MapReduce calculation consists of two main stages, the Map phase and the Reduce phase. The input of the calculation is a KV data set. There are five steps in the operation of MapReduce, as shown in Figure 2 .
Step1: Input file. Divide the input files, and then start the multiple backup of the user program on the cluster.
Step2: Allocate files to multiple worker for parallel execution. Select one backup from the program backup as master, and the rest as slaves. Then, the task is divided into Map tasks and Reduce tasks. There are M Map tasks and R Reduce tasks. Master allocates a Map task (or a Reduce task) to the idle Slaves. Slaves read the required data, extract the KV, and transmit the data to the user. Then, the user defines the Map function.
Step3: Write the middle file. 
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Copyright ⓒ 2016 SERSC Periodically write the KV which are in the cache to disk. Using block function, Slaves divide the data into R blocks, and transmit the location information to Master.
Step4: Perform the Reduce task. Based on the location information data received from the Master, the Slaves transfer the data from the remote connection. After sorting the intermediate data, Slaves put keys together that have the same value. Then, it execute Reduce function, and write the final results.
Step5: Output the final results. Master wake up the user program and return the results of the operation. Particle swarm optimization algorithm is a kind of intelligent optimization method proposed by Kennedy and Eberhart [15] . The algorithm has the advantages of simple modeling, fast convergence, easy to implement, and so on. Therefore, it is not only has achieved remarkable results in solving combinatorial optimization problems, neural network training, pattern classification, fuzzy system control and other traditional optimization problem [16] [17] , but also has been widely used in the field of communication, sensor networks, optimal path, resource allocation, molecular biology research [18] [19] [20] .
Next, we introduce the basic idea of the standard PSO algorithm and the process of finding the optimal solution of the particle. Firstly, initializing a group of particles that set the initial speed and position to each particle. Then, calculating each particle's fitness value by using the fitness function, so as to determine the virtues or defect degree of the current position of the particle. Secondly, comparing the virtues or defect degree of the current position of the particle and the best position of the particle. If the current position is better than the best position of the particle, the current position of the particle is set to the optimal position of the particle. Third, to determine whether the global optimal position of population is the best of the best position of all particles. If it is not, modify the global optimal position of population. Finally, updating the speed and position of each particle to determine if the end condition is satisfied. If satisfied, the algorithm ends. If not satisfied, continue to repeat the process of iteration. The execution process is shown in Figure 3 . 
The Basic Formula of PSO and its Improved Form
There are m particles that form a group in a D-dimensional search space, and the particle swarm optimization algorithm can be described as follow. The position of the i th particle is indicated by the 12 ( , , , ) 
is the optimal location for all particles in the group. To follow these two optimal values, the particle is updated by the formula (1) and (2) respectively, and the speed and position of the particles are updated to meet the conditions of the end of the iteration.
Among them, 1 c and 2 c are learning factors, 1 r and 2 r are random numbers in the interval of (0,1). The  is the inertia weight, which plays an important role in coordinating the global and local search ability of particles. Larger  is helpful for the global search of the particles, the smaller  is helpful for the local search of the particles. The standard PSO algorithm has its own limitations.
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Copyright ⓒ 2016 SERSC Such as the algorithm implementation process and parameter values have a greater relationship; when the algorithm is applied to the high dimensional complex optimization problems, it is easy to occur premature convergence; the convergence speed of the algorithm is obviously slow when the algorithm is near or in the optimal solution. The convergence speed of PSO algorithm is faster during prophase of iteration. But during anaphase of iteration, when the algorithm converges to a local minimum, the local search speed becomes slow. The accelerated particle swarm optimization algorithm can effectively solve this problem.
Next, we introduce an improved particle swarm optimization algorithm(APSO). The accelerated particle swarm optimization uses only the global best position to update the velocity k id v , and it is due to the fact that individual best is used to increase the diversity in the quality solutions. Therefore, the velocity of the i th particle is updated as follows:
Where,  is a random value uniformly distributed in the range of 0-1. The position of the i th particle is update as follow equation:
(1 )
The APSO uses 2 parameters which are 1 c and 2 c as described in the above paragraph. On the basis of the APSO algorithm in this article, we introduce the third parameter variable which is  . This variable can combine with the other two variables to form a new solution of 1 c and 2 c . The function 1 () c  is used to control the particles exploration of the search space. The mathematical expression of 1 () c  is as follows:
Where, the max  is the maximum iteration number.
In addition, the function 2 () c  is considered as an increasing function which is expressed as follow: With formula 5 and 6, we can update the position equation and the velocity equation of the particle as follows:
The Cloud Task Scheduling Model Based on Hadoop is Constructed by Using PSO Algorithm
In this paper, the improved accelerate particle swarm algorithm (IAPSO) is introduced to the cloud environment, and to solve the cloud task scheduling problem. For example, we use particle swarm algorithm for task scheduling, tasks are considered as particles, the resource pool is seen as the search space, and the process of finding the optimal solution is considered as a process of task scheduling. In order to set the initial position and initial velocity of task in the resource pool, we can iteratively update the velocity and position of particles, and form a mapping relationship between tasks and resources.
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Based on improved acceleration PSO algorithm in a cloud computing environment, the specific steps of cloud task scheduling can be divided into the following five steps:
Step1: Receive the tasks submitted by the user, and divides each task into several sub tasks. Step2: Give the initial location and velocity information for each sub task in the resource pool. The current position of sub tasks is its best position. According to the value of the fitness function, we can get the global optimal position of the initial time. Step3: Use the formula 7 to update the velocity information for each sub task. Step4: Use the formula 8 to update the position information for each sub task. Step5: Determine whether to meet the end conditions. If all the sub tasks find the appropriate resources, then stop the iteration and allocate sub asks to the resource nodes. If the number of iterations is more than the maximum number, then end the search, Re-initialize the particle swarm, and repeat step 2, 3 and 4. If the above two conditions are not satisfied, then continue iteration, and repeat step 3 and 4.
The Simulation and Result Analysis
Application services in the cloud computing has a complex configuration, composition, structure, and deployment requirements. In different systems and user requirements, use the same way to achieve the evaluate cloud allocation strategy, application engineering mode and resource execution mode is difficult. In order to overcome this challenge, the cloud computing simulation software (CloudSim) is a scalable simulation toolkit that can be used for modeling and simulating the cloud computing system and application configuration. The Cloudsim toolkit supports modeling behavior and system components, such as data center, virtual machine, resource allocation and task scheduling methods.
Task Type Setting
Through the Cloudlet class to create a cloud task, we set each task of the number, length, the size of the input and output, and create the task contains a list of 12 different types. The specific type is shown in table 1. In this paper, we create a list of 12 different types of cloud tasks by using the above types. We use the MapReduce model to divide each task into several sub tasks. Next, we begin a follow-up experiment.
PSO algorithm: initial population number is 100, 12 2 cc  , the number of iterations is 500. IAPSO algorithm: the number of initial population is 100, each iteration produces 50 new particles. According to the formula (5) and (6), we can obtain the value 1 () c  and 2 () c  , and the number of iterations set to 500. Experiment A:
In the cloud task table, the number of the tasks are 50, and the four algorithms run with the same type of cloud task. This experiment summits a small number of cloud tasks that only have a single task type.
Experiment B:
In the cloud task table, the number of the tasks are 200, and the four algorithms run with the same type of cloud task. This experiment summits a large number of cloud tasks that only have a single task type.
Experiment C:
In the cloud task table, the number of the tasks are 200, and the four algorithms run with the different types of cloud task. This experiment summits a large number of cloud tasks that consists of 12 different types in Table 1 .
The experimental results are shown in Figure 4 ,5 and 6 Figure 4 , 5 and 6, we can see that the task scheduling optimization effect based on the improved accelerated PSO algorithm is significantly better than the rest of the three kinds of algorithm, the total task time of IAPSO is less than the other three algorithms. In Figure 4 , when the number of iterations is less than 100, the PSO algorithm is better than the ACO algorithm. However, when the number of iterations is greater than 400, the ACO algorithm is better than the PSO algorithm. This is caused by the characteristics of PSO, which has the characteristics of fast convergence during prophase and lack of local search capability during anaphase. In Figure 4 , when a single type of task is committed, our algorithm and the other three algorithms can also be used to complete the task scheduling process, and our algorithm is more efficient. But in practice, the cloud computing environment is facing multiuser, and the types of tasks are also varied. Through the comparison of Figure 4 and Figure 5 , we know that when the tasks are various types, the total task time of all the algorithms will increase. From Figure  6 we can see that with the increase in the number of tasks, the advantage of the other three algorithms decreases gradually, and algorithm in this paper has been exhibited higher efficiency. At this point, we can find that the other three algorithms cannot adapt to the multiuser and multitype environment. Experiment D:
In the different number of Hadoop nodes, the experiment 3's total task time is shown in Figure 5 : Because of the time consuming of communication, when we use a computer to perform a task, four models based on the MapRedue algorithm are more time consuming. However, with the increasing number of computers, we can see the task completion time is significantly decreased. When we use the 6 or 8 computers, each of them have the 8 Hadoop nodes, the task completion time is basically stable. This is related to the input size
Conclusion
In this article, the IAPSO algorithm is introduced to the cloud environment, and to solve the cloud task scheduling problem. When we use particle swarm algorithm for task scheduling, the tasks are considered as particles, the resource pool is seen as the search space, and the process of finding the optimal solution is considered as a process of task scheduling.
The conclusion of this paper is as follows. When a single type of task is committed, our algorithm and the other three algorithms can also be used to complete the task scheduling process, and our algorithm is more efficient. But in practice, the cloud computing environment is facing multiuser, and the types of tasks are also varied. With the increase in the number of tasks, the advantage of the other three algorithms decreases gradually, and algorithm in this paper has been exhibited higher efficiency. In addition, with the increase in the number of nodes, task completed time of the algorithm in this paper is significantly less than the other three algorithms, and it has a steady downward trend. Therefore, IAPSO algorithm which is proposed in this paper is applied to solve task scheduling problem in the cloud environment, and it can effectively improve the efficiency of task scheduling.
