Many events in biology are triggered when a diffusing searcher finds a target, which is called a first passage time (FPT). The overwhelming majority of FPT studies have analyzed the time it takes a single searcher to find a target. However, the more relevant timescale in many biological systems is the time it takes the fastest searcher(s) out of many searchers to find a target, which is called an extreme FPT. In this paper, we apply extreme value theory to find a tractable approximation for the full probability distribution of extreme FPTs of diffusion. This approximation can be easily applied in many diverse scenarios, as it depends on only a few properties of the short time behavior of the survival probability of a single FPT. We find this distribution by proving that a careful rescaling of extreme FPTs converges in distribution as the number of searchers grows. This limiting distribution is a type of Gumbel distribution and involves the LambertW function. This analysis yields new explicit formulas for approximations of statistics of extreme FPTs (mean, variance, moments, etc.) which are highly accurate and are accompanied by rigorous error estimates.
Introduction
Events in biological systems are often triggered when a diffusing searcher finds a target [1, 2, 3, 4, 5] . Examples range from the initiation of the immune response when a searching T cell finds a cognate antigen [6] , to the triggering of calcium release by diffusing IP 3 molecules that reach IP 3 receptors [7] , to gene activation by the arrival of a diffusing transcription factor to a certain gene [8] , to animals foraging for food [9, 10] . In such systems, the activation timescale is determined by the first passage time (FPT) of a searcher to a target.
The vast majority of FPT studies have focused on the time it takes a given single searcher to find a target. However, several recent works and commentaries have shown that the relevant timescale in many systems is actually the time it takes the fastest searcher(s) to find a target out of a large group of searchers [11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . For example, roughly N = 10 8 sperm cells search for an egg in human reproduction, but fertilization occurs as soon as a single sperm cell finds the egg [21, 22, 23, 24] . Similarly, a calcium-induced calcium release in a dendritic spine occurs when the two fastest calcium ions out of roughly N = 10 3 calcium ions find small Ryanodyne receptors at the base of the spine [25] . Importantly, the time it takes the fastest searcher(s) out of many searchers to find a target is much less than the time it takes a given single searcher to find a target. In fact, some have postulated that this is a general mechanism that operates across many biological systems and refer to it as the redundancy principle [11] . In particular, it is claimed that many seemingly redundant copies of a searcher (molecule, protein, cell, animal, etc.) are not superfluous, but rather have the specific functions of accelerating activation rates and ensuring successful search processes [11] . That is, the apparently "extra" copies are in fact necessary for biological function.
To investigate how the number of searchers affects the time it takes the fastest searcher(s) to find a target, consider N 1 independent and identical diffusive searchers. Let τ 1 , . . . , τ N be their independent and identically distributed (iid) FPTs to reach some target. The first time one of these searchers finds the target is T N := min{τ 1 , . . . , τ N }.
(1)
More generally, the kth fastest searcher finds the target at time 
where T 1,N := T N . While the distribution and statistics of a single FPT, τ 1 , are well understood in a variety of scenarios [26, 27, 28, 29, 30] , studying the so-called extreme FPTs, T k,N , is notoriously difficult, both analytically and numerically [31, 32, 12, 11, 33, 34] . The essential difficulty is that extreme FPTs depend on very rare events. Indeed, while a typical searcher tends to wander around before finding the target, the fastest searchers move almost deterministically along the shortest geodesic path to the target [34] . This phenomenon is illustrated in Figure 1 .
In this paper, we apply the theory of extreme statistics to find a tractable approximation for the full probability distribution of extreme FPTs of diffusion. This approximation can be applied in many scenarios as it depends on only a few properties of the short time behavior of the survival probability of a single FPT. We find this distribution by proving that a careful rescaling of extreme FPTs converges in distribution as the number of searchers grows. This limiting distribution is a type of Gumbel distribution and involves the so-called LambertW function (defined as the inverse of f (z) = ze z [35] ). This analysis yields new explicit formulas for statistics of extreme FPTs (mean, variance, moments, etc.). These formulas are highly accurate and are accompanied by x 0 target Figure 1 : The fastest diffusive searcher out of N 1 searchers moves almost deterministically (red trajectory) along the shortest path from the starting location x 0 to the target (blue ball), while a typical searcher wanders around (black trajectory) before finding the target. rigorous error estimates. Further, these formulas confirm and explain a conjecture that extreme FPT statistics can be approximated by a certain infinite series involving iterated logarithms [36] .
The rest of the paper is organized as follows. We first summarize our main results in section 2. In section 3, we develop and state our precise mathematical results in more detail. We then illustrate these general results in a few examples in section 4. In the Discussion section, we describe relations to prior work and discuss applications of the theory. Finally, we collect all the mathematical proofs in an appendix.
Main results
Let {τ n } n≥1 be an iid sequence of FPTs with survival probability S(t) := P(τ 1 > t).
Assume that S(t) has the short time behavior,
for some constants A > 0, C > 0, and p ∈ R. Throughout this work,
We emphasize that (3) is a generic behavior for diffusion processes that holds in many diverse scenarios (see the Discussion section for more details). Letting T N denote the fastest FPT in (1), we prove the following convergence in distribution (Theorem 4),
where X has a standard Gumbel distribution, P(X > x) = exp(−e x ), and
, if p = 0,
and
where W 0 (z) denotes the principal branch of the LambertW function and W −1 (z) denotes the lower branch [35] . The LambertW function is a fairly standard function that is included in most modern computational software (it is sometimes called the product logarithm or the omega function). We note that Theorem 5 below gives alternative formulas for a N and b N which avoid the LambertW function.
The convergence in distribution in (4) means that if N 1, then the distribution of the fastest FPT, T N , is approximately Gumbel with shape parameter b N and scale parameter a N . That is,
where a N , b N are in (5) . Note that essentially all the statistical information about a Gumbel distribution is immediately available (mean, median, mode, variance, moments, probability density function, etc., see Proposition 1 below). Therefore, this result provides all the statistical information for the fastest FPT (approximately for large N ). For example, we prove that if E[T N ] < ∞ for some N ≥ 1, then (Theorem 6)
where γ ≈ 0.5772 is the Euler-Mascheroni constant and f (N ) = o(a m N ) means lim N →∞ a −m N f (N ) = 0. We prove similar results for the kth fastest FPT, T k,N , defined in (2) . In particular, we prove that the joint distribution of a rescaling of the k fastest FPTs,
converges as N → ∞ to a distribution that we give explicitly (Theorem 7). This result provides explicit approximations for statistics of T k,N , including (Theorem 8),
where ψ(x) is the digamma function and H k−1 = k−1 r=1
1 r is the (k − 1)-th harmonic number.
Mathematical analysis 3.1 Fastest FPT
Let {τ n } n≥1 be an iid sequence of FPTs with survival probability S(t) := P(τ 1 > t). Define the fastest FPT, T N , as in (1) . Since the sequence {τ n } n≥1 is iid, it is immediate that the survival probability of T N is
While (6) is the exact distribution of T N , this formula it is not particularly useful for understanding how the distribution depends on parameters or for calculating statistics of T N . Furthermore, the full survival probability S(t) of a single FPT is often unknown. We thus seek a tractable approximation of (6) for large N , which will thus depend only on the short time behavior of S(t). Now, (6) implies that the limiting distribution of T N for large N is trivial,
where t * := inf{t > 0 : S(t) < 1}. For nontrivial diffusion processes, we typically have t * = 0. To ameliorate this problem, we study the distribution of T N by finding a rescaling of T N that has a nontrivial limiting distribution for large N . Specifically, we find sequences {a N } N ≥1 and {b N } N ≥1 so that
for some random variable X. In this paper, → d denotes convergence in distribution [37] , which means
where G(x) = P(X > x).
Remarkably, the Fisher-Tippett-Gnedenko Theorem states that if (7) holds for a nondegenerate G, then G must be either a Weibull, Frechet, or Gumbel distribution [38] . This theorem is the cornerstone of extreme value theory, and applies to the minimum or maximum of any sequence of iid random variables [39, 40, 41] . Since the limiting distribution must be one of these three types, this classical theorem is an extreme value analog of the central limit theorem. We prove below that the typical short time behavior of S(t) ensures that G must be Gumbel. The following definition and proposition collects some facts about the Gumbel distribution.
Definition. A random variable X has a Gumbel distribution with location parameter b ∈ R and scale parameter a > 0 if 1
If (8) holds, then we write
.
, then its survival probability is in (8), its probability density function is
and its moment generating function is
where Γ(·) denotes the gamma function. Hence, the mean and variance are
where γ ≈ 0.5772 is the Euler-Mascheroni constant. The mode and median are
Now, it was recently proven that under very general assumptions, the survival probability of a single diffusive FPT has the following short time behavior,
where C = L 2 /(4D) > 0 and D is a characteristic diffusivity and L is a certain geodesic distance [34] , as long as the diffusive searchers cannot start arbitrarily close to the target. The next proposition shows that if (9) holds, then any nondegenerate limiting distribution G in (7) must be Gumbel.
Proposition 2. Let {τ n } n≥1 be an iid sequence of nonnegative random variables with S(t) := P(τ 1 > t), define T N := min{τ 1 , . . . , τ N }, and suppose (9) holds. If there exists sequences {a N } N ≥1 and {b N } N ≥1 with a N > 0 and b N ∈ R so that
and X has a nondegenerate distribution, then X = d Gumbel(b, a) for some b ∈ R and a > 0.
The condition in (9) implies that
where h(t) is some function satisfying th(t) → 0 as t → 0+. The following proposition gives precise conditions on
for some constant C > 0 and some function h(t) that is twice-continuously differentiable for t > 0 and satisfies lim t→0+
Then
As we will see, it is typically the case that h(t) = ln(At p ), which clearly satisfies (10) . In this case, we work out the rescalings {a N } N ≥1 and {b N } N ≥1 . Theorem 4. Let {τ n } n≥1 be an iid sequence of nonnegative random variables with S(t) := P(τ 1 > t), define T N := min{τ 1 , . . . , τ N }, and assume there exists constants C > 0, A > 0, and p ∈ R so that Then
where
where W 0 (z) denotes the principal branch of the LambertW function and W −1 (z) denotes the lower branch [35] .
If the convergence in distribution in (12) holds for some rescalings {a N } N ≥1 and {b N } N ≥1 , then we also have that
for any rescalings {a N } N ≥1 and {b N } N ≥1 that satisfy [42] lim N →∞
The following theorem gives rescalings which avoid the LambertW functions used in Theorem 4 and are valid for any p ∈ R.
Theorem 5. Under the assumptions of Theorem 4, we have that
The conclusions of Propositions 2-3 and Theorems 4-5 concern convergence in distribution. In general, convergence in distribution does not imply moment convergence [37] . That is,
However, Pickands proved that convergence in distribution does imply moment convergence for extreme values [43] . Theorem 6. Under the assumptions of Theorem 4 with {a N } N ≥1 and {b N } N ≥1 given by either (13) or (17), assume further that E[T N ] < ∞ for some N ≥ 1.
Then for each moment m ∈ (0, ∞), we have that
Therefore,
can be calculated explicitly by Proposition 1. For example, we have that
where γ ≈ 0.5772 is the Euler-Mascheroni constant.
kth fastest FPT
We now extend the results in the previous subsection on the fastest FPT to the kth fastest FPT, given by either (13) or (17), we have that for each fixed k ≥ 1,
where X k has the probability density function,
Furthermore, for each fixed k ≥ 1, we have the following convergence in distribution for the joint random variables,
where the joint probability density function of
otherwise.
The following theorem ensures the convergence of the moments of the kth fastest FPT.
Theorem 8. Under the assumptions of Theorem 6 with {a N } N ≥1 and {b N } N ≥1 given by either (13) or (17), we have that for each moment m ∈ (0, ∞),
where X k has the probability density function in (19) . Therefore,
Further, if m > 0 is an integer, then E[X m k ] can be explicitly calculated. In particular,
Numerical examples
We now apply our results to three specific examples.
One dimension
First consider the case of N ≥ 1 independent searchers diffusing in one space dimension with diffusivity D > 0. Suppose the searchers each start at L > 0 and let τ n be the first time the nth searcher reaches the origin. In this case,
, t > 0, and thus
Therefore, Theorems 4-8 hold with
In particular, (22) for the approximation L 2 /(4D ln N ), the blue dashed curve is for b N −γa N where a N , b N are given by (17) , and the black solid curve is for b N − γa N where a N , b N are given by (13) .
where {a N } N ≥1 and {b N } N ≥1 are given by either (13) or (17) . Hence, the distribution of T N is approximately Gumbel(b N , a N ).
In the left panel of Figure 2 , we plot the error of various approximations of the mean fastest FPT, E[T N ], as functions of N . Specifically, we plot the relative error,
where T N is an approximation of E[T N ]. The value of E[T N ] used in (22) is calculated by numerical approximation of the following integral,
The red dotted curve in the left panel of Figure 2 is the error (22) for the approximation T N = L 2 /(4D ln N ) (this approximation dates back to [31] ). The blue dashed curve is for the approximation T N = b N − γa N where {a N } N ≥1 and {b N } N ≥1 are given by (17) . The black solid curve is for the approximation T N = b N − γa N where {a N } N ≥1 and {b N } N ≥1 are given by (13) . This figure shows that our approximations, b N − γa N and b N − γa N , to the mean fastest FPT are much more accurate than L 2 /(4D ln N ), and b N −γa N is more accurate than b N − γa N .
In the left panel of Figure 3 , we illustrate the convergence in distribution of (T N − b N )/a N to X = d Gumbel(0, 1) where {a N } N ≥1 and {b N } N ≥1 are given by (13) . Specifically, we plot the probability density function of (T N − b N )/a N for N ∈ {10 2 , 10 4 , 10 6 }, which approaches the density of X (namely, f X (x) = exp(x − e x )) as N increases. In both Figures 2 and 3 , we take L = D = 1. 
Partial absorption
Consider the example in the previous subsection, but now suppose the target at the origin is partially absorbing. This means that when a searcher hits the target, it is either absorbed or reflected, and the probabilities of these two events are described by a parameter κ > 0 called the reactivity or absorption rate [44] . Mathematically, this means the Fokker-Planck equation describing the probability density for a searcher's position has a Robin boundary condition at the origin involving the parameter κ > 0 [45] .
In this case, the survival probability for a single searcher is [46] 
Therefore, Theorems 4-8 hold with
The middle panel of Figure 2 shows the relative error (22) of approximations to E[T N ] in this case of a partially absorbing target. The red dotted curve is again the error for the approximation T N = L 2 /(4D ln N ) (this approximation was recently found and proven to have the correct large N asymptotics [34] ). The blue dashed and black solid curves again correspond respectively to T N = b N − γa N and T N = b N − γa N where a N , b N are in (17) and a N , b N are in (13) .
Again, b N − γa N and b N − γa N are much more accurate than L 2 /(4D ln N ), and b N − γa N is more accurate than b N − γa N .
The middle panel of Figure 3 illustrates the convergence in distribution of (T N − b N )/a N to X = d Gumbel(0, 1) in this case of a partially absorbing target (again, for N ∈ {10 2 , 10 4 , 10 6 } and where {a N } N ≥1 and {b N } N ≥1 are given by (13) ). In both Figures 2 and 3 , we take L = D = κ = 1.
Three dimensions
Finally, consider the case where the N ≥ 1 independent searchers diffuse in three dimensional space, and let τ n be the first time the nth searcher leaves a sphere of radius L > 0 centered at its starting location. In this case, the survival probability for a single searcher is [46] 
The right panel of Figure 2 shows the relative error (22) of approximations to E[T N ] in this three dimensional example. The red dotted curve is again the error for the approximation T N = L 2 /(4D ln N ) (this approximation was found in [36] ). The blue dashed and black solid curves again correspond respectively to T N = b N − γa N and T N = b N − γa N where a N , b N are in (17) and a N , b N are in (13) . Further, the right panel of Figure 3 illustrates the convergence in distribution of (T N − b N )/a N to X = d Gumbel(0, 1) in this three dimensional example (again, for N ∈ {10 2 , 10 4 , 10 6 } and where {a N } N ≥1 and {b N } N ≥1 are given by (13) ). In both Figures 2 and 3 , we take L = D = 1.
Discussion
In this work, we found tractable approximations for the full probability distribution of extreme FPTs of diffusion. These approximate distributions depend on only three parameters describing the short time behavior of the survival probability of a single searcher, and we proved that these approximations are exact in the many searcher limit. We used our approximate distributions to derive new formulas for statistics of extreme FPTs and prove rigorous error estimates.
Extreme FPTs of diffusion were first studied in 1983 by Weiss, Shuler, and Lindenberg [31] , where they found approximations of E[T k,N ] for large N in various one dimensional problems. Statistics of extreme FPTs of diffusion in one dimensional or spherically symmetric domains were further studied in [32, 47, 36, 48, 49, 21] . Recently, approximate formulas for the moments of extreme FPTs of diffusion in more general two and three dimensional domains were derived in [50, 12, 33] . Even more recently, it was proven in significant generality that the mth moment of the kth fastest FPT has the large N behavior,
where D is a characteristic diffusivity and L is a certain geodesic distance [34] . The moment formulas derived in the present work agree with (23) to leading order, but are much more accurate for finite N . In addition, the moment formulas in the present work explain and confirm a remarkable conjecture in [47] . In that work, the authors conjectured that the mean fastest FPT to escape a ball of radius L in dimension d ≥ 2 has the following approximation,
for some unknown constants {{K (n) m } n m=0 } n≥1 (some of which were estimated numerically). To derive (24) from our results, first note that the principal branch of the LambertW function has the following expansion for z 1 [35] ,
where L 1 = ln z, L 2 = ln ln z,
and i+j i+1 are non-negative Stirling numbers of the first kind. Similarly, the lower branch, W −1 (z), has the expansion in (25) for −1 z < 0 if L 1 = ln(−z) and L 2 = ln(− ln(−z)) [35] . Therefore, upon using the definitions in (13)- (14) and the expansion in (25) , it follows that our formula E[T 1,N ] ≈ b N − γa N is exactly of the form in the conjecture (24) .
Finally, we emphasize that our results apply to any FPT problem where the survival probability S(t) = P(τ 1 > t) of a single searcher satisfies
for some constants C > 0, A > 0, and p ∈ R. The behavior in (26) is very generic for diffusion processes and holds in many diverse scenarios. For example, reference [31] found (26) for one-dimensional drift-diffusion processes with a broad class of potential (drift) fields. Similarly, reference [36] found (26) for the first time a pure diffusion in dimension d ≥ 1 moves any distance L > 0 from its initial location (and referred to (26) as a "universal" form). Further, reference [50] formally derived (26) for a pure diffusion searching for an arbitrarily placed small target in a hyperspherical domain in dimension d = 3. It is also known that (26) holds for pure diffusion in dimension d = 1 with a partially absorbing target (see section 4.2 above). Further, it was proven in [34] that under very general conditions (including (i) diffusions in R d with space-dependent diffusivities and drift fields and (ii) diffusions on d-dimensional smooth Riemannian manifolds that may contain reflecting obstacles), the survival probability satisfies
where D > 0 is a characteristic diffusivity and L > 0 is a certain geodesic distance that depends on any space-dependence or anisotropy in the diffusivity (if the diffusivity is constant in space, then L is merely the shortest distance from the starting location to the target). Therefore, if (26) holds in a particular problem, then (27) implies that C = L 2 /(4D), and thus the only parameters to be found are A and p.
To illustrate how to apply our results in a particular FPT problem, note that reference [12] formally derived (26) for a pure diffusion searching for a small target on an otherwise reflecting boundary of an arbitrary domain in dimensions d = 2 or d = 3. Specifically, in dimension d = 3, the authors of [12] 
where D is the diffusivity, a is the target radius, and L is the distance from the initial searcher location to the target. Hence, if (28) is valid, then our results (namely, Theorems 4-8) hold with
In particular, our results immediately yield the approximate distribution and statistics of T k,N in this problem.
Proof of Proposition 1. This proposition merely collects basic results on Gumbel random variables, all of which follow directly from (8) .
Proof of Proposition 2. Since most results in extreme value theory are formulated in terms of the maximum of a set of random variables, define
and F (x) = P(−τ 1 < x) = S(−x). If there exists normalizing constants {a N } N ≥1 and {b N } N ≥1 so that (M N − b N )/a N converges in distribution as N → ∞ to a nontrivial random variable, then the distribution of that random variable can only be Frechet, Weibull, or Gumbel [38] . Since [40] ensures that the limiting distribution cannot be Frechet. Furthermore, if the limiting distribution is Weibull, then Theorem 1.2.1 in [40] guarantees that there exists some γ < 0 so that
Now, it follows directly from (9) that S(t) = 1 − e −C/t+h(t) for some function h(t) satisfying lim t→0+ th(t) = 0.
Therefore, we claim that (29) is violated with, for example, x = 2. To see this, note that lim
By (30), we are assured that
for sufficiently small t.
Hence,
which indeed violates (29) . Therefore, if the limiting distribution is nondegenerate, it must be Gumbel.
Proof of Proposition 3. Using the assumptions on h(t) in (10), a direct calculation shows that
Therefore, Theorem 2.1.2 in [41] ensures that lim N →∞
for some choice of normalizing constants {(a N , b N )} N ≥1 . Remark 1.1.9 in [40] implies we can take a N and b N as in (11) . Now, (31) is equivalent to
Hence, it must be the case that S 0 (a N x + b N ) → 1 as N → ∞, and thus a straightforward application of L'Hospital's rule gives
Therefore, (31) is equivalent to
Now, 1 − S 0 (t) ∼ 1 − S 0 (t) as t → 0+ by assumption. Hence, (32) holds with S 0 replaced by S, which then implies that (31) holds with S 0 replaced by S, which completes the proof.
Proof of Theorem 4. The theorem follows from Proposition 3 upon calculating {a N } N ≥1 and {b N } N ≥1 in (13) for h(t) = ln(At p ) and using properties of the LambertW function [35] .
Proof of Theorem 5. The theorem follows immediately from Theorem 4 and (15)- (16) .
Proof of Theorem 6. By assumption,
If m ≥ 1, then it is straightforward to check that (see the proof of Proposition 2 in [34] )
Since E[X m ] < ∞, applying Theorem 2.1 in [43] completes the proof.
Proof of Theorem 7. The convergence in distribution in (18) and (20) follows immediately from Theorem 4 above and Theorem 3.5 in [39] .
Proof of Theorem 8. While convergence in distribution does not necessarily imply convergence of moments, it does imply convergence of moments if the sequence of random variables is uniformly integrable [37] . Hence, it is sufficient to prove that
since (33) [37] . By assumption, 1 − S(t) ∼ At p e −C/t as t → 0+. Hence, there exists a δ > 0 so that Therefore, if 1 A denotes the indicator function on an event A, then
Hence, it remains to show that
Since T ± 1,N ≤ T ± k,N almost surely for any k ∈ {1, . . . , n}, we have that
Now, Theorem 6 implies that
where {a ± N } N ≥1 and {b ± N } N ≥1 are given by (13) with A replaced by A 0 or A 1 . Now, it is straightforward to check that there exists α ± > 0 and β ± ∈ R so that a ± N a N → α ± and b N − b ± N a N → β ± as N → ∞.
Therefore, Proposition 1.1 and Remark 1 in [42] imply that E[(
) 2 ] converges to some finite constant as N → ∞. Hence, sup N I 2 < ∞.
Moving to I 1 , note first that P(T ± k,N > x) = P(T ± 1,N > x) + k−1 j=1 P(T ± j,N < x < T ± j+1,N ).
Hence, Hence, it remains to show that sup N I 4 < ∞. Now, since {τ ± n } n≥1 are iid, it follows that P(T ± j,N < x < T ± j+1,N ) = N j (1 − S ± (x)) j (S ± (x)) N −j , if j ∈ {1, . . . , k − 1}.
An application of Laplace's method with a movable maximum (see, for example, [51] section 6.4) shows that each term in this sum is bounded in N , and so the proof is complete.
