Abstract. Optimal methods for the numerical solution of Volterra integral equations of the first kind are outlined in [3] and [4] . An explicit algorithm for the construction of such methods as well as tables of coefficients for methods with order less than or equal to eight are displayed here.
1. Introduction. Quadrature methods for the numerical solution of Volterra integral equations of the first kind are described by the ordered triple Q(C, B, r), where:
(i) C e Rp + l consists of the Newton-Cotes quadrature weights with step number
P\
(ii) B e R^+2 are coefficients of the polynomial (l.i) p(*)-EV+1-'; ¿-0 (iii) r is the order of the methods, r 4 p + 2; (iv) p starting values are needed prior to the implementation of the method. See [3] , [4] and [5] for details.
Here we shall only be concerned with giving a simple explicit algorithm to search for optimal methods Q(C, B, r). A table of the coefficients, B, for r 4 8 will also be given. The constraints on B are two-fold. First, r linear conditions must be satisfied to attain order r, sind second, the roots of the polynomial p(z) must lie in or on the unit circle with roots on the circle having multiplicity 1. We have available p + 2 -r > 0 parameters to implement the slightly more restrictive form of the latter condition: All roots lie strictly inside the unit circle. Furthermore, we are only interested in methods satisfying the above constraints which have the least number of free parameters. It is known that pA2-r = 0forp = Q only; see [5] or [6] . We first give a short digression on some classical stability results for roots of polynomials.
2. Schur and Hurwitz Polynomials. ( [1] or [7] .) All polynomials considered here will be assumed to be in the class w", the set of polynomials of exact degree n with real coefficients and no roots at the origin. Definition 1. The polynomial a(z) = £"=0a,z' is said to be a Schur polynomial if a(z) = 0 implies \z\ < 1.
Definition 2. The polynomial b(w) = £"=0è,w' is said to be a Hurwitz polynomial if b(w) = 0 implies Re w < 0.
We catalogue some relationships between these two classes of polynomials:
(iii) The coefficients of a(z) and b(w) are related by the matrix relations:
with yl = (a0, öj,..., a"), 5 = (b0, bx,..., bn), and T = (y¡¡) the matrix of order n A 1 generated by the recursive scheme:
Yn,i ^' V/,n I 7 I' (a) |a0| < Kl, (b) ax(z) = Lj'-fJKa.+i -a0a"_0+X)) z' is a Schur polynomial. In later applications, it will be necessary to normalize the coefficients of ax(z), leading coefficient unity at each step, due to the rapid growth of the coefficients of ax(z).
We shall use the notation D'{p(z)} to denote the ith derivative of p(z) with respect to z.
(vi) If p(z) is a Schur (or Hurwitz) polynomial then D'{p(z)}, i = 0(l)n, are also Schur (or Hurwitz) polynomials. The contra-positive of this statement will be of use in the algorithm. to determine the remaining parameters so that t(w) (or p(z)) has as many equal real roots as possible; see also [3] . Here, w0 is selected from the at most r -1 real roots of Dp+2~r{r(w)} so that r(w) is a Hurwitz polynomial, if possible. Unfortunately, the resulting linear relations (3.4) for the b¡, i = 0(1)/? + 1 -r, become quite unwieldy because of the nature of the q¡. In this note, we show how one can solve for t,, / = 0(1)/? + 1, and then transform back using (2.1b). 
where c ¡ are the coefficients ofc(w) and t, are to be determined.
(ii) follows by integrating D/,+2_r{T(w)}/? + 2 -r times so that t(-, i = 0(1)/? + 1 -r, are simply the integration constants which may be determined by the conditions (3.4). D Remark. For ease of notation, subscripts "/?" and/or "r" will be addended to the polynomials p0, t0, and c only when necessary. (See also Theorem 2.) We now summarize the algorithm.
(i) For each /? = 1,2,3,..., consider r = p + 1(-1)2.
(ii) Solve (3.2) with bi = 0, i = 0(1)/? Al -r,to obtain p0(z).
(iii) Generate t0(w) using (2.1a). (vi) Solve for the r -1 roots of Dp+2~r{c(w)}. Note that if any of these roots have nonnegative real parts, go to (v) and take the next r; see also Section 4.
(vii) Otherwise, for a real root w0, solve the linear system
The matrix of coefficients of (3.5) is an upper triangular Wronskian with determinant n/LY-'/!. using the first two equations of (3.2). Hence, Dp+2~r{T(w)} has a single real root at w0 = -p/(p A 1), sind thus r(w) has a root of multiplicity /? + 1 at this w0. Of course, this method is only optimal in the case /? = 1 in the sense that the number of free parameters is a minimum.
Alternative Method of Calculation of p0(z)
. The calculation of the coefficients of p0(z) in step (ii) involves inversion of a Vandermonde matrix which can be quite ill-conditioned for large r sind p (r = 9, /? = 13). Here we derive some recursive relations for computing p0(z) for various r and /?. Furthermore, it will be shown that only p0(z) for r = p + 1 need be calculated; see also (vi) of the algorithm.
We denote r (4. Table oí Coefficients. We first present a table of the optimal r for each /?. This is given for the coefficients of p(z) as well as for p0(z); i.e., for the crude choice b, = 0,i = 0(1)/? Al-r.
The coefficients of p0(z) are the Adams-Bashforth weights (/? < 5); compare also [2, p. 194] . The methods derived here are of use for 6 < p 4 20. For completeness we present the coefficients of p(z) for p 4 10 in Table 2. Tables and programs for arbitrary p and r are available from the author. Po (2) 6. Conclusions. The coefficients in Table 2 were prepared on a Honeywell Sigma 9 computer at the Communications Research Centre in Ottawa, Canada. Double precision was used, i.e., a 64-bit word. While the coefficients of Dp+2~r{r(w)} are rational, hence the roots necessarily algebraic, the coefficients of t(h>) or p(z) may become algebraic when repeating an irrational w0. See p = 2, for example. If w0 is complex, t(w) could be made to have a repeated complex factor (w -w0)(w -w0) = w2 -2 Re(w0)w + |w0|2, since we are really only interested in making t(w) have as many roots as possible of equal magnitude; see also [3] . No attempts at this have been made here, as it would only be practical in a case where all the roots of Dp+2~r{T(w)} have negative real parts and all the real roots lead to unstable methods. This does occur in the (p,r) pairs: (17,12), (18,12), (19,13), (19,12), (20,14), (20,13) so that, perhaps, the orders for 11 4 p 4 20 may be increased, by consideration of complex roots with negative real parts. See also Table 1 .
Methods with less than optimal order (more free parameters than necessary) are not entirely " useless". It is sometimes useful to choose a polynomial p(z) so that the weights of the overall quadrature rule, Q(C, B, r), have the same sign. This will not be pursued here.
We close with a couple of conjectures concerning properties of Dp+2~r{ t(w)}.
(i) All roots are simple.
(ii) There exists at most one root w0 which makes t(w) a Hurwitz polynomial. The basis of this latter conjecture is that the parameter subspace, Rp+2~r, may be partitioned into at most /? + 2 sets where r(w) has k roots with negative real parts, 0 4 k 4 p + 1, sind si given vv0 determines (uniquely) a point in one of these sets.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Table 2 Coefficients of p(z) for optimal (p,r) pairs. The coefficients correspond to ascending powers of z ( reading down a column ) 7. Acknowledgment. The author would like to thank the Communications Research Centre (Department of Communications, Ottawa) for providing the necessary computing facilities used in the preparation of this paper.
