We present some new finite-size results for the Binder cumulant that we obtained by means of a transfer-matrix perturbation expansion and by the cluster Monte Carlo methods -the Swendsen-Wang and Wolff algorithms and the largest-cluster method. A finite-size scaling analysis taking into account a correction to scaling locates the critical coupling at Kc = 0.221649(4). (26)). Furthermore, the critical exponent v obtained by Baillie et al. does not agree satisfactorily with others. Although these differences are not large, they invite the consideration of possible sources of systematic errors. In our own analysis, we made efforts to avoid, where possible, the following ones:
The three-dimensional Ising model continues to be a subject of investigations, in particular its critical behaviour. Whereas the most accurate results traditionally came from series expansions (see e.g. Refs. [1, 2] and references therein) and from the e-expansion [3] , the error margins quoted in Monte Carlo based approaches are shrinking considerably [4] [5] [6] . Due to the availability of fast computers, and the invention of ingenious cluster algorithms by Swendsen and Wang [7] and Wolff [8] , such a statistical accuracy is now becoming available that the results are comparable with series and ε-expansions. However, the numerical results of such simulations are not always in satisfactory agreement with one another. For instance, the critical points of the simple cubic Ising model as found by Baillie et al. [6] (Kc = 0.221652 (3)) and by Livet [5] (K, = 0.2216544 (10)) are not inside the error margins of a recent result by Ferrenberg and Landau [4] (K, = 0.2216595 (26)). Furthermore, the critical exponent v obtained by Baillie et al. does not agree satisfactorily with others. Although these differences are not large, they invite the consideration of possible sources of systematic errors. In our own analysis, we made efforts to avoid, where possible, the following ones:
1. Effects due to a poor random generator; 
4. Neglecting corrections to scaling in fitting procedures of simulation results.
We have simulated simple cubic Ising lattices with periodic boundary conditions and analyzed the amplitude ratio gL = (m4)L/(m2)2L, where m is the magnetization and L -the linear system size. The Monte Carlo data were mainly generated using the Swendsen-Wang cluster method for K = 0.221653. The coupling strength K = 0.221656 used in [5] is slightly different, therefore we used finite-size scaling to correct for the linear dependence of gL in terms of field derivatives of the free energy.
As a consistency test, we have computed gL independently for 3 3 and 43 systems with periodic boundaries. Exact numerical calculation of gL for the smaller system hardly poses any problems, but the 43 system is already too time-consuming unless treated carefully. A way to tackle this problem is to write the partition sum as Z = Tr T 4 , where T is the 65536 x 65536 transfer matrix, to expand T in powers of the field h, and to keep track of powers of h during the matrix multiplications. Thus one obtains the second and fourth derivatives of Z with respect to h, in which gL can be expressed. It is fortunate that the multiplications can be performed using a sparse-matrix decomposition, and that out of the 65536 terms in the trace only 433 are independent. The rest follows by the 16-fold translation symmetry, the 4-fold rotation symmetry, the spatial inversion symmetry and the spin-inversion symmetry of a periodic 4 x 4 square of the Ising spins. (For more details of the calculations, see Ref. [9] .) These results for L = 3 and L = 4 are included in Table, The Monte Carlo data in Table are restricted to rather small sizes (L < 32), but have a greater statistical accuracy than other results known to us for such systems. We have analyzed our data according to
(1) with a l = 0.86 and yt = 1.59 [1] [2] [3] [4] [5] , in order to determine Kc , yi, and g. A least squares fit showed that the data point for L = 4 deviates significantly, and the fits thus apply to L > 5.
We found that g = 1.609 ± 0.004, yi = -0.85 ± 0.04, in good agreement with a recent series result of Nickel and Rehr [2] : yi = -0.83 ± 0.05. If we had assumed a fixed value yi = -0.8, as was done by Livet [5] , we would have obtained K, = 0.2216445 (12) for the critical point. Including yi as a variable, our final estimate of the critical point is K c = 0 . 2 2 1 6 4 9 ( 4 ) .
If the critical point is indeed within these error bounds, Rosengren's conjecture [10] tank Kc = (√5-2) cos(π/8) or Kc =0.2216586 is incorrect. Our result for K, is about two standard errors smaller than that of Ferrenberg and Landau [4] , and three or more standard errors larger than values listed by Liu and Fisher [1] . TABLE Finite-size results for the universal ratio gL of the three-dimensional Ising model at a coupling K = 0.221656. The first column shows the finite size L, and the second one our Monte Carlo data with standard errors in the last decimal place between parentheses. The next column shows the length of the simulations. This length expresses the total number of cluster configurations. Most of these were generated by the Swendsen-Wang algorithm, but also are included 5.2, 1.6, 2.0, 1.2, 1.2, 0.8, 0.2, 0.2, and 0.8 x 10 7 configurations for systems with L = 3, 5, 12, 13, 14, 18, 22, 24, and 32 respectively, that were obtained by means of the largest-cluster method. Furthermore, a number of configurations generated by the Wolff algorithm are included: 4 x 10 7 for L = 3, 2 x 10 7 for L = 4, and 107 for L = 24 and 28. Five Wolff steps per configuration were used for L = 3 and 4, and ten Wolff steps for the larger systems. The fourth column lists our exact numerical results, and the last one contains, for comparison, some numerical results of Ref. [5] .
In order to gain insight in the discrepancies as mentioned above, it is essential that verifiable numerical data are published, as was done by Livet [5] . Likewise, it is important to specify the details of the random-number generator. This holds especially in the case of the three-dimensional Ising model, where we are confronted with an increasing body of mutually conflicting results.
