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Résumé en français
Le Wi-Fi est omniprésent dans les villes, que ce soit par le nombre grandissant de point d’accès public,
ou la déploiement massif de points d’accès privés, sous la forme de boxes d’opérateurs notamment. Si nous
supposons que l’ensemble de ces points d’accès soient utilisables afin de permettre à n’importe quel ap-
pareil d’accéder à Internet, alors nous aurions potentiellement une couverture réseau sur l’ensemble de la
ville. Ce postulat nous a conduit à nous demander si le Wi-Fi pouvait être utilisé comme réseau à l’échelle
urbaine.
Ce réseau pourrait plus particulièrement être utilisé dans un contexte de mobilité. Or, le Wi-Fi n’a pas
été conçu dans le but de gérer des utilisateurs mobiles, et les appareils doivent régulièrement changer de
points d’accès lorsqu’ils n’ont plus de connectivité. Ce mécanisme, appelé handover, peut être long car
les appareils doivent d’abord constater leurs pertes de connectivité avant de commencer à chercher le
prochain point d’accès auquel s’associer. Il peut être particulièrement long pour des appareils comme les
smartphones car ces derniers sont contraint en énergie et n’appliquent donc pas une politique de handover
aggressive.
Dans ce contexte nous avons cherché à caractériser les applications possible sur le Wi-Fi lorsqu’un uti-
lisateur est mobile, en fonction de la durée de handover de son équipement, de sa vitesse et de la densité
des points d’accès présents dans la ville. Nous avons constaté que pour les utilisateurs se déplaçant à faible
allure, l’impact de la durée de handover est faible au regard de la connectivité totale, ce qui leur permet
d’utiliser des applications gourmandes en terme de bande passante tant que celles-ci possèdent un certain
degré de tolérances aux déconnexions. Cependant lorsque la vitesse de déplacement augmente, la durée de
handover dégrade progressivement la connectivité des utilisateurs, de telle sorte que ceux ayant une allure
élevée ne peuvent plus espérer utiliser les différents points d’accès. En effet, les équipements passent alors
plus de temps à effectuer des handovers qu’à échanger des données applicatives.
Les retransmissions jouant un rôle important dans la durée de handover, nous avons étudié finement
leurs fonctionnement en 802.11. Pour cela nous avons mis en place un banc d’essai nous permettant d’ob-
server les séquences de messages retransmis par différentes implémentations de 802.11 lorsque l’on fait
subitement disparaitre le point d’accès. Nous avons comparé ces séquences avec celle décrite dans le stan-
dard, et nous avons constaté que le nombre de retransmissions maximal ainsi que l’augmentation de la
fenêtre de contention n’étaient pas respectés. De plus, ces implémentations passent beaucoup de temps
à tenter de retransmettre avant d’initier leurs procédures de handover. Les retransmissions sont aussi uti-
lisées dans les algorithmes d’adaptation de débits afin de déterminer si le lien se dégrade. Or, lors de la
contention, le nombres de pertes augmente avec la plus forte probabilité de collisions. Afin d’observer l’im-
pact des retransmissions sur les algorithmes d’adaptation de débits lors de la contention, nous avons mis
en place un banc d’essai composé d’une trentaine de stations identiques. Nous avons constaté que l’algo-
rithme de contrôle de débit utilisé est sous optimal par rapport à l’utilisation d’une modulation unique.
Enfin, nous nous sommes intéressés à l’utilisation d’un tel réseau à l’échelle de la ville afin d’acheminer
des données ayant une forte validité spatiale. Nous avons alors proposé un schéma d’adressage géogra-
phique exploitant l’infrastructure d’Internet. Il permet à la fois d’obtenir un découpage hiérarchique du
monde, et d’avoir un préfixe hiérarchique des adresses, similaire à celui de CIDR. Nous montrons que ce
schéma d’adressage peut être utilisé dans des adresses multicast pour envoyer des messages à destination
de zones géographiques précises (surface minimale d’un mètre carré).
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Résumé en anglais
Wi-Fi is everywhere in cities, whether through the growing number of public access points, or the mas-
sive private access points deployment, in the form of set-top boxes for the major part. If we assume that all
these access points are usable in order to allow any device to access the Internet, then we would potentially
have network coverage throughout the city. This assumption led us to wonder if Wi-Fi could be used as a
city-wide network.
This network could, more specifically, be used in a context of mobility. However, Wi-Fi was not designed
to manage mobile users, and devices have to often change their access points when they no longer have
connectivity. This mechanism, called handover, can be long because devices must first detect their connec-
tivity losses before they can start looking for the next access point to associate with. It can be particularly
long for devices such as smartphones because they are energy constrained and therefore do not apply an
aggressive handover policy.
In this context we tried to characterize the possible Wi-FI applications for a moving user, considering the
handover duration, the user speed and the access points density in the city. We found that for slow-moving
users, the impact of the handover is small compared to the their overall connectivity. This allows them to
use bandwidth-intensive applications as long as they are to some extend delay-tolerant. However, when the
user’s speed increases, the impact of handover’s duration gradually degrades the user’s connectivity, so that
high speed users can no longer expect to use different access points. Fast moving devices spend more time
performing handovers with new access points than transmitting application data.
Retransmissions play an important role in the duration of handover. In order to study in detail the re-
transmissions in 802.11, we have set up a testbed allowing us to observe the sequences of retransmitted
messages using different implementations of 802.11 when we suddenly make the access point disappear.
We compared these sequences with the one described in the standard, and we we found that the maximum
number of retransmissions as well as the growth in the contention window were not respected. In addition,
these implementations spend a lot of time trying to retransmit before initiating their handover procedures.
Retransmissions are also used in the rate control algorithms to determine if the link is deteriorating. Howe-
ver, during contention, the number of losses increases with the higher probability of collisions. In order to
observe the impact of retransmissions on the rate control algorithms during contention, we have set up a
testbed composed of about thirty identical stations. We found that the rate control algorithm used under-
performs compared to the use of a single modulation.
Finally, we proposed a geographical addressing scheme compliant with the Internet infrastructure. It
allows to obtain both a hierarchical division of the world, and a hierarchical prefix for the addresses, similar
to the one used in the CIDR format. We show that this addressing scheme can be used in multicast addresses
to send messages to specific geographical areas (minimum area of one square meter).
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Introduction
Contexte et motivations
La croissance de l’IoT (Internet des Objets — Internet of Things) fait que de plus en plus d’objets connec-
tés ont fait irruption dans notre quotidien. Ils sont déployés aussi bien à de petites échelles, avec les « mai-
sons intelligentes », qu’à de plus grandes échelles, avec les « villes intelligentes ». De par leur proximité avec
les utilisateurs et leurs lieux de vie, et de par leurs capacités à communiquer sur Internet, ils permettent
l’émergence de nouvelles applications.
Ces nouvelles applications peuvent exploiter les caractéristiques offertes par les smartphones : ils ont
tout d’abord modifié le rapport que les utilisateurs entretiennent avec Internet, en leur permettant un ac-
cès omniprésent à celui-ci. La majeure partie du trafic Internet émanant d’utilisateurs s’effectue d’ailleurs
par le biais de ces équipements [1]. Ensuite, le nombre de capteurs que ces appareils embarquent ne cesse
d’augmenter. Il n’est donc pas rare de trouver des capteurs de température, des accéléromètres, des gyro-
scopes ou des puces GPS (Géo-positionnement par satellite — Global Positioning System), pour ne citer
que quelques exemples, au sein des smartphones. Il est alors possible d’utiliser ces capteurs afin d’effectuer
de la collecte de données, données qui seront ensuite analysées dans le cloud.
Les smartphones permettent donc de consommer des données se trouvant sur Internet, tout en géné-
rant d’autres données pouvant être utilisées par d’autres acteurs se trouvant ailleurs sur Internet.
Dans l’idéal, afin de pouvoir collecter ou consommer des données, il faudrait être en mesure d’utiliser
n’importe quel réseau sans fil environnant.
Cette thèse s’inscrit au sein du projet ANR DataTweet qui part du constat que les communications dans
le cadre de l’IoT manquent d’unicité de par la multitude des technologies sans fil existantes [2]. Il est alors
question de définir un protocole de communication. Celui-ci a pour principale caractéristique de ne plus
définir la destination d’un message par l’adresse d’une machine en particulier, mais plutôt d’utiliser la don-
née contenue dans le message afin de savoir où dans le réseau celle-ci sera d’utilité. Ceci permet alors aux
différents appareils cherchant à envoyer une donnée de ne plus se soucier ni de la destination, ni du type
de réseau sans fil à utiliser. La donnée aurait uniquement besoin d’être empaquetée dans un message Da-
taTweet et d’être envoyée dans l’air par n’importe quelle interface sans fil présente sur l’équipement.
Un tel mécanisme permet alors de remonter des données dans le cloud, et également d’en diffuser au-
près d’utilisateurs et d’équipements en ayant exprimé le besoin. Il est possible de se représenter cette utili-
sation des données comme une sorte de cycle de l’eau, illustré sur la FIGURE 6.1, dans lequel des données
« brutes » sont tout d’abord générées par des capteurs et envoyées dans l’air. Celles-ci sont alors récupé-
rées par un point d’accès environnant qui est en charge d’initier le relai de ces données vers des centres de
calcul capables de stocker et d’analyser ces mêmes données. Ces centres sont alors aussi susceptibles de
Collection
Génération
Stockage, Traitement, Analyse
Dissémination
Consommation
Cycle des 
Données
Interaction
Interaction
Communication
FIGURE 6.1 – Analogie avec le cycle de l’eau appliqué aux données
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générer des données enrichies à partir des données brutes recueillies et peuvent alors les envoyer vers des
utilisateurs ou équipements ayant un intérêt pour ces données enrichies.
Nous sommes alors parti du postulat que le WI-FI était omniprésent au sein des villes. Les points d’accès
publics se démocratisent et leurs déploiements s’accélèrent, mais surtout de nombreux points d’accès privés
sont déjà déployés sous la forme de boxes d’opérateurs par exemple. Supposons que l’ensemble de ces
points d’accès soient utilisables par n’importe quel utilisateur, nous serions en présence d’une infrastructure
de réseau sans fil déjà déployée, à l’échelle d’une ville, qui pourrait potentiellement offrir une couverture
totale de celle-ci. Des utilisateurs pourraient alors profiter de ces points d’accès lors de leurs déplacements.
Or, la mobilité en 802.11 n’est toujours pas assurée pour ce type de déploiement constitué de points d’accès
« autonomes ». Contrairement à des déploiements de type infrastructure, dans lesquels une partie de la
gestion du handover peut être déléguée aux différents points d’accès [3, 4], la gestion du handover est ici
entièrement faite au niveau de l’équipement mobile. Celui-ci doit d’abord constater sa perte de connectivité
avant de chercher un nouveau point d’accès auquel s’associer. De plus, les équipements mobiles comme
les smartphones étant contraints en énergie, ils n’appliquent pas de politique de handover agressives [5],
entrainant de fait des durées de déconnexion longues. Un accès sans interruptions à ce réseau semble donc
compromis.
Il faut alors extraire les caractéristiques, en terme de connectivité, que permet l’utilisation de l’ensemble
des points d’accès d’une ville. Ceci permet à la fois de mettre en évidence les problèmes inhérent à la du-
rée de handover, tout en permettant de définir le type de trafic applicatif capable de fonctionner dans ces
conditions. Certaines applications pourraient alors bénéficier des points d’accès présents en ville tout en
déchargeant les autres réseaux habituellement utilisés pour leurs fonctionnements.
Dans ce cadre, nous proposons tout d’abord d’étudier la couverture 802.11 offerte dans les villes, afin
de pouvoir déterminer si 802.11 est un bon candidat pour une utilisation en mobilité. Pour effectuer une
telle analyse il faut prendre en compte la vitesse de déplacement d’un utilisateur, la durée de handover de
son équipement ainsi que la quantité de points d’accès présents dans son entourage. Nous proposons alors
un environnement de simulations basé sur des données réelles de positions de points d’accès, mais aussi
basé sur des données enrichies permettant d’augmenter la densité du nombre de points d’accès tout en
considérant la topologie de la ville. Ceci nous permet alors d’estimer la couverture offerte ainsi que le taux
de connectivité pour différentes classes d’utilisateurs.
Il est intéressant ensuite de se pencher sur les causes de la longévité du handover. Pour cela nous pro-
posons d’étudier le fonctionnement des retransmissions en 802.11 lors de la perte de connectivité. Nous
avons constaté deux choses : 1. les différentes cartes 802.11 testées retransmettent pendant une période
assez longue avant d’initier leur procédure de handover et 2. elles ne respectent pas forcément le standard
en termes de nombre de retransmissions et de respect des fenêtres de contention. Lors de la contention, des
retransmissions sont aussi présentes à cause du nombre croissant de collisions. Nous avons alors fait une
analyse des débits observés lors d’une utilisation de 802.11 en contention, lorsque l’algorithme de contrôle
de débit est activé. Nous avons constaté que lors de la contention le débit peut drastiquement chuter par
rapport à une utilisation à débit fixé, ainsi qu’un défaut d’implémentation concernant les files de priorités
et les fenêtres de contention sur les pilotes et microcodes ATH9K.
Finalement, nous nous sommes intéressés à l’acheminement de données avec une forte dépendance
spatio-temporelle sur un réseau à l’échelle de la ville. Si nous considérons la diffusion de données vers
des utilisateurs, certaines données ont une forte validité spatiale. Par exemple si l’on souhaite diffuser les
horaires de passage d’un tramway, il est judicieux de cibler les points d’accès à proximité des arrêts. Or,
il est difficile d’adresser une zone géographique particulière en exploitant la topologie d’Internet. Nous
proposons alors un schéma d’adressage géographique hiérarchique permettant de résoudre ce problème.
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Contributions
Le travail réalisé s’organise autour de quatre contributions principales :
• Un environnement de simulations permettant d’évaluer le taux de connectivité offert par 802.11 aux
utilisateurs dans un contexte urbain.
Pour cela nous avons défini un modèle de mobilité définissant plusieurs classes d’utilisateurs ayant
chacune des vitesses différentes, allant de la vitesse d’un piéton à un déplacement plutôt rapide dans
un contexte urbain. Nous avons aussi défini plusieurs chemins prenant en compte la topologie de la
ville afin que ceux-ci soient le plus réaliste possible.
Nous utilisons deux jeux de données pour les positions des points d’accès. Le premier est un jeu de
données réel contenant les positions géographiques des « Freeboxes » dans la ville de Grenoble. Le
deuxième est un jeu de données que nous générons nous-mêmes. La méthode de génération prend
elle aussi en compte les données topologiques de la ville afin notamment de positionner les points
d’accès dans des bâtiments. Ceci nous permet d’obtenir un jeu de données avec une plus forte den-
sité de points d’accès pouvant correspondre à l’ensemble des points d’accès des différents opérateurs
français.
Enfin nous définissons un modèle de connectivité. Celui-ci prend en compte la portée des points
d’accès ainsi que le handover. Concernant ce dernier nous définissons un delta de connectivité ∆C
englobant la phase de détection de la perte de connectivité, la phase de recherche, le handover à
proprement parler ainsi que la récupération de la connectivité.
Les résultats de ces simulations montrent que la durée nécessaire à la récupération de la connectivité
influe d’autant plus qu’un utilisateur se déplace rapidement. Ainsi, avec une valeur de∆C réaliste, il
est envisageable d’avoir un taux de connectivité sur plus de 80% du trajet d’un utilisateur piéton alors
qu’il est quasi nul pour un utilisateur se déplaçant en voiture.
Nous constatons aussi que les durées passées sur un même point d’accès sont de plusieurs dizaines
de secondes pour les piétons, mais diminuent assez vite lorsque la vitesse de déplacement augmente.
Enfin les durées de déconnexions durent la plupart du temps la durée ∆C pour les piétons et aug-
mentent avec la vitesse car ces utilisateurs n’arrivent plus à s’associer à temps avant de sortir de la
portée radio du point d’accès voulu.
Nous avons alors conclu que pour des utilisations de collecte de petites données, relativement tolé-
rantes à la latence, il était possible d’utiliser un tel réseau 802.11 avec des utilisateurs se déplaçant
modérément vite. Les piétons peuvent cependant même envisager des applications plus gourmandes
en bande passante car ils séjournent plus longtemps sur un même point d’accès. Les durées de décon-
nexions sont tout de même trop longues pour envisager des applications nécessitant de l’interactivité.
• Une étude du comportement de différentes cartes 802.11 lors de la perte de connectivité et de la
contention.
Lors de la perte de connectivité caractérisée par le non acquittement des trames émises, les stations
utilisent le mécanisme de retransmission. Ce n’est qu’après un nombre de retransmissions non ac-
quittées donné que les stations initient la procédure de handover. C’est pourquoi nous nous intéres-
sons au mécanisme de retransmission, qui sert initialement à limiter l’impact des collisions et de la
dégradation du signal.
Nous avons mis en place un banc d’essai nous permettant de mesurer les intervalles inter-trames des
paquets émis par une station lorsque l’on arrête brutalement son point d’accès.
Nous comparons alors la séquence de trames retransmises décrite dans le standard 802.11 à celle
observée sur différentes implémentations de cartes 802.11 grand public lors de la perte de connecti-
vité.
Nous constatons ici que les motifs — ou patterns — de retransmissions ne suivent pas ceux décrits
dans le standard en termes de nombre de retransmissions pour chaque paquet et en termes de fe-
nêtres de contention.
Nous constatons aussi que lors de la perte de connectivité, les cartes essaient de retransmettre un
nombre de paquets différents très important pendant plusieurs secondes avant d’initier une procé-
dure de handover.
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Par ailleurs, les cartes 802.11 utilisent des algorithmes de contrôle de débits afin d’adapter les mo-
dulations utilisées à la qualité du lien. Or, lorsque le nombre de stations augmente, les collisions sont
plus fréquentes, augmentant dès lors le nombre de retransmissions sans que celles-ci soient liées à
une dégradation du bilan de liaison.
Nous avons mis en place un banc d’essai composé d’une trentaine de stations équipées de cartes
802.11 identiques, nous permettant de mesurer l’évolution du débit ainsi que les intervalles inter-
trames au niveau d’un point d’accès lors de l’augmentation du nombre de stations.
Nous constatons que l’utilisation d’un algorithme de contrôle de débit aboutit à un débit bien plus
bas que lorsque les cartes utilisent une modulation fixée.
Par ailleurs l’observation des intervalles inter-trames nous a permis de mettre en évidence des ano-
malies concernant les fenêtres de contention et les files de priorité de trafic dans les pilotes et micro-
codes des cartes étudiées.
• Un schéma d’adressage géographique hiérarchique s’adaptant à la topologie d’Internet.
Il est difficile d’utiliser Internet lorsque l’on souhaite envoyer des messages dans une zone géogra-
phique précise. La topologie d’Internet n’est pas liée à une topologie géographique réelle, imposant
alors des méthodes compliquées afin de récupérer les adresses de machines situées dans une zone
géographique donnée.
Nous proposons alors d’effectuer un découpage géographique du monde en quadtree. Il s’agit d’un
découpage permettant d’obtenir quatre zones de tailles équivalentes à partir d’une zone de départ
englobante. Ces zones pouvant elles aussi être redécoupées, nous pouvons obtenir un nombre arbi-
trairement important de zones de plus en plus petites.
Nous utilisons les codes de Morton afin d’obtenir un découpage en quadtree du monde se basant sur
l’encodage binaire des coordonnées GPS. Il permet alors d’obtenir un préfixe binaire partagé entre
différentes sous-zones, à l’instar du schéma d’adressage IP (Protocole Internet — Internet Protocol)
et de l’utilisation de masques de sous-réseaux.
Nous proposons d’utiliser l’encodage des coordonnées GPS dans des adresses multicasts permettant
de définir un nombre de bits à considérer afin de définir un préfxe valide, et donc la taille de la zone
géographique à adresser.
• Une plateforme permettant la reproductibilité et la répétabilité des expérimentations sur les techno-
logies sans fil.
Au sein de l’équipe nous avons développé WalT , une plateforme basée sur Docker permettant d’or-
chestrer des expérimentations avec un fort degré de reproductibilité et de répétabilité.
Pour arriver à ce but elle utilise des composants standard et peu onéreux permettant à n’importe qui
de reproduire la plateforme dans ses locaux. Seul l’environnement radio et la topologie des nœuds
déployés différeraient, mais nous pensons qu’afin de valider un résultat, l’expérimentation dans des
environnements différents est nécessaire, et permet d’appuyer le côté reproductible et répétable de
celle-ci.
L’utilisation de Docker permet par ailleurs d’assurer que l’intégralité de l’environnement logiciel
d’une expérience est sauvegardé et peut être utilisé sur une autre plateforme WalT .
Nous avons mis en place une plateforme WalT mobile, permettant de rejouer une même expérience
dans un environnement différent.
Structure du document
Le manuscrit est organisé en deux parties : la première présente les travaux réalisés pour améliorer
la connectivité en mobilité, notamment concernant la couche MAC (Contrôle d’accès au support — Me-
dium Access Control) 802.11, mais aussi les couches supérieures, la seconde partie présentera les diffé-
rentes contributions.
Partie I, Chapitre 1 — Un handover sur chaque couche Nous commencerons par présenter
le fonctionnement du handover 802.11 au niveau MAC et les phases le caractérisant : déclenchement,
découverte, sélection et (ré-)association.
26
INTRODUCTION
Nous présenterons ensuite des améliorations cherchant à réduire la durée que prend un handover en
respectant le standard — c’est-à-dire les solutions qui sont soit proposées dans le standard lui même, soit
qui ne modifient pas lourdement celui-ci.
Nous verrons ensuite des approches plus radicales afin d’introduire une meilleure gestion de la mo-
bilité. Ces solutions pouvant aller de propositions du standard afin de communiquer sans association à
l’introduction de la LTE (Évolution à long terme — Long Term Evolution) dans les bandes de fréquences
utilisées par 802.11.
La gestion de la mobilité devant être effectuée sur l’ensemble des couches du modèle OSI nous présen-
terons ensuite différents mécanismes utilisés sur les couches réseau, transport et application afin de limiter
son impact.
Enfin nous discuterons de manière générale de l’ensemble de ces solutions.
Partie II, Chapitre 2 — WalT Dans ce chapitre nous présenterons WalT , une plateforme d’expéri-
mentations reproductibles développée au sein du laboratoire.
Nous verrons dans un premier temps les enjeux liés à la reproductibilité et la répétabilité des expérimen-
tations, puis nous présenterons dans le détail le fonctionnement de la plateforme ainsi que les mécanismes
mis en jeu afin d’assurer cette reproductibilité et répétabilité.
Nous aborderons ensuite les problématiques liées à la pérennisation dans le temps des expérimenta-
tions. En effet comment assurer la reproductibilité et la répétabilité d’une expérimentation faite plusieurs
années auparavant sur un système ayant pu évoluer depuis ? Nous présenterons alors les développements
envisagés de la plateforme afin de pouvoir s’adapter à ces cas de figure.
Partie II, Chapitre 3 — 802.11 à l’échelle de la ville Nous évaluons dans ce chapitre les pos-
sibilités offertes par l’utilisation de l’ensemble des points d’accès 802.11 présents dans les villes pour des
utilisateurs mobiles.
Pour cela nous présenterons dans un premier temps le simulateur que nous avons mis en place. Nous
verrons comment nous avons mis en place une méthode de génération réaliste de chemins et de points
d’accès en prenant en compte les données topologiques de ville. Nous détaillerons le concept de delta de
connectivité, correspondant à la durée totale pendant laquelle un utilisateur est déconnecté. Enfin nous
présenterons les différentes classes d’utilisateurs envisagées, ces derniers étant caractérisés par leur vitesse
de déplacement.
Nous évaluerons ensuite l’impact de la vitesse, de la durée de handover et de la densité du nombre de
points d’accès afin d’évaluer le taux de connectivité d’un utilisateur, son temps de connexion moyen à un
points d’accès ainsi que sa durée de déconnexion moyenne entre deux associations. Ceci nous permettra
d’établir les usages possibles sur un tel déploiement, ainsi que les paramètres à améliorer afin d’assurer
une meilleure connectivité lors de la mobilité.
Partie II, Chapitre 4 — Analyse du comportement des implémentations de 802.11 lors
de la perte de connectivité et de la contention Dans ce chapitre nous présentons dans un pre-
mier temps le comportement attendu lors de la perte de connectivité en terme de retransmissions. Nous
verrons alors que les différentes implémentations de 802.11 des cartes que nous avons testées ne res-
pectent pas toujours le standard : 1. en terme de nombre de retransmissions avant de passer au paquet
suivant et 2. en terme d’augmentation des fenêtres de contention. De plus, nous constaterons que les cartes
retransmettent pendant des périodes de temps longues avant d’entamer leur procédure de handover.
Dans un second temps nous nous intéresserons au comportement de cartes 802.11 lors de la conten-
tion. Nous constaterons que l’utilisation d’algorithmes de contrôle de débits aboutit à une utilisation sous
optimale du réseau. En effet, les cartes étudiées réduisent leurs modulations lorsque les pertes augmentent.
Or, en contention le nombre de collisions augmente aussi, mais réduire le débit n’influe pas sur les proba-
bilités de collisions, contrairement à l’augmentation des fenêtres de contention. Lors de l’analyse des in-
tervalles inter-trames nous verrons que nous avons constaté des anomalies concernant les files de priorités
ainsi que les valeurs des fenêtres de contention au sein des pilotes et microcodes des cartes testées pouvant
impacter les performances.
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Partie II, Chapitre 5 — IP Geocast Dans ce dernier chapitre nous proposons un mécanisme
d’adressage géographique afin de pouvoir relayer des messages en exploitant la topologie d’Internet exis-
tante.
Nous verrons comment nous utilisons les codes de Morton afin d’encoder les coordonnées GPS de ma-
nière à obtenir un découpage géographique du monde en quadtrees, découpage hiérarchique récursif qui
permet à une zone d’être divisée en quatre « sous-zones » de taille équivalente. De plus, l’encodage utilisant
les codes de Morton permet d’obtenir des adresses ayant une structure hiérarchique similaire au fonction-
nement des adresses IP et des masques de sous-réseaux. L’application d’un masque permettra ici d’adresser
une zone des différents quadtrees plus ou moins précise — de descendre plus ou moins profondément dans
la hiérarchie de ce découpage.
Nous présenterons ensuite comment nous envisageons d’inclure ces adresses dans des adresses multi-
casts, et comment celles-ci seront utilisées au sein de l’infrastructure d’Internet.
Enfin une conclusion générale permettra de clôturer ce manuscrit, faisant un récapitulatif des différentes
contributions et présentant les travaux futurs envisagés.
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CHAPITRE 1. UN HANDOVER SUR CHAQUE COUCHE
Introduction
Selon une étude de Cisco [6] les smartphones — et phablettes — représentent 50% du parc des équi-
pements mobiles, mais génèrent 88% du trafic total des équipements mobiles. Selon la même étude, 60%
de ce trafic total a été offloadé en utilisant le WI-FI ou des femtocells représentant 10,7 exabytes de don-
nées chaque mois. Selon leurs prévisions, en 2020, 49% du trafic IP total sera effectué par des équipements
WI-FI, 60% de ceux-ci seront des smartphones.
Cependant la gestion de la mobilité en WI-FI ne permet pas une expérience utilisateur transparente de
par ses mauvaises performances. Dans une étude récente [7], plusieurs terminaux 802.11 ont été utilisés
afin de mesurer le temps de déconnexion lorsqu’un utilisateur passe d’un point d’accès à un autre. Ils ob-
servent que lorsqu’un terminal subit une perte de connectivité, la durée avant laquelle il récupère celle-ci
en s’associant à un nouveau point d’accès est comprise entre 5s et 15s sur les terminaux testés.
Cette gestion de la mobilité est appelée handover. Dans l’idéal, le handover devrait permettre à un équi-
pement mobile de conserver sa connectivité sans avoir de discontinuité ressentie. Dans les faits, atteindre
un tel but est relativement complexe car le handover peut impacter chaque couche du modèle OSI (Inter-
connexion de systèmes ouverts — Open Systems Interconnection).
Ce chapitre est organisé en deux sections présentant le handover appliqué aux équipements 802.11 sur
l’ensemble de la pile OSI :
• La première section présente le handover de la couche MAC de 802.11 et des améliorations propo-
sées afin de rendre celui-ci le plus fluide possible.
• La deuxième section présente des solutions afin d’assurer la mobilité aux niveaux réseau, transport
et application.
1.1 Le handover en 802.11
Nous nous intéressons ici au handover de la couche MAC 802.11. De manière simplifiée, un équipe-
ment 802.11— une station— est connecté au réseau lorsqu’il est authentifié et associé auprès d’un point
d’accès. Cependant ce point d’accès possède une portée radio limitée, et le médium radio est sensible aux
interférences. Ceci peut mener à une dégradation du signal et / ou une perte de connectivité. Lorsqu’une
station détecte un tel scénario, elle initie son processus de handover afin de changer de point d’accès et
retrouver une connectivité.
1.1.1 Fonctionnement du handover
Le processus de handover peut être divisé en trois phases :
• Déclenchement
• Découverte
• Sélection, authentification et (ré-)association
À l’issue de ces étapes une station est censée avoir récupéré une connectivité auprès d’un point d’accès.
1.1.1.1 Déclenchement
Cette phase a pour but de décider si un handover est nécessaire ou non. Bien que le standard IEEE (Ins-
titut des ingénieurs électriciens et électroniciens — Institute of Electrical and Electronics Engineers) 802.11
décrive la procédure de handover, il s’agit d’une description macroscopique et sa mise en pratique est sou-
vent liée à l’interprétation des fabricants de cartes et microcontrôleurs WI-FI. S’agissant d’un mécanisme
bas niveau reposant sur différentes métriques afin de prendre la décision, le déclenchement est souvent
implémenté au sein des microcodes des cartes WI-FI et / ou de leurs pilotes. Le plus souvent il s’agit d’éva-
luer la qualité du lien — en mesurant le RSSI (Mesure de la puissance d’un signal reçu — Received Signal
Strength Indication) ou en calculant le SNR (Rapport signal sur bruit — Signal-to-Noise Ratio) [8, 9] — ou
d’évaluer la QoS (Qualité de service — Quality of Service) globale [10, 9, 11] en se basant sur les pertes de
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paquets ou le nombre de beacons non reçus. Lorsque le déclenchement est basé sur l’évaluation de la qua-
lité du lien, il se produit lorsque celle-ci se dégrade jusqu’à passer en dessous d’un seuil acceptable. De la
même manière, lorsque la QoS est évaluée et qu’un certain nombre de paquets envoyés sont non acquittés
ou que la station ne reçoit plus suffisamment de beacons durant une certaine période, alors la station peut
conclure qu’elle n’est plus à portée radio de son point d’accès et initier sa procédure de handover.
En pratique, le processus de déclenchement n’est pas effectué dès que les précédents seuils sont « fran-
chement » dépassés. En effet, le médium radio est sujet à des perturbations et interférences qui dépendent
de l’environnement. Ces perturbations pouvant être locales et / ou temporaires — un objet obstruant tem-
porairement la ligne de vue entre une station et son point d’accès — il est préférable de ne pas chercher à
s’associer à un nouveau point d’accès. De ce fait les mesures précédentes sont lissées sur un intervalle de
temps afin de s’assurer que la dégradation s’instaure durablement. Si cette politique permet d’éviter des
handovers « inutiles », elle a pour conséquence d’augmenter le temps de déclenchement de plusieurs se-
condes lorsque changer de point d’accès serait utile [10].
Enfin le choix des seuils pour ces différentes métriques est important car il se peut que la qualité de la
connexion soit déjà fortement dégradée avant le déclenchement — puissance reçue faible menant à l’uti-
lisation de modulations robustes ayant de plus faibles débits, ou taux de pertes élevé ne déclenchant pas
forcément de handover mais affectant le débit [12, 13, 14].
1.1.1.2 Découverte
Dès qu’une station a déclenché sa procédure de handover, celle-ci démarre la phase de découverte lors
de laquelle elle scanne son environnement à la recherche d’un point d’accès auquel se connecter. Le stan-
dard 802.11 [15] définit deux méthodes de recherche : 1. la recherche active et 2. la recherche passive.
Recherche active Lors de la recherche active, la station envoie des Probe Requests sur différents canaux
802.11 afin de détecter les points d’accès auxquels se connecter dans son voisinage, comme illustré dans la
FIGURE 1.1. La station choisit un canal sur lequel effectuer la recherche et envoie un Probe Request. Ce mes-
sage peut cibler un point d’accès particulier en recherchant son BSSID (Identifiant d’un BSS — Basic Service
Set Identifier), un ou plusieurs SSID (“Nom ” d’un réseau WIFI — Service Set Identifier) ou l’ensemble des
points d’accès présents en utilisant une « wildcard BSSID », en incluant cette information dans le message
de Probe Request. Une fois la ou les Probe Requests envoyées sur le canal, la station attend de recevoir une
ou plusieurs Probe Response pendant une durée MinChannelTime. A l’expiration de cette durée, si aucune
Probe Response n’a été reçue, la station passe au canal suivant et refait une recherche. À contrario si une
Probe Response a été reçue, alors la station doit attendre pendant une durée MaxChannelTime sur le canal
afin de recevoir d’éventuelles autres Probe Responses. A l’expiration de cette durée, la station garde les points
d’accès éligibles et relance la procédure de recherche sur le canal suivant.
Recherche passive Lors de la recherche passive, une station écoute de manière périodique pendant
une durée de 100ms sur un canal 802.11 donné à la recherche de beacons émis par les points d’accès de
son voisinage. Contrairement à la recherche active, l’ensemble des canaux 802.11 ne sont pas parcourus
successivement en une seule fois. Après chaque recherche passive la station met à jour sa liste de points
d’accès éligibles.
La recherche passive est un mécanisme qui s’effectue le plus souvent pendant qu’une station est en-
core associée à un point d’accès alors que la recherche active est plus souvent utilisée lors de la rupture de
connectivité.
Que la recherche soit passive ou active, il faut remarquer que lorsqu’une station effectue une recherche,
elle ne peut pas transmettre — la station prévient cependant son point d’accès qu’elle ne pourra plus com-
muniquer avec lui afin que celui-ci « stocke » les messages qui lui sont destinés afin de les récupérer lors de
son retour sur le canal sur lequel le point d’accès opère. Dans le cas d’une perte de connectivité, la phase de
recherche augmente le temps avant une éventuelle ré-association. Mishra et al. [8] estiment que le proces-
sus d’envoi de Probe Requests représenterait 90% du temps pris entre le début de la phase de recherche et
l’association à un nouveau point d’accès.
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FIGURE 1.2 – Association à un point d’accès ouvert (Les messages optionnels en cas de clé partagée sont représentés en
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1.1.1.3 Sélection, authentification et (ré-)association
Lorsqu’une station a mis à jour la liste de ses points d’accès environnants auxquels elle peut potentiel-
lement s’associer, elle entame la phase de sélection lors de laquelle elle va choisir le prochain point d’accès
auquel elle va finalement s’associer. L’approche la plus simple est de choisir le point d’accès ayant le meilleur
RSSI [16]. Cependant cette méthode ne prend pas en compte la charge actuelle sur le point d’accès ou le taux
d’occupation du canal et peut donc résulter en un choix sous optimal en terme de débit [17].
Après avoir choisi le prochain point d’accès, la station initie le processus d’association avec ce point
d’accès. Ce processus commence par l’envoi d’une trame Disassociation Request au point d’accès auquel elle
est actuellement connectée. S’ensuit la procédure d’authentification et d’association auprès du nouveau
point d’accès comme illustré sur la FIGURE 1.2 : 1. envoi d’une trame Authentication Request, 2. réception
d’une trame Authentication Response, 3. envoi d’une trame Association Request et 4. réception d’une trame
Association Response.
Dans le cas où il s’agirait d’une connexion à un point d’accès sécurisé en WEP (Protocole de sécurisation
des réseaux sans fil visant à fournir une protection équivalente à un réseau filaire (obsolète) — Wired Equi-
valent Privacy), un challenge est initié par le point d’accès avec l’envoi d’une trame Authentication Challenge
et une réponse Authentication Challenge Response envoyée par la station après la demande d’authentifica-
tion.
La section 1.1.2.4 présente les évolutions concernant l’authentification et l’association du standard.
1.1.2 Améliorations en regard du standard
Nous allons voir dans les parties suivantes les différents travaux effectués afin d’améliorer le handover
802.11 en se concentrant sur les parties déclenchement, découverte, sélection et association.
1.1.2.1 Déclenchement
Exploitation de la qualité de service Dans leurs travaux [10], Velayos et Karlsson montrent que la
phase de déclenchement est celle qui prend le plus de temps dans le processus de handover, à cause des
nombreuses retransmissions de trames non acquittées. Ils proposent alors de réduire le nombre de retrans-
missions de trames non acquittées. Afin d’éviter des déclenchements intempestifs, il faut s’assurer que les
retransmissions aient lieu à cause d’une déconnexion ou d’une dégradation « permanente » du signal et non
à cause d’interférences temporaires ou de collisions. Ils séléctionnent un nombre de trois retransmissions
avant d’initier la procédure de handover en se basant sur les travaux de Bianchi [12]. Ce dernier montre que
même dans un réseau très dense il est très peu probable qu’un message ait à être retransmis trois fois à
cause de collisions.
L’amendement 802.11V [4] Wireless Network Management introduit le protocole BSS transition ma-
nagement for network load balancing. Bien que celui-ci ne règle pas le problème de handover lorsqu’une
station sort de la portée radio de son point d’accès, il propose de régler les problèmes liés à la dégradation
de service lorsqu’un point d’accès est surchargé — cette dégradation pouvant aboutir à un handover. Les
points d’accès sont alors en mesure d’envoyer une trame BSS transition management request à une station
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compatible pour lui demander de s’associer à un autre point d’accès. Cette trame contient une liste ordon-
née des points d’accès éligibles — BSS Transition Candidates List Entries — accompagnée d’une durée avant
la disassociation. Un élément de la BSS Transition Candidates List Entries est composé d’un Neighbor Report
802.11K [3] pour chaque point d’accès contenant entre autres le BSSID et le canal sur lequel le point d’accès
opère. La durée avant la disassociation indique à la station le temps dont elle dispose avant de devoir ef-
fectivement changer de point d’accès. À la réception d’une BSS transition management request une station
peut choisir d’accepter la demande ou non. Si elle accepte alors la station doit se dé-associer de son point
d’accès actuel et peut s’associer à un des points d’accès de sa BSS Transition Candidates List Entries. Si la
station refuse, alors elle doit fournir une raison lors de l’envoi de sa BSS transition management response,
les raisons pouvant être entre autres : nombre de beacons reçus insuffisants, nombre de Probe Responses
insuffisantes ou point d’accès ciblé saturé. En fonction de la réponse le point d’accès peut envoyer une autre
BSS transition management request avec d’autres paramètres afin que la station puisse faire un handover.
Proactive Scan [13] propose à la fois d’utiliser le débit actuel entre le point d’accès et la station pour dé-
clencher le handover, et d’effectuer une recherche proactive des points d’accès environnants avant que le
handover ne soit déclenché. Les auteurs défendent que le RSSI n’est pas une métrique suffisante pour dé-
terminer si un handover doit être effectué, et que des métriques comme le BER (Taux d’erreurs binaire —
Bit Error Rate), FLR (Taux de pertes de trames — Frame Loss Ratio) ou SNR donnent de meilleures informa-
tions concernant la qualité du lien mais peuvent être difficiles à obtenir ou calculer. Par ailleurs les auteurs
observent que les cartes 802.11 adaptent leurs MCS (Schéma de modulation et de codage — Modulation
& Coding Scheme) afin d’obtenir le meilleur débit possible dans les conditions du lien actuel. Cette adapta-
tion permet de déduire indirectement la qualité du lien. Ils définissent alors deux seuils basés sur le taux de
transmission actuel afin de déclencher la recherche proactive et le handover.
Exploitation de la localisation Wisniewski et al. [18] proposent de localiser les stations en intérieur
en exploitant le delta temporel à la réception. Leurs travaux sont présentés sous la forme d’une extension
de l’architecture flexWARE [19]. Ils déploient des cartes SMILE (SMart integrated Localisation Extension)
servant à la localisation, ainsi qu’un flexWARE Controller qui est responsable de la gestion du handover
des stations. Les cartes SMILE sont constituées d’un FPGA en charge de démoduler, décoder et d’horoda-
ter l’ensemble des trames 802.11 qui sont transmises dans leurs voisinages. Ce type de carte leur permet
d’effectuer l’horodatage en moins d’une nanoseconde. À chaque reception d’une trame, les cartes SMILE
envoient l’horodatage ainsi que l’identifiant de la station émettrice au flexWARE Controller. Pour s’assurer
que les horodatage soient comparables d’une carte SMILE à une autre, celles-ci sont précisément synchro-
nisées entre elles grâce à PTP (Protocole de synchronisation temporelle précise — Precision Time Protocol).
Par ailleurs les cartes doivent être déployées en suivant un schéma précis — les auteurs ont choisi une grille
dans leurs travaux — afin d’assurer à la fois une couverture suffisante et la possibilité de déterminer la po-
sition d’une station. Le flexWARE Controller va alors déterminer la position de chaque station en comparant
les horodatages envoyés par les différentes cartes SMILE pour un message donné. Le flexWARE Controller
connait aussi la position des différents points d’accès et est donc capable de connaitre ceux qui sont dans
le voisinage de chaque station. Dès qu’une station s’éloigne de son point d’accès et s’approche d’un autre
point d’accès ou qu’elle passe à côté d’un point d’accès sous utilisé, le flexWARE Controller ordonne l’envoi
d’une trame Handover Trigger Frame contenant le canal et l’adresse MAC du point d’accès auquel s’associer
en direction de cette station afin de lui faire déclencher son handover. La station va lors chercher le point
d’accès sur le canal et démarrer son processus d’association. Les auteurs observent des temps de hando-
ver d’une dizaine de millisecondes lors de simulations, et des temps compris entre 10ms et 49ms sur leur
matériel.
Montavont et Noel [20] proposent un handover assisté par GPS. Dans leur scénario, les stations sont
équipées d’un récepteur GPS et envoient leur géolocalisation à un serveur GPS dédié pour un domaine
donné. Le serveur GPS connait les coordonnées, le SSID, le canal et le préfixe IPV6 de chaque point d’ac-
cès de son domaine. Une station met à jour ses coordonnées GPS chaque seconde et les compare à ses
anciennes coordonnées. Une station envoie ses nouvelles coordonnées au serveur GPS uniquement si sa
position actuelle est séparée d’au moins un mètre de la position précédente. Le serveur GPS calcule alors
la distance entre la station et son point d’accès. Si cette distance est inférieure à une certaine valeur, alors la
station est considérée comme étant à portée radio. Au contraire si la distance est supérieure à cette valeur
alors la station risque de sortir de la portée radio de son point d’accès et perdre la connectivité. Le serveur
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GPS va alors chercher le point d’accès le plus près dans sa base de données. Si le point d’accès trouvé est
différent de celui auquel la station est actuellement associée, alors le serveur GPS lui envoie un message
Handover Initiate contenant le SSID, le canal et le préfixe IPV6 du nouveau point d’accès. La station envoie
alors une trame Probe Request pour s’assurer que le point d’accès est fonctionnel et démarre la procédure
de handover. Les auteurs obtiennent un handover moyen de 8.926ms lors de leurs expérimentations.
Tseng et al. [14] introduisent un serveur de localisation qui maintient une liste des points d’accès avec
leurs paramètres d’association, leurs coordonnées GPS et une liste de points d’accès environnants. Les sta-
tions sont supposées capables de récupérer leurs coordonnées GPS mais, afin d’en limiter l’impact énergé-
tique, celles-ci sont récupérées uniquement lorsque le RSSI entre une station et son point d’accès descend
sous un certain seuil. Après avoir récupéré ces coordonnées GPS une station demande au serveur de loca-
lisation de lui envoyer une liste de points d’accès environnants. La station va alors déterminer la direction
dans laquelle elle se déplace en utilisant l’historique de ses positions, et va choisir un point d’accès en adé-
quation afin de s’y associer.
1.1.2.2 Découverte
Les approches à base de graphes Dans leurs travaux, Shin et al. [21] proposent de réduire le temps
nécessaire pour sonder le voisinage en utilisant deux graphes : un graphe de voisinage Neighbor Graph et
un graphe de qualité de liens Non Overlapping Graph. Ces graphes sont locaux — c’est à dire qu’un point
d’accès ne connait que les sous-graphes correspondant à son voisinage — et sont partagés aux stations lors
de leurs association. Le Neighbor Graph correspond à l’ensemble des points d’accès et de leurs canaux dans
le voisinage. Ainsi lorsqu’une station a besoin d’effectuer un handover, elle utilise ce graphe afin de trouver
les canaux sur lesquels envoyer des Probe Requests. Le Non Overlapping Graph rajoute une information
sur la qualité du lien en représentant l’ensemble des points d’accès qui ne possèdent pas de zones dans
lesquelles une station peut communiquer simultanément avec eux. Ce graphe permet de réduire l’attente
MaxChannelTime car une station n’est plus obligée d’attendre si l’ensemble des points d’accès à portée ont
envoyé une Probe Response. L’utilisation du Neighbor Graph leur permet de réduire la phase de recherche
de 80.7% et si le Non Overlapping Graph est aussi utilisé, la phase recherche est réduite de 83.9%.
Park et al. [22] proposent une approche similaire dans laquelle une station interroge un Neighbor Graph
Server afin d’obtenir les points d’accès environnants. Le serveur répond en envoyant une liste de points
d’accès et leurs canaux, permettant à la station de chercher un point d’accès uniquement sur ces canaux.
Le Neighbor Graph peut être mis en place manuellement ou automatiquement en ajoutant l’ancien point
d’accès dans le message d’association à un nouveau point d’accès lors du handover. Le nouveau point d’accès
peut alors informer le Neighbor Graph Server qu’un lien existe entre l’ancien point d’accès et lui même.
DeuceScan [23] permet à une station de maintenir un graphe spatio-temporel des points d’accès envi-
ronnants. Lorsqu’une station entre dans le réseau elle sonde l’intégralité de son environnement et conserve
les trois canaux sur lesquels elle reçoit des messages en provenance de points d’accès avec le plus haut ni-
veau de signal. Ces trois points d’accès forment un triangle correspondant à la zone où la station se trouve
actuellement. Lors des prochaines recherches passives de son environnement, la station ne fera plus une re-
cherche complète, mais la limitera aux trois canaux précédents auxquels un à trois canaux aléatoires seront
ajoutés afin de sonder le reste de son environnement. Ces canaux supplémentaires servent à déterminer si
la station est en train de passer d’un triangle de points d’accès à un autre. Si la puissance observée sur un de
ces canaux est supérieure à l’un des trois formant le triangle actuel, alors le point d’accès du triangle ayant la
puissance la plus faible est remplacé par le nouveau, et un nouveau triangle est considéré. Si le point d’ac-
cès auquel la station est connectée n’est plus dans ce triangle, alors un handover est effectué avec le point
d’accès ayant le plus haut niveau de RSSI. Le handover peut aussi être déclenché au sein d’une même zone
si le niveau de RSSI descend en dessous d’un certain seuil.
Réduction du temps passé sur les canaux Proactive Scan (SECTION 1.1.2.1) propose d’accélérer la
découverte des points d’accès environnants après avoir déclenché le handover lorsque le débit estimé passe
en dessous d’un certain seuil. À ce moment, la station va sonder différents canaux de manière périodique
afin de trouver des points d’accès potentiels. Cette périodicité est liée au taux de transmission ainsi qu’au
RSSI actuel et vaut : 100ms, 200ms ou 300ms. Afin d’avoir des temps de recherche courts, ils fixent les va-
leurs de MinChannelTime et MaxChannelTime à 5ms. Les cartes utilisées pour leur test mettant 2.9ms à
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changer de canal, une recherche sur un canal différent prend 10.8ms. De plus ils proposent de réduire le
nombre de canaux à sonder en se limitant aux canaux utilisés par des points d’accès déjà rencontrés par-
tageant le même SSID. Pour limiter la perte de message en direction de la station pendant les phases de
recherche, celle-ci envoie une Sleep Request à son point d’accès avant d’initier une recherche proactive. Les
phases de recherche sont des recherches actives car elles permettent de s’assurer que les liens avec les points
d’accès sondés ont un certain degré de « symétrie ». Dès lors que le taux de transmission dépasse un certain
seuil, un handover est initié, et la station va s’associer avec le point d’accès trouvé lors des précédentes re-
cherches ayant le RSSI le plus élevé. Néanmoins si aucun point d’accès ne possède un RSSI supérieur à
celui mesuré sur le point d’accès avec lequel la station est actuellement associée, alors le handover est aban-
donné. Sur leur matériel, ils observent que la méthode classique de handover engendre une interruption de
service de 3s à 8s ainsi qu’une dégradation de la qualité du lien en amont du handover qui augmente le dé-
lai entre chaque paquet. Lorsque leur solution est appliquée, aucune interruption de service n’est observée,
mais un délai de réception de 47ms est néanmoins présent lorsque la station change de canal et s’associe à
un nouveau point d’accès.
SyncScan [24] introduit une corrélation entre le canal sur lequel opère un point d’accès et sa fréquence
d’émission de beacons afin de réduire la durée pendant laquelle une station sonde un canal de manière pas-
sive. Par exemple un point d’accès sur le canal 1 va annoncer un beacon toutes les t millisecondes, un point
d’accès sur le canal 2 va annoncer toutes les t +d millisecondes, un point d’accès sur le canal 3 va annoncer
toutes les t + 2d millisecondes et ainsi de suite. Les stations sont alors capables de synchroniser leurs re-
cherches passives sur le schéma d’émission de beacon actuel. Cette méthode permet de réduire la durée de
recherche sur un canal spécifique, ce qui permet d’augmenter la fréquence de recherche sans augmenter le
temps pendant lequel les transmissions sont mises en pause, donnant à la station une meilleure connais-
sance générale de son environnement. Le handover est déclenché lorsque le RSSI ou le SNR indiquent une
dégradation de la qualité du lien. Malgré le fait que leur solution nécessite une synchronisation précise
des points d’accès (assurée par l’utilisation de NTP (Protocole de temps sur le réseau — Network Time Pro-
tocol)), celle-ci reste compatible avec le standard 802.11 car elle n’introduit pas de messages de contrôle
supplémentaires et utilise la méthode de recherche passive classique.
Jin et al. [25] proposent d’accélérer le processus de recherche en évitant de rester trop longtemps sur
les canaux inoccupés par un point d’accès. Le fonctionnement du standard demandant aux stations de res-
ter sur le canal pendant un temps MinChannelTime, cela retarde la recherche sur un autre canal alors que
celui-ci est peut être inoccupé. Ils proposent d’utiliser le mécanisme de RTS (Demande d’envoi — Request
to Send) / CTS (Disponible pour l’envoi — Clear to Send), afin de sonder rapidement les canaux. Ce mé-
canisme sert à s’assurer que le canal sera libre lors de l’envoi d’un message par une station vers son point
d’accès. Lorsqu’une station envoie un message RTS à son point d’accès, celui-ci lui répond avec un message
CTS lui indiquant qu’elle a le droit de communiquer avec lui tout en assurant que les autres équipements
recevant ce message n’ont pas le droit de transmettre. Ceci permet à cette station d’envoyer son message
sans que celui-ci n’ait de collisions au niveau du point d’accès. Ces messages ne sont pas des messages
pouvant utiliser l’adresse de destination broadcast, et ne peuvent donc pas être envoyés à tous les points
d’accès présents sur le canal en même temps. Pour effectuer une recherche de l’ensemble des points d’accès
présents sur un canal à l’aide de ces messages, les auteurs proposent d’utiliser une adresse MAC virtuelle
partagée par l’ensemble des points d’accès. Une station enverra alors un message RTS à destination de cette
adresse et l’ensemble des points d’accès répondront simultanément un CTS qui contiendra par contre leur
adresse MAC propre. Si plusieurs points d’accès sont présents sur le même canal, les CTS sont en collision,
mais la station peut tout de même détecter une occupation du canal pendant la période de réception du
CTS, et ainsi considérer la présence de points d’accès sur ce canal. L’échange RTS / CTS étant fait rapide-
ment, cette technique permet de déterminer les canaux opérationnels des points d’accès environnant dans
un temps restreint. La station pourra alors envoyer un message de Probe Request sur ces canaux unique-
ment, en utilisant l’adresse MAC partagée.
Réduction du nombres de canaux AdaptiveScan [26] cherche à réduire les durées de recherche
en groupant les canaux par valeurs de RSSI reçues. Lorsqu’une station effectue une recherche proactive
pour la première fois, tous les canaux vont être sondés, et la station va classer ces différents canaux en
trois groupes en fonction des valeurs maximales de RSSI reçues. Le premier groupe contient les trois ca-
naux possédant les valeurs reçues les plus élevées et est appelé Candidates. Les trois canaux suivants sont
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placés dans le groupe appelé Reserve et les canaux restants sont placés dans le groupe Search. L’idée est
d’adapter sa politique de recherche en fonction de ces groupes. Une station sondera plus fréquemment les
canaux du groupe Candidates (période de l’ordre de 5s) car les dernières valeurs reçues étant plus hautes
cela laisse entendre que les points d’accès dans ces canaux sont plus proches et sont donc plus enclins à
être de bon candidats pour un handover. Les canaux du groupe Reserve sont sondés un peu moins régu-
lièrement (période de l’ordre de 10s) et les canaux du groupe Search sont sondés peu fréquemment à des
fins exploratoires (période de l’ordre de 50s). Si, lors d’une recherche sur l’un des canaux des groupes à plus
faibles fréquences, la valeur observée est supérieure à un des canaux des groupes à plus fortes fréquences,
alors les groupes sont réorganisés en conséquence. Cette méthode permet d’éviter de faire une recherche
sur l’ensemble des canaux à chaque fois, réduisant le temps total nécessaire à l’acquisition d’informations,
surtout lorsque le nombre de canaux utilisés dans le voisinage est important.
Selective Scanning [27] est une solution proposant d’appliquer un masque sur les canaux à sonder. Lors-
qu’une station rejoint un réseau pour la première fois, elle effectue une recherche active complète de son
environnement. Pour chaque canal sur lequel la station a reçu un message Probe Response, elle active l’en-
trée correspondante dans son masque. La station se connecte ensuite au point d’accès ayant le meilleur
signal, et enlève le canal correspondant de son masque, car la probabilité d’avoir un point d’accès utili-
sant le même canal dans un voisinage proche est faible dans le cadre d’un déploiement d’infrastructure.
Lorsqu’un handover a besoin d’être effectué, la station va sonder uniquement les canaux correspondant à
son masque. Si aucun point d’accès n’est trouvé, alors la station va sonder les canaux correspondant à l’in-
verse de son masque actuel. Si toujours aucun point d’accès n’est trouvé, alors la station va effectuer une
recherche active complète. Si des points d’accès sont trouvés lors de ces deux dernières phases, alors la sta-
tion met à jour son masque pour l’appliquer aux recherches suivantes. Par ailleurs Selective Scan utilise une
politique de cache afin de stocker pour chaque point d’accès auquel une station a été associée, une liste de
deux points d’accès voisins. Lors d’un handover, la station va d’abord essayer de s’associer aux points d’accès
de cette liste avant d’effectuer un Selective Scan si jamais les associations ont échoué.
Velayos and Karlsson [10] remarquent que la recherche active prend plus de temps dans les zones avec
une forte densité de points d’accès car il est plus probable qu’une station ait à attendre MaxChannelTime sur
chaque canal. Ils pointent aussi le fait qu’il y a beaucoup de canaux à sonder — onze aux États-Unis, treize
dans certains pays d’Europe — alors que seul le sous ensemble correspondant aux canaux orthogonaux est
utilisé. Ils proposent donc de se limiter à ce sous ensemble pour les recherches actives.
Comme présenté précédemment, 802.11K introduit les messages Neighbor Report qui contiennent des
informations sur le voisinage radio. En plus d’être utilisé dans les trames BSS transition management re-
quest, un Neighbor Report peut être sollicité par une station associée avec un point d’accès 802.11K. Ainsi
la liste de points d’accès environnants avec leurs BSSID et leurs canaux peut être obtenue par une station
en envoyant un Neighbor Report Request à son point d’accès. Par défaut les points d’accès retournés sont
membres de l’ESS (Ensemble de BSS appartenant à un même “lien logique ” — Extended Service Set) au-
quel la station est actuellement associée, mais celle-ci peut cibler un SSID spécifique ou aucun en utilisant
une « wildcard SSID ». Une station 802.11K est alors capable d’envoyer une Probe Request vers un point
d’accès particulier sans avoir à parcourir l’ensemble des canaux, réduisant ainsi le temps nécessaire pour la
recherche avant d’effectuer son handover.
Utilisation d’un moyen d’écoute parallèle L’utilisation de plusieurs radios [28, 29] au niveau
d’une station peut permettre d’améliorer les performances du handover. Une station s’associe à un point
d’accès en utilisant une de ses deux radios et utilise l’autre pour chercher d’autres points d’accès dans son en-
vironnement. Dès que la seconde radio trouve un point d’accès sur lequel s’associer, le processus d’handover
est déclenché sur la première radio avec les informations concernant le nouveau point d’accès. Cependant
une interruption est tout de même présente lorsque la première radio doit changer de point d’accès. Une
approche minimisant la durée d’interruption est également proposée : lorsque la seconde radio trouve
un point d’accès sur lequel effectuer le handover, alors la seconde interface s’y associe, et les deux radios
échangent leurs rôles, ce qui permet d’avoir un handover quasi instantané — les tables de routage et ARP
(Protocole de résolution d’adresse — Address Resolution Protocol) devant être mises à jour.
Jin et al. [30] proposent d’utiliser un canal de rendez-vous dédié à l’échange des messages de Probes
dans un contexte où les points d’accès possèdent plusieurs interfaces radio. L’ensemble de ces points d’accès
dédieraient une de leurs interfaces à l’écoute sur un même canal afin de recevoir des Probe Request. Une
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station ayant besoin d’effectuer un handover n’aurait alors à sonder que sur un seul canal afin de trouver un
ou plusieurs points d’accès. Un point d’accès enverrait le canal sur lequel il opère réellement dans la Probe
Response.
Waharte et al. [31] proposent d’utiliser des réseaux de capteurs sans fil afin d’observer et d’analyser la
couverture offerte par les points d’accès. Dans leur architecture ils déploient deux réseaux : un réseau de
contrôle sur la bande des 2.4Ghz et un réseau de données sur la bande des 5Ghz. Le réseau de contrôle
est composé de trois types de nœuds : manageurs, relais et agents. Les manageurs sont rattachés à un point
d’accès particulier et jouent le rôle d’interface entre le réseau de contrôle et celui de données. Les agents sont
rattachés à une station et jouent aussi le rôle d’interface entre les deux réseaux. Les relais sont déployés dans
la zone de couverture de chaque point d’accès et sont utilisés afin de transmettre des informations entre les
agents et les manageurs. Les auteurs considèrent que les points d’accès 802.11 ont une portée de 150m et
que les capteurs sans fil ont une portée de 50m. Lors de l’initialisation du réseau de contrôle, les manageurs
envoient des paquets d’initialisation. Ces paquets sont relayés jusqu’à deux sauts et permettent aux nœuds
relais de savoir à quels points d’accès ils sont rattachés. Lorsqu’une station observe une dégradation de sa
connectivité avec son point d’accès actuel, elle va utiliser son nœud agent afin de diffuser une trame AP_-
List Request. Les nœuds relais environnants qui reçoivent cette trame répondent avec une trame AP_List
Response contenant les points d’accès auxquels ils sont rattachés. Le handover est alors effectué avec une
recherche active limitée aux canaux sur lesquels se trouvent les points d’accès précédemment récupérés.
MultiNet [32] s’affranchi de l’utilisation de plusieurs interfaces radio sur un même équipement mobile
en ajoutant une couche de virtualisation au dessus de l’interface physique. Ceci permet de créer des inter-
faces radio virtuelles capable de se connecter sur différents points d’accès. Cette approche permet d’obtenir
un gain significatif sur la consommation énergétique par rapport à l’utilisation de plusieurs interfaces radio
physique mais sacrifie alors le débit ainsi que la latence de bout en bout car l’unique interface physique uti-
lisée doit régulièrement changer de réseau afin de se connecter aux différents réseaux de ses interfaces vir-
tuelles. Ce changement s’effectue selon un round-robin équitable ou selon la charge actuelle des différentes
interfaces virtuelles. De plus, MultiNet nécessite des modifications assez lourdes au sein des équipements
afin de fonctionner.
1.1.2.3 Sélection
La méthode de sélection la plus simple se base sur le RSSI des points d’accès environnants afin de s’asso-
cier à celui qui a le RSSI le plus élevé. Malheureusement le RSSI ne donne pas d’information sur la charge
actuelle du point d’accès ou du canal. Un point d’accès avec le signal le plus fort n’offre pas forcément la
meilleure QoS, ce qui peut amener à un handover non souhaité.
Pour palier à ce problème, il est possible d’estimer la bande passante disponible entre une station et
un potentiel point d’accès, en utilisant le délai entre l’émission de beacons [16]. Une fois que l’on connait
l’intervalle d’émission de beacons théorique pour un point d’accès donné — en général l’intervalle entre les
beacons vaut 100ms — il est possible d’estimer le temps passé en file d’attente en calculant la différence
— δ f i le — entre l’horodatage théorique de réception du prochain beacon et l’horodatage de la réception
dudit beacon. Ce calcul marche sous l’hypothèse que les beacons n’utilisent pas une file prioritaire. Il s’agit
ensuite de choisir le point d’accès offrant le meilleur débit.
Dang et al. [33] utilisent de la logique floue afin d’effectuer la sélection du point d’accès. Ils utilisent trois
métriques : la charge sur la cellule, la distance entre l’utilisateur et le point d’accès et la bande passante
disponible. Ces paramètres sont passés dans un moteur de logique floue, c’est à dire qu’ils sont divisés en
sous-groupes avec des limites « souples » — pas de seuils stricts pour passer d’un sous-groupe à un autre.
Par exemple la charge est divisée en quatre sous-groupes : charge basse, charge normale, charge moyenne,
charge élevée. Dans leurs simulations, leur politique de handover avait de meilleurs résultats en terme de
débit global sur le réseau car il répartit les utilisateurs vers les points d’accès ayant une charge modérée et de
la bande passante disponible. Cependant des handovers vers des points d’accès éloignés sont générés sans
considération énergétique ou de dégradation du lien.
La logique floue est aussi employée pour effectuer un handover dans un réseau hétérogène [34] —
802.11/ téléphonie mobile — prenant en compte le cadre applicatif de l’utilisateur ainsi que les contraintes
qu’il définit. Ainsi les auteurs dressent un ensemble de métriques à prendre en compte : le prix (dans le cas
de roaming), la bande passante, la qualité du lien, le temps sur une cellule — durée entre deux hando-
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vers—, la durée de handover et la consommation énergétique. Dans leurs tests ils considèrent deux appli-
cations : VOIP (Voix sur IP — Voice over IP) et le téléchargement d’un gros fichier. La VOIP possède de fortes
contraintes sur la durée de handover et la durée entre deux handovers alors que le téléchargement va favo-
riser un débit élevé et un prix restreint. Ils proposent plusieurs algorithmes de résolution de logique floue
afin de choisir le « meilleur » point d’accès en fonction des contraintes imposées par l’utilisateur.
Théorie des jeux Shakkottai et al. [35] proposent de se baser sur le « jeu de population » afin de maxi-
miser le débit dans un environnement multihoming. L’idée pour une station est de diviser son trafic sur
plusieurs points d’accès de son entourage au lieu de tout envoyer à un unique point d’accès. Une station
doit payer pour l’occupation du canal, le gain étant le rapport entre ce qu’elle paie et le débit obtenu. Les
stations sont catégorisées par type d’utilisation, et les points d’accès font payer des prix différents par type
d’utilisation. Il s’agit alors pour une station de minimiser le temps d’utilisation et le prix payé.
Une extension est proposée [36] dans laquelle les stations doivent payer un prix supplémentaire pour
chaque point d’accès supplémentaire utilisé pour prendre en compte la complexité induite par la gestion de
différentes connexions simultanées.
Des travaux [37] se basent sur l’hypothèse que dans les réseaux 802.11 denses à l’échelle de la ville,
beaucoup de points d’accès partagent le même fournisseur d’accès à Internet. Toujours en considérant les
réseaux denses, il est très probable que des points d’accès voisins occupent le même canal, ce qui entraine
une saturation de celui-ci et / ou peut provoquer des interférences. Les auteurs proposent alors que chaque
points d’accès appartenant à un même fournisseur d’accès à Internet soit obligé de partager une partie de sa
bande passante aux utilisateurs ayant le même fournisseur, et qu’il y ait une autorité centrale pour chaque
fournisseur d’accès à Internet en charge de gérer les associations aux points d’accès de chaque client. Pour
chaque client, en fonction de ses besoins, le contrôleur va décider si celui-ci doit s’associer à son point
d’accès, à un autre dans son entourage, ou à plusieurs points d’accès à la fois. Par ailleurs, en fonction de la
charge actuelle, ce contrôleur est chargé d’allumer ou d’éteindre certains points d’accès afin de limiter les
interférences.
1.1.2.4 Authentification et Association
Une version plus robuste de Proactive Scan (SECTION 1.1.2.1) a été proposée par Saxena et Roy [38].
Ils proposent de réduire le temps d’association une fois qu’une station a récupéré un ensemble de points
d’accès grâce à une recherche proactive en introduisant un mécanisme de pré-authentification. La station va
envoyer un message Proactive Handover Auth Request à son point d’accès contenant le point d’accès auquel
la station aimerait se connecter, ainsi que les clés d’authentification nécessaires. Le point d’accès est alors
en charge d’envoyer une Ressource Request au point d’accès concerné qui doit lui répondre en envoyant une
Ressource Response lui indiquant s’il accepte la connexion de la station ou non. S’il accepte, le point d’accès
alloue des ressources afin de pré-authentifier la station. Le point d’accès auquel la station est actuellement
connectée doit alors envoyer une Proactive Handover Auth Response contenant la réponse du point d’accès.
À ce moment la station peut envoyer un message Proactive Handover Auth Confirm à son point d’accès qui
enverra un message Ressource Confirm au point d’accès concerné, afin de confirmer le handover. Une fois
ce processus effectué, la station procède directement à son association auprès du nouveau point d’accès en
envoyant une Association Request. L’ensemble de ces modifications assurent que lorsqu’une station entame
son handover, le point d’accès auquel elle compte s’associer est en mesure de l’accepter afin d’éviter une
interruption de service.
Pack and Choi [39] proposent de réduire le temps nécessaire à l’authentification d’une station auprès
de son nouveau point d’accès. Ils proposent une approche basée sur les coordonnées géographiques des
points d’accès et des stations. Lors de la première association d’une station dans un réseau d’infrastructure,
le point d’accès va vérifier si cette station est autorisée à joindre le réseau en interrogeant un server d’au-
thentification RADIUS (Service d’authentification d’utilisateurs à distance — Remote Authentication Dial-
In User Service) ou Diameter. Si le client est autorisé, alors le serveur ne va pas répondre uniquement au
point d’accès effectuant la vérification, mais va diffuser cette autorisation auprès de l’ensemble des points
d’accès dans son voisinage — qu’ils nomment Frequent Handoff Region. Ceci permet à la station d’être pré-
authentifiée auprès des points d’accès de son voisinage, et permet par la suite de réduire la durée prise par
la phase d’authentification lors d’un handover, car les points d’accès n’auront pas à interroger le serveur
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d’authentification.
802.11I [40] apporte les mécanismes d’authentification de 802.1X au standard 802.11. Une station
s’authentifie et s’associe à un point d’accès comme s’il s’agissait d’un point d’accès non sécurisé, et va en-
suite démarrer une procédure d’authentification 802.1X comme illustré sur la FIGURE 1.3 — la station n’est
pas en mesure de communiquer avec son point d’accès tant que cette procédure d’authentification n’est
pas terminée. L’authentification repose sur EAP (Protocole extensible d’authentification réseau — Exten-
sible Authentication Protocol), une station ayant alors le rôle d’EAP Supplicant peut initier une authenti-
fication EAP ou attendre que le point d’accès ayant le rôle d’EAP Authenticator envoie un message EAP
Identity Request. Un processus de Challenge Request/Challenge Response démarre entre la station et le ser-
veur d’authentification afin de partager une MSK (Clé maîtresse de session — Master Session Key). Après
cet échange la station et le point d’accès initient un 4-Way Handshake. Les deux entités dérivent une PMK
(Clé maîtresse partagée — Pairwise Master Key) à partir de la MSK et calculent deux nombres aléatoires :
ANONCE (Nombre aléatoire utilisé une seule fois par l’entité en charge de l’authentification — Authentica-
tor random Number used Once) pour le point d’accès et SNONCE (Nombre aléatoire utilisé une seule fois par
l’entité en demandant à être authentifiée — Supplicant random Number used Once) pour la station. Note :
Dans le cas où une station et un point d’accès possèdent une clé partagée et effectuent une association pro-
tégée par WPA-PSK (Accès protégé utilisant WPA avec une clé partagée — WPA Pre-Shared Key) alors cette
clé partagée sera utilisée pour dériver la PMK et l’échange EAP n’est pas nécessaire. L’Authenticator envoie
alors le ANONCE précédemment calculé au Supplicant qui va alors l’utiliser pour dériver une clé PTK (Clé
partagée éphémère — Pairwise Transient Key) en utilisant ANONCE, SNONCE, la PMK et les adresses MAC
de l’Authenticator et du Supplicant. Le Supplicant transmet alors son SNONCE et un MIC (Code de vérifi-
cation de l’intégrité d’un message — Message Integrity Code) à l’Authenticator qui va alors pouvoir dériver
sa PTK et s’assurer de son intégrité en déchiffrant le MIC. L’Authenticator calcule alors une GTK (Clé de
groupe partagée éphémère — Group Transient Key) et l’envoie au Supplicant avec un MIC. Si celui ci arrive
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à déchiffrer la GTK, alors il l’installe et acquitte l’Authenticator, les transmissions qui suivront seront alors
chiffrées en utilisant la PTK ou la GTK.
L’ensemble du processus d’authentification 802.1X prend du temps et est amplifié si le serveur d’au-
thentification ne s’exécute pas sur le point d’accès, voire n’est pas sur le même réseau local. 802.11R [41]
tente de réduire le temps nécessaire à l’authentification d’une station lorsque celle-ci se déplace au sein
d’un même ESS. L’idée est d’effectuer le 4-Way Handshake seulement lorsque la station rejoint un ESS.
Lors de la première authentification EAP, la station et le serveur d’authentification créent et partagent une
MSK. Ils dérivent alors deux PMK particulières : PMK-R0 depuis la MSK et PMK-R1 depuis la PMK-R0
pour chaque point d’accès dans l’ESS. Le serveur d’authentification envoie alors une PMK-R1 à chaque
point d’accès. Lorsqu’une station a besoin de passer d’un point d’accès à un autre, elle va utiliser le Fast
Transition Protocol qui consiste en l’ajout des ANONCE, SNONCE ainsi que les références aux clés PMK-R0
et PMK-R1 dans les messages d’authentification et d’association. Le 4-Way Handshake est alors effectué
lors du processus d’association.
1.1.2.5 Discussion
Les approches basées sur les graphes présentent des limitations. La complexité de construction des
graphes par apprentissage ne permet pas de garantir leurs exhaustivités, alors qu’un établissement de ceux-
ci a priori ne permet pas de palier aux fluctuations de la topologie. Le partage de ces graphes ajoute par
ailleurs un surcoût protocolaire — qui peut cependant être négligeable.
De plus la réduction de l’espace de recherche ne respecte pas forcément le standard — qui suppose que
l’ensemble des canaux doivent être sondés lors d’une recherche active. Certes, il est possible de s’affranchir
de cette contrainte, et les propositions cherchant à se limiter aux canaux orthogonaux peuvent grandement
accélérer le processus, mais celles-ci risquent aussi de ne pas prendre en compte des points d’accès utilisant
des canaux non-orthogonaux qui pourraient aboutir à une meilleure QoS, surtout dans des environnements
avec une forte densité de points d’accès.
Les approches comme SyncScan permettent d’éviter le caractère aléatoire des phases de recherche pas-
sive lors desquelles les stations doivent sonder pendant une durée relativement longue afin de s’assurer
de recevoir des beacons. Mais cette solution se base sur une forte synchronisation temporelle des points
d’accès. Certes, cela permet d’obtenir une meilleure connaissance de l’environnement radio des stations à
moindre frais car celles-ci savent quand une recherche passive est pertinente, mais assurer une telle coor-
dination entre les points d’accès n’est pas évident.
L’utilisation de plusieurs radios permet de grandement réduire les durées de handover car la recherche
et la nouvelle association peuvent être effectuées par la radio qui n’est actuellement pas associée. Cepen-
dant les équipements mobiles ne sont pas forcément équipés de plusieurs radios — pour des raisons de prix
et de consommation énergétique — et si leur radio est capable de communiquer sur plusieurs canaux si-
multanément, c’est en général utilisé pour améliorer le débit. MultiNet ajoute un niveau de virtualisation au
dessus de l’interface radio physique afin d’utiliser des interfaces radios virtuelles. Cette approche est bien
plus économe en énergie que l’utilisation de plusieurs radios physiques, mais sacrifie le débit maximum et
rajoute de la latence car la radio physique partage son temps entre les différentes interfaces virtuelles.
Les approches se basant sur un déploiement de topologie précise et / ou ajoutant du matériel spécifique
peuvent être onéreuses et semblent difficiles à déployer dans des environnements non contrôlés.
Les approches utilisant la position GPS permettent d’effectuer des handovers rapides et/ou proactifs
mais demandent l’acquisition fréquente des coordonnées GPS augmentant la consommation énergétique
— ce qui peut être problématique pour des équipements mobiles, non reliés au réseau électrique.
Enfin les amendements 802.11K, 802.11R et 802.11V ont été spécifiés afin d’améliorer la connaissance
de l’environnement radio d’une station ainsi que pour faciliter son processus de handover. Ces amende-
ments ayant été officiellement ajoutés dans le standard en 2008 — 802.11K et 802.11R— et en 2011 —
802.11V— nous pourrions supposer qu’ils soient activement déployés dans les équipements grand pu-
blic actuels. Malheureusement Sanchez et Boukerche [42] observent que ce n’est pas forcement le cas. Ils
constatent que même si 802.11K est implémenté dans les appareils Apple ainsi que dans les équipements
d’infrastructure, ou que 802.11R est déployé dans certains réseaux tels qu’eduroam, ils ne sont pratique-
ment pas utilisés ou proposés dans les produits destinés à un usage domestique. Les réseaux domestiques
ayant des surfaces réduites et n’ayant pas d’infrastructure d’authentification et d’autorisation, l’implémen-
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FIGURE 1.4 – Méthodes d’accès au canal lors de l’utilisation de plusieurs canaux en LTE-LAA
tation de 802.11R n’est pas forcément nécessaire. Ces trois amendements sont par ailleurs optionnels et
laissent beaucoup de paramètres à la discrétion du fabricant. Finalement, le principal frein à leur déploie-
ment vient probablement d’autres amendements ayant un impact direct sur l’utilisateur — et indirecte-
ment sur les volumes des ventes — tels que 802.11N [43] ou 802.11AC [44] qui améliorent les débits. De ce
fait ces équipements utilisent le plus souvent une procédure de handover sans les améliorations proposées
dans les amendements 802.11K, 802.11R et 802.11V.
1.1.3 Propositions au-delà du standard 802.11
1.1.3.1 LTE sur les bandes non licenciées
LTE sur les bandes non licenciées a pour objectif de porter la gestion du medium sans fil sur les bandes
non licenciées, et plus particulièrement dans les bandes de fréquences 5G H z [45, 46, 47, 48]. L’objectif est
de déployer de petites cellules sur les bandes de fréquences non licenciées sans avoir à fortement modifier
le fonctionnement de LTE — gestion des ressources des ENB (Station de base utilisée en LTE — Evolved
Node B) et adaptation du lien notamment. Il est proposé d’utiliser ces cellules comme seconde porteuse et
d’utiliser l’agrégation de porteuse entre une porteuse sur bande licenciée et une porteuse sur bande non li-
cenciée. Ceci permet d’obtenir un gain en débit lorsqu’un utilisateur est à portée d’une cellule non licenciée
tout en gardant les avantages offerts par la LTE — concernant la gestion de la mobilité et les mécanismes
d’authentification par exemple. Un équipement mobile est toujours connecté à une cellule opérant sur une
bande licenciée et l’accès à une cellule non licenciée est géré de manière centralisée.
Comme cette proposition utilise la bande partagée des 5G H z, elle doit offrir un moyen d’assurer que
l’accès au médium radio est équitable vis à vis des autres technologies souhaitant l’utiliser.
LTE-U et LTE-LAA Deux techniques sont proposées afin d’apporter directement des stations de base
sur la bande des 5G H z : LTE-U (LTE dans les bandes non licenciées — LTE in Unlicensed spectrum) et LTE-
LAA (LTE avec accès assisté par les bandes licenciées — LTE License Assisted Access). La première cible les
pays où la réglementation d’accès au canal n’impose pas une politique de LBT (Écoute avant transmis-
sion — Listen Before Talk) tant que l’accès est effectué de manière équitable — il s’agit notamment des
États-Unis, de la Corée du Sud et de l’Inde. La seconde utilise un LBT afin d’accéder au canal, et est donc
applicable dans la plupart des pays européens et du Japon où un tel mécanisme est obligatoire.
Dans tout les cas, LTE-U et LTE-LAA procèdent à une mesure d’énergie sur les différents canaux 5G H z
afin de trouver un canal non utilisé. Si un tel canal est trouvé, alors il sera occupé entièrement afin d’y opérer
une petite cellule. Si au contraire aucun canal libre n’est trouvé, alors LTE-U et LTE-LAA vont avoir recours
à des mécanismes différents afin d’assurer une occupation et un accès au canal équitable. LTE-U applique
une approche Duty Cycle [49] à LTE à travers un algorithme nommé CSAT (Écoute du canal pour adapter la
transmission — Carrier-Sensing Adaptive Transmission). Celui-ci est en charge de sonder continuellement
le canal afin d’estimer son taux d’utilisation par 802.11 et d’adapter son taux de Duty Cycle en conséquence.
Si le canal est libre, alors la station de base LTE-U passe en mode LTE « ON » et commence l’envoi de mes-
sages. LTE-LAA opte pour une approche de type LBT lors de laquelle une station de base LTE-LAA effectue
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un CCA (Évaluation d’un canal libre — Clear Channel Assessment) avant chaque transmission [50]. La sta-
tion de base LTE-LAA doit alors sonder le canal pendant un temps de backoff aléatoire de n CCA slots —
un slot valant 9µs, et n étant borné à la valeur de la fenêtre de contention de la station de base. Si de l’éner-
gie est détectée lors du backoff , alors celui-ci est stoppé jusqu’à ce qu’il n’y ait plus d’énergie détectée, le
backoff est alors repris après une période fixe — 43µs : 16µs plus trois durées d’un slot de CCA — afin de
ne pas perturber les acquittements 802.11. Une fois le backoff effectué, la transmission s’effectue depuis
la station de base. Si le rapport de cette transmission indique un fort taux d’erreurs de décodage — 80%
— alors la fenêtre de contention est doublée, sinon elle retourne à sa valeur par défaut. Enfin un backoff
post-transmission est effectué afin d’éviter de monopoliser le médium radio. Dans le cas où plusieurs ca-
naux 5G H z seraient utilisés, la version 13 du 3GPP (Groupement d’organismes de standardisation pour
les réseaux mobiles — 3rd Generation Partnership Project) propose deux mécanismes de backoff comme
illustré sur la FIGURE 1.4. Le premier consiste à effectuer un backoff complet sur seulement l’un des canaux
et faire un CCA rapide — vérifier que le canal est libre depuis un temps PIFS — sur les autres, afin d’uti-
liser tout les canaux disponibles simultanément (FIGURE 1.4a). Le deuxième effectue un backoff complet
sur l’ensemble des canaux utilisés et transmet uniquement sur ceux ayant fini leur backoff à l’issue d’un
temps d’attente commun (FIGURE 1.4b). Une transmission LTE-LAA repose sur un mécanisme de TXOP
(Possibilité de transmettre pendant une fenêtre temporelle donnée — Transmit Opportunity) pouvant mo-
nopoliser le canal jusqu’à 10ms en fonction du type de trafic. Lors des premières itérations de LTE-U, les
périodes pendant lesquelles la station de base n’était pas activement en train de transmettre devaient servir
à transmettre des Almost Blank Subframes [51] contenant des messages de contrôle. Ces messages pouvant
tout de même altérer les transmissions 802.11, il a été décidé d’utiliser le mécanisme d’activation/désacti-
vation d’agrégation de porteuses [52] afin d’arrêter la station de base opérant sur les bandes non licenciées
pendant les périodes où celle-ci ne doit pas communiquer.
Dans la pratique, la coexistence entre les technologies LTE et WI-FI n’est pas entièrement assurée. Chai
et al. [53] ont cherché à mesurer l’impact que pouvait avoir la version 13 de LTE-U sur le WI-FI. Ils consi-
dèrent dans leurs travaux que la coexistence est « équitable » si l’impact d’une station de base est similaire
à celle d’un point d’accès. Ils ont tout d’abord cherché à vérifier si le mécanisme de CCA des équipements
802.11 était suffisant pour détecter les périodes de transmission d’une station de base. Pour cela ils confi-
gurent une station de base afin qu’elle émette en continu et de telle sorte que les équipements 802.11 re-
çoivent une énergie en dessous de leur seuil de CCA fixé à −62dB . Les équipements ne sont pas alors en
mesure d’observer que le canal est occupé et vont démarrer leurs transmissions qui seront sujettes à des
interférences et collisions réduisant drastiquement leurs débits. Ils considèrent ici qu’il ne s’agit pas d’un
partage équitable car dans un environnement entièrement 802.11 et dans les mêmes conditions, les équi-
pements 802.11 vont détecter leurs collisions sur une trame et démarrer une procédure de backoff afin de
réduire la probabilité de collision lors de leur prochaine émission. Ici de par la nature du fonctionnement
de LTE-U, seulement les équipements WI-FI effectuent un backoff pendant la période où la station de base
émet. Les auteurs pointent par ailleurs du doigt que dans leurs scénarios de tests, lorsqu’uniquement des
équipements 802.11 communiquaient, plus de la moitié des transmissions étaient effectuées en dessous
du seuil de CCA. Ils critiquent par ailleurs la politique de Duty Cycle adoptée. Dans les mêmes conditions
les auteurs comparent plusieurs politiques de Duty Cycle : deux slots d’émission / deux slots d’extinction,
quatre slots, dix slots et cinquante slots. Ils constatent que plus les durée sont courtes, plus les débits obser-
vés en 802.11 sont faibles. En effet, pendant les périodes où la station de base émet, les équipements 802.11
vont entrer en collision et vont alors augmenter leurs fenêtres de contention respectives. Lorsque le canal
redevient disponible, ils doivent attendre pendant une période de backoff relativement longue comparati-
vement à la durée pendant laquelle la station de base n’accède pas au canal. Au contraire, lorsque les durées
de basculement sont longues, les équipements 802.11 vont toujours entrer en collision, mais lorsque le
canal redeviendra libre ils auront plus de temps pour émettre, une fois leurs backoff effectué, augmentant
alors le débit mais aussi la gigue. Afin de palier à ce problème, les auteurs proposent ULTRON (Unlicen-
sed LTE RadiO Node). Une station de base indique aux équipements 802.11 voisins qu’elle va commencer à
transmettre en émettant une trame CTS à elle même. Dans leurs mesures ils observent que les équipements
802.11 reçoivent cette trame de manière fiable — 95% de taux de réception pour des équipements recevant
une puissance de−85dB . Ceci permet d’obtenir un meilleur débit global car les stations qui ne peuvent pas
effectuer un CCA vont quand même arrêter de transmettre et donc éviter des collisions augmentant leurs
fenêtres de contention.
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FIGURE 1.5 – Déploiements LWA
Dans une autre étude [54] évaluant la coexistence de ces deux technologies, les auteurs ont testé l’im-
pact de la largeur de la bande utilisée par une station de base— 5M H z, 10M H z, 15M H z et 20M H z —
et constatent que la variation de celle-ci n’affecte pas le débit observé en 802.11 mais uniquement celui
observé en LTE-U. Comme pour l’étude de Chai et al. [53] ils ont testé plusieurs modèles de Duty Cycle
assurant à chaque fois une occupation temporelle de 60% en faveur de la station de base et font le même
constat que leurs pairs à savoir que plus le nombre de slots consécutifs pendant lesquels un équipement
802.11 peut communiquer est grand, plus son débit sera élevé. Ils ont par ailleurs cherché à voir l’impact
des transmissions 802.11 sur le trafic observé en LTE-U. Une dégradation du débit reçu est notée unique-
ment lorsque les appareils 802.11 émettent avec de fortes puissances, et que la station de base utilise une
modulation peu robuste aux interférences.
Mukherjee et al. [50] se sont intéressés à l’évaluation de la coexistence entre 802.11 et LTE-LAA. Dans
leurs simulations ils s’intéressent à un déploiement en intérieur constitué de points d’accès et de plusieurs
stations de base sur lesquels une vingtaine d’utilisateurs vont générer du trafic en FTP (Protocole de trans-
fert de fichier — File Transfer Protocol) et VOIP. Leurs résultats montrent qu’une coexistence entre ces deux
technologies est possible, et que LTE-LAA n’a pas un impact significatif sur les communications 802.11.
D’autres simulations effectuées par Chen et al. [55] dans un scénario constitué d’un point d’accès et
d’une station de base montrent que la probabilité de transmissions réussies est relativement équitable
lorsque le trafic n’est pas trop important, mais est largement en faveur de la station de base LTE-LAA lorsque
la charge augmente. Ils observent que ce phénomène est amplifié lorsque le nombre de points d’accès et sta-
tions de base concurrentes augmente.
LTE-WLAN LWA (Agrégation LTE-WLAN — LTE-WLAN Aggregation) [56, 57] est une autre proposition
du 3GPP qui contrairement à la LTE-U et la LTE-LAA propose d’encapsuler des trames LTE à l’intérieur
des paquets 802.11. De ce fait LWA est entièrement compatible avec la couche MAC 802.11— le 3GPP a
d’ailleurs fait enregistrer un EtherType spécifique. LWA spécifie un mécanisme particulier afin de passer du
protocole LTE PDCP (Protocole de convergence de paquets de données — Packet Data Convergence Proto-
col) [58] à un paquet 802.11 et vice versa : LWAAP (Protocole d’adaptation pour LWA — LWA Adaptation
Protocol) [59]. L’offloading en 802.11 est décidé par l’opérateur en envoyant un message à l’utilisateur de-
puis la station de base à laquelle il est actuellement associé. Lors de cette activation la station de base envoie
une liste d’identifiants de réseaux sans fil — WLAN (Réseau local sans fil — Wireless Local Area Network)
Mobility Set — que l’équipement peut utiliser sans avoir à faire de demande explicite d’association. Il existe
deux types de déploiement comme illustré sur la FIGURE 1.5 : « intégré » dans lequel la station de base, le WT
(Terminaison WLAN — WLAN Termination) et l’entité en charge du contrôle d’accès sont présents au sein
du même équipement (FIGURE 1.5a) — idéal pour des petites cellules — ou « délocalisé » dans lequel la sta-
tion de base et les WT / contrôleurs d’accès sont reliés entre eux par une interface XW UP (Protocole Xw sur
le plan utilisateur servant à échanger des messages de contrôle concernant les flots de données utilisateurs
— XW User Plane) [60] (FIGURE 1.5b) — ce qui permet d’utiliser l’infrastructure 802.11 existante.
1.1.3.2 Propositions du standard 802.11
802.11P Dans le contexte des ITS (Systèmes de transports intelligents — Intelligent Transportation Sys-
tems) des besoins de communications à faible latence particuliers sont apparus. En effet, les véhicules se
déplaçant à grande vitesse, il faut pouvoir réagir dans les plus brefs délais. 802.11P [61, 62, 63] introduit la
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FIGURE 1.6 – Différenciation du trafic et accès au canal en utilisant EDCA
possibilité pour une station de communiquer en dehors d’un BSS (Association d’un point d’accès et d’une
ou plusieurs stations — Basic Service Set). Cela signifie qu’aucune authentification ou association n’est né-
cessaire afin de transmettre un message depuis une station vers un point d’accès. Cet ajout permet en effet
de s’affranchir de mécanismes de handover, qui est un processus lent, et permet aussi d’être réactif en en-
voyant un message dans l’air dès que son émission est nécessaire. Ceci se caractérise dans le standard par
l’ajout d’une nouvelle variable — dot11OCBActivated — à la MIB (Base d’information pour la gestion du
réseau — Management Information Base). Dans ce scénario, une station 802.11P peut émettre et recevoir
des trames utilisant le « wildcard » BSSID, permettant à des véhicules opérant sur un même canal de com-
muniquer immédiatement. Cela signifie par contre que la gestion de l’authentification n’est plus gérée au
niveau MAC, mais par des protocoles de plus haut niveau définis par les acteurs des ITS. Afin de limiter
les interférences, 802.11P opère sur une bande licenciée à 5.9Ghz. Des modifications ont par ailleurs été
apportées au standard afin d’utiliser des canaux ayant une largeur de bande de 10M H z. Les véhicules n’ont
pas besoin de scanner leur entourage car les différents canaux sont utilisés pour différentes applications,
un canal étant réservé au contrôle, deux aux applications relatives à la sécurité routière, les autres pour la
transmission de données pour différents services. Pour l’accès au canal, celui-ci est effectué par CSMA/CA
(Écoute d’un support à accès multiple et à évitement de collision — Carrier Sense Multiple Access/Collision
Avoidance) et EDCA. Le mécanisme d’EDCA est similaire à celui introduit par 802.11E [64] avec une mise
en concurrence de l’accès au canal par les différentes stations, mais aussi avec une mise en concurrence
interne en divisant le trafic selon quatre classes de priorités illustrées sur la FIGURE 1.6 : BK (File d’attente
correspondant au trafic d’arrière plan peu prioritaire — Background), BE (File d’attente correspondant au
trafic “normal ” avec une priorité normale — Best Effort), VI (File d’attente correspondant au trafic vidéo
avec une priorité élevée — Video) et VO (File d’attente correspondant au trafic transportant de la voix avec
une priorité très élevée — Voice). La mise en concurrence interne est effectuée par une fenêtre de conten-
tion variant selon les priorités comme illustré sur le TABLEAU 1.1. Cependant, afin de ne pas mettre en
concurrence du trafic lié à la sécurité routière avec du trafic moins sensible, EDCA est effectuée à la fois sur
les canaux de contrôle et sur les canaux de services.
AC CWMIN CWMAX
AC_BK aCW mi n aCW max
AC_BE aCW mi n aCW max
AC_VI (aCW mi n+1)/2−1 aCW mi n
AC_VO (aCW mi n+1)/4−1 (aCW mi n+1)/2−1
TABLEAU 1.1 – Valeurs des fenêtres de contention pour les différentes files d’attente utilisant EDCA
Choi et Lee [65] s’intéressent au handover en 802.11P. Dans leurs simulations, ils considèrent des RSU
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FIGURE 1.7 – Architecture d’Hotspot 2.0
(Équipement de bord de route — Roadside Unit) séparés de plusieurs centaines de mètres et s’intéressent
entre autres à la durée de réception lorsqu’un véhicule passe d’un RSU à un autre. Ils remarquent que si
la distance séparant les RSU augmente, la durée de non connectivité augmente également et est comprise
entre 0.15s et 0.5s. Ils font l’hypothèse que dans un déploiement de RSU, les identifiants de ceux-ci sont
successifs, ou que du moins il est possible de déterminer leur schéma d’adressage. Ceci leurs permet d’en-
voyer un message de « disassociation » au RSU lorsque celui-ci va sortir de portée. Le RSU va alors stopper
ses transmissions en cours, et va les faire suivre au RSU suivant afin que celui-ci puisse les envoyer au
véhicule. Ceci leur permet d’avoir des temps de déconnexion compris entre 0.15s et 0.4s.
WI-FI Direct Le WI-FI Direct [66] est une spécification technique de la Wi-Fi Alliance appelée aussi WI-
FI P2P. Dans ce mode les différents équipements 802.11 se connectent les uns aux autres afin de former
un groupe. Les différents équipements WI-FI Direct négocient leurs rôles lors de leur connexion : un point
d’accès appelé P2P Group Owner et des clients appelés P2P Clients. Une mécanique intéressante de WI-
FI Direct est l’inclusion de la réduction de l’espace de recherche au sein de la spécification. En effet lors
de la phase de recherche, les équipements vont effectuer des recherches actives et passives sur des Social
Channels. Ces canaux ne sont autres que les canaux orthogonaux du standard dans la bande des 2.4G H z :
canal 1, canal 6 et canal 11. Une fois trouvés, la négociation des rôles démarre et l’équipement ayant le rôle
de P2P Group Owner choisit un canal 802.11 sur lequel le groupe va opérer.
Dans leurs travaux [67], Camps-Mur et al. évaluent le temps de découverte et de mise en place d’un
tel réseau. Ils observent que la découverte peut prendre une dizaine de secondes malgré le fait que les So-
cial Channels soient bien connus. En effet lorsque deux périphériques veulent se connecter ensemble, ils
alternent leurs états de recherche active et passive indépendamment l’un de l’autre. Il faut donc que l’un
des périphériques soit en train d’envoyer des Probe Requests pendant que l’autre écoute pour que la décou-
verte ait lieu. De plus, le délai avant la découverte est retardé de 3s sur leur matériel car les périphériques
effectuent d’abord une recherche complète sur les différents canaux 802.11 afin de voir si un groupe cor-
respondant ne serait pas existant sur un canal.
Hotspot 2.0 La Wi-Fi Alliance a initié une spécification technique appelée Hotspot 2.0 basée sur
802.11U [68] ainsi que son programme de certification nommé Passpoint. Le but de Hotspot 2.0 [69,
70, 71, 72] est de mieux informer les terminaux 802.11 de leurs réseaux 802.11 environnants — à l’ins-
tar de 802.11K sans se limiter à un même ESS — afin d’améliorer la sélection de points d’accès, le roa-
ming, l’offloading ou encore d’améliorer l’intégration avec les opérateurs de réseaux. Les ajouts majeurs
de 802.11U sont la possibilité pour une station d’interroger un point d’accès lors de sa phase de recherche
afin d’obtenir plus d’informations sur celui-ci avant de s’associer, ainsi que l’enrichissement des beacons
envoyés par les points d’accès. Les points d’accès 802.11U incluent un Interworking Element dans leurs bea-
cons. Cet élément contient trois groupes d’informations : Access Network Option contenant des informa-
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tions sur l’accès au réseau, Venue Info contenant des informations sur « les raisons d’existence » du point
d’accès et HESSID (Ensemble de BSS reliés aux mêmes opérateurs — Homogenous Extended Service Set)
identifiant un groupe de BSS donnant accès aux mêmes réseaux extérieurs. L’Access Network Option dé-
finit notamment si le réseau est privé, privé avec des invités, public payant, public gratuit, s’il s’agit d’un
réseau d’équipements personnels, si le réseau permet un accès à Internet ou s’il s’agit d’un réseau pour
les urgences uniquement. Enfin s’il s’agit d’un réseau ouvert, il indique si des étapes supplémentaires pour
l’accès sont nécessaires. Il indique par exemple les conditions d’utilisation ainsi que l’URL à utiliser pour
s’authentifier. Venue Info donne des groupes génériques sur l’appartenance au point d’accès tel que Éduca-
tion, Industrie, Extérieur, Commerce, ainsi que des groupes plus précis comme Bibliothèque, Café, Stade afin
de permettre à un utilisateur d’affiner la sélection de ses points d’accès. Un autre élément est introduit : le
Roaming Consortium Element. Celui-ci sert à grouper les opérateurs ayant une politique de roaming com-
mune afin qu’un utilisateur puisse s’authentifier auprès des infrastructures de ces différents opérateurs.
La FIGURE 1.7 présente un client connecté à un point d’accès Hotspot 2.0 lui permettant de s’authentifier
auprès de son opérateur. Un point d’accès va donc inclure dans ses beacons les consortiums et/ou opéra-
teurs accessibles par son biais. Les Roaming Consortiums sont identifiés par un identifiant d’organisation
assigné par l’IEEE. Lors de sa phase de recherche un équipement va recevoir une liste d’identifiants et
va pouvoir choisir un point d’accès en fonction de sa politique de roaming et des opérateurs accessibles.
Les beacons ne pouvant pas contenir l’ensemble des informations, un protocole d’interrogation des point
d’accès est proposé par 802.11U. Les stations peuvent utiliser des GAS (Service permettant le transport de
trames dans un contexte non authentifié — Generic Advertisement Service) Action Frames afin d’envoyer
des messages ANQP (Protocole permettant aux stations d’interroger les points d’accès sur leurs politiques
d’accès — Access Network Query Protocol) à un point d’accès en particulier. L’avantage de l’utilisation de
messages GAS est qu’ils ne nécessitent pas qu’une station soit associée à un point d’accès. En plus d’inter-
roger un point d’accès sur les éléments vus précédemment, les ANQP Elements permettent à une station de
demander des informations supplémentaires telles que la présence d’adresses IPV6 et/ou IPV4, la position
GPS du point d’accès, son adresse postale, etc. Hotspot 2.0 enrichit cette liste d’interrogations avec notam-
ment des informations concernant la qualité du lien WAN (Réseau étendu — Wide Area Network) ou les
restrictions de connexion telles que les ports ouverts et protocoles autorisés. Une fois la sélection effectuée
par une station, celle-ci doit s’authentifier et s’associer à un point d’accès de manière classique. Cependant
Passpoint exige que cette phase soit sécurisée par WPA2 (2ème version de WPA — WI-FI Protected Access
II) et spécifie quatre types d’authentifications EAP : EAP-SIM (EAP utilisant l’identifiant contenu dans la
SIM afin d’authentifier un utilisateur — EAP Subscriber Identity Module), EAP-AKA (EAP utilisant l’USIM
(UMTS Subscriber Identity Module afin d’authentifier un utilisateur — EAP Authentication and Key Agree-
ment), EAP-TLS (EAP utilisant un certificat utilisateur afin d’authentifier celui-ci — EAP Transport Layer
Security) et EAP-TTLS (Extension de EAP-TLS permettant de s’affranchir d’un certificat client, et d’utiliser
un couple identifiant / mot de passe à la place — EAP Tunneled Transport Layer Security). Les opérateurs
de téléphonie mobile seront enclin à utiliser EAP-SIM ou EAP-AKA car ils utilisent déjà les infrastructures
d’authentification. Les autres acteurs pourront utiliser l’une des deux autres méthodes. EAP-TLS est inté-
ressant car il permet d’authentifier un équipement avec un seul certificat. Cependant la génération et la
gestion desdits certificats peuvent être compliquées. EAP-TTLS reposant sur un couple identifiant / mot
de passe est l’option par défaut.
Les performances concernant le handover horizontal d’Hotspot 2.0 n’ont pas beaucoup été évaluées.
Cependant le coût supplémentaire dû à l’augmentation de la taille des beacons et Probe Requests a été es-
timé [73]. L’occupation du canal augmente avec le nombre de SSID annoncés par un point d’accès. De plus,
en augmentant le nombre de points d’accès présents, l’occupation du canal augmente d’autant plus. Avec
trois point d’accès annonçant chacun trois réseaux, l’occupation du canal augmente de 3%. L’auteur conclut
en donnant des recommandations sur la diminution de la fréquence d’émission des beacons ou la réduc-
tion de la taille de ceux-ci afin de ne pas occuper le canal trop souvent car, dans des scénarios avec une forte
densité de points d’accès, l’impact sur le débit global peut ne pas être négligeable.
Quelques évaluations concernant les possibilités d’utiliser Hotspot 2.0 afin de décharger les réseaux
mobiles ont été faites. Des expérimentations sur un usage en mobilité pédestre et véhiculaire [74] semblent
indiquer que le coût supplémentaire des messages de contrôle introduits n’ont pas d’impact significatif sur
les possibilités offertes en terme d’offloading. Cependant ces tests ont été effectués dans un scénario avec
un seul point d’accès. Les auteurs informent par ailleurs qu’ils n’ont pas évalué les possibilités de handover
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d’un point d’accès Hotspot 2.0 à un autre. Il s’agit plutôt d’une comparaison pour un accès opportuniste.
L’utilisation de points d’accès Hotspot 2.0 peut être envisagée pour augmenter la capacité du réseau [75].
1.1.3.3 Déconstruction de la notion de point d’accès
Ubiquiti a développé une technique afin de limiter l’impact de la durée de handover avant que les
amendements 802.11R, 802.11K et 802.11V se généralisent : UniFi Zero-Handoff [76]. Cette technique
n’est actuellement plus utilisées dans les équipements Ubiquiti récents. UniFi Zero-Handoff permettait de
faire croire aux stations que l’ensemble des points d’accès déployés n’étaient en fait qu’un seul et unique
point d’accès. Pour cela les points d’accès devaient opérer sur le même canal 802.11 et partageaient la
même adresse MAC. L’avantage d’une telle solution est que le processus de handover n’est plus nécessaire.
En contrepartie l’ensemble des stations se font concurrence pour l’accès au canal, pouvant entrainer une
baisse de performance lors d’un déploiement dense. De plus, il faut un contrôleur central capable de gérer
le fait que plusieurs points d’accès peuvent entendre une même station.
Une autre approche est de passer du paradigme où une station se déplace d’un point d’accès à un autre
à celui où le point d’accès suit la station [77]. Pour chaque station associée dans le réseau, celui-ci crée un
point d’accès virtuel qui la suivra d’un point d’accès physique à un autre. Les auteurs proposent le framework
PACMAC afin de pouvoir passer les paramètres d’un point d’accès à un autre. Les points d’accès opèrent sur le
même canal et maintiennent une liste de stations gérées ainsi qu’une liste de stations observées. Lorsqu’une
station communique avec le point d’accès qui est actuellement en train de la gérer, celui-ci enregistre le
RSSI reçu et l’ajoute dans ses beacons. Les points d’accès environnants sont alors capables d’entendre ces
beacons et de savoir avec quelle intensité le point d’accès reçoit les messages de la station. Si un point d’accès
environnant entend une communication de la station avec une intensité supérieure — à partir d’un certain
seuil — à celle du point d’accès qui gère cette station, alors il va la rajouter dans sa liste de stations gérées
et enverra le niveau d’énergie reçue par cette station dans ses beacons. Les autres points d’accès vont alors
entendre ces beacons et le point d’accès qui était précédemment en charge de cette station va la retirer
de sa liste de stations gérées. Cette solution permet de ne plus avoir à faire de handover et leurs résultats
indiquent qu’il n’y a plus de perte de connectivité lorsqu’une station change de point d’accès.
Une extension [78] de ces travaux est proposée afin de pouvoir utiliser des points d’accès sur différents
canaux. Comme ces points d’accès opèrent sur des canaux différents ils ne peuvent plus profiter de l’écoute
opportuniste pour savoir qu’une station entre dans leur portée radio, cependant ils sont reliés entre eux
par une interface ethernet comme dans le cas d’un réseau d’infrastructure. Une autre approche est donc
proposée. Lorsque le point d’accès auquel la station est connectée observe une diminution du signal reçu
de celle-ci, alors le point d’accès envoie un message de demande de recherche aux autres points d’accès par
le biais de son interface ethernet. Ceux-ci vont alors changer de canal pour se mettre sur celui du point
d’accès émetteur afin d’écouter s’ils entendent la station. Si un point d’accès entend la station alors il répond
à la demande de recherche avec le niveau de signal observé. L’émetteur choisit alors le point d’accès avec
le meilleur niveau de signal et lui envoie un message l’informant que la station va lui être « envoyée ». A la
réception de ce message, le point d’accès va commencer à émettre des beacons avec les bons paramètres
pour faire croire à la station qu’il s’agit de son ancien point d’accès. Le point d’accès émetteur va envoyer un
message de type CSA (Annonce de changement de canal — Channel Switch Announcement) afin de forcer
la station à changer de canal vers celui de son nouveau point d’accès. La station change alors de point d’accès
physique mais reste connectée au même point d’accès virtuel.
BIGAP [79] reprend l’idée d’utiliser des messages CSA afin de faire passer une station d’un point d’accès
à un autre, mais n’utilise pas la notion de points d’accès virtuels. À la place ils utilisent un mécanisme simi-
laire à Ubiquiti Zero-Handoff et n’utilisent qu’un seul BSSID pour l’ensemble de leurs points d’accès. Pour
la détection de la mobilité des stations, les points d’accès utilisent deux interfaces radios. L’une d’entre elles
sert à faire fonctionner le point d’accès alors que l’autre est utilisée pour sonder les différents canaux de ma-
nière périodique afin de détecter si une station entre à portée radio. Ces informations sont remontées à un
contrôleur central qui s’occupe de déclencher le handover lorsqu’une station s’éloigne de son point d’ac-
cès et s’approche d’un nouveau. Le nouveau point d’accès va alors effectuer une « fausse » association de la
station avec les paramètres utilisés par l’ancien point d’accès afin de l’avoir dans sa liste de stations gérées
avant que celle-ci change de canal. Le contrôleur va ensuite demander à l’ancien point d’accès d’émettre un
CSA à la station concernée afin que celle-ci change effectivement de canal.
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Une approche similaire [80] propose d’utiliser des points d’accès uniquement sur les canaux orthogo-
naux — 1, 6 et 11 — de 802.11, et d’équiper les points d’accès de trois interfaces radios, chacune d’elles
opérant sur l’un de ces canaux, une servant à faire fonctionner le point d’accès et les deux autres à sonder
de manière continue l’environnement. Le mécanisme mis en jeu afin d’effectuer le handover est similaire
à celui de BIGAP, sauf que les points d’accès ne partagent pas la même adresse MAC. Il faut donc s’assurer
que la station change l’adresse de son point d’accès au moment où le handover est déclenché.
1.1.3.4 Discussion
L’apport de la LTE sur les bandes non licenciées permet d’ajouter les avantages de la gestion des réseaux
cellulaires en matière de handover sur ces bandes. Que ce soit en LTE-U, LTE-LAA ou LWA, ces techniques
reposent toutes sur de l’agrégation de porteuse. Ceci implique que le périphérique est toujours connecté
à un ENB et va donc être moins enclin à subir une rupture de connexion avec une station de base sur la
bande licenciée. De plus cette connexion permanente permet de profiter pleinement de la gestion du han-
dover dans le réseau. En effet c’est sur ce lien que les informations concernant les points d’accès environnant
pour LWA d’une part, et les demandes de changement de station de base opérant sur les bandes non licen-
ciées pour LTE-U et LTE-LAA d’autre part, circuleront. Cependant le déploiement sur ces bandes n’est
pas forcément aisé. LTE-U et LTE-LAA visent un déploiement de micro / femto cellules pour augmenter
la capacité globale du réseau demandant alors de l’investissement dans le matériel adéquat. Le respect de
l’équité avec les autres protocoles opérant sur ces bandes de fréquences n’est par ailleurs pas garanti. LWA
ne demande pas le déploiement de matériel dédié car l’utilisation de 802.11 pour encapsuler des trames
LTE pourrait s’appuyer sur le parc 802.11 existant. De plus l’utilisation de 802.11 assure une équité avec
celui-ci concernant l’accès au canal.
802.11P est intéressant car il propose un mécanisme de communication sans association. Lorsqu’un
véhicule a besoin de transmettre de l’information, il se met sur le canal adéquat et après s’être assuré que
celui-ci est disponible, il envoie son message. Ceci permet d’éviter d’avoir à rechercher les points d’accès
disponibles dans le voisinage du véhicule tout en évitant la procédure d’association, ce qui permet de ne
plus avoir de handover. L’authentification — et le temps nécessaire à celle-ci — n’est plus gérée au niveau
MAC. Cependant 802.11P est fortement lié au monde des communications véhiculaires. Des contraintes
sont mises concernant les modulations et largeurs de bandes afin de réduire les interférences survenant lors
de déplacements à hautes vitesses rendant son utilisation au sein des équipements grand public délicate. Il
faut par ailleurs équiper les routes afin de permettre aux véhicules de communiquer.
Hotspot 2.0 introduit la gestion des accords de roaming entre opérateurs au sein des points d’accès.
Ceci permet de profiter de la couverture radio offerte par des points d’accès auxquels on ne pourrait pas se
connecter normalement. Si le déploiement se généralisait on pourrait supposer que l’ensemble des points
d’accès privés pourrait être utilisé à partir du moment où un accord de roaming existe. Hotspot 2.0 essaye
par ailleurs de permettre aux différents équipements d’améliorer la connaissance de leur environnement et
de contextualiser la présence de points d’accès afin d’améliorer la prise de décision d’association à un point
d’accès.
Le WI-FI Direct ne sert pas à résoudre les problématiques de mobilité, mais cherche à résoudre les
difficultés à trouver et à s’associer à un équipement 802.11. Pour cela l’espace de recherche est réduit à
l’utilisation des canaux orthogonaux. Cependant comme il s’agit d’un mécanisme servant à connecter des
appareils en dehors de l’existence d’un point d’accès, les périphériques cherchant à se connecter oscillent
entre la recherche active et passive pouvant augmenter le temps de découverte.
Enfin les techniques telles que UniFi Zero-Handoff, BIGAP ou les points d’accès virtuels cherchent à
supprimer la notion de point d’accès en faisant croire aux stations que celles-ci sont connectées à un unique
point d’accès, évitant ainsi d’avoir à effectuer un handover. Cependant des problèmes de passage à l’échelle
peuvent survenir avec des déploiements reposant sur UniFi Zero-Handoff car un seul canal est utilisé. De
plus, pour l’ensemble de ces solutions, de l’intelligence doit être portée dans le réseau afin de savoir quel
point d’accès « physique » est actuellement en charge d’une station, ou pour gérer la politique de handover
lors de l’utilisation de CSA par exemple.
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FIGURE 1.8 – Émission et réception d’un message en utilisant Mobile IPV4
1.2 Le roaming aux niveaux réseau, transport et applica-
tion
Bien que les travaux présentés dans cette thèse se focalisent sur le handover au niveau MAC, il nous
semble pertinent de présenter de manière synthétique la gestion du handover sur les couches supérieurs
du modèle OSI afin de mieux appréhender la complexité du problème de la mobilité dans son ensemble.
En effet, lorsqu’une station a effectué son handover au niveau MAC, celle-ci n’a pas encore récupéré sa
connectivité. Elle va devoir récupérer une adresse IP, sans avoir la garantie de pouvoir utiliser son adresse
précédente. Si des sessions TCP (Protocole de contrôle de transmissions — Transmission Control Protocol),
UDP ou de n’importe quel autre protocole de transport étaient en cours, elles vont devoir être récupérées /
réinitialisées afin de permettre aux applications les utilisant de continuer leur fonctionnement.
1.2.1 Le roaming IP
La problématique du handover IP d’un équipement 802.11 en mobilité se présente lors du changement
d’ESS. Dans un déploiement d’infrastructure ce n’est pas forcement observable lors du changement d’un
point d’accès à un autre car ils peuvent appartenir au même ESS. Dans un déploiement à l’échelle d’une
ville les points d’accès disponibles n’appartiennent pas forcément à un même ESS et le fait d’effectuer un
handover résulte donc en un changement d’adresse IP pour l’utilisateur.
Lors de ce handover, le changement d’adresse IP peut intervenir à deux niveaux. Premièrement, lorsque
l’équipement mobile fait une demande d’adresse IP via DHCP (Protocole de configuration dynamique des
hôtes — Dynamic Host Configuration Protocol) : il lui sera alors alloué une nouvelle adresse IP. Deuxième-
ment, si cette adresse IP est privée — non routable sur Internet, ce qui est fréquent dans les déploiements
de réseaux WLAN domestiques — il utilisera l’adresse IP publique de son routeur par défaut par le biais
de l’utilisation d’un NAT (Translation d’adresse réseau — Network Address Translation), ce qui change son
adresse vue depuis Internet.
Dans les deux cas, le changement d’adresse IP risque de perturber les communications en cours car les
protocoles de transport comme TCP et UDP récupèrent mal d’un changement d’adresse IP — arrêt de la
session en cours ou envoi de messages vers un hôte inexistant.
Par ailleurs il faut noter que la négociation d’adresse IP par DHCP n’est pas instantanée. Même si celle-
ci peut être accélérée lorsque l’on rejoint un réseau connu, le temps nécessaire à celle-ci s’ajoute à la durée
globale du handover.
1.2.1.1 Mobile IP
Mobile IP est un protocole de gestion du handover au niveau IP, pour les versions IPV4 (4ème version
du protocole Internet — Internet Protocol version 4) et IPV6. Nous présentons le fonctionnement de Mobile
IP dans ces deux versions : MIPV4 (IPV4 mobile — Mobile IPV4) et MIPV6 (IPV6 mobile — Mobile IPV6).
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MIPV4 [81] a pour but de permettre à un équipement mobile d’utiliser toujours la même adresse IP,
même quand celui-ci passe d’un sous-réseau IP à un autre. Pour cela MIPV4 introduit trois entités : un
nœud mobile — Mobile Node, un agent domestique — Home Agent et un agent étranger — Foreign Agent.
Le nœud mobile est un équipement qui change de sous-réseau lui permettant de se rattacher à Internet
lors de son déplacement. Cependant, même s’il change de sous-réseau, il garde une adresse IP qui lui est
propre et qui appartient à son réseau domestique. L’agent domestique est un routeur opérant sur le réseau
domestique du nœud mobile — son réseau de « base » — et s’occupe de transférer les paquets de don-
nées au nœud mobile via un tunnel lorsque celui-ci est en dehors de son réseau domestique. Il maintient
par ailleurs la localisation du nœud mobile sous la forme d’une Care-of Address qui représente l’adresse IP
du réseau auquel le nœud mobile est actuellement rattaché. L’agent étranger est un routeur appartenant
à un réseau autre que le réseau domestique sur lequel le nœud mobile est rattaché. L’agent étranger peut
servir de routeur par défaut pour les messages émis par le nœud mobile. Le fonctionnement de MIPV4 lors-
qu’un nœud mobile rejoint un réseau étranger peut être décrit comme suit. Tout d’abord le nœud mobile
va solliciter le réseau afin de savoir si un agent est présent en envoyant des messages Agent Solicitation.
Les agents peuvent par ailleurs diffuser régulièrement des messages Agent Advertisement ou simplement
répondre aux sollicitations avec ces mêmes messages. Lorsque le nœud mobile reçoit une réponse d’un
agent, il détermine s’il se trouve sur un réseau domestique ou étranger. S’il se trouve sur un réseau étranger,
le nœud mobile reçoit l’adresse IP Care-of Address de l’agent étranger dans le message Agent Advertisement
ou peut se « créer » une Care-of Address en utilisant l’adresse IP qui lui aura été donnée lors de l’association
au réseau. Le nœud mobile envoie ensuite sa Care-of Address à son agent domestique par le biais de mes-
sages Registration Request / Registration Reply. Les messages envoyés depuis Internet vers le nœud mobile
passent par l’agent domestique qui se charge de les transférer vers le réseau étranger via un tunnel utilisant
l’adresse Care-of Address. Les messages sortent du tunnel, soit au niveau de l’agent étranger si son adresse
est utilisée comme Care-of Address qui les transférera ensuite au nœud (FIGURE 1.8a), soit directement sur
le nœud mobile si celui-ci utilise une adresse Care-of Address auto affectée (FIGURE 1.8b). Pour les messages
émanant du nœud mobile en direction d’Internet, ils ne passent pas forcément par un tunnel vers le réseau
domestique si le réseau étranger autorise l’émission de messages IP avec une adresse IP source différente
de celles correspondant à son sous-réseau, sinon l’emploi d’un Reverse Tunnel [82] est nécessaire. Il faut
noter ici que dans le cas où l’on n’utilise pas l’adresse de l’agent étranger comme Care-of Address il faut que
celle donnée au nœud mobile soit une adresse routable sur Internet.
MIPV6 [83] permet d’utiliser un mécanisme de tunnels similaire à MIPV4 — en se séparant des agents
étrangers —, mais permet aussi d’utiliser un autre mode appelé Route Optimization avec les correspondants
compatibles. Dans ce cas, le nœud mobile enregistre son adresse de type Care-of Address auprès de son cor-
respondant sur Internet. Les paquets échangés après utiliseront l’option IPV6 permettant d’ajouter une
entête de routage — Routing Header. Lorsque le correspondant enverra un message au nœud mobile, il uti-
lisera l’adresse Care-of Address comme adresse de destination et ajoutera une entête de routage contenant
l’adresse du nœud sur son réseau domestique. De la même manière, lorsque le nœud mobile communique
avec son correspondant, il utilise son adresse Care-of Address comme adresse source et ajoute une entête
contenant une option de destination avec son adresse domestique. Ce mécanisme permet d’utiliser des
routes « directes » entre le nœud mobile et son correspondant, sans avoir à passer par un agent domestique,
en exploitant les extensions du protocole IPV6.
HMIPV6 (IPV6 mobile hiérarchique — Hierarchical Mobile IPV6) [84, 85], FMIPV6 (IPV6 mobile avec
handovers rapides — Fast handovers for Mobile IPV6) [86] et PMIPV6 (IPV6 mobile utilisant un proxy —
Proxy Mobile IPV6) [87] sont des améliorations proposées.
HMIPV6 part du constat que beaucoup de trafic de contrôle est envoyé sur Internet lorsque le nœud
mobile change de Care-of Address. Cependant une partie de ce trafic pourrait être évité lorsque le nœud
mobile ne fait que changer de point d’attachement au niveau MAC sans changer de sous-réseau IP — micro
mobilité vs. macro mobilité. Pour cela ils introduisent une nouvelle entité — Mobility Anchor Point — rési-
dant dans le réseau étranger. Lorsqu’un nœud mobile rejoint un réseau compatible, il reçoit l’adresse d’un
ou plusieurs Mobility Anchor Points et utilisera cette adresse comme Regional Care-of Address. Il aura juste
à informer son agent domestique ou son correspondant de son adresse Regional Care-of Address comme
s’il s’agissait de son adresse Care-of Address et enregistrer son adresse locale sur le réseau auprès du Mobi-
lity Anchor Point. Celui-ci jouera alors le rôle d’un agent domestique sur le réseau étranger en recevant les
messages de son correspondant ou de son agent domestique et en les transférant au nœud mobile. Lorsque
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le nœud mobile bouge au sein d’un même réseau étranger, il a juste à informer le Mobility anchor Point de
sa nouvelle adresse locale et n’a plus à envoyer du trafic sur Internet afin d’informer son correspondant ou
son agent domestique car il n’a pas changé de Regional Care-of Address.
FMIPV6 est une approche make before break afin de réduire le temps d’établissement d’un nouveau
tunnel lorsque le nœud mobile change de point d’attache au réseau. Lorsqu’un nœud mobile trouve un
nouveau point d’attache — avec une recherche active ou passive en 802.11 par exemple — il demande
quelle sera sa prochaine Care-of Address lorsqu’il rejoindra ce point d’attache, afin de pouvoir directement
l’utiliser lorsque le changement sera effectué. Avant de rejoindre le nouveau point d’attache, il demande
à son point d’attache actuel d’établir un tunnel entre sa Care-of Address actuelle et sa prochaine Care-of
Address le temps que celui-ci informe son correspondant du changement d’adresse après s’être attaché au
nouveau point d’attache.
PMIPV6 cherche à retirer la gestion de la mobilité au niveau du nœud mobile. Celui-ci a uniquement
besoin d’utiliser une pile IP standard. La notion d’adresse domestique change aussi, car celle-ci n’aura de
validité que dans un domaine PMIPV6, c’est-à-dire que lorsqu’un nœud mobile change de domaine, il
change aussi d’adresse domestique. Cela dit, PMIPV6 vise des déploiements d’assez grande échelle, donc
le renouvellement d’adresse ne devrait pas arriver aussi fréquemment que dans les scénarios établis dans
Mobile IPv6. Deux entités sont donc définies, la Mobile Access Gateway qui est en charge de la gestion de la
mobilité du nœud mobile et réside au niveau de son point d’attache au réseau, et la Local Mobility Anchor
qui joue un rôle similaire à l’agent domestique sauf qu’elle réside sur le domaine PMIPV6. Cette entité est
en charge d’assigner l’adresse domestique de chaque nœud mobile du domaine et gère une table de routage
entre ces adresses et les Mobile Access Gateway auxquels ils sont rattachés. Lorsqu’un nœud mobile change
de Mobile Access Gateway, celui-ci informe la Local Mobility Anchor de la présence de ce nouveau nœud
afin de mettre à jour sa table de routage.
Des études [88, 89, 90] montrent que chacune de ces améliorations permettent de réduire le temps
nécessaire au handover par rapport à la proposition standard de Mobile IPV6. HMIPV6 et PMIPV6 semblent
permettre d’avoir le plus de gain sur la durée de handover, PMIPV6 ne permettant cependant pas de garder
une adresse unique lorsque l’on change de domaine.
1.2.1.2 Host Identity Protocol
Host Identity Protocol [91, 92] vise à casser le fait qu’IP serve à la fois à localiser et identifier une machine
sur le réseau. Host Identity Protocol se situe entre les couches réseau et transport et propose de reléguer IP à
son rôle de localisation d’une machine sur le réseau — il ne s’attaque pas à la gestion des problématiques de
routage — et introduit un identifiant cryptographique permettant d’identifier une machine qui serait uti-
lisé par les couches supérieures à la place de l’adresse IP. L’identifiant se base sur un couple de clés privée /
publique pouvant être générées par n’importe quel algorithme de cryptographie asymétrique — RSA (Algo-
rithme de chiffrement asymétrique nommé par les initiales des trois inventeurs — Rivest–Shamir–Adleman)
doit être supporté afin d’assurer une compatibilité minimale. La clé publique est considérée comme l’iden-
tifiant d’hôte — Host Identifier — mais un hash cryptographique de cette clé — Host Identity Tag — est uti-
lisé pour représenter cet identifiant. C’est ce hash qui est utilisé par les protocoles des couches supérieures
et il doit avoir trois caractéristiques : faire 128 bits afin de pouvoir être utilisé à la place d’une adresse IPV6,
être robuste afin d’empêcher de retrouver facilement l’identifiant d’hôte à partir du hash et minimiser les
probabilités de collisions entre deux hash représentant deux hôtes distincts. La taille fixe de ce hash permet
de facilement l’intégrer aux protocoles des couches supérieures tout en leur permettant de ne pas avoir
connaissance de l’algorithme de cryptographie sous-jacent.
Host Identity Protocol semble plus performant que les solutions Mobile IPs [93], notamment car il limite
le nombre de messages de contrôle.
1.2.2 Le roaming au niveau transport
Dans le modèle « classique » de l’utilisation de TCP / IP ou UDP / IP, une connexion au niveau trans-
port est identifiée par les couples d’adresses IP et de ports utilisés par les deux hôtes. Si un de ces élé-
ments change alors une autre connexion est identifiée. Or si aucune solution de roaming IP — tel que pré-
senté dans la section précédente — n’est utilisé, lors d’un changement de point d’accès, une station change
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FIGURE 1.9 – Connexion Multipath TCP utilisant deux « sous-connexions »
d’adresse IP. Dans ce cas, l’ensemble des sessions TCP en cours ne sont plus utilisables et si une station
veut continuer à communiquer avec sa destination elle doit réinitier la session précédente. UDP n’ayant
pas d’état connecté, un changement d’adresse IP ne demande pas de réinitialisation de la session. Dans
tous les cas, la gestion d’un tel changement doit être assurée au niveau applicatif afin de ne pas perturber
l’expérience utilisateur.
Cette partie présente différents protocoles de transport permettant de gérer la mobilité au niveau IP
sans affecter les couches applicatives.
1.2.2.1 Multipath TCP
Les équipements modernes ont le plus souvent plusieurs interfaces qui leurs permettent d’accéder à
Internet— interface 802.11 et cellulaire sur les smartphones ou Ethernet et 802.11 sur les ordinateurs por-
tables par exemple — et il serait intéressant de pouvoir profiter de ces interfaces simultanément afin d’at-
teindre une destination. MPTCP (TCP multi chemins — Multipath TCP) [94, 95] propose d’exploiter cette
caractéristique au niveau de TCP afin d’établir une connexion empruntant plusieurs chemins différents.
L’établissement d’une connexion MPTCP s’effectue de la même manière qu’une connexion TCP standard.
Si les hôtes sont capables d’effectuer une connexion MPTCP, à savoir qu’ils possèdent plusieurs interfaces
avec des adresses IP différentes, alors une autre « sous-connexion » TCP est démarrée sur ces interfaces
comme illustré sur la FIGURE 1.9. Ces différentes « sous-connexions » sont agrégées par MPTCP afin d’ap-
paraitre comme une unique connexion TCP au niveau de la couche applicative. Afin d’être sûre de pouvoir
ré-assembler les différents segments TCP utilisant des chemins différents avec des latences différentes,
MPTCP rajoute son propre numéro de séquence. Lors de l’établissement de la connexion MPTCP les deux
correspondants s’envoient chacun une clé de soixante quatre bits. Des hashs cryptographiques de ces clés
seront alors utilisés afin d’identifier cette connexion.
Le fait de pouvoir identifier une connexion MPTCP par un identifiant unique qui ne soit pas basé
sur une adresse IP tout en étant indépendant de l’interface utilisée permet de faciliter le handover au ni-
veau transport. MPTCP peut fonctionner suivant plusieurs modes [96] : MPTCP total où l’ensemble des
chemins exploitables sont utilisés afin d’obtenir le meilleur débit possible, MPTCP en mode sécurité où
une « sous-connexion » est ouverte sur l’ensemble des interfaces mais seulement un sous ensemble de ces
« sous-connexions » est utilisé, et MPTCP en mode chemin unique où une seule « sous-connexion » est ou-
verte avec la possibilité de remplacer cette « sous-connexion » par une nouvelle sur une autre interface si le
lien se dégrade. Dans leur étude Paasch et al. [96] étudient le handover vertical — d’une interface 802.11
vers une interface cellulaire — en le comparant suivant ces différents modes. Lorsqu’une application utilise
MPTCP en mode total ou sécurité, la latence introduite est uniquement liée à la détection de la perte de si-
gnal lorsque l’équipement n’est plus à portée du point d’accès 802.11. Lorsque MPTCP est utilisé en mode
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chemin unique il faut rajouter à cette latence le temps d’ouverture d’une nouvelle « sous-connexion ».
Le handover vertical MPTCP entre un lien 802.11 et un lien cellulaire sur des smartphones a été me-
suré [97], et on constate que celui-ci peut prendre plusieurs dizaines de secondes. L’utilisation de MPTCP
sur les smartphones [98] montre qu’une vaste majorité de ces équipements n’ouvrent qu’une seule « sous-
connexion » et qu’un peu moins d’un tiers en ouvrent une deuxième. Les « sous-connexions » sont en ma-
jorité ouvertes moins de 200ms après avoir récupéré une adresse IP sur une interface. Il est par ailleurs
observé que la plupart de ces « sous-connexions » ne sont pas utilisées pour envoyer du trafic. De plus la
décision d’utiliser une « sous-connexion » par rapport à une autre est prise au niveau de l’émetteur et se
base sur le RTT (Durée d’un aller-retour — Round-Trip Time) de celle-ci. Ceci revient à dire que cette dé-
cision est le plus souvent prise au niveau du serveur plutôt qu’au niveau du smartphone et n’est donc pas
optimale dans un cadre de mobilité. De ces différents constats les auteurs proposent une amélioration de
MPTCP appelée MultiMob [99]. Il s’agit un ordonnanceur ciblé pour l’usage mobile, prenant en compte
la dernière « sous-connexion » utilisée par un smartphone. Si, par exemple, le dernier message reçu par le
serveur provient du lien utilisant l’interface cellulaire, c’est probablement car l’interface 802.11 n’était pas
en mesure d’envoyer le message. Il est donc préférable d’utiliser ce lien afin de transmettre des messages
au smartphone même si le RTT a été mesuré comme moins bon précédemment. Ils indiquent aussi que
l’utilisation d’une « sous-connexion » de sécurité n’est pas optimale en terme d’énergie car cela implique
de maintenir une connexion active sur le réseau cellulaire. Ils proposent donc d’établir cette connexion
uniquement lorsque le lien utilisant le 802.11 commence à défaillir. Pour cela, ils partent du postulat que,
lorsque le lien se dégrade, ils vont observer des retransmissions au niveau du serveur. Ils intègrent donc un
oracle se basant sur ces observations afin d’établir une « sous-connexion ».
1.2.2.2 Stream Control Transmission Protocol
SCTP (Protocole de transmission des commandes de flux — Stream Control Transmission Proto-
col) [100, 101] est un protocole de transport orienté messages. C’est un protocole unicast permettant la
communication entre deux hôtes, cependant ces hôtes peuvent avoir plusieurs adresses IP. Cette possibi-
lité permet d’ajouter de la redondance et de mieux s’adapter lors de la perte d’un lien. Une de ces adresses
est considérée comme primaire et les autres comme secondaires. Lorsque un message a besoin d’être re-
transmis, il est envoyé sur une des interfaces ayant une adresse secondaire. Lors du processus d’association
entre deux hôtes, ceux-ci échangent une liste d’adresses utilisables. Les hôtes gardent une liste des adresses
actives en envoyant régulièrement des messages sur l’ensemble des interfaces de leur correspondant. Si ces
messages ne reçoivent pas suffisamment d’acquittements alors les interfaces correspondantes sont consi-
dérées comme inactives. L’interface principale peut devenir inactive si le nombre de retransmissions excède
un certain seuil. Dans ces cas là une autre adresse de destination est utilisée.
La possibilité d’avoir plusieurs adresses IP correspondant à une même session SCTP permet comme
pour MPTCP d’utiliser plusieurs interfaces différentes afin d’éviter une coupure franche de la connecti-
vité lorsqu’un utilisateur est mobile. La possibilité de changer dynamiquement les adresses des hôtes [102]
permet de s’adapter aux changements d’adresses lorsque l’équipement mobile change de réseau. Cette pro-
priété a été utilisée dans MSCTP — Mobile SCTP [103] afin de permettre un handover pour des utilisateurs
mobiles et reprise afin d’évaluer les possibilités de handover vertical entre un réseau 802.11 et un réseau
cellulaire [104]. Un handover SCTP entre deux interfaces 802.11 basé sur le RTT afin de décongestionner
les points d’accès a aussi été proposé [105].
1.2.2.3 QUIC
QUIC [106, 107] est un protocole de transport basé sur UDP. Lorsqu’un client se connecte pour la pre-
mière fois à un serveur, il envoie un message Inchoate Client Hello auquel le serveur répond avec un mes-
sage contenant l’ensemble des données cryptographiques nécessaires afin d’effectuer une connexion sécu-
risée. S’ensuit alors un handshake classique permettant d’initier la connexion lors duquel un client envoie
un message Hello contenant ses informations cryptographiques et le message chiffré qu’il veut transmettre
au serveur. Celui-ci répond avec un Hello et la réponse chiffrée. On a donc besoin d’un échange afin de
récupérer les informations cryptographiques et un échange afin d’initier une connexion pour la première
fois en utilisant QUIC. Cette opération est illustrée sur la FIGURE 1.10a et est appelée 1-RTT handshake.
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FIGURE 1.10 – Établissement d’une connexion utilisant QUIC
Si le client a besoin d’effectuer une connexion avec le même serveur à l’avenir, le premier échange n’est
plus nécessaire car il connait déjà les informations relatives au serveur. Le handshake cryptographique
peut donc directement s’initier, permettant une connexion avec un seul aller-retour comme illustré sur
la FIGURE 1.10b et est appelée 0-RTT handshake. Si les informations cryptographiques changent au niveau
du serveur, lorsqu’un client tente de se connecter avec les anciennes informations, le serveur rejette cette
connexion en lui envoyant les nouvelles informations comme illustré sur la FIGURE 1.10c. Une connexion
QUIC est identifiée par un identifiant de connexion échangé lors de l’établissement de la connexion entre
deux hôtes. Cet identifiant de connexion permet de s’assurer que celle-ci reste active lorsque les adresses
IP des hôtes changent.
1.2.3 Le roaming au niveau application
Le roaming au niveau applicatif est surtout centré sur la récupération d’erreurs et l’intégration du fait
que la connectivité ne peut pas être considérée comme constante et parfaite dans un contexte de mobi-
lité [108].
L’adresse IP ne pouvant pas être utilisée comme un identifiant, les applications peuvent utiliser d’autres
méthodes d’authentification afin de transmettre et de pouvoir recevoir des données en mobilité. Par
exemple le système d’envoi de notifications d’Apple APNS (Service d’envoi de notifications d’Apple — Apple
Push Notification service) [109] se base sur la génération d’un jeton unique par application et utilisateur.
Lorsqu’une application s’enregistre auprès du serveur de notifications d’Apple, un jeton unique est généré.
Ce jeton sera aussi partagé avec le service générant des données afin qu’il l’utilise pour identifier l’utilisateur
pour lequel ces données sont générées. Lorsque des données sont générées par le service, il les envoie avec
le jeton au serveur de notifications. Si l’application identifiée par ce jeton est connectée alors il transfère le
message, sinon il le garde jusqu’à une prochaine connexion de celle-ci. Lorsque l’application se connecte
aux serveurs de notifications d’Apple, elle fournit son jeton et si des messages en attente lui sont destinés,
ils lui sont transférés.
Google, Amazon ou Microsoft utilisent un système similaire à base de jetons avec respectivement FCM
(Service d’envoi de messages dans le cloud de Firebase — Firebase Cloud Messaging) [110], SNS (Service
simple d’envoi de messages d’Amazon — Simple Notification Service) [111] et Azure Notification Hubs [112].
Les services de streaming tels que Spotify, Netflix, Youtube utilisent du pré-téléchargement afin de palier
aux problèmes de connectivité. Lorsque l’équipement mobile accède au réseau, il va télécharger le contenu
dont il a besoin dans l’immédiat mais aussi du contenu dont il aura besoin dans le futur. Pour une musique
ou une vidéo cela revient à dire que plusieurs secondes d’avance sont téléchargées par rapport à la position
dans la lecture actuelle. Cette technique permet de réduire l’impact d’une déconnexion franche en laissant
du temps pour se reconnecter, ou d’une diminution du débit en laissant le temps d’adapter la qualité d’en-
codage. Spotify adapte sa politique de pré-téléchargement en fonction de la qualité de la connexion et du
niveau de batterie [113], mais aussi en fonction de l’utilisation faite par l’utilisateur [114]. Si celui-ci a ten-
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dance à ne pas écouter les morceaux jusqu’à la fin, ou à souvent passer au morceau suivant en début de
chanson, l’application ne téléchargera pas forcément les morceaux entiers, mais plutôt les débuts des pro-
chains morceaux. Netflix pré-télécharge les flux audio et vidéo ayant une forte probabilité d’être démarrés
ensuite afin de ne pas avoir de temps d’interruption [115].
Les communications avec l’espace ont permis l’émergence d’un nouveau type de réseau : les DTN (Ré-
seau tolérant au retard et à la coupure — Delay-and-Disruption-Tolerant Networking) [116, 117]. Les pro-
blématiques liées à de telles communications ne fonctionnent pas avec les suppositions faites par IP [118]
à savoir :
• Un chemin entre deux destinations existe pendant la durée totale d’une transmission
• Les retransmissions sont un moyen efficace de palier aux erreurs
• Les pertes sur un chemin sont faibles
• Les routeurs et hôtes supportent TCP/IP
• Les applications n’ont pas besoin de se préoccuper des performances du réseau
• La sécurité aux extrémités de la communications est suffisante
• Une route unique est suffisante pour avoir des performances acceptables
Les DTN sont construits de manière à ne pas avoir à reposer sur ces suppositions. Le protocole Bundle [119]
répond aux besoins des DTN et fonctionne sur la couche applicative, en jouant le rôle d’un overlay network
généralement au dessus de TCP/IP mais sans être limité à cette pile protocolaire. Il inclue notamment les
concepts de store-and-forward permettant de stocker un paquet dans le réseau tant que les chemins vers
un hôte sont rompus. Les DTN ont été évalués pour des usages en mobilité [120, 121, 122, 123].
1.2.4 Discussion
Les techniques de mobilité au niveau d’IP n’ont pas été largement adoptées [124, 125, 126]. Mobile IP
comme Host Identity Protocol sont complexes et modifient de nombreux éléments dans la pile protocolaire
TCP/IP. Ils demandent aussi le déploiement d’infrastructures au coeur du réseau afin d’assurer la mobilité.
Les techniques au niveau transport semblent plus applicables. MPTCP comme QUIC ne demandent
pas autant de déploiements spécifiques que les solutions au niveau réseau. Ils fonctionnent comme une
couche intermédiaire entre le transport et l’application et utilisent respectivement TCP et UDP qui sont
des protocoles de transport largement déployés. Ils ne nécessitent que des modifications mineures de la
pile protocolaire afin de permettre aux applications de les utiliser et afin de rajouter la couche d’interface
avec les protocoles de transports existants. MPTCP est utilisé par Apple pour son assistant vocal Siri [127,
128] ou par Korea Telecom afin de faire de l’agrégation entre le 802.11 et le cellulaire pour augmenter les
débits au travers d’un proxy SOCKS [129], mais l’adoption au sein des applications reste limitée. QUIC est
utilisé dans beaucoup de services de Google. Il est notamment intégré au navigateur Chrome qui l’utilise
pour accéder au moteur de recherche et Youtube, et est aussi déployé dans les applications mobiles de ces
services. SCTP est utilisé par WebRTC qui est une API javascript du W3C (Consortium du World Wide Web
— World Wide Web Consortium) et de l’IETF (Force opérationnelle de l’ingénierie d’Internet — Internet
Engineering Task Force). WebRTC est donc déployé dans la plupart des navigateurs et a pour but de faciliter
le développement d’applications ayant besoin de communications en temps réel.
Enfin au niveau application, en mobilité le changement d’adresse est un problème connu et est pris
en compte depuis longtemps. Des mécanisme d’authentification au niveau applicatif sont utilisés lorsque
l’on a besoin d’authentifier un utilisateur sans avoir à se baser sur son adresse IP. Par ailleurs des efforts
sont faits pour minimiser les temps de reconnexions et / ou réduire la quantité de données transférées.
HTTP/2 [130] utilise par exemple de la compression sur l’ensemble des données et s’appuie un système de
multiplexage des requêtes afin de paralléliser les flux au sein d’une même connexion TCP. Google fournit
une API HTTP (Protocole de transfert de fichiers Hypertexte — Hypertext Transfer Protocol) faisant usage
de cache afin d’éviter d’avoir à re-télécharger des données lorsque celles-ci sont suffisamment récentes :
Volley [131].
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FIGURE 1.11 – Frise temporelle de la récupération de la connectivité après un handover 802.11
1.3 Discussion générale
1.3.1 La mobilité dans les villes
Lorsque l’on parle de mobilité à l’échelle d’une ville, nous n’avons pas les mêmes problématiques que
lors de la mobilité au sein d’un bâtiment. En admettant que l’on puisse utiliser l’ensemble despoints d’accès
publics et privés disponibles dans une ville, il est possible d’obtenir une couverture radio importante mais
il n’est pas possible de profiter des avantages offerts par un réseau 802.11 managé.
Les solutions reposant sur des déploiements spécifiques pour assurer une bonne répartition des ca-
naux 802.11 ou ceux partageant des graphes correspondant à la topologie physique, sont difficilement
applicables dans ce cas d’utilisation notamment en raison de la difficulté de construction des graphes et du
passage à l’échelle.
Les handovers rapides proposés par 802.11R supposent que les points d’accès appartiennent à un
unique ESS. Ils sont par ailleurs reliés à un même serveur d’autorisation qui leur permet de pré-authentifier
une station lorsque celle-ci passe d’un point d’accès à un autre.
Les solutions basées sur le partage d’une unique adresse MAC pour les différents points d’accès passent
difficilement à l’échelle. UniFi Zero-Handoff repose sur l’utilisation d’un unique canal mais même lorsque
des solutions multicanal sont proposées, il faut la présence d’un contrôleur central qui gère les différents
points d’accès.
Des approches basées sur l’apport de la LTE sur les bandes de fréquences utilisées en 802.11 semblent
plus prometteuses car les réseaux cellulaires sont construits autour de la prise de décision du handover par
le réseau et non par l’équipement connecté. Cependant les opérateurs de téléphonie mobile utilisent des
bandes licenciées sur lesquelles ils ont un contrôle absolu. L’apport au niveau des bandes non licenciées
impose une utilisation équitable avec les autres protocoles opérant sur celles-ci. Il doivent alors jouer avec
les accès non garantis et assouplir leurs contraintes temporelles. De plus, la collaboration des différents
protocoles sur ces bandes de fréquences n’est pas garantie.
Hotspot 2.0 est une proposition cherchant à améliorer l’intégration des opérateurs au sein des réseaux
802.11. Les accords de roaming et l’enrichissement des beacons émis par les points d’accès afin de faciliter
la sélection et la réassociation ont pour objectif de fluidifier la connectivité entre différents points d’accès.
Cependant Hotspot 2.0 ne permet pas une gestion aussi fine du handover que celle proposée en téléphonie
cellulaire.
Il serait cependant intéressant d’aborder le problème de la mobilité à l’envers. Au lieu de chercher uni-
quement à obtenir une durée de handover toujours plus courte afin de garder une connectivité quasi per-
manente pour pouvoir assurer tout type d’applications et de trafics lorsqu’un utilisateur se déplace, il serait
judicieux d’estimer quels types de trafics et d’applications sont susceptibles de fonctionner sur un réseau
802.11 actuel dans un contexte urbain. D’autant plus que si nous nous intéressons aux smartphones, ceux-
ci peuvent assurer une connectivité cellulaire pour les applications ne pouvant pas tolérer les pertes et
pourraient décharger une partie de leur trafic sur le réseau 802.11 lorsque cela est possible.
1.3.2 Un handover au niveau MAC toujours important
La démocratisation des smartphones et des usages en mobilité associés ont conduit à l’amélioration
de la gestion de la rupture de connectivité au niveau des applications. Celles-ci prennent de plus en plus
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en compte le fait qu’un utilisateur peux changer régulièrement d’adresse IP ou que la connection peut se
dégrader pendant une session active.
QUIC et MPTCP sont des propositions encore jeunes et peu démocratisées, mais permettent d’appor-
ter plus de souplesse concernant l’utilisation de l’adresse IP comme identifiant de connexion. Comme ils
se basent sur des identifiants cryptographiques, l’adresse IP est uniquement utilisée pour répondre aux
problématiques de routage et de positionnement d’un équipement au sein de la topologie du réseau. Cette
souplesse au niveau de la couche de transport permettrait de s’affranchir des solutions proposées au niveau
de la couche réseau comme MIPV4, ces solutions étant difficilement déployables à grande échelle.
S’il est vrai que QUIC et MPTCP permettent de réduire la durée de handover liée à la couche transport,
la durée de handover totale est majoritairement dûe à la difficulté d’effectuer un handover rapide au niveau
MAC. La FIGURE 1.11 représente schématiquement le temps que met un équipement 802.11 à récupérer
sa connectivité à partir du moment où il perd celle-ci. Lors du handover au niveau MAC, la phase la plus
longue est la detection de la perte de connectivité permettant le déclenchement de la recherche et de la
réassociation.
La durée de la phase de détection est accentuée, lorsque l’on parle d’équipement mobile n’ayant pas
forcément de politique aggressive en terme d’évaluation de la qualité du signal, et dans un contexte de
déploiement urbain non managé où les points d’accès ne s’échangent pas d’informations concernant la
qualité de leur environnement radio entre eux, ne possèdent pas de contrôleur central et ne peuvent pas
indiquer à leurs stations de changer de point d’accès— Hotspot 2.0 tente de résoudre ces problèmes mais
n’est pas encore déployé.
La phase de recherche est aussi une phase chronophage mais celle-ci peut « facilement » être diminuée
en réduisant l’espace de recherche aux canaux orthogonaux au prix d’une non exhaustivité des points d’ac-
cès découverts. Cependant la proportion de points d’accès qui ne serait pas découverte resterait marginale
car les canaux orthogonaux sont les canaux les plus utilisés [132].
L’association est quant à elle un processus assez rapide — l’authentification auprès d’un serveur distant
pouvant cependant être assez longue.
La proportion du temps passé dans le mécanisme de détection est importante [10, 133]. Dans leurs
travaux, Montavont et Noel [134] constatent que la détection de la mobilité est importante lors du processus
de handover au niveau IP, car elle permet de déterminer quand le déclencher et influe sur les latences
observées. De la même manière nous pensons qu’il faut améliorer la phase de handover au niveau de la
couche MAC 802.11 afin d’améliorer l’expérience des utilisateurs en déplacement.
1.3.3 La récupération de données sans association
À titre d’exemple, si nous considérons des utilisateurs ayant besoin de récupérer les horaires de passage
des transports en commun à proximité, actuellement ils sont émetteur de la demande de cette information
auprès de la société de transport de leur agglomération. En opposition nous pourrions imaginer utiliser les
points d’accès 802.11 présents dans l’agglomération afin de diffuser cette information dans l’air, celle-ci
étant récupérée de manière opportuniste par les équipements mobiles.
Dans ce genre de scénario nous aimerions nous affranchir d’une association — et potentiellement d’une
authentification — afin de pouvoir transmettre cette information. 802.11P est actuellement réservé aux
trafic véhiculaire. Cependant un des mécanismes intéressants de cet amendement est la possibilité pour
une station de communiquer avec un point d’accès sans avoir à effectuer les mécanismes d’authentification
et d’association. Il n’est pas inimaginable que cet affranchissement soit intégré au sein des équipements
grand public un jour, leur permettant de dépasser certaines limitations liées au handover.
Vient alors le problème de la validité spatio-temporelle d’une donnée. Pour reprendre l’exemple des
transports en commun, il est souhaitable que les points d’accès ne diffusent que les informations de trafic
concernant les arrêts de bus ou stations de métro avoisinant. De la même manière, il faut que ceux-ci ne
diffusent que des informations concernant les prochains passages et non ceux déjà passés ou arrivant dans
un temps trop lointain — pour lequel il pourrait y avoir des réajustements.
En dehors d’un accès sans association au canal, il faut aussi s’intéresser aux mécanismes permettant
d’envoyer des informations dans une zone géographique précise : capacité du réseau, routage géogra-
phique et pertinence des données à diffuser.
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Introduction
La validation de nouveaux protocoles pour les réseaux sans fil est une tâche difficile pour laquelle nous
pouvons principalement utiliser des simulations ou procéder à des expérimentations. Les simulations sont
assez limitées et ne peuvent nous donner qu’un premier aperçu du comportement d’un protocole choisi
sous des hypothèses simplifiées [135, 136]. Habituellement, les simulations ne tiennent pas suffisamment
compte de l’environnement de propagation réel — bilans de liaison peu variables, prise en compte des tra-
jets multiples, implémentations sur du matériel réel, etc. —, donnant des résultats intéressants au premier
abord, mais pouvant s’avérer différents d’un déploiement réel.
La réalisation d’expériences réelles est considérée comme la condition préalable à une véritable vali-
dation d’une proposition de protocole et exige à la fois répétabilité et reproductibilité [137]. La répétition
exige que la même expérience soit menée plusieurs fois dans les mêmes conditions par l’investigateur, pro-
duisant des résultats similaires, et il est nécessaire de garantir que les résultats expérimentaux sont bons.
La reproductibilité est garantie si une expérience peut être reproduite dans des conditions différentes, tout
en fournissant des résultats suffisamment similaires. Ceci est essentiel pour prouver que la proposition
scientifique est robuste dans divers environnements et pas seulement dans un contexte particulier. Il est
également crucial, pour permettre aux chercheurs de reproduire des expériences, de s’appuyer sur leurs
résultats et de les comparer avec les travaux antérieurs.
Les expériences impliquant des réseaux sans fil sont difficiles à mener. Nous avons le choix entre l’uti-
lisation de plates-formes spécialisées (comme ORBIT [138], w-iLab.t [139], IoT-LAB [140], et autres) ou la
mise en place de bancs de test ad-hoc. Les plates-formes spécialisées facilitent la tâche d’expérimentation
et offrent un bon support pour la répétabilité de l’expérience. Cependant, elles n’offrent que des conditions
d’exploitation qui non sont pas toujours similaires à celles d’un déploiement réel [141] : les nœuds peuvent
être répartis sur une grille régulière dans une grande pièce, et la reproductibilité dans des conditions envi-
ronnementales variables est très limitée. Comme la performance des réseaux sans fil dépend fortement de
leur déploiement, de leur environnement et de leurs conditions d’exploitation, la validation des protocoles
dans des conditions artificielles peut ne pas aboutir à des résultats significatifs, et la reproductibilité est de
facto limitée. De plus, les chercheurs n’ont pas d’accès physique à l’équipement, de sorte que le débogage
est fastidieux et que certaines mesures, comme la consommation d’énergie à grains fins, peuvent être im-
possibles. Les bancs d’essai ad-hoc peuvent aider à valider un protocole donné, mais ils n’évoluent pas et il
est difficile de reproduire les résultats car la plupart du temps, il manque une spécification précise.
Ce chapitre présente WalT , une plate-forme reproductible pour réaliser des expériences reproductibles.
L’objectif est triple : 1. mettre en place facilement une plate-forme pour développer, déboguer et effectuer
une validation préliminaire, 2. permettre le déploiement et le contrôle d’expériences à plus grande échelle,
3. permettre à d’autres de déployer exactement la même expérience dans un environnement différent, re-
mettre en question la reproductibilité et garantir également un point de départ approprié et une répétabi-
lité adéquate lors de la comparaison avec d’autres propositions. Elle suit une approche qui se situe quelque
part entre des plates-formes spécialisées, à topologie physique rigide et limitée, et des bancs d’essai ad-hoc.
Les nœuds WalT sont des SBC (Ordinateur mono-carte utilisant un unique circuit intégré — Single-Board
Computer) sur lesquels les utilisateurs peuvent déployer leur système d’exploitation (système de fichiers,
noyau) sous la forme d’une image Docker pour une personnalisation et un partage faciles.
Une plate-forme WalT fournit :
• un contrôle total à distance des nœuds : redémarrage, sessions shell distantes, déploiement
d’images d’OS (Système d’exploitation — Operating System),
• une gestion des images des nœuds de l’OS : clonage à partir du Docker Hub, modification locale et
publication des images,
• une gestion des logs : des moyens de collecter, stocker et interroger les logs d’expérience et les mar-
queurs d’événements sont fournis,
• une découverte automatisée de la topologie logique de la plate-forme.
WalT présente les avantages suivants :
• il peut être facilement reproduit sur les lieux de déploiement requis,
• il est économique, construit à partir de composants peu coûteux utilisant des logiciels libres [142],
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• il est léger, il peut servir pour une démonstration portable ou en tant que plate-forme de développe-
ment dans un bureau sans avoir les difficultés liées à un déploiement dans un bâtiment entier,
• il est adaptable, il est possible de l’utiliser pour mener des expériences sur des réseaux de capteurs
sans fil aussi bien que des expériences sur 802.11,
• il est facile à installer et à utiliser.
En plus de soutenir les expériences reproductibles, WalT permet également l’émergence de plates-
formes reproductibles — les chercheurs peuvent mettre en place leurs plates-formes WalT pour valider
les résultats d’autres chercheurs à différents endroits et dans d’autres environnements.
La plate-forme est actuellement développée au sein du Laboratoire d’Informatique de Grenoble, et est
activement maintenue par Étienne Dublé. Ma contribution dans ces travaux est constituée de :
• discussions concernant l’architecture de WalT ,
• validation de la plate-forme pendant les différentes phases de développement — j’ai été l’utilisateur
quasi exclusif de la plateforme au début du développement — et,
• retours concernant l’utilisation de la plate-forme afin d’améliorer l’expérience utilisateur.
La plate-forme est déployée dans le laboratoire et est composée d’un peu moins d’une centaine de
nœuds répartis en îlots de moins de 10 nœuds dans différents bureaux ainsi que sur un banc d’essai d’une
trentaine de nœuds.
2.1 Bancs d’essai pour des expériences dans les réseaux
sans fil
Le support sans fil présente des caractéristiques complexes car il est sensible à de nombreux facteurs
externes et aux conditions d’environnement difficiles à modéliser. Ainsi, l’ensemble de la pile de protocoles
doit être robuste face à ces difficultés et doit être évalué dans des situations réalistes qui impliquent tous les
facteurs qui peuvent influencer la robustesse. De plus, la recherche sur les réseaux sans fil requiert un vaste
champ d’expertise puisque de nombreux aspects de la pile de protocoles jusqu’aux applications reposent
sur des fonctionnalités spécifiques : la couche physique, le contrôle d’accès au medium, la maintenance
et la découverte des voisins, le routage, pour n’en nommer que quelques uns. Les récentes activités de
recherche sur les réseaux de capteurs sans fil ont redéfini tout un ensemble de normes pour répondre à
des contraintes encore plus strictes dans le contexte de l’IoT : faible consommation, ressources contraintes
(énergie, puissance de traitement et mémoire) et environnements à fort taux de pertes. IEEE 802.15.4 pour
les couches physiques et de liaison, IETF 6LOWPAN pour la couche réseau, RPL pour le routage et COAP
pour la couche application sont quelques-uns des standards résultants pour lesquels de nombreux aspects
restent à étudier.
2.1.1 Expérimentations dans les réseaux sans fil
Il existe deux principaux moyens de valider les propositions concernant les réseaux et leurs protocoles :
la simulation et les expérimentations. Pour des raisons évidentes, la simulation, avec ou sans émulation,
a été l’un des moyens privilégiés pour valider des protocoles à grande échelle car elle propose quelques
avantages : développement facile, coût, répétabilité, environnements contrôlés. Dans ce cas, la validité des
résultats dépend beaucoup de la précision du modèle du système entier à étudier. C’est là que la simulation
trouve son point de rupture : la propagation électromagnétique dans un environnement réel est presque
impossible à simuler avec précision car les modèles sont complexes et demandent beaucoup de calculs,
et il existe une grande variété d’environnements à prendre en compte selon les scénarios de déploiement
prévus.
De plus, lors de l’étude des protocoles sans fil, la mise en œuvre soulève de nombreuses questions :
beaucoup de travail doit être fait au niveau des couches inférieures, et parfois le débogage et la validation
des mises en œuvre nécessitent l’utilisation d’oscilloscopes et d’analyseurs numériques. C’est notamment
le cas pour les études relatives à l’IoT dans lesquelles les solutions proposées doivent être mises en œuvre
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sur des dispositifs très contraints [143] et les protocoles doivent être optimisés pour être économes en éner-
gie avec des contraintes de synchronisation strictes de l’ordre de la µs par exemple.
Il y a donc un besoin d’expérimentations en conditions réelles avec des bancs d’essai allant d’une petite
taille dans la phase de développement à des déploiements plus importants pour des expériences dans des
conditions proches de la situation réelle d’utilisation.
2.1.2 Répétabilité et reproductibilité
Dans ce contexte, la répétabilité et la reproductibilité des expériences sont deux défis cruciaux. Tout
d’abord, pour déboguer efficacement et valider les implémentations, il est primordial de pouvoir exécu-
ter les mêmes suites de tests dans exactement les mêmes conditions. Deuxièmement, pour être valables
pour les réseaux sans fil, les propositions scientifiques doivent démontrer leur robustesse dans différentes
conditions d’exploitation que l’on retrouve dans les déploiements réels. Les bancs d’essai partagés à grande
échelle sont d’excellents outils pour expérimenter de nouveaux protocoles et algorithmes, mais ils ont cer-
taines limites : les déploiements artificiels utilisant des dispositions régulières avec une forte densité de
nœuds, les conditions stables dans lesquelles ils fonctionnent et le choix limité des dispositifs. En plus de
ces infrastructures, nous avons besoin d’un moyen de déployer des bancs d’essai en conditions réelles et de
reproduire ces bancs d’essai à différents endroits pour montrer la reproductibilité des résultats.
Nous soutenons que la validation des expériences portant sur les réseaux sans fil ne repose pas seule-
ment sur la démonstration que la même expérience répétée dans exactement la même situation donne
toujours les mêmes résultats. Nous devons également montrer que les nouveaux protocoles et mécanismes
donnent de bons résultats dans un large éventail de conditions réelles, ce qui signifie que nous devons être
en mesure de déployer et d’exécuter facilement des expériences dans une grande variété de situations. C’est
pour cela que WalT a été conçu, car une fois qu’un nouveau protocole a été développé sur un déploiement
WalT donné, il peut être exécuté facilement sur toute autre plate-forme WalT . De cette manière, comme
chaque plate-forme WalT est déployée dans un environnement réel avec une topologie de nœuds unique,
lorsqu’une expérience donnée est reproduite et que les résultats sont similaires, nous pouvons conclure sur
la validité de ces derniers.
Enfin, nous devons également garantir que nos collègues chercheurs seront en mesure de mener des
expériences et de comparer leurs résultats avec les résultats des nouvelles propositions dans les mêmes
conditions pour prouver leurs améliorations par la répétabilité de la comparaison. Ceci n’est possible que
si tous les autres paramètres sauf l’élément testé sont similaires.
WalT vise à faciliter ce processus en s’appuyant sur deux caractéristiques principales : 1. il s’appuie
sur du matériel standard à faible coût, 2. il utilise Docker pour construire et exécuter des expériences per-
mettant de distribuer un snapshot de l’ensemble de l’environnement logiciel utilisé pendant l’expérience.
Ces deux caractéristiques offrent les conditions de répétabilité, puisque le même logiciel sera exécuté pour
chaque exécution dans exactement les mêmes conditions, les mêmes images étant redémarrées à partir de
zéro dans un environnement réel, et de reproductibilité, puisque la même plate-forme peut être déployée
dans tout autre endroit, exécutant la même expérience.
2.2 Architecture de WalT
2.2.1 Vue d’ensemble
La FIGURE 2.1 présente la structure fonctionnelle d’une plate-forme WalT . Du point de vue de l’utilisa-
teur, WalT se compose d’un ensemble de nœuds gérés à distance. Il s’agit de SBC à faible coût, tels que les
Raspberry Pi, sur lesquels les utilisateurs peuvent déployer un système d’exploitation donné.
Le cerveau de WalT est un serveur basé sur GNU/LINUX qui connecte les autres composants de la plate-
forme, interagit avec le logiciel côté client et assure la gestion des logs (collecte, stockage, interrogation). Le
logiciel côté client, qui délègue toutes les tâches complexes au serveur, consiste en un outil léger et portable,
utilisé pour explorer la topologie logique, interagir avec les nœuds, déployer une image donnée de l’OS avec
son environnement logiciel sur ces nœuds, personnaliser une telle image et explorer les logs.
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FIGURE 2.1 – Architecture fonctionnelle de WalT
Le réseau est composé de commutateurs économiques offrant un petit nombre de fonctions, notam-
ment la gestion à distance et l’alimentation par POE (Alimentation électrique par câble Ethernet — Power
over Ethernet). POE simplifie le déploiement en fournissant l’alimentation et la communication de données
jusqu’à chaque nœud en utilisant le même câble Ethernet, ce qui permet de réutiliser tout câblage existant
lors d’un déploiement dans un bâtiment par exemple.
WalT s’appuie en interne sur la plate-forme de virtualisation de Docker. Docker offre un mécanisme
d’« empaquetage » efficace ainsi qu’une distribution facile des systèmes d’exploitation et environnements
logiciels déployés sur les nœuds.
Le but final de la conception de WalT était la reproductibilité de la plate-forme — au lieu de faire des
expériences sur un banc d’essai partagé publiquement, WalT propose de reproduire la plate-forme pour
tout besoin d’expérimentation. WalT atteint la reproductibilité de la plate-forme parce qu’elle est composée
de matériels standards à faible coût, de logiciels libres et qu’elle est facilement déployable grâce au POE. Le
logiciel s’exécutant sur les nœuds est intégré dans une image Docker permettant à d’autres chercheurs de
le déployer instantanément, de réexécuter des images d’autres expériences dans des conditions différentes
ou d’effectuer de nouvelles expériences. Pour conclure, la communauté réseaux peut facilement reproduire
la plate-forme WalT ainsi que les expériences WalT .
Le reste de cette section fournira plus de détails sur les composants clés de WalT et décrira nos utilisa-
tions du WalT au LIG.
2.2.2 Images WalT
WalT introduit le concept d’image WalT — celle-ci contient un système d’exploitation prêt à être dé-
ployé sur un nœud WalT . Le système d’exploitation est composé d’un système de fichiers et d’un noyau.
Une image WalT est empaquetée en interne sous forme d’une image Docker, ce qui présente deux avan-
tages immédiats. Tout d’abord, WalT réutilise les fonctions de gestion des images de Docker. Par exemple,
la commande client walt image shell <nom-image> fonctionne en exécutant un shell dans un conte-
neur Docker. Ceci permet de modifier l’image d’une manière très pratique. Adapter une image à une ex-
périence donnée — installer plus de logiciels ou de scripts d’expérimentation par exemple — ou à une
configuration de plate-forme donnée — installer un pilote pour un périphérique WI-FI connecté au nœud
par exemple — ne demande que quelques commandes. Le deuxième avantage est la possibilité pour WalT
d’utiliser le Docker Hub, le dépôt public d’images Docker. Comme une image WalT est en fait une image
Docker, les images WalT peuvent être publiées et partagées sur le Docker Hub. Le client WalT permet de
rechercher les images publiées et de les cloner localement mais aussi de publier des images sur le Docker
Hub.
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FIGURE 2.2 – Architecture spécialisée pour les réseaux de capteurs sans fil
Une fonctionnalité avancée du serveur WalT permet de monter une image Docker et de la rendre dispo-
nible en partage NFS (Système de fichiers sur le réseau — Network File System), ce qui permet aux nœuds
WalT de démarrer le système contenu dans une image WalT . Pouvoir transformer instantanément un sys-
tème d’exploitation virtualisé en un déploiement réel est l’une des caractéristiques les plus remarquables
de WalT .
Les images WalT contiennent une fine couche middleware fournissant des outils pour générer des logs
d’expériences. Les logs sont envoyés au serveur pour stockage et traitement.
2.2.3 Nœuds WalT
Les nœuds WalT sont des SBC économiques alimentés par POE. Actuellement, WalT supporte les cartes
Raspberry Pi B, B+, 2B, 3B et 3B+. Ces cartes ne supportant pas le POE, nous utilisons un séparateur POE
externe.
La robustesse des SBC peu chers est un problème. Notre expérience a montré que leur principal point
d’échec sont les cartes SD — celles-ci supportent mal les écritures répétées aboutissant à des corruptions
de secteurs. Ce problème est résolu en gardant les cartes SD en lecture seule. Nous n’avons pas observé une
seule défaillance de nœuds en plus de quatre ans d’utilisation depuis ce changement.
La procédure de démarrage des nœuds WalT est un processus en deux étapes. Un nœud démarre tout
d’abord un boot loader réseau stocké en lecture seule sur la carte SD. Celui-ci sera ensuite chargé de démar-
rer le système d’exploitation stocké dans l’image WalT voulue, via NFS. Actuellement le boot loader utilisé
est U-BOOT [144].
Toutes les modifications du système de fichiers sont stockées dans la RAM (Mémoire vive — Random-
Access Memory) du nœud (donc supprimées lors du redémarrage du nœud). Ceci garantit qu’un nœud WalT
associé à une image WalT donnée démarrera toujours exactement le même système d’exploitation, tout en
évitant d’écrire sur les cartes SD.
Avoir un tel niveau de contrôle sur le système d’exploitation fonctionnant sur les nœuds rend la plate-
forme très polyvalente. Par exemple, pour réaliser des expériences sur les protocoles de routage dans les
réseaux de capteurs sans fil, nous avons spécialisé l’architecture WalT pour obtenir celle illustrée à la FI-
GURE 2.2.
Dans cette configuration, chaque nœud WalT connecte et surveille un ou plusieurs capteur(s) sans fil.
L’image WalT sélectionnée contient des outils pour flasher le ou les capteur(s) et surveiller les traces du ou
des capteur(s) sur la ou les liaison(s) série USB.
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FIGURE 2.3 – Capture d’écran de Cooja représentant les échanges sur WalT
2.2.4 WalT Client
Les utilisateurs interagissent avec la plate-forme en utilisant un outil en ligne de commande appelé
walt. Il fournit cinq catégories de commandes : image, node, log, device et advanced.
La catégorie image fournit des commandes pour lister les images WalT , les dupliquer, les copier, les
renommer, les supprimer ou les modifier (en utilisant un shell virtualisé), transférer des fichiers entre la
machine client et les images WalT , rechercher des images sur le Docker Hub, et cloner une image du Docker
Hub vers la plate-forme locale.
La catégorie node permet d’exécuter une commande ou un shell sur un nœud, de lister les nœuds, de
transférer des fichiers entre la machine cliente et les nœuds WalT , de déployer une image sur un ensemble
de nœuds et d’effectuer des tâches de débogage telles que redémarrer un nœud, faire clignoter une led pour
une identification physique du nœud, etc.
La catégorie log permet à l’utilisateur d’explorer les logs d’expériences. Ils sont sauvegardés dans une
base de données sur le serveur. L’utilisateur peut interroger l’historique des logs à tout moment. Une autre
option permet à l’utilisateur de visualiser les logs en pseudo temps réel.
Les catégories device et advanced sont orientées vers la gestion, la personnalisation et la maintenance
de la plate-forme. Par exemple, on peut vouloir renommer des nœuds ou des commutateurs réseau d’une
manière plus explicite — avec la position des nœuds par exemple.
Malgré ce contrôle étendu de la plate-forme offert à l’utilisateur, l’outil en ligne de commande reste léger
et facile à installer, car le serveur gère la complexité. L’outil est publié sur PYPI (Gestionnaire de paquets
Python — Python Package Index) et peut être installé en une seule commande en utilisant l’outil de gestion
des paquets pip.
Un outil visuel pour les réseaux de capteurs sans fil appelé VizWalT a également été développé et est
implémenté sous la forme de plugin Cooja. Cooja est un simulateur de réseaux de capteurs sans fil : il per-
met d’exécuter une simulation en émulant chaque nœud dans un réseau de capteurs sans fil. Lorsqu’il est
chargé avec le plugin VizWalT, ce comportement est modifié : chaque nœud vu sur l’interface utilisateur
reflète le comportement d’un nœud réel déployé dans le banc de test WalT . La FIGURE 2.3 est une capture
d’écran de Cooja présentant les traces de WalT .
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2.2.5 Expériences WalT
L’un des objectifs de conception de l’outil walt était de supporter le développement de scripts expé-
rimentaux avec n’importe quel langage de programmation auquel l’utilisateur est habitué. Le script peut
gérer à la fois le déploiement et le contrôle d’une expérience. Puisque la complexité est gérée dans le midd-
leware WalT , l’écriture d’un tel script est très simple. Le partage d’un script d’expérience avec une descrip-
tion de la configuration physique (topologie physique du réseau, dispositifs WI-FI connectés aux nœuds,
etc.) rend l’expérience reproductible, que ce soit dans un environnement physique similaire ou différent.
Nous travaillons toujours sur l’amélioration de l’outil Walt avec de nouvelles options pour faciliter la
gestion des expériences WalT . À l’avenir, l’outil intégrera des options pour enregistrer, publier et rejouer les
expériences, et pour publier ou télécharger les résultats des expériences.
2.2.6 Serveur WalT
Le serveur WalT contrôle la plate-forme, interagit avec le Docker Hub, les nœuds et les clients. L’une des
principales fonctions du serveur est la gestion des logs. Le serveur reçoit les logs provenant des nœuds, les
enregistre dans une base de données locale et les transmet éventuellement aux clients pour visualisation
en temps réel. Lorsque l’utilisateur demande l’historique des logs, le serveur interroge simplement la base
de données.
Le serveur gère également la communication avec le backend de Docker et monte ou démonte les
images WalT en tant que partages NFS en fonction des besoins du client — typiquement les images que
celui-ci a déployées sur ses nœuds.
Le serveur gère les données topologiques logiques de la plate-forme en interrogeant les commutateurs à
l’aide du protocole SNMP (Protocole simple de gestion de réseau — Simple Network Management Protocol).
Les commutateurs utilisent le protocole LLDP (Protocole de découverte sur la couche de liaison — Link
Layer Discovery Protocol) pour découvrir leurs voisins immédiats.
Le réseau de la plate-forme et le réseau externe (permettant d’atteindre le Docker Hub) sont isolés sur
des VLAN (Réseau local virtuel — Virtual Local Area Network) dédiés pour éviter toute perturbation du
réseau pendant les expériences. Cette configuration réseau est entièrement automatisée.
L’installation d’un serveur WalT est facile et rapide grâce à l’utilisation d’une image amorçable créée
avec debootstick [145].
2.2.7 Plateformes WalT au sein du laboratoire LIG
Bien que WalT soit encore dans une phase de développement, nous avons commencé à travailler avec
les premières versions il y a plus de quatre ans. En conséquence, notre principal déploiement dans le bâti-
ment du laboratoire a déjà été utilisé pour plusieurs projets de recherche. Comme WalT est également bien
adapté aux bancs d’essai de petite taille, nous avons mis en place une plate-forme de démonstration mobile
basée sur WalT avec un petit nombre de nœuds, un mini-PC Intel NUC comme serveur, et une douzaine
de capteurs sans fil STMicroelectronics 802.15.4. La démo mobile a montré la formation d’un réseau sans
fil multi-saut sur Cooja via l’interface VizWalT lors de la revue finale du CALIPSO3, et d’une démonstration
lors d’un workshop [146]. Cette plateforme mobile nous a permis par ailleurs d’observer qu’une expérience
développée — par d’autres membres de l’équipe travaillant sur le 802.15.4 — dans nos locaux pouvait être
reproduite dans un environnement différent, avec ses propres caractéristiques radio et une autre disposi-
tion des nœuds. Nous avons également utilisé WalT pour déboguer des protocoles pour l’IoT avec des ins-
tallations temporaires sur le bureau ou simplement en étendant la plate-forme principale dans un bureau
donné (débrancher un des nœuds déployés dans le bureau, le remplacer par un commutateur, y connecter
quelques nœuds et exécuter walt device rescan pour la mise à jour de la topologie logique).
Les utilisateurs de WalT apprécient particulièrement de pouvoir utiliser la même plate-forme pour le
débogage, les expériences et les démonstrations.
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FIGURE 2.4 – Scénario de la mesure de dérive d’horloge
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FIGURE 2.5 – Variation du décalage d’horloge entre deux nœuds et un référentiel temporel
2.3 Exemples d’expériences avec WalT
2.3.1 Comparaison de la synchronisation temporelle NTP/PTP
Synchroniser tous les nœuds WalT est très difficile car les Raspberry Pi n’ont pas d’horloge dédiée et
chaque fois qu’un nœud redémarre, il perd la synchronisation. Nous avons décidé d’utiliser NTP et PTP
pour la synchronisation du temps. L’évaluation de la dérive de l’horloge entre les nœuds était un bon cas de
test pour montrer comment WalT peut être utilisé.
La FIGURE 2.4 illustre le scénario : nous utilisons trois nœuds avec dongles WI-FI. Nous avons construit
des images WalT pour qu’elles soient connectées au même réseau WI-FI ad-hoc. Un nœud agit comme un
maître et diffuse un ping à tous les esclaves. Ils reçoivent le message presque en même temps — durée de
propagation et temps de traitement — qu’ils horodatent localement. Enfin, les horodatages de réception
sont enregistrés sur le serveur afin que nous puissions calculer le décalage d’horloge.
WalT nous permet de répéter l’expérience sur une longue durée avec trois nœuds esclaves. Les résul-
tats soulignent que NTP offre un décalage d’horloge de l’ordre du dixième de millisecondes juste après le
démarrage, et qu’une synchronisation plus précise peut nécessiter un temps très long, comme l’illustre la
FIGURE 2.5a - jusqu’à 13h pour réaliser une synchronisation de l’ordre de la µs. La FIGURE 2.5b montre une
71
CHAPITRE 2. WALT
1. Association avec le premier
point d’accès
2. Le point d’accès s’arrête 
brutalement
3. Démarrage de la procédure de 
handover
4. Association avec le deuxème
point d’accès
Serveur WalT
Même SSID
Cannaux diﬀérents
FIGURE 2.6 – Scénario de la mesure de handover
convergence beaucoup plus rapide pour la même expérience avec l’utilisation de PTP.
2.3.2 Mesure de la durée de handover en 802.11
Un autre exemple d’expérience a été mené avec WalT pour mesurer la durée du handover en IEEE
802.11 avec des appareils connectés récents. La FIGURE 2.6 présente le scénario impliquant deux nœuds
Raspberry Pi modèle B équipés de dongles WI-FI. Nous avons construit une image WalT pour exécuter
ces nœuds en mode points d’accès. Dans le scénario, le premier nœud démarre un point d’accès et attend
qu’un périphérique se connecte. Nous considérons le périphérique connecté une fois qu’il est associé au
point d’accès et qu’il peut échanger des paquets IP. Pour vérifier la connectivité IP, l’appareil envoie pério-
diquement des paquets UDP. Une fois la connexion établie, le premier nœud notifie également au second
de démarrer son point d’accès. Dès que le deuxième point d’accès est opérationnel, nous arrêtons soudai-
nement le premier, de sorte que l’appareil connecté ne reçoive aucune notification de la défaillance de son
ancien point d’accès— pas de messages de disassociation ni de dé-authentification. Ensuite, nous mesurons
le temps qui s’écoule jusqu’à ce que l’appareil rétablisse la connectivité IP par l’intermédiaire du deuxième
point d’accès.
Grâce à WalT , nous pouvons automatiser l’ensemble du processus et répéter sans difficulté l’expérience
un grand nombre de fois pour différents appareils. Ici, nous avons rassemblé 300 mesures pour chaque
appareil, une tablette Nexus 7 (2012) (N7) utilisant Android 4.4 et un Moto X 2nd Gen (MX) sous Android 5.1.
La FIGURE 2.7 montre les durées de handover WI-FI mesurées : le temps d’association avec l’autre point
d’accès (A) et le temps de reprise du trafic UDP (UDP), en utilisant soit une adresse IP fixe soit une adresse
DHCP lorsque ce n’est pas précisé. Les résultats montrent des délais relativement longs pour Nexus 7 et
des variations importantes pour Moto X. Le Moto X obtient de meilleurs résultats que la Nexus 7, ce qui
suggère que ce dernier implémente une ou plusieurs améliorations proposées au chapitre précédent. Une
étude plus approfondie des implémentation de ces deux équipements mobiles permettrait de confirmer
ces hypothèses. Néanmoins la présente étude démontre l’intérêt de la plateforme WalT.
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FIGURE 2.7 – Durées de handover mesurées
2.4 Reproductibilité des expériences en fonction du
temps : Transformer la plate-forme WalT en machine à
remonter le temps
WalT fournit déjà un moyen d’exécuter un snapshot d’expérience à un instant donné, le snapshot conte-
nant l’environnement logiciel complet et les scripts requis pour l’expérience. L’objectif serait de renforcer le
soutien à la reproductibilité et à la répétabilité en tenant compte de l’impact du temps. Tant les expériences
que les bancs d’essai reposent sur du matériel et des logiciels qui peuvent changer au fil du temps — il est
presque nécessaire de mettre à niveau les environnements d’expérience pour bénéficier des nouveaux dé-
veloppements ou des nouvelles fonctionnalités. Cependant, même une légère modification peut avoir un
impact énorme sur les expériences et leurs résultats [147]. Comme la reproductibilité vise à évaluer les per-
formances de l’expérience dans différentes topologies de déploiement ou différents environnements radio,
il est essentiel de garantir que seules les conditions changent lorsque nous réexécutons une expérience et
que la différence dans les résultats de performance ne provient pas de la modification du logiciel du banc
de test. Par conséquent, l’environnement idéal du banc d’essai devrait fournir un moyen d’assurer non
seulement la rétrocompatibilité, mais aussi un mécanisme permettant de recréer l’environnement logiciel
et matériel exact d’une expérience donnée.
Cette partie se concentre sur les mécanismes envisagés au sein de la plate-forme WalT afin d’assurer
la reproductibilité dans le temps. Nous abordons les enjeux et les défis liés à la reproductibilité sur le long
terme ainsi que les solutions envisagées pour la plate-forme.
2.4.1 Expériences reproductibles indépendamment du temps
Comme nous l’avons vu précédemment, la reproductibilité des expériences consiste à relancer une ex-
périence dans les mêmes conditions matérielles et logicielles en ne modifiant que certains autres facteurs
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tels que la topologie physique du réseau. Cependant, il est fort probable qu’une expérience préparée il y a
des années sur une plate-forme donnée ne puisse plus être exécutée, en raison de l’évolution de la plate-
forme, à moins que celle-ci ne mette en œuvre ce que nous appelons la reproductibilité de l’expérience in-
dépendamment du temps. Si jamais cette plate-forme peut encore faire fonctionner l’ancienne expérience,
nous ne pouvons pas garantir que les résultats ne seront pas affectés par les changements apportés à celle-
ci, tels que de nouveaux bogues, des correctifs sur d’anciens bogues ou l’ajout de nouvelles fonctionnalités.
Assurer la reproductibilité des expériences indépendamment du temps n’est pas aussi simple qu’il n’y
paraît, car de nombreux paramètres peuvent avoir un impact sur les résultats d’expériences et sont gé-
néralement : 1. difficiles à décrire et/ou 2. en constante évolution. Nous soulignons ci-dessous quelques
paramètres clés qui concernent les expériences ou la plate-forme sur laquelle elles sont menées.
2.4.1.1 Paramètres de l’expérience
Comme nous l’avons vu à travers l’utilisation de la plate-forme, pour pouvoir reproduire correctement
une expérience en réseau nécessite une connaissance précise des différents paramètres de l’expérience :
• Il faut savoir quels nœuds ont été utilisés pour l’expérience, leur nombre, leur modèle et leur numéro
de révision. Les changements de matériel peuvent avoir un impact majeur sur les performances, en
particulier dans le cas des réseaux sans fil.
• Il faut savoir précisément quels logiciels les nœuds utilisent, y compris tous les fichiers du système
d’exploitation, tous les programmes ou scripts d’expérience ajoutés, et tous les fichiers de configura-
tion modifiés. Par exemple, si une expérience a été faite en utilisant une taille de tampon de socket
accrue dans sysctl.conf, les résultats peuvent ne pas être les mêmes avec et sans ce paramètre.
• Il faut obtenir n’importe quel script global nécessaire à l’orchestration de l’expérience.
2.4.1.2 Description de la plate-forme
Bien que les paramètres de l’expériences soient déterminant dans les résultats de celle-ci, la plate-forme
elle-même ne doit pas être oubliée. Comme l’ont montré Mesnard et Barba [147], quand on veut reproduire
une expérience, les paramètres de la plate-forme ont un impact sur les résultats obtenus, par exemple la
version d’une librairie utilisée. Dans le cas de WalT , ces paramètres sont :
• Le serveur qui pilote la plate-forme doit exécuter la même pile logicielle. Si cette condition n’est pas
remplie, de nombreux facteurs peuvent entraîner des divergences dans les résultats des expériences.
Un bogue dans la pile réseau d’une version donnée du noyau peut modifier l’horodatage d’un log. Un
fichier de configuration PTP différent peut modifier le délai avant la synchronisation des nœuds au
démarrage.
• Idéalement, le matériel du serveur et des commutateurs réseau devrait également être le même. Ce-
pendant, on peut considérer que le matériel du serveur a rarement un impact sur l’expérience (sauf
dans le cas d’un problème majeur de performance dû à l’ancien matériel).
2.4.1.3 Discussion
Les paramètres évoqués ci-dessus montrent que pour pouvoir reproduire une expérience, une connais-
sance approfondie de l’expérience et de la plate-forme est nécessaire. Lorsque l’on utilise WalT , la plate-
forme elle-même enregistre la plupart de ces informations dans l’image Docker. De plus, lorsqu’un utili-
sateur souhaite reproduire une expérience, la plate-forme pourra restaurer l’ensemble de sa pile logicielle
dans l’état où elle se trouvait lors de la première exécution de l’expérience.
2.4.2 Application de ces mécanismes dans WalT
Dans cette section, nous présentons les mécanismes envisagés dans WalT afin d’assurer la reproducti-
bilité des expériences indépendamment du temps.
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FIGURE 2.8 – API du serveur WalT et de ses nœuds
2.4.2.1 Versionnement des composants de la plate-forme
Les composants logiciels de la plate-forme WalT (nœuds, serveur et outils clients) évoluent au fur et à
mesure que le projet met en œuvre de nouvelles fonctionnalités. Comme nous pouvons installer les com-
posants à des moments différents, des problèmes de compatibilité peuvent survenir. Par exemple, l’image
WalT d’une expérience récemment publiée peut s’appuyer sur les fonctionnalités WalT les plus récentes
alors que l’exploitation du serveur WalT il y a deux ans peut être incapable de les gérer. Il faudra alors être
en mesure de pouvoir revenir vers une version antérieur de la plate-forme et/ou des nœuds comme nous le
verrons dans la Section 2.4.2.2.
La première étape pour résoudre ces problèmes de compatibilité est de les découpler. Pour ce faire, nous
attribuons le numéro de version API à chaque interface de composant. L’API est l’ensemble des fonctions
qu’un composant expose à un autre. Par exemple, sur commande d’un client, le serveur peut demander à
un nœud donné de faire clignoter sa DEL — à des fins d’identification par exemple. Puisque cette fonction-
nalité du nœud est exposée au serveur, nous pouvons la considérer comme faisant partie de l’API du nœud.
De même, chaque fois qu’un nœud démarre, il avertit le serveur de cet événement, de sorte que la fonction
d’enregistrement des événements fait partie de l’API du serveur. La FIGURE 2.8 illustre ces notions.
Si l’API du serveur change, certains des appels de traitement à distance effectués par le nœud échoue-
ront. Ainsi, la version du serveur modifié n’est plus compatible avec la version précédente du nœud. De
même, un changement dans l’API du nœud rompt également la compatibilité avec le serveur.
Pour détecter toutes les ruptures de compatibilité, nous considérons l’union des API serveur et nœud :
nous inspectons toutes les fonctions exposées d’un côté et de l’autre (en utilisant l’introspection de code),
construisons un document listant leurs prototypes, et calculons le hash du document entier. Si le hachage
change, cela signifie que l’API a également changé, donc nous incrémentons le numéro de version de l’API.
L’ensemble du processus s’exécute automatiquement lorsqu’une nouvelle version d’un composant est pu-
bliée. Le numéro de version de l’API est ensuite utilisé lors de l’exécution pour vérifier si les composants
sont compatibles ou non. De plus, nous marquons une version de serveur donnée avec deux numéros d’API
différents, l’un pour la compatibilité nœud-serveur et l’autre pour la compatibilité client-serveur.
Le numéro de version d’un composant donné n’est pas lié au numéro de version de l’API. Nous utilisons
plutôt un numéro de téléchargement à cette fin.
2.4.2.2 Mise à niveau et rétrogradation des versions
Lorsque nous détectons un problème de compatibilité, nous devons mettre à niveau ou déclasser l’un
des deux composants concernés.
Si le client et le serveur ne sont pas compatibles, le client mettra à niveau sa version utilisé de manière
transparente pour l’utilisateur afin de correspondre au numéro API client-serveur attendu par le serveur.
Une telle opération permet d’utiliser facilement plusieurs plates-formes WalT (par exemple, une pour le
déboggage et une pour les expériences à grande échelle).
Lorsque le serveur n’est pas compatible avec le code intégré dans une image WalT (c’est-à-dire le code
qui sera exécuté par un nœud si cette image est déployée), le problème est signalé à l’utilisateur qui a le
choix entre adapter le serveur ou l’image. L’adaptation de l’image — mise à jour ou retour à une version an-
térieure d’un logiciel sur l’image d’un nœud WalT — est simple avec la commande : walt image update
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<image>. Cependant, lorsque l’utilisateur est préoccupé par la reproductibilité de l’expérience, il peut pré-
férer mettre à niveau ou déclasser le serveur au lieu de le faire correspondre à la version initialement utilisée
pour l’expérience. La mise à niveau ou le retour à une version antérieure du serveur est une opération plus
complexe. Puisqu’il a un impact sur tous les utilisateurs, l’utilisateur doit d’abord acquérir un verrou en
tapant la commande : walt platform lock. Le verrouillage garantira à l’utilisateur un accès exclusif au
serveur et à tous les nœuds jusqu’à ce qu’il lance la commande : walt platform unlock. Lorsque l’utili-
sateur lance la commande de déverrouillage, le serveur et les nœuds reviennent à leur état précédent.
Comme nous l’avons déjà mentionné dans la Section 2.4.1, lors de la reproduction d’une expérience,
les paramètres du système d’exploitation ou du serveur peuvent avoir une incidence sur les résultats —
paramètres PTP pour la synchronisation de l’heure par exemple. Ainsi, nous devons non seulement mettre
à jour ou revenir à une version antérieure du logiciel de contrôle WalT , mais aussi l’ensemble du système
d’exploitation du serveur. Afin d’effectuer efficacement cette opération lourde, nous avons décidé d’utiliser
à nouveau Docker. Chaque fois qu’une nouvelle version du serveur est téléchargée, l’image du Docker du
système d’exploitation entier est publiée. En conséquence, le comportement du serveur est maintenant
similaire à celui des nœuds : un système d’exploitation minimal est démarré en premier, et, selon la version
requise, l’image Docker adéquate est sélectionnée, et le système d’exploitation final qui y est stocké est
démarré.
Il y a cependant une différence importante entre les nœuds et le serveur : les nœuds sont sans état, le
serveur ne l’est pas. Par exemple, le serveur doit sauvegarder l’état de la plate-forme avant d’effectuer un
verrouillage. Le contenu de la base de données des logs doit également être préservé lors de la mise à niveau
ou de la rétrogradation. Par conséquent, l’état doit être sauvegardé en dehors de l’image Docker.
2.4.2.3 Gestion des expériences WalT
Comme indiqué dans la Section 2.2.4, l’outil client walt fournit une catégorie de commandes pour
gérer les expériences : sauvegarder, publier, rechercher, cloner, déployer, exécuter. Lors de l’utilisation de
ces commandes, les opérations complexes telles qu’une mise à niveau ou un retour à une version antérieure
du serveur sont complètement cachées à l’utilisateur.
2.4.2.4 Discussion
WalT répond à la plupart des défis présentés dans la Section 2.4.1 afin de permettre la reproductibilité
des expériences indépendamment du temps : il fournit un moyen de revenir en quelque sorte à l’état exact
de l’environnement logiciel au moment exact où l’expérience a été menée pour la première fois.
La limitation de ce mécanisme vient en fait de la couche matérielle. En particulier, les SBC que nous uti-
lisons actuellement pourraient être difficiles à trouver dans quelques années. Néanmoins, WalT permettra
de vérifier rapidement si les résultats sont similaires sur le nouveau matériel.
Conclusions
WalT est une plate-forme reproductible permettant de réaliser des expériences reproductibles. Elle
complète les plates-formes spécialisées existantes avec la possibilité de reproduire et de déployer sa propre
plate-forme d’expérimentation pour le débogage, les comparaisons et les tests de réseaux dans des envi-
ronnements de production en conditions réelles. WalT utilise des composants standards à faible coût, des
logiciels libres et permet une installation facile grâce à l’utilisation du POE. Nous l’avons notamment uti-
lisée pour mener les expériences sur l’impact de la contention sur les algorithmes d’adaptation de débits,
présentées dans le Chapitre 4 de ce manuscrit.
Il est par ailleurs question de pérenniser la reproductibilité et la répétabilité des expériences dans le
temps. Notre expérience avec WalT montre que les chercheurs ont souvent besoin de reproduire des expé-
riences faites précédemment dans une configuration spécifique, ce qui est difficile si la plate-forme expéri-
mentale a évolué. Sur la base des développements actuels de WalT , nous proposons plusieurs mécanismes
pour garder une trace des modifications et pouvoir revenir à une version donnée dans le passé.
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À l’avenir, nous prévoyons d’améliorer la fonction de gestion de l’expérience dans WalT en sauvegardant
les résultats bruts obtenus dans une expérience donnée. Une telle caractéristique faciliterait la comparai-
son entre deux séries d’expériences, chacune effectuée sur une plate-forme WalT différente. Fournir un
ensemble de résultats obtenus sur plusieurs plates-formes WalT permettrait également de mieux élaborer
les conclusions de la recherche.
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Introduction
Le WI-FI est omniprésent dans les villes. Tout d’abord car le nombre de points d’accès publics — hotspots
— ne cesse d’augmenter [1] avec un déploiement mondial de 124 millions en 2017 et un déploiement estimé
de 549 millions d’ici 2022. Ensuite le nombre de foyers ayant une souscription internet fixe est important
dans les pays développés — 74% des foyers de l’Union Européenne [148] par exemple. Il est envisageable
de supposer qu’une écrasante majorité de ces lignes fixes utilisent un modem routeur WI-FI— notamment
lorsque des boxes d’opérateurs sont fournies — venant s’ajouter aux nombres de points d’accès WI-FI opé-
rants. Dans une ville nous avons alors une très forte densité de points d’accès, couvrant potentiellement une
majeure partie de celle-ci.
En parallèle, le nombre de smartphones est en constante augmentation et ceux-ci représentent l’écra-
sante majorité du trafic IP mobile avec 88% de celui-ci. 46% de leurs communications passent par le réseau
cellulaire tandis que les 54% restantes utilisent des points d’accès WI-FI ou des femtocells déployées chez
des particuliers. Il faut cependant noter qu’une très grande partie de ce trafic offloadé s’effectue lorsqu’un
utilisateur est chez lui ou dans un lieu possédant un point d’accès public, mais rarement lorsqu’il est en
mobilité. Lorsqu’un utilisateur se déplace il va plutôt solliciter le réseau cellulaire pour assurer ses commu-
nications au lieu d’utiliser des points d’accès WI-FI car ceux-ci n’offrent pas une aussi bonne gestion de la
mobilité que les réseaux cellulaires et ne sont pas forcément ouverts au public.
Or, la démocratisation des réseaux communautaires — dans lesquels un particulier offre une partie de
sa bande passante pour un usage en libre service aux autres membres de sa communauté — ainsi que l’ap-
parition d’initiatives comme Hotspot 2.0, permettent d’envisager l’utilisation de points d’accès privés par
n’importe quel utilisateur. Si l’ensemble des points d’accès privés des quartiers résidentiels étaient utili-
sables, nous aurions à notre disposition un réseau peu utilisé en journée — les gens ayant majoritairement
un lieu de travail différent de leur lieu de résidence. Il serait intéressant de pouvoir profiter de ces points
d’accès dans un contexte de mobilité, afin de ne pas utiliser uniquement une connectivité cellulaire.
C’est pourquoi nous nous proposons d’estimer les possibilités offertes par l’utilisation de l’ensemble
des points d’accès d’une ville. Pour cela il faut estimer la couverture radio que propose un tel déploiement,
ainsi que les durées pendant lesquelles un utilisateur mobile est connecté ou déconnecté, en fonction de
sa vitesse de déplacement et de son handover.
Plusieurs travaux ont été menés afin de caractériser le déploiement des points d’accès 802.11 dans un
environnement urbain. Farshad et al. [149] se sont intéressés aux caractéristiques des points d’accès dé-
ployés dans la ville d’Édimbourg. Ils utilisent des téléphones Android afin de scanner passivement l’envi-
ronnement lors de déplacements effectués en bus dans la ville afin de capturer les beacons émis par les
points d’accès de leur voisinage. Il enregistre alors les information concernant le SSID, BSSID, si un le
point d’accès est protégé ou non, et le canal sur lequel il opère, ainsi que les coordonnées GPS du télé-
phone lors de la capture. Ils observent qu’une vaste majorité des points d’accès découverts opèrent sur les
canaux 1, 6 et 11, et que le nombre de points d’accès voisin moyen est de 13.4 pour un lieu donné. Dans
leur étude, Castignani et al. [150] se sont intéressés aux caractéristiques des réseaux sans fil communau-
taires présents dans la ville de Rennes. Lors de leurs déplacements, leur équipement mobile effectue une
recherche active sur l’ensemble des canaux toutes les 2s, et enregistre ses coordonnées GPS toutes les se-
condes. Ils observent eux aussi que la majorité des points d’accès opèrent sur les 3 canaux orthogonaux, et
que la distance moyenne aux points d’accès observée est de 32,3 m. Enfin, ils constatent que le réseau com-
munautaire FreeWifi proposé par l’opérateur Free permet à lui seul de couvrir 67.43% de leurs trajets, et que
lorsque l’ensemble des réseaux communautaires sont pris en compte, on obtient une couverture proche
de 75%. Bychkovsky et al. [151] se sont intéressé à l’exploitation des points d’accès 802.11 présents dans les
villes de Boston et Seattle par des utilisateurs se déplaçants en voiture. Les véhicules sont équipés d’un ordi-
nateur ayant une carte 802.11B associée à une antenne avec un gain de 5,5 dBi. Lors du déplacement d’un
véhicule, l’équipement embarqué effectue une recherche active sur l’ensemble des canaux, et enregistre le
SSID, le BSSID, le canal et le RSSI de l’ensemble des points d’accès ayant envoyé une Probe Response. Il
tente ensuite une association avec le point d’accès ayant le RSSI le plus élevé. Si celle-ci échoue alors une
autre recherche active est initiée, sinon il tente de récupérer une adresse IP. Si celle-ci est obtenue, alors il
envoie des messages ping vers un serveur connu, si cette opération réussi alors l’équipement commence à
envoyer des pings vers le point d’accès, et essaye d’envoyer un fichier via une connection TCP vers un ser-
veur distant. Les auteurs définissent la durée de connection à un point d’accès comme l’intervalle de temps
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entre le premier ping vers celui-ci et le dernier. Ils observent que peu d’association sont faites lorsque la
vitesse du véhicule est supérieure à 70 km/h, et que la durée de connection à un même point d’accès décroit
avec l’augmentation de la vitesse. Dans d’autres travaux de Castignani et al. [152], ils se sont intéressé à
l’utilisation des points d’accès 802.11 des réseaux communautaires, lors de phases de mobilité. Les auteurs
ont développé une application (Wi2Me Traces Explorer) permettant aux smartphones équipés de collecter
des informations concernant l’environnement cellulaire et 802.11 lorsqu’un utilisateur se déplace. L’appli-
cation effectue une recherche active sur l’ensemble des canaux 802.11 afin de récupérer l’ensemble des
points d’accès appartenant à différents réseaux communautaires, et tente ensuite de s’associer au point
d’accès dont le signal reçu a le RSSI le plus élevé. Si cette association réussie et que l’appareil obtient une
adresse IP, alors une tentative d’authentification au travers d’un portail captif est effectuée afin d’obtenir
un accès à Internet. Si cette étape aboutit, alors l’application envoie une série de pings vers le point d’accès
et un serveur distant, après quoi elle tente de récupérer et d’envoyer des fichiers via HTTP vers ce même
serveur. En parallèle, l’application tente d’obtenir un accès à Internet via son interface cellulaire, et effec-
tue les même transferts de fichiers que pour l’interface 802.11. Ils observent qu’au moins un point d’accès
d’un réseau communautaire est présent 98.9% du temps, qu’il est possible de s’associer à un point d’accès
et de récupérer une adresse IP respectivement 93.9% et 83.1% du temps, mais qu’un accès à Internet n’est
possible que 53.8% du temps. La connectivité via le réseau cellulaire est quand à elle possible 99.2% du
temps.
Dans ce chapitre nous présentons les résultats des simulations menées sur la ville de Grenoble afin
d’évaluer le type de trafic applicatif qu’un utilisateur mobile peut espérer utiliser lorsqu’il se déplace. Nous
présentons dans la première section les deux jeux de données utilisés, le modèle de mobilité composé no-
tamment de différentes classes d’utilisateurs se déplaçant à des vitesses différentes, et le modèle de connec-
tivité basé sur la durée de déconnexion utilisé. La deuxième section présente les résultats des simulations
lorsque la vitesse de déplacement, la durée de connectivité ou la densité de points d’accès varient.
3.1 Vue d’ensemble
La problématique de ce chapitre pourrait s’exprimer ainsi : Si l’ensemble des points d’accès WI-FI déjà
déployés dans les villes étaient accessibles au public, quelles seraient les applications possibles pour les uti-
lisateurs mobiles ? Afin d’essayer de répondre à une telle question, il est nécessaire de procéder à un certain
nombre d’ajustements dans le but de mettre en place notre environnement de simulations. Pour obser-
ver les relations entre les points d’accès WI-FI à l’échelle de la ville et les utilisateurs mobiles, il convient
de préciser trois concepts clés : Topologie WI-FI à l’échelle de la ville, mobilité des utilisateurs finaux et
comportement des appareils WI-FI.
3.1.1 Topologie WI-FI à l’échelle de la ville
Le déploiement de points d’accès WI-FI publics se généralise dans les villes, mais leur utilisation pré-
sente certains inconvénients. Tout d’abord un tel déploiement n’implique pas une couverture complète
de la ville. Certains lieux d’intérêt sont couverts, comme les musées et mairies par exemple, mais d’autres
(a) Chemins générés (b) Carte des points d’accès « Free-
boxes »
(c) Carte des points d’accès générés
FIGURE 3.1 – Position géographique des points d’accès WI-FI dans la ville de Grenoble
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zones publiques ne le sont pas ou peu comme les parcs et les chaussées. De plus, même si un déploiement
généralisé était envisagé, celui-ci a un coût et ne pourrait pas atteindre une couverture totale instantané-
ment. Enfin la maintenance d’une telle infrastructure représente un budget, et certaines villes peuvent ne
pas y voir une dépense primaire.
D’un autre côté, des points d’accès WI-FI privés sont déjà déployés dans la plupart des bâtiments —
cafés, restaurants, etc. — et lieux de résidence. Il serait donc envisageable de s’appuyer sur l’infrastructure
existante plutôt que d’investir dans une infrastructure dédiée. Nous allons donc chercher à quantifier le
taux de couverture offert par de tels déploiements ainsi qu’à évaluer la connectivité offerte par l’utilisation
des points d’accès déjà existants si ceux-ci étaient libres d’accès. Pour cela nous avons besoin de simuler le
déplacement d’un utilisateur au sein d’un espace couvert par différents points d’accès. Afin d’être au plus
proche d’un déploiement réel, nous proposons d’utiliser des données topologiques réalistes de la position
des points d’accès 802.11. Pour cela nous avons utilisé deux jeux de données différents.
3.1.1.1 L’ensemble de données « Freeboxes »
Nous avons obtenu un ensemble de données contenant les emplacements de toutes les « Freeboxes » de
la ville de Grenoble, celui-ci est présenté sur la FIGURE 3.1b. Il correspond à l’ensemble des points d’accès
Internet privés des abonnés à Free, un des quatre principaux FAI (Fournisseur d’accès Internet) français
— Orange, Free, SFR et Bouygues. Ce jeu de données nous a été fourni par Mathieu Cunche, qui l’a obtenu
en interrogeant un Wi-Fi Positioning System [153]. Afin d’obtenir les coordonnées géographique d’un point
d’accès, il faut fournir au Wi-Fi Positioning System deux adresses MAC valides. Or, contrairement aux autres
boxes d’opérateurs, les « Freeboxes » ont la caractéristique de posséder deux adresses MAC consécutives,
facilitant dès lors les requêtes faites sur le Wi-Fi Positioning System. C’est pourquoi nous avons utilisé les
données de cet opérateur en particulier.
3.1.1.2 L’ensemble de données généré
Nous voulons avoir un ensemble de données plus dense s’approchant du nombre de points d’accès cor-
respondant aux quatre principaux FAI français. Comme il est difficile d’obtenir ces localisations auprès du
FAI, nous avons décidé de générer les positions des points d’accès à partir des données topologiques de
la ville. L’idée repose sur le fait que l’on peut supposer que des points d’accès privés sont déployés dans
l’ensemble des bâtiments et qu’il existe une relation potentielle entre le nombre de points d’accès présents
et la surface d’un bâtiment. La description des bâtiments est obtenue grâce à OpenStreetMap et peut être
utilisée dans n’importe quel système d’information géographique (SIG) — tel que QGIS [154]. Nous avons
développé un plugin pour QGIS qui évalue chaque surface de bâtiment et génère un certain nombre de
points d’accès. Le nombre de points d’accès est configurable et est piloté par des « seuils ». Cela signifie que
l’on peut définir une valeur de surface minimale pour générer un certain nombre de points d’accès, ainsi
qu’un seuil maximal au delà duquel aucun point d’accès n’est plus généré. Il est également possible de défi-
nir des seuils intermédiaires qui génèrent différents nombres de points d’accès afin d’avoir des distributions
spécifiques. Chaque point d’accès est situé au hasard — ils ont des coordonnées aléatoires — au sein de leur
bâtiment. La FIGURE 3.1c représente un ensemble de données plus dense que nous générons à l’aide de
cette méthode. Nous avons réglé ces différents paramètres afin d’obtenir quatre fois plus de points d’accès
que l’ensemble de données « Freeboxes » dans le but de s’approcher d’une densité de points d’accès corres-
pondant au nombre de FAI présents. Une fois les différentes coordonnées GPS des points d’accès obtenues,
celles-ci sont exportées vers un fichier au format KML servant à gérer l’affichage de données géospatiales,
et nous permettant de les afficher dans Google Earth.
3.1.2 Modèle de mobilité
Afin de mesurer la connectivité pour les utilisateurs en mouvement, nous devons définir un modèle de
mobilité. Ce modèle est constitué de deux éléments : 1. la classe de l’utilisateur, caractérisée par sa vitesse
de déplacement et 2. la trajectoire que cet utilisateur va suivre dans la ville.
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3.1.2.1 Modèle de trajectoires
L’obtention d’un ensemble de données réelles représentant la mobilité des utilisateurs dans une ville
spécifique peut être difficile s’il n’y a pas d’ensemble de données actuellement disponible — mise en place
d’un échantillon d’utilisateurs sur lesquels on collecte l’ensemble de leurs déplacements sur plusieurs jours
/ mois. Nous avons décidé de générer des chemins « réalistes » — proches du chemin qu’un utilisateur
utilisera pour aller d’un endroit à un autre — afin de faire nos simulations.
Un premier modèle de mobilité a été réalisé à partir de données existantes [155]. Le modèle extrait des
propriétés de déplacement à partir d’un jeu de mobilité réel afin de générer des trajectoires « réalistes », évi-
tant ainsi une génération basée sur une marche aléatoire. Malgré l’aspect réel des chemins (pas de boucles,
rarement croisés, etc...), ce processus ne prend pas en compte les données topologiques de la ville comme
les routes ou les bâtiments. Il en résulte une génération potentielle de chemins qui traversent des bâtiments
ou des cours d’eau par exemple.
Dans notre modèle, nous considérons que les utilisateurs se déplacent dans la ville entre deux points en
empruntant le plus court chemin. Afin de générer un tel chemin tout en considérant la topologie de la ville,
nous utilisons l’API Google Maps [156]. Nous choisissons aléatoirement deux points dans la zone contenant
la ville de Grenoble — sur laquelle nous basons nos simulations —, puis nous utilisons l’API pour générer
le chemin entre ces deux points. Celle-ci renvoie un ensemble de points décrivant la trajectoire parcourue
prenant en compte les intersections, les courbures de routes, etc. L’ensemble des chemins générés est illus-
tré sur la FIGURE 3.1a. Il ne s’agit peut être pas des chemins que des utilisateurs réels auraient choisi —
préférences personnelles, détours par un endroit particulier, etc. — mais ne s’en éloignent pas trop. Nous
nous intéressons ici à l’analyse des possibilités offertes par le WI-FI, un utilisateur parcourant un chemin
suivant la voirie — même si il ne s’agit pas exactement du chemin qu’il aurait suivi — introduit moins de
biais qu’un utilisateur pouvant traverser un bâtiment.
3.1.2.2 Classes d’utilisateurs
Nous définissons quatre classes d’utilisateurs différentes qui se caractérisent par la vitesse qu’ils uti-
lisent pour se déplacer dans la ville :
• 1m.s−1 : qui peut correspondre à la vitesse d’un piéton
• 5m.s−1 : qui peut être la vitesse d’un cycliste
• 11m.s−1 : qui peut être l’allure d’un transport public urbain
• 20m.s−1 : qui est une valeur de vitesse urbaine élevée
A partir de ces classes d’utilisateurs et des chemins obtenus nous approximons le déplacement par une
succession de déplacements selon la latitude et la longitude à la vitesse voulue entre deux « sous-points »
d’une trajectoire.
3.1.3 Modèle de connectivité
3.1.3.1 Delta de connexion
Le WI-FI a été conçu pour fournir une connectivité sans fil de proximité à des utilisateurs statiques.
L’utilisation du WI-FI dans un contexte de mobilité est un défi pour les équipements grand public car la
plupart des améliorations présentées dans le chapitre 1 sont rarement déployées. Les paramètres utilisés
pour déclencher le processus de handover ne sont pas fiables — puissance du signal reçu ou taux de pertes
par exemple. Cela conduit à un scénario dans lequel l’appareil se considère comme « connecté » — pour
éviter les faux positifs dus à des interférences par exemple — mais ne dispose d’aucune connectivité. Ces
phénomènes se produisent lorsqu’un utilisateur s’éloigne trop de son point d’accès et ne peut plus recevoir
ou envoyer de messages à celui-ci. Ce temps de détection de déconnexion (tde´clenchement ) peut prendre
plusieurs dizaines de secondes. Lorsque l’appareil passe à l’état « déconnecté », il entre en phase de re-
cherche (tr echer che ). L’appareil balaie son environnement WI-FI afin de trouver les points d’accès environ-
nants et choisit le point d’accès suivant auquel il sera connecté. Vient ensuite le processus d’association
(tassoci ati on) : l’appareil envoie éventuellement une demande de désassociation à son point d’accès associé
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Vitesse faible
Vitesse élevée
Connecté Déconnecté (∆C)
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FIGURE 3.2 – Delta de connexion lors du déplacement
précédent, puis envoie des demandes d’authentification et d’association au point d’accès élu. Enfin, si l’uti-
lisateur s’attend à une connexion Internet, il y a un délai supplémentaire (tI P ) pour obtenir une adresse IP
et récupérer de l’interruption précédente.
Dans notre contexte nous définissons un delta de connexion (∆C ) qui correspond à la durée entre deux
connexions IP sur Internet utilisant le WI-FI du point de vue de l’utilisateur final — ou de l’application. Il
est donc exprimé comme la somme du temps pris par toutes les étapes utilisées pour effectuer le handover :
∆C = tde´clenchement + tr echer che + tassoci ati on + tI P
Dans nos scénarios nous considérons plusieurs∆C constants. En attachant un∆C donné à un utilisa-
teur se déplaçant à des vitesses différentes, on peut avoir l’intuition que ces deux valeurs auront un impact
sur la durée globale de l’état « connecté ». La FIGURE 3.2 illustre ce concept : un appareil est connecté à
un point d’accès, à un moment donné il ne pourra plus communiquer avec son point d’accès, pendant son
delta de connexion il parcourra une distance donnée qui est couverte par un autre point d’accès, quand il se
connectera finalement au nouveau point d’accès le temps restant « connecté » — avant le delta suivant —-
dépend de la distance parcourue pendant la déconnexion, qui dépend de la vitesse de l’utilisateur.
Dans notre modèle, nous considérons 5∆C différents :
• 0s la connexion entre les différents points d’accès est transparente. Ceci correspond à la connectivité
maximale obtenable.
• 0.15s correspondent au délai maximum acceptable pour les communications vocales [157].
• 1s et 2s sont des Deltas de Connexion très optimistes.
• 5s un delta de connexion « réaliste optimiste » pour des équipements effectuant un handover rapide
tels que le Moto X 2nd Gen illustré sur la FIGURE 2.7.
L’utilisation d’un∆C nous permet de nous affranchir de la complexité liée au handover en transformant
son mécanisme en « boite noire ». Le fait d’utiliser plusieurs valeurs fixes de celui-ci nous permet d’observer
les tendances sur son impact en mobilité, même si dans un cas réel un équipement ne change pas forcé-
ment de point d’accès en temps constant.
3.1.3.2 Déclenchement du handover
Nous avons basé le déclenchement du handover sur les valeurs de RSSI au niveau de l’utilisateur. Les
point d’accès possèdent une portée radio de 50m, et un modèle d’atténuation Log-distance path loss est ap-
pliqué afin d’avoir une atténuation de −90db en limite de portée — restant acceptable à 1Mbps. Lorsque
84
CHAPITRE 3. 802.11 À L’ÉCHELLE DE LA VILLE
ce seuil est franchi on considère l’utilisateur déconnecté pendant une durée∆C prenant en compte le pro-
cessus de handover et la récupération de la connectivité IP. À la fin de celui-ci l’utilisateur est reconnecté
au point d’accès dont le signal reçu a la valeur de RSSI la plus élevée, parmi les points d’accès de son voi-
sinage. Si aucun point d’accès n’est disponible dans l’entourage de l’utilisateur alors il reste dans un état
déconnecté.
3.2 Impact de la vitesse, du delta de connexion et de la den-
sité sur la connectivité en mobilité
Afin d’évaluer l’impact de la vitesse et de la durée de∆C sur la connectivité d’un utilisateur se déplaçant
en ville, nous avons généré aléatoirement cent chemins différents sur lesquels nous avons fait parcourir
l’ensemble des classes d’utilisateurs avec les différentes valeurs de∆C précédemment définies.
Pour cela nous avons développé un simulateur à évènements discrets en Python. Pour une classe d’uti-
lisateur donnée, avec un ∆C particulier, un chemin parcouru est discrétisé en une succession de points
séparés d’une distance d’un mètre. L’état de connectivité d’un utilisateur est alors évalué à chaque « pas » :
• Si l’utilisateur est connecté à un point d’accès alors on détermine si la puissance du signal reçue est
en dessous d’un certain seuil — −90db.
• Si ce seuil n’est pas franchi alors l’utilisateur reste connecté au point d’accès et celui-ci avance d’un
« pas ».
• Sinon, l’utilisateur passe dans un état déconnecté d’une durée∆C — cette durée permettant d’abs-
traire la complexité liée au déclenchement, à la recherche et à la réassociation. Pendant cette période,
l’utilisateur choisi son futur point d’accès en prenant celui avec la puissance reçue la plus élevée dans
son entourage. L’utilisateur avance alors d’un nombre de « pas » nécessaire à l’écoulement de la durée
∆C .
3.2.1 Analyse macroscopique
Un exemple de chemin simulé avec les différentes frises temporelles de connectivité associées est illus-
tré sur la FIGURE 3.3. Le chemin présenté sur la FIGURE 3.3a est parcouru d’est en ouest et contient une zone
non couverte par des points d’accès WI-FI— un cours d’eau. Les frises temporelles sont présentées pour le
jeu de données des « Freeboxes »– à droite — et le jeu de données généré — à gauche — pour l’ensemble
des classes d’utilisateurs avec l’ensemble des∆C envisagés. Elles montrent les périodes pendant lesquelles
un utilisateur est connecté ou non le long de ce trajet.
On remarque tout d’abord qu’un « trou de connectivité » est présent pour les deux jeux de données au
niveau du passage du pont — environ 75% du trajet. Ce « trou de connectivité » est cependant plus long sur
le jeu de données des « Freeboxes » car moins de points d’accès sont présents autour du pont.
Avec un∆C = 0s — FIGURES 3.3b et 3.3c — on remarque que pour le jeu de données généré seul le pont
présente une zone de non connectivité alors que pour le jeu de données des « Freeboxes » certaines zones
après le passage de ce pont sont non couvertes.
Lorsque le∆C = 0.15s — FIGURES 3.3d et 3.3e — on observe le même comportement que lorsque celui-ci
est nul. Dans la pratique une déconnexion de 150ms a lieu, mais n’est pas visible sur la frise temporelle.
Quand∆C = 1s — FIGURES 3.3f et 3.3g — on observe une légère dégradation de la connectivité pour les
utilisateurs se déplaçant à grande vitesse sur le jeu de données des « Freeboxes ».
Quand∆C = 2s — FIGURES 3.3h et 3.3i — des micro « trous de connectivité » plus visibles commencent
à apparaître. Ce phénomène est plus marqué sur les utilisateurs se déplaçant à grande vitesse car ils par-
courent un pourcentage de leur trajet plus grand quand ils ont besoin de changer de point d’accès.
Pour∆C = 5s — FIGURES 3.3j et 3.3k — on observe que les utilisateurs se déplaçant à 11m.s−1 ne sont
plus déconnectés uniquement lorsqu’ils changent de point d’accès, mais bien plus longtemps. En effet, lors
de la déconnexion, le point d’accès élu comme point d’accès suivant lors de la recherche n’est plus disponible
— hors de portée — lorsque ∆C arrive à son terme. Il faut donc chercher un autre point d’accès dans le
voisinage. Les utilisateurs se déplaçant à 20m.s−1 n’ont quasiment plus de périodes pendant lesquelles ils
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(a) Trajet parcouru d’est en ouest
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(b)∆C = 0s avec le jeu de données généré
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(c)∆C = 0s avec le jeu de données des « Freeboxes »
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(d)∆C = 0.15s avec le jeu de données généré
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(e)∆C = 0.15s avec le jeu de données des « Freeboxes »
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(f)∆C = 1s avec le jeu de données généré
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(g)∆C = 1s avec le jeu de données des « Freeboxes »
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(h)∆C = 2s avec le jeu de données généré
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(i)∆C = 2s avec le jeu de données des « Freeboxes »
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(j)∆C = 5s avec le jeu de données généré
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(k)∆C = 5s avec le jeu de données des « Freeboxes »
FIGURE 3.3 – Frises temporelles de connectivité le long d’un chemin pour différentes classes d’utilisateurs avec le pas-
sage d’un pont sans point d’accès sur le jeu de données généré et celui des « Freeboxes »
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(a) Jeu de données des « Freeboxes »
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FIGURE 3.4 – Taux de connectivité moyen sur la durée d’un trajet sur l’ensemble des chemins pour différentes classes
d’utilisateurs et différentes valeurs de∆C
sont connectés. Les utilisateurs se déplaçant à 5m.s−1 commencent à avoir des déconnexions plus longues
que la durée∆C . On remarque que ces tendances sont partagées entre les deux jeux de données.
3.2.1.1 Taux de connectivité
La FIGURE 3.4 représente les taux de connectivité moyen des différentes classes d’utilisateurs avec dif-
férentes valeurs de∆C pour l’ensemble des chemins simulés. Le taux de connectivité correspond à la durée
pendant laquelle un utilisateur est connecté par rapport à la durée totale de son trajet. Remarquons qu’avec
un∆C = 0s, la vitesse n’a pas d’influence sur les moments connectés et que les utilisateurs sont connectés
95% du temps sur le jeu de données simulé, et 85% du temps sur le jeu de données des « Freeboxes ». Ceci
correspond à la couverture maximale espérée.
Cependant, dès que nous augmentons la durée du handover, nous observons une différence plus im-
portante en termes de temps de connexion en raison des variations de vitesse.
Le taux de connectivité reste acceptable en utilisant une durée ∆C = 0.15s pour les deux jeux de don-
nées.
Lorsque∆C = 1s le taux de connectivité commence à se dégrader significativement pour les utilisateurs
se déplaçant à 20m.s−1. Ils ne sont connectés à un point d’accès que 60% du temps de leurs trajets. Les autres
classes d’utilisateurs sont aussi affectées, mais ont toutes un taux de connectivité supérieur à 70% du temps.
Il est par ailleurs intéressant de constater que les utilisateurs se déplaçant à 1m.s−1 ne sont quasiment pas
affectés, et cela sur les deux jeux de données.
Un ∆C de 2s impacte davantage les utilisateurs rapides. Ceux se déplaçant à 20m.s−1 sont connectés
moins d’un tiers de leurs trajets tandis que ceux se déplaçant à 11m.s−1 le sont moins de 60% du temps.
Enfin quand ∆C vaut 5s, seuls les utilisateurs se déplaçant à 1m.s−1 peuvent espérer avoir un taux de
connectivité acceptable. Ceux se déplaçant à 5m.s−1 sont connectés à un point d’accès moins de 60% du
temps de leurs trajets, ceux se déplaçant à 11m.s−1 le sont moins de 20% du temps et ceux se déplaçant à
20m.s−1 ne sont plus connectés.
Ceci met en évidence le fait qu’avec une durée de handover élevée, combinée à des vitesses élevées,
le temps total de connexion est considérablement réduit. Au contraire, avec une durée de handover plus
rapide, nous pouvons atteindre un état de connexion proche du maximum offert par la couverture réelle.
Les utilisateurs se déplaçant à des vitesses faibles — les piétons tout particulièrement — peuvent cependant
avoir un taux de connectivité relativement important malgré des durées de handover élevées.
3.2.2 Analyse microscopique
Dans la partie précédente nous avons analysé le taux de connectivité des différentes classes d’utilisa-
teurs sur l’ensemble de leurs trajets. Bien que cela donne une bonne vue d’ensemble de la couverture et de
sa corrélation avec la vitesse de l’utilisateur, cela ne donne pas assez d’informations pour déterminer les
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FIGURE 3.5 – Distribution des 95% des durées de connexion par point d’accès pour chaque classe d’utilisateurs sur les
deux jeux de données pour un∆C = 5s et sur l’ensemble des chemins
utilisations possibles de ces points d’accès. En plus du taux de connectivité, nous avons besoin de quantifier
les durées pendant lesquelles un utilisateur est dans l’état connecté — la durée pendant laquelle il reste sur
un même point d’accès— ou déconnecté — la durée pendant laquelle il n’est pas associé.
3.2.2.1 Etat connecté
Les FIGURES 3.5a et 3.5b présentent les distributions de durée de connectivité d’un utilisateur pour dif-
férentes vitesses avec ∆C = 5s. On observe ici l’impact de la vitesse sur la durée de connexion à un point
d’accès. Plus un utilisateur se déplace vite, moins il reste connecté longtemps sur un même point d’accès.
D’une part car il parcourt la distance pendant laquelle il est connecté plus vite, mais d’autre part car il par-
court aussi la distance pendant laquelle il effectue un handover plus vite, comme illustré sur la FIGURE 3.2,
réduisant d’autant plus le temps pendant lequel il sera connecté.
Tout d’abord nous observons que les piétons peuvent espérer avoir des durées de connexion sur un
même point d’accès relativement longues, avec 50% de ces durées comprises entre 40s et 67s lors de l’uti-
lisation des « Freeboxes » et comprises entre 41s et 61s lors du l’utilisation du jeu de données généré. Nous
constatons cependant que cette classe d’utilisateurs possède une grande variabilité dans les durées de
connectivité, celles-ci allant de quelques secondes à une centaine de secondes.
Les autres classes d’utilisateurs ont des temps de connectivité sur un même point d’accès beaucoup
plus courtes : une dizaine de secondes pour les utilisateurs se déplaçant à 5m.s−1, moins de 5s pour ceux
se déplaçant à 11m.s−1 et moins d’une seconde pour les plus rapides.
3.2.2.2 État non connecté
Bien que la durée de la connexion donne des informations sur le temps disponible pour un utilisateur,
il est également important de caractériser les durées de déconnexion. Celles-ci donnent une information
sur les durées espérées entre les périodes de connectivité.
Les FIGURES 3.6a et 3.6b présentent les durées de non connectivité observées dans 95% des cas avec
∆C = 5s.
Nous constatons tout d’abord que les utilisateurs se déplaçant à 20m.s−1 ont des temps de déconnexion
très longs. Ceci est dû au fait qu’ils n’arrivent pas à s’associer à un point d’accès lors de leurs déplacements.
Lors de la procédure de handover, l’équipement choisit un point d’accès auquel s’associer pendant une
phase de recherche — celui avec le meilleur niveau de signal dans notre scenario —, or lorsque la nouvelle
association est initiée, ce point d’accès peut ne plus être à portée radio car l’utilisateur en est sorti.
Les utilisateurs se déplaçant à 1m.s−1 et 5m.s−1 ont majoritairement des durées de déconnexion de 5s
et correspondent à la durée de∆C nécessaire afin d’effectuer un handover.
Les utilisateurs se déplaçant à 11m.s−1 ont des durées de non connectivité de quelques dizaines de
secondes. Il s’agit des mêmes déconnexions que pour les utilisateurs se déplaçant à 20m.s−1, elles sont
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FIGURE 3.6 – Distribution de la durée de non connexion pour chaque classe d’utilisateurs sur les deux jeux de données
pour un∆C de 5s dans 95% des cas
seulement moins fréquentes.
3.2.3 Détails sur la densité des points d’accès
3.2.3.1 Impact sur les durées de connectivité et de déconnexion
Sur les FIGURES 3.5 et 3.6 nous pouvons observer d’autres caractéristiques concernant les deux jeux de
données étudiés.
Concernant les durées de connectivité, les valeurs du jeu de données généré sont plus resserrées que
celles du jeu de données des « Freeboxes ». Ceci peut s’expliquer par la densité des points d’accès plus faible
dans le cas du jeu de donnée des « Freeboxes ». En effet, si l’on se concentre sur un utilisateur se déplaçant à
1m.s−1, lorsque celui-ci perd sa connectivité, il va chercher à s’associer au point d’accès environnant ayant
le plus fort signal reçu.
Lorsque la densité de points d’accès n’est pas élevée, il est possible que le prochain point d’accès soit
éloigné. Si celui-ci se situe dans le sens de la marche de l’utilisateur alors il va commencer par se rapprocher
de celui-ci avant de s’en éloigner, et donc rester connecté plus longtemps. Si au contraire, le point d’accès
ne se situe pas dans le sens de la marche alors l’utilisateur ne fait que s’en éloigner, et va donc rester moins
longtemps associé à celui-ci.
Si la densité est élevée, l’utilisateur a plus de chance de s’associer avec un point d’accès relativement
proche. Le même phénomène sera observé, mais il sera amoindri.
Concernant les durées de déconnexion, la densité de points d’accès étant moindre sur le jeu de données
des « Freeboxes », on observe que les utilisateurs se déplaçant avec une vitesse de 1m.s−1 peuvent avoir
des durées de déconnection de plusieurs dizaines de secondes dans certains cas. Typiquement lorsqu’un
utilisateur entre dans une zone non couverte, telle qu’un pont ou un parc, avec peu de bâtiments autour.
Au contraire, pour les utilisateurs se déplaçant à grande vitesse une plus faible densité semble réduire la
durée moyenne totale de déconnexion. En effet, dans notre modèle, lorsqu’un utilisateur perd sa connecti-
vité, il va tenter de s’associer au point d’accès avec le plus fort signal. Avec une forte densité de points d’accès
les utilisateurs vont donc faire plus de handover, car ils ont une plus faible probabilité de s’associer à un
point d’accès éloigné dans le sens de leur marche, comme illustré sur la FIGURE 3.7. Ceci impacte négative-
ment les utilisateurs se déplaçant rapidement car ils passent leur temps à essayer de s’associer à un point
d’accès qui n’est plus à portée radio.
3.2.3.2 Impact sur le taux de connectivité
La variabilité en termes de « trous de connectivité » entre les deux ensembles de données nous amène à
examiner l’impact de la densité des points d’accès sur la connectivité globale.
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FIGURE 3.7 – Augmentation du nombre de handovers avec l’augmentation de la densité du nombre de points d’accès
Afin de mesurer cet impact, nous avons utilisé le jeu de données généré auquel nous avons enlevé des
points d’accès aléatoirement afin d’obtenir des sous-ensembles de celui-ci : 75%, 50%, 25%, 12.5% et 6.25%
de sa densité. Nous avons ensuite effectué les simulations présentées précédemment avec les différentes
classes d’utilisateurs et les différentes valeurs de ∆C pour chacun des sous-ensembles du jeu de données
généré.
La FIGURE 3.8 illustre le taux de connectivité pour différentes densités de points d’accès, avec différentes
valeurs de handover et de vitesse.
La FIGURE 3.8a représente le cas d’un handover instantané,∆C = 0. La vitesse des utilisateurs n’a donc
pas d’importance comme nous l’avons vu précédemment. On constate alors que la connectivité sur 80%
du trajet est atteinte lorsque la densité correspond à 20% du jeu de données généré.
Lorsque l’on augmente la durée de handover jusqu’à 2s on remarque que le taux de connectivité est
surtout altéré par la vitesse de déplacement de l’utilisateur plus que par la quantité de points d’accès pré-
sents tant que celle-ci est supérieure à 20% de la densité du jeu de données généré. Ceci étant dit, seuls les
utilisateurs avec la vitesse la moins élevée parviennent à avoir un taux de connectivité supérieur à 80% de
la durée de leur trajet.
Si l’on souhaite assurer un taux de connectivité supérieur à 70% pour les utilisateurs se déplaçant à
5m.s−1, il faut assurer une densité d’au moins 25% du jeu de données généré. Les utilisateurs se déplaçant
à 11m.s−1 ne pourront espérer avoir qu’un taux de connectivité compris entre 50% et 60%, tandis que les
utilisateurs se déplaçant à 20m.s−1 auront un taux de connectivité correspondant à 30% de la durée de
leurs trajets. On constate d’ailleurs que dans ces conditions, la densité n’influe que très peu sur le taux de
connectivité de ces derniers.
Lorsque le∆C vaut 5s les utilisateurs se déplaçant à 20m.s−1 n’ont plus de connectivité, peu importe la
densité de points d’accès. Seuls les piétons peuvent espérer avoir un taux de connectivité supérieur à 80%
mais il faudra alors avoir une densité de points d’accès de 35% de celle du jeu de données généré.
De manière générale, la densité à partir de laquelle les différents taux de connectivité semblent chuter
se situe autour de 25% de la densité du jeu de données généré. Lorsque l’on augmente le nombre de points
d’accès le gain en terme de pourcentage du trajet d’un utilisateur pendant lequel il est connecté n’augmente
plus aussi franchement. À l’inverse lorsque l’on diminue le nombre de points d’accès les pertes en terme de
taux de connectivité deviennent de plus en plus significatives.
Enfin il est bon de noter que lorsque la densité de points d’accès est de 25% de celle du jeu de données
généré, on se retrouve avec une densité de points d’accès proche de celle du jeu de données des « Freeboxes ».
On peut d’ailleurs observer des similitudes dans les taux de connectivité illustrés sur la FIGURE 3.4.
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FIGURE 3.8 – Impact de la densité des points d’accès sur le taux de connectivité moyen pendant un déplacement
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Conclusion
Dans ce chapitre nous avons présenté une méthode de génération de points d’accès en fonction des
données topologiques de la ville. Ces points d’accès générés nous permettent de simuler un déploiement
« réel » urbain. Nous avons utilisé ce jeu de données généré en parallèle d’un jeu de données réel compor-
tant les positions géographiques des points d’accès de la ville de Grenoble, afin de réaliser des simulations
concernant l’utilisation de points d’accès par un utilisateur mobile dans un contexte où l’ensemble de ces
points d’accès seraient utilisables.
Nous avons pour cela défini un modèle de mobilité constitué d’une centaine de chemins « pseudo réa-
listes », de différentes classes d’utilisateurs ayant des vitesses différentes, et un modèle de handover en-
globant les différentes étapes allant de la perte de connectivité à la récupération de celle-ci. Nous avons
ensuite déplacé l’ensemble des utilisateurs sur les différents chemins avec chacune des valeurs de hando-
ver sur les différents jeux de données afin de pouvoir estimer l’influence de chacun de ces paramètres sur
la connectivité totale d’un utilisateur.
Le modèle comporte certaines limitations :
• nous ne considérons pas l’influence de l’éloignement d’un utilisateur par rapport au point d’accès
auquel il est connecté en terme de QoS et de dégradation du signal,
• de la même manière nous ne considérons pas d’interférences, nos utilisateurs se déplacent avec une
vitesse uniforme et ne font pas d’arrêts,
• nous sommes peut être optimistes avec une durée de handover maximale de 5s,
• une vitesse de déplacement de 20m.s−1 est extrême dans un contexte urbain.
Cependant nous obtenons des résultats similaires à ceux obtenus par Castignani et al. [158] lors de simu-
lations réelles en terme de taux de connectivité pour des utilisateurs pédestres, avec un taux supérieur à
80% de connectivité. Notons que ces résultats concernent une connectivité de niveau 3, à savoir que l’équi-
pement mobile a récupéré une adresse IP, mais comme le précisent Castignani et al., cela ne garantit pas
toujours un accès à internet du point de vue utilisateur.
Nos résultats indiquent plusieurs grandes tendances :
• La densité du nombre de points d’accès ne joue pas un rôle prédominant à partir du moment où une
densité minimale est assurée.
• La vitesse de déplacement d’un utilisateur influe énormément sur la durée de son état connecté.
• La durée de handover impacte énormément les utilisateurs se déplaçant à des vitesses élevées.
De ces tendances nous pouvons essayer de dresser les cas d’usage possibles. Un piéton peut espérer
avoir un taux de connectivité de plus de 80% sur l’ensemble de ses trajets. De plus la majorité de ses temps
de connexion à un point d’accès unique durent plus de 40s, et la majorité de ses durées de déconnexion
durent le temps d’un handover. Cependant lorsque celui-ci emprunte une zone non couverte par des points
d’accès il peut être déconnecté plusieurs dizaines de secondes si la densité de points d’accès n’est pas suf-
fisante. Ainsi si la durée d’un handover ne permet pas d’effectuer des applications temps réel telle que la
VOIP, il est tout à fait envisageable d’utiliser ce réseau pour les applications tolérantes au délai. Les du-
rées de connexion relativement longues permettent par ailleurs d’envisager l’usage de ces points d’accès
afin d’utiliser des applications gourmandes en bande passante comme le streaming plutôt que d’utiliser
le réseau cellulaire. Pour celles-ci il serait d’ailleurs intéressant de se pencher sur les politiques de caching
applicables sur un réseau comme celui-ci — sur la quantité de données à pré-charger afin de palier au pire
cas par exemple.
Les utilisateurs se déplaçant à 5m.s−1 peuvent aussi tirer parti d’un tel déploiement. Le taux de connec-
tivité d’un peu plus de 50% lorsque le processus de handover prend 5s laisse à penser que l’utilisation de
ces points d’accès est compromise lors de la mobilité. Cependant il faut se pencher sur les durées passées
dans l’état connecté et déconnecté. Ces utilisateurs restent associés à un point d’accès pendant une dizaine
de secondes dans la majorité des cas. De plus les durées de déconnexions restent courtes et valent la grande
majorité du temps la durée de handover. Si nous considérons que le lien entre l’utilisateur et le point d’accès
est d’assez bonne qualité, alors des applications gourmandes en bande passante sont aussi envisageables.
Lorsqu’un utilisateur se déplace à 11m.s−1 les durées de connectivité deviennent trop courtes par rap-
port aux durées pendant lesquelles il est déconnecté. Il semble impossible d’envisager des applications
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comme le streaming. Cependant de la collecte ou récupération de données est envisageable avec des délais
relativement contraints.
Les utilisateurs se déplaçant à grande vitesse ne peuvent décemment pas envisager d’utiliser un tel ré-
seau pour envoyer ou recevoir des données qui ne sont pas fortement tolérantes au délai. Cependant ce
constat est à mettre en balance car dans nos simulations un utilisateur ne s’arrête jamais, ce qui n’est pas
réaliste en ville — feux de signalisation, stops, ralentissements, etc. Il est donc très probable qu’un tel utili-
sateur puisse utiliser de manière correcte ces points d’accès lorsqu’il est à l’arrêt. Il serait donc intéressant
d’étendre le modèle de mobilité afin de prendre en compte ces comportements.
Enfin ces résultats mettent en évidence que l’amélioration de la durée de handover est primordiale
si l’on souhaite pouvoir utiliser des points d’accès en mobilité sans interruption. Dans le chapitre suivant
nous étudierons les schémas de retransmission de différentes cartes 802.11 lorsque celles-ci perdent leur
connectivité, afin d’analyser leur comportement à la rupture par rapport au standard.
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CHAPITRE 4. ANALYSE DU COMPORTEMENT DES IMPLÉMENTATIONS DE
802.11 LORS DE LA PERTE DE CONNECTIVITÉ ET DE LA CONTENTION
Introduction
En phase de mobilité, un équipement Wi-Fi doit changer de point d’accès lorsqu’il s’éloigne trop de
celui auquel il est associé. Une des difficultés majeures est de se rendre compte de la sortie progressive de
la zone de couverture, ce qui se fait implicitement en constatant une diminution de la puissance du signal
reçu, ainsi qu’une augmentation des pertes de paquets envoyés à un débit donné, et donc une utilisation
de modulations de plus en plus robustes. Dans ce cas, les retransmissions jouent un rôle important, car
elles permettent de récupérer les pertes, mais également de tester les modulations : plus une modulation
est robuste, plus le temps de transmission est important et le débit faible, mais plus la probabilité de perte
diminue lorsque la puissance du signal diminue au récepteur à cause de l’éloignement. Finalement, lorsque
l’équipement se retrouve hors de portée, les retransmissions sont sans effet et il doit constater la perte de
connectivité.
Le mécanisme de retransmission a donc un impact important sur le temps et la qualité du processus de
handover qui permet de rejoindre un nouveau point d’accès pendant la mobilité. Nous étudions ce méca-
nisme dans une première partie, tout d’abord en analysant le comportement décrit dans le standard [159],
puis en observant le comportement de plusieurs cartes 802.11 lorsque celles-ci perdent la connectivité avec
leur point d’accès, ce qui entraine la perte de tous les paquets qu’elles essaient de transmettre. Nous avons
constaté que les politiques de retransmission variaient énormément d’une implémentation à l’autre en
terme d’accès au canal et de changement de modulation, et que certaines d’entre elles pouvaient retrans-
mettre pendant plusieurs secondes avant de conclure à une perte de connectivité.
À l’inverse lorsque nous sommes dans un contexte de contention, des collisions apparaissent au niveau
du point d’accès, et des retransmissions sont aussi nécessaires afin d’assurer la bonne réception d’un mes-
sage. Cependant les algorithmes d’adaptation de débits se basent sur les pertes afin de déterminer si une
modulation plus robuste doit être utilisée pour assurer la bonne transmission d’un message.
Dans une seconde partie nous étudions les débits observés sur un point d’accès lorsque son nombre de
stations augmente. Ces stations utilisent des modulations fixes, ainsi que l’algorithme d’adaptation de dé-
bits embarqué dans leurs carte 802.11. Nous observons que dans des conditions de contention l’utilisation
de l’algorithme d’adaptation de débits donne des performances beaucoup plus faibles que l’utilisation d’un
débit fixe.
Nous avons par ailleurs étudié les intervalles inter-trames des paquets reçus au niveau du point d’accès.
Ceci nous a permis de trouver des anomalies dans les valeurs de fenêtres de contention ainsi que dans les
files de priorités. Elles sont dûes à des erreurs d’implémentation au niveau des pilotes et des microcodes
des cartes 802.11 étudiées.
4.1 Comportement de différentes implémentations de
802.11 lors de la perte de connectivité
4.1.1 Les retransmissions dans le standard
Lorsqu’un paquet est perdu, c’est-à-dire qu’aucun acquittement n’a été reçu par la station émettrice,
celle-ci tente de récupérer l’erreur par une procédure de retransmission, que la perte soit dûe à une collision
ou une dégradation du signal.
La procédure maintient plusieurs compteurs : SRC (Short Retry Count) et LRC (Long Retry Count) at-
tachés à chaque trame, limités par les paramètres dot11ShortRetryLimit=7 et dot11LongRetryLimit=4, ainsi
que SSRC (Station SRC) et SLRC (Station LRC) globaux pour une station. La station maintient aussi la taille
de la Contention Window CW dans [aCWmin,aCWmax] (elle change en fonction de la modulation utilisée,
[15,1023] pour les exemples). SRC et SSRC (respectivement LRC et SLRC) sont évalués et / ou incrémentés
lors de chaque retransmission afin de savoir si le paquet doit être abandonné ou non. Cette procédure varie
selon la taille de paquet :
Cas 1. Paquets “courts” (longueur ≤ seuil RTS/CTS) : on incrémente SRC et SSRC à chaque perte jus-
qu’à la limite de 7 et on augmente CW de manière exponentielle jusqu’à son maximum 1023 ; on remet
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FIGURE 4.1 – Frise temporelle représentant l’émission des 2 premiers paquets par NS-3 lors de la perte de connectivité.
Carte Type Chipset Pilote Firmware Type de MAC
NETGEAR WN11V2 USB AR9001U-NG* carl9170 carl9170 SoftMAC *AR9170 + AR9101
TP-LINK TL-WN722N USB AR9271 ath9k_htc htc_9271 SoftMAC
NEXUS 7 (2012) Intégrée BCM4330 wl0 bcmdhd HardMAC
TABLEAU 4.2 – Description des différentes cartes testées
ensuite SRC à 0, CW à 15 et le paquet est abandonné. Pour le paquet suivant, SSRC est à 7 et on recom-
mence l’augmentation de SRC, SSRC et CW pour les pertes suivantes jusqu’à atteindre SRC=7 et CW=1023,
et abandonner. Dans cet état, SSRC dépasse 7, alors CW n’est plus remis à 0 lors des échecs suivants. Pour
la transmission des paquets suivants, on remet SRC à 0, on incrémente SRC et SSRC à chaque perte jusqu’à
SRC=7 et l’abandon, et CW reste à la valeur maximale de 1023. Pour une suite de 3 paquets à transmettre,
on devrait observer la séquence suivante :
paquet 1 paquet 2 paquet 3
SRC 0 1 2 3 4 5 6 0 1 2 3 4 5 6 0 1 2 3 4 5 6
SSRC 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
CW 15 31 63 127 255 511 1023 15 31 63 127 255 511 1023 1023 1023 1023 1023 1023 1023 1023
Cas 2. Paquets “longs” (longueur> seuil RTS/CTS) : ils sont précédés d’un échange des paquets RTS/CTS
considérés comme courts, donc si un RTS est perdu, la station se comporte suivant le Cas 1. Pour le paquet
de données en cas de succès du RTS/CTS, le comportement est similaire au Cas 1 avec LRC et SLRC.
À titre indicatif, la FIGURE 4.1 correspond à la politique de retransmission de NS-3 pour les 2 premiers
paquets suivant la perte du lien. On remarque que CW est remise à zéro à la sixième retransmission tel
que décrit dans le standard, néanmoins, NS-3 traite le 3-ème paquet et les suivants de la même manière
contrairement aux indications du standard (aucune distinction n’est faite entre SRC/LRC et SSRC/SLRC).
4.1.2 Les retransmissions dans la pratique
Afin d’observer la politique de retransmissions mise en place par différentes cartes lorsque celles-ci
perdent la connectivité, nous avons mis en place le protocole expérimental suivant : 1) on associe l’inter-
face testée avec un point d’accès 802.11G que nous maitrisons, 2) on sature le lien en générant du trafic
UDP (paquets de 1480 octets) sans politique particulière vers le point d’accès à l’aide d’ipmt [160], 3) on
arrête brutalement le point d’accès afin de s’assurer que celui-ci n’envoie ni Deauthentication ni Disasso-
ciation Frame. Ce scénario est effectué sur un canal ne présentant aucun trafic parasite et nous capturons
l’ensemble des messages émis par la station à l’aide d’une autre machine équipée d’une interface Wi-Fi en
mode moniteur.
Nous avons testé les cartes détaillées dans la Table 4.2, 5 fois pour les cartes NETGEAR et la NEXUS 7,
et une dizaine de fois pour la carte TP-LINK. Les cartes TP-LINK et NETGEAR se basent sur des chipsets
ATHEROS utilisant des drivers et firmwares open source tandis que la NEXUS 7 utilise un chipset BROADCOM
répandu. Le point d’accès est opéré par hostapd v2.7 sur une machine Intel Ubuntu 16.04 avec un noyau
LINUX 4.4.
La FIGURE 4.2 présente le comportement des cartes étudiées à partir du moment où le point d’accès
est éteint jusqu’au moment où les cartes arrêtent d’émettre des paquets retransmis. Les mêmes comporte-
ments ont été observés pour l’ensemble des mesures effectuées dans les mêmes conditions.
La FIGURE 4.3 présente la distribution des backoffs calculés à partir des temps inter-trames. Ces valeurs
ont été obtenues en capturant les temps inter-trames lorsque le point d’accès est coupé, auxquels on enlève
la valeur DIFS (Intervalle inter-trames utilisé par la fonction de coordination distribuée — DCF Interframe
Space). On comptabilise alors le nombre de valeurs observées dans chacune des fenêtres de contention
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FIGURE 4.2 – Frises temporelles des retransmissions lors de la perte de connectivité pour différentes cartes — les pics
bleus correspondent à l’émission d’un paquet UDP, les rouges à des retransmissions, les verts à l’émission d’un message
de contrôle tel que RTS et les flèches marquent les Probe Requests
théoriques. La FIGURE 4.3b présente la distribution attendue pour 10 retransmissions conformément au
standard. En comparant le comportement des cartes à cette implémentation du standard, nous pouvons
en déduire leurs dérives par rapport à celui-ci.
Analyse. De manière macroscopique on remarque que 1. les cartes présentent toutes une période pen-
dant laquelle le nombre de retransmissions est important avant de passer à une période pendant laquelle
les retransmissions sont plus espacées ; 2. les cartes TL-WN722N et BCM4330 passent progressivement
vers des modulations plus robustes alors que la WN11v2 garde le même débit ; 3. les délais avant abandon
varient d’une carte à l’autre, allant de 3 à 6 secondes.
TP-Link TL-WN722N. Les retransmissions de cette carte peuvent être séparées en quatre schémas
(patterns) distincts. La FIGURE 4.4c présente les retransmissions effectuées pour un paquet lors du premier
pattern. Elles consistent en une unique retransmission à 54 Mb/s du paquet UDP non acquitté suivi de 30
RTS envoyés à 24 Mb/s. CW est doublée à chaque émission et réinitialisée tous les 10 paquets. On observe
une distribution des délais inter-trames quasiment uniforme sur la FIGURE 4.3a. Le deuxième pattern, illus-
tré sur la FIGURE 4.4d, se comporte comme le premier sauf que CW semble rester à la valeur de aCWmin
comme nous pouvons le voir sur la FIGURE 4.3a. Le troisième pattern agit comme le deuxième en réduisant
le débit d’émission des paquets UDP à 18 Mb/s et des RTS à 5,5 Mb/s — FIGURE 4.4e. Le dernier pattern
réduit le débit des paquets UDP à 2 Mb/s et des RTS à 1 Mb/s tout en ayant la même politique que les 2
patterns précédents pour les délais entre émissions. En n’augmentant pas la valeur de CW, les patterns 2, 3
et 4 contreviennent totalement au standard. Pour l’ensemble des patterns, la carte effectue plus de retrans-
missions que les six décrites dans le standard, et la majorité des retransmissions sont constituées d’un RTS
et non du paquet original.
Netgear WN11v2. Cette carte présente 2 patterns de retransmissions. Le premier consiste pour la ma-
jorité des cas en une émission à 54 Mb/s d’un paquet UDP non acquitté suivi de 7 retransmissions comme
illustré sur la FIGURE 4.4a. Ces différents débits correspondent aux valeurs retournées par l’algorithme
d’adaptation de débits Minstrel. Minstrel exploite le taux de réussite des précédentes transmissions sur
différentes modulations afin de proposer 4 modulations à essayer lors de la transmission courante : le
meilleur débit observé (ici la première transmission à 54 Mb/s), le second meilleur débit (les 3 transmis-
sions à 48 Mb/s), la modulation ayant la plus haute probabilité de succès (la transmission à 54 Mb/s) et la
modulation la plus robuste (les 3 transmissions à 1 Mb/s).
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FIGURE 4.3 – Distribution des délais entre chaque transmission pour les différents patterns étudiés. Ces délais sont
agrégés suivant les valeurs de CW
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FIGURE 4.4 – Détail d’une retransmission pour certains patterns de différentes cartes
Cette carte effectue une retransmission de plus que ce que propose le standard. Le deuxième pattern
est plus chaotique. Certains paquets sont marqués comme des retransmissions sans que l’on capture la
transmission originale. La distribution des délais entre les émissions présentée FIGURE 4.3c indique que ce
temps n’est pas uniforme et que CW n’est pas augmentée au delà de la valeur maximale de 127 slots.
Broadcom BCM4330. Cette carte présente 3 patterns de retransmissions. Le premier pattern consiste
en 6 retransmissions : 2 à 54 Mb/s et 4 à 36 Mb/s. Le deuxième pattern (FIGURE 4.4b) se comporte comme
le premier avec des débits différents : 2 retransmissions à 48 Mb/s suivies de 4 à 36 Mb/s dans un premier
temps, puis ces débits sont réduits à 36 Mb/s et 18 Mb/s puis à 24 Mb/s et 11 Mb/s. Le troisième pattern dé-
marre avec l’émission de deux Probe Request — correspondant à une recherche active d’un nouveau point
d’accès auquel s’associer liée à la détection de la perte de connectivité — puis présente un comportement
chaotique. Comme pour la WN11v2, certains paquets sont marqués comme des retransmissions sans que
l’on ait capturé le paquet original. La carte notifie le point d’accès qu’elle va passer en économie d’énergie
en levant le drapeau correspondant dans certaines trames contenant des messages UDP ou des Null Frames
envoyées à 1, 5.5, 6, 18 ou 24 Mb/s. Le passage en économie d’énergie explique le saut temporel entre les
émissions dans le troisième pattern. La figure 4.3d montre que les délais entre les transmissions tendent à
devenir très grands et correspondent à la répartition attendue d’après le standard lorsque CW est grande.
Chaque paquet est retransmis 6 fois avant d’être abandonné comme proposé dans le standard.
4.2 Comportement des cartes TP-Link TL-WN722N lors de
la contention
Nous nous intéressons dans cette partie au comportement des cartes TP-LINK TL-WN722N lorsque
celles-ci se trouvent en situation de contention. Nous nous intéressons d’une part au débit observé au ni-
veau du point d’accès lorsque ces cartes utilisent l’algorithme d’adaptation de débits embarqué (hwrca —
hardware rate control algorithm), notamment car ces algorithmes se basent en général sur les pertes et re-
transmissions afin d’adapter les modulations. Il s’agit d’un algorithme embarqué dans le microcode des
cartes, et non d’un algorithme fonctionnant dans le noyau de la machine hôte. D’autre part, nous nous in-
téressons aussi à l’évolution des intervalles inter-trames au niveau du point d’accès. De plus, ces cartes ont
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l’avantage de proposer à la fois un pilote et un microcode open source.
4.2.1 Description de la plateforme de test
Nous avons déployé un banc d’essai orchestré par WalT , composé de 30 Raspberry Pi, chacun équipé
d’un dongle TP-LINK TL-WN722N, et d’un APU équipé d’une carte 802.11 Atheros.
Lors du démarrage de l’expérience l’APU est redémarré et démarre un point d’accès en démarrant un
démon hostapd. Le point d’accès est configuré pour fonctionner en 802.11G, en annonçant les modula-
tions 6 Mb/s, 9 Mb/s, 12 Mb/s, 18 Mb/s, 24 Mb/s, 36 Mb/s, 48 Mb/s et 54 Mb/s, et opérant sur le canal 6 car
il s’agit du canal le moins occupé dans la salle d’expérimentation et annonçant le support des WME (Ex-
tensions multimedia sans fil — Wireless Multimedia Extensions). Ensuite les Raspberry Pi sont redémarrés
et s’associent au point d’accès. Un premier Raspberry Pi va commencer à saturer le lien en envoyant des
paquets UDP de manière continue vers le point d’accès à l’aide de l’outil udpmt — intégré dans ipmt [160].
Les paquets générés correspondent à du trafic dont la catégorie d’accès a une priorité BE. Toutes les 60s
un nouveau Raspberry Pi tentera lui aussi de saturer le lien selon le même procédé et jusqu’au moment ou
l’ensemble des Raspberry Pi seront en train d’accéder au canal en concurrence.
Afin de mesurer le comportement des cartes dans différentes conditions lors de la contention, ces me-
sures sont effectuées dans un premier temps à débit fixe, puis en laissant l’algorithme d’adaptation de débit
intégré aux cartes. Afin de s’assurer que les cartes utilisent un débit fixe nous avons modifié le microcode
pour se passer de l’algorithme d’adaptation de débit et employer une modulation fixée. L’ensemble des
messages échangés sont capturés sur un MacbookAir de 2013 configuré en mode monitor. Les options de
débogage du driver ath9k sont activées dans le noyau des LINUX déployés sur l’APU et les Raspberry Pi afin
de pouvoir récupérer les informations du microcode et du driver concernant la réception et la transmission
de paquets.
Le déploiement est dense, l’ensemble des Raspberry Pi et l’APU sont disposés sur deux étagères. De plus
l’ensemble des équipements émettent à des puissances relativement faibles au vu de leurs proximités les
uns des autres avec une puissance de 1 dBm pour les Raspberry Pi et de 3 dBm pour l’APU. WalT nous a
permis d’aisément rejouer l’expérimentation avec des modulations différentes.
4.2.2 Analyse des débits observés
Nous avons effectué plusieurs mesures lors desquelles les modulations utilisées par l’ensemble des
Raspberry Pi étaient changées.
Ainsi nous avons mesuré les débits au niveau du point d’accès avec l’ensemble des Raspberry Pi ayant
leurs modulations fixées à 6 Mb/s, 24 Mb/s, 36 Mb/s, 48 Mb/s ou 54 Mb/s. Pour chacune de ces mesures, le
trafic envoyé avait une priorité de type BE.
Nous avons aussi fait des mesures avec des priorités plus élevées lors desquelles les Raspberry Pi
voyaient leur modulation fixée à 54 Mb/s, mais leur trafic se voyait attribué une priorité de type VI (54-
vi) ou VO (54-vo). De la même manière l’ensemble des Raspberry Pi utilisaient la même configuration au
cours de la mesure.
Enfin nous avons mesuré le débit lorsque les Raspberry Pi laissent leurs carte TP-LINK TL-WN722N
utiliser leur algorithme d’adaptation de débit.
La FIGURE 4.5 représente le nombre d’octets reçus par le point d’accès chaque seconde en fonction des
modulations employées.
Pour les modulations fixées à 24 Mb/s, 36 Mb/s, 48 Mb/s et 54 Mb/s — avec ou sans priorité de trafic
—, on observe une augmentation du débit reçu lorsque le nombre de stations augmente jusqu’à 3. Ensuite
lorsque le nombre de stations augmente, le débit observé diminue. Cependant même avec une trentaine de
stations le débit reçu au niveau du point d’accès reste proche du débit de départ.
Ce n’est cependant pas le cas lorsque les cartes utilisent leur algorithme d’adaptation de débit (hwrca).
On remarque alors que le débit total constaté au niveau du point d’accès chute dramatiquement. Ainsi
lorsque le nombre de stations simultanées reste faible le débit observé est de l’ordre de celui atteignable
lorsque l’ensemble de ces stations utilisent le débit maximum possible en 802.11G. Mais lorsque le nombre
de stations augmente le débit chute jusqu’à atteindre celui observé lorsque l’ensemble des stations utilisent
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FIGURE 4.5 – Nombre d’octets reçus par seconde au niveau du point d’accès lors de la montée en charge du nombre de
stations tentant de saturer le lien — une nouvelle station démarre son émission de paquets UDP toutes les 60s — pour
différentes modulations fixes et l’algorithme d’adaptation de débit intégré dans le microcode des cartes testées (hwrca)
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DIFS/AIFS CW PLCP(préambule + en-tête)
MAC
(en-tête + charge utile + crc)
Signal 
Extension SIFS
PLCP
(préambule + en-tête)
MAC
(en-tête + charge utile + crc)
Signal 
Extension
Attente Données Attente Acquittement Attente
FIGURE 4.6 – Représentation des différentes étapes nécessaires à l’envoi d’un paquet de données et la réception de
l’acquittement associé en 802.11G
Priorité tsl ot AIFSN IFS CWMIN CWMAX
AC_BK 9µs 7 AI F S = SI F S+ AI F SN ∗ tsl ot = 73µs aCW mi n = 15 aCW max = 1023
AC_BE 9µs 3 AI F S = SI F S+ AI F SN ∗ tsl ot = 37µs aCW mi n = 15 aCW max = 1023
AC_VI 9µs 2 AI F S = SI F S+ AI F SN ∗ tsl ot = 28µs aCW mi n+12 −1 = 7 aCW mi n = 15
AC_VO 9µs 2 AI F S = SI F S+ AI F SN ∗ tsl ot = 28µs aCW mi n+14 −1 = 3 aCW mi n+12 −1 = 7
Pas de WME 9µs D I F S = SI F S+2∗ tsl ot = 28µs aCW mi n = 15 aCW max = 1023
TABLEAU 4.3 – Valeurs des intervalles inter-trames et des fenêtres de contention pour les différentes classes de priorités
une modulation fixée à 24 Mb/s, et est bien en dessous de celui observé lorsque l’ensemble des stations uti-
lisent une modulation fixée à 54 Mb/s. Nous remarquons aussi de grande variations dans le nombre d’octets
reçus lors de l’augmentation du nombre de stations.
Cette observation est liée à l’augmentation du nombre de collisions lorsque le nombre de stations aug-
mente. Les stations voient ainsi leur nombre de messages non acquittés augmenter, ce phénomène pouvant
être lié aux collisions mais aussi à une dégradation de la qualité du lien. Lorsque la qualité du lien se dégrade
il faut changer de modulation afin d’en utiliser une plus robuste, au contraire lorsque les pertes sont liées
aux collisions il ne faut pas changer de modulation — afin de ne pas monopoliser un lien déjà saturé plus
longtemps — mais augmenter sa fenêtre de contention. Or il semblerait que l’algorithme d’adaptation de
débit embarqué dans les cartes décide de baisser les modulations utilisées lorsque le nombre de collisions
atteint un certain seuil, affectant alors le débit global.
En effet, lorsque l’on analyse son implémentation au sein du microcode, l’algorithme se base sur le
PER (Taux d’erreur de paquets — Packet Error Rate) afin de déterminer la modulation maximale à utiliser.
Lorsque le PER dépasse un certain seuil et que la modulation actuellement utilisée n’est pas la plus basse,
alors la modulation directement inférieure à celle utilisée devient la modulation maximale. Afin de pouvoir
réaugmenter le débit, l’algorithme essaie d’envoyer certains paquets avec des modulations plus élevées afin
de voir si celles-ci redeviennent utilisable. Si un tel envoi réussi avec une seule retransmission au maximum,
alors la modulation maximale devient la modulation utilisée.
4.2.3 Analyse des intervalles inter-trames
4.2.3.1 Comportement attendu selon le standard
Dans nos expériences, une station communique avec son point d’accès en envoyant des messages UDP
de manière à saturer le lien. L’envoi d’un message et de son acquittement au niveau MAC se décompose de
la manière illustrée sur la FIGURE 4.6.
Avant d’envoyer un paquet de données la station doit s’assurer que le canal est libre pendant une durée
DIFS si les extensions WME relatives à la QoS — basée sur EDCA — ne sont pas activées, sinon il s’agit
d’une durée AIFS (Intervalle inter-trames d’arbitrage — Arbitration Interframe Space) variable, dépendant
de la priorité associée à la donnée à transmettre.
La station doit ensuite attendre un nombre de slots correspondant à la valeur de sa fenêtre de conten-
tion pendant lequel le canal reste libre. Les durées des AIFS ainsi que les différentes valeurs de fenêtres de
contention indiquées dans le standard en fonction des différentes classes de priorités de trafic sont rap-
pelées sur le TABLEAU 4.3. La transmission du paquet de données peut alors commencer avec l’envoi du
préambule et de l’entête PLCP (Protocole de convergence de la couche physique — Physical Layer Conver-
gence Protocol) suivi de la trame MAC à proprement parler. Après l’émission de la trame un intervalle de
silence d’une durée Signal Extension doit être respecté.
La durée Signal Extension est spécifique aux trames 802.11 utilisant la couche physique ERP-OFDM
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(Extension de la couche physique afin de supporter des modulations OFDM — Extended Rate Physical
OFDM). Cette extension vaut 6µs et est utilisée afin de permettre aux équipements recevant des trames
ERP-OFDM d’avoir le temps nécessaire au décodage convolutif. Cette durée est respectée au niveau de la
couche physique en l’intégrant au calcul de la durée d’occupation du canal après avoir décodé un préam-
bule ERP-OFDM. Elle est aussi considérée au niveau de la couche MAC en l’intégrant au champ Dura-
tion/ID indiquant au mécanisme de détection de porteuse virtuelle que le canal est occupé. Lors de l’envoi
d’une trame ce champ est rempli avec le temps en microsecondes nécessaire à l’attente d’un SIFS (Inter-
valle inter-trames court — Short Interframe Space) et à l’envoi d’une trame d’acquittement. Lorsque ERP-
OFDM est utilisée, 6µs sont ajoutées à ces valeurs. Une station ayant ainsi décodé un message ne lui étant
pas destiné n’a pas à effectuer de CCA durant cette période.
Ensuite, la procédure nécessaire à l’envoi de la trame d’acquittement est entamée. Celle-ci commence
avec l’écoute du canal par le point d’accès pendant une durée SIFS. La transmission du message d’acquit-
tement est alors effectuée selon la même procédure que pour un paquet de données.
Pour l’émission de trafic utilisant EDCA dans un environnement sans collisions, l’intervalle de temps
entre chaque trame acquittée vaut :
I F S = Si g nal E xtensi on+SI F S+ (AI F SN +CW )∗9µs
Avec CW compris entre 0 et aCW mi n, ce qui nous permet de déterminer les valeurs que peuvent prendre
ces intervalles pour chaque classe de priorité :
• 16 valeurs comprises entre 79µs et 214µs pour AC_BK
• 16 valeurs comprises entre 43µs et 178µs pour AC_BE
• 8 valeurs comprises entre 34µs et 97µs pour AC_VI
• 4 valeurs comprises entre 34µs et 61µs pour AC_VO
Enfin, lorsque les extensions WME ne sont pas activées, l’intervalle de temps entre chaque trame ac-
quittée vaut :
I F S = Si g nal E xtensi on+D I F S+CW ∗9µs
Il n’y alors plus de classes de priorité, et nous devrions obtenir 16 valeurs d’intervalles différentes comprises
entre 34µs et 169µs.
4.2.3.2 Comportement des cartes TP-Link TL-WN722N
Nous avons mesuré les intervalles inter-trames au niveau du point d’accès lors de l’augmentation du
nombre de stations. La répartition de ceux-ci, lorsque l’ensemble des Raspberry Pi utilisent une modulation
de 54 Mb/s, en fonction du nombre de stations est illustrée sur la FIGURE 4.7.
Nous observons que lorsque le nombre de stations augmente, les intervalles inter-trames au niveau du
point d’accès ont tendance à se concentrer. En effet lorsqu’une unique station est présente, ces intervalles
sont équitablement distribués entre 79µs et 143µs.
Lorsque le nombre de stations augmente, la quantité d’intervalles inter-trames les plus longs diminue
tandis que celle des plus courts augmente, jusqu’à avoir une concentration quasi exclusive d’intervalles
valant 79µs lorsque le nombre de stations devient important. Ce phénomène est dû au fait que lorsque
le nombre de stations augmente, il y a de plus fortes chances qu’une station ait une valeur de fenêtre de
contention à zéro après l’émission d’une trame. En d’autres termes, il y a de faibles chances que toutes les
stations aient une fenêtre de contention supérieure à 0.
On remarque aussi une augmentation du nombre de transmissions intervenant avec un intervalle inter-
trame de 16µs. Comme nous l’avons vu lors de l’analyse des retransmissions, les cartes TP-LINK TL-
WN722N envoient des messages RTS pour regagner l’accès au canal. Or, l’augmentation du nombre de
stations augmente le nombre de collisions, et donc le nombre de retransmissions. Lorsqu’un message CTS
est envoyé par le point d’accès après qu’une station ait réussi à transmettre un RTS, elle doit envoyer son
message après une durée SIFS à laquelle s’ajoute la durée Signal Extension, expliquant ainsi l’inter-trame
observé de 16µs.
Cependant l’analyse des intervalles inter-trames laisse entrevoir des anomalies. Lorsqu’une seule sta-
tion est présente, nous observons notamment que le nombre d’intervalles distincts est de 8, ce qui ne
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FIGURE 4.7 – Répartition des IFS en réception au niveau du point d’accès en fonction du nombre de stations en concur-
rence
semble pas être en adéquation avec une fenêtre de contention de 15. De la même manière, le premier in-
tervalle se situe à 79µs, ce qui n’est pas normal pour du trafic envoyé avec une priorité BE.
4.2.4 Étude des anomalies concernant les intervalles inter-trames
Nous avons décidé d’étudier dans le détail les intervalles inter-trames lorsqu’une unique station émet
des messages afin de comparer le comportement des cartes lors de l’accès au canal par rapport au standard.
Nous avons mesuré les intervalles inter-trames pour les différentes classes de priorité avec les cartes TP-
LINK TL-WN722N et ils sont présentés sur la FIGURE 4.8. Ces mesures ont été effectuées avec une unique
carte associée à un point d’accès sur un canal inoccupé. Les graphiques représentent le nombre de trames
reçues par intervalle inter-trame en µs.
On remarque que pour les messages envoyés avec la file de priorité AC_BK — FIGURE 4.8a —,
les envois sont majoritairement envoyés à huit « moments » différents. Il s’agit de groupement d’IFS
de 2µs : [43µs;44µs], [52µs;53µs], [61µs;62µs], [70µs;71µs], [79µs;80µs], [88µs;89µs], [97µs : 98µs] et
[106µs;107µs]. Les premières valeurs de chaque couple correspondent à celles dérivées du standard, ce-
pendant la majorité des émissions de trames ont un IFS avec un retard d’une microseconde. Ce retard est
probablement dû à une incertitude dans la mesure ou un temps de traitement avant l’envoi légèrement
plus long.
De la même manière les messages envoyés avec une priorité AC_BE — FIGURE 4.8b — sont groupés en
8 couples de 2 IFS : [79µs;80µs], [88µs;89µs], [97µs;98µs], [106µs;107µs], [115µs;116µs], [124µs;125µs],
[133µs;134µs] et [142µs;143µs]. On observe ici aussi que la majorité des envois ont un IFS retardé de une
microseconde par rapport au standard.
Concernant ces deux files de priorités, nous remarquons que les valeurs des IFS observées ne
concordent pas avec les valeurs théoriques dérivées du standard. Ces deux files semblent inversées car nous
observons un IFS minimal de 43µs au lieu de 79µs pour la file AC_BK et un IFS de 79µs au lieu de 43µs
pour la file AC_BE. Nous observons aussi que le nombre de valeurs d’IFS observées est inférieur au nombre
de valeurs possibles dans le standard. Ces deux files devraient avoir une fenêtre de contention initiale de
quinze et nous devrions alors observer seize valeurs d’IFS distinctes, or nous n’observons que huit valeurs
d’IFS distinctes. Cette observation laisse supposer que la fenêtre de contention initiale utilisée est deux fois
plus petite que celle décrite dans le standard.
Nous pouvons aussi remarquer des émissions de paquets beaucoup moins importantes avec une
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FIGURE 4.8 – Répartition des IFS en réception au niveau du point d’accès pour les différentes queues EDCA avec une
seule station saturant le lien
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@@ −695,8 +695 ,8 @@ s t a t i c void ath_tgt_txq_setup ( s t r u c t a t h _ s o f t c _ t g t * sc )
sc−>sc_uapsdq = &sc−>sc_txq [UAPSDQ_NUM] ;
sc−>sc_cabq = &sc−>sc_txq [CABQ_NUM] ;
− sc−>sc_ac2q [WME_AC_BE] = &sc−>sc_txq [ 0 ] ;
− sc−>sc_ac2q [WME_AC_BK] = &sc−>sc_txq [ 1 ] ;
+ sc−>sc_ac2q [WME_AC_BK] = &sc−>sc_txq [ 0 ] ;
+ sc−>sc_ac2q [WME_AC_BE] = &sc−>sc_txq [ 1 ] ;
sc−>sc_ac2q [WME_AC_VI] = &sc−>sc_txq [ 2 ] ;
sc−>sc_ac2q [WME_AC_VO] = &sc−>sc_txq [ 3 ] ;
FIGURE 4.9 – Modification du microcode concernant l’inversion des files AC_BK et AC_BE
@@ −195,7 +195 ,7 @@ i n t ath_htc_txq_update ( s t r u c t ath9k_htc_priv * priv , . . . ) ;
qi . t q i _ a i f s = qinfo−>t q i _ a i f s ;
− qi . tqi_cwmin = qinfo−>tqi_cwmin / 2 ; /* XXX */
+ qi . tqi_cwmin = qinfo−>tqi_cwmin ; /* XXX */
qi . tqi_cwmax = qinfo−>tqi_cwmax ;
qi . tqi_burstTime = qinfo−>tqi_burstTime ;
qi . tqi_readyTime = qinfo−>tqi_readyTime ;
FIGURE 4.10 – Modification du pilote ath9k_htc concernant les tailles des fenêtres de contention
avance de 3µs par rapport aux IFS réglementaires. Lors de l’analyse du trafic nous constatons que ces
avances interviennent après la réception de paquets à 1 Mb/s tels que les beacons. Nous n’avons pas trouvé
d’explications relatives à ces avances dans le standard.
Concernant les files de priorités AC_VI — FIGURE 4.8c — et AC_VO — FIGURE 4.8d — nous observons
les mêmes anomalies concernant les fenêtres de contention utilisées. En effet pour la file AC_VI nous obser-
vons quatre valeurs au lieu de huit et pour la file AC_VO nous observons deux valeurs au lieu de quatre. Les
valeurs de départ des IFS sont cependant bien respectées avec un IFS minimal de 34µs pour ces deux files.
Il est important de constater un nombre très important de paquets émis avec un IFS de 16µs ou 17µs. Ceci
est dû au fait que les files de priorité AC_VI et AC_VO utilisent un mécanisme de TXOP. Lorsqu’une station
envoie un paquet d’une de ces deux files et que celui-ci est acquitté, celle-ci gagne un TXOP pendant lequel
le canal lui est réservé pendant une durée déterminée pour envoyer d’autres paquets qui seraient actuelle-
ment en attente sur la même file. Cette réservation de canal est mise en pratique par la possibilité pour la
station d’accéder au canal après une attente valant SIFS au lieu de AIFS et de la fenêtre de contention après
chaque acquittement. La durée pendant laquelle une station possède un accès prioritaire au canal vaut au
maximum 4.096ms pour AC_VI et 2.080ms pour AC_VO quand la couche ERP-OFDM est utilisée.
Le driver LINUX et le microcode utilisés dans les cartes TP-LINK TL-WN722N étants ouvert, nous les
avons analysés afin de déterminer l’origine des anomalies observées. Nous avons ainsi mis en évidence que
les files de priorité AC_BK et AC_BE sont inversées au niveau du microcode exécuté sur la carte comme
illustré sur la FIGURE 4.9. Dans le noyau LINUX les files de priorités BK, BE, VI et VO sont stockées dans un
tableau respectivement aux index 0, 1, 2 et 3. Or lorsque le microcode initialise l’association entre les files
de priorité internes à la carte et celles du noyau on remarque que la file AC_BE utilise l’index 0 et AC_BK
l’index 1. Afin de régler ce problème il suffit d’inverser cette initialisation au sein du microcode.
Les anomalies concernant les fenêtres de contention ayant des valeurs initiales valant la moitié de celles
définies dans le standard sont liées à l’initialisation de celles-ci dans le pilote ath9k_htc comme illustré sur
la FIGURE 4.10. On constate ici que les valeurs de aCWmin utilisées dans le pilote et fournies à la carte sont
les valeurs de aCWmin fournies par le noyau mais divisées par deux. Il faut noter ici qu’il s’agit peut être
d’un bugfix ancien, ou d’une adaptation temporaire pour un microcontroleur particulier. La présence du
commentaire /* XXX */ laisse supposer que cette division ne devait être que temporaire.
Nous avons réeffectué les mesures précédentes avec la modification du microcode ainsi que la modifi-
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FIGURE 4.11 – Répartition des IFS en réception au niveau du point d’accès lorsque le point d’accès n’annonce pas de
support pour les WME
cation du pilote et les résultats sont présentés sur la FIGURE 4.12. Nous pouvons constater que les valeurs
initiales des fenêtres de contention sont conformes aux valeurs spécifiées dans le standard. Nous observons
que les paquets étant dans les files de priorité AC_BK et AC_BE sont émis lors de 16 valeurs distinctes d’IFS
correspondant à une fenêtre de contention de 15. De la même manière nous observons que la file AC_VI
a maintenant une fenêtre de contention de 7 et la file AC_VO une fenêtre de contention de 3. Finalement
les valeurs des AIFSN pour les files AC_BK et AC_BE sont conformes au standard car les émissions sont
effectuées respectivement entre 79µs et 214µs et entre 43µs et 178µs.
Enfin nous avons effectué les mêmes tests lorsque le point d’accès n’annonçait pas de support WME.
Les résultats sont illustrés sur la FIGURE 4.11. Lorsqu’aucune des modifications précédentes n’est présente
nous constatons que les cartes utilisent la file AC_BE, avec les écarts au standard précédemment énoncés.
Après l’application des modifications concernant la taille des fenêtres de contention et l’inversion des files
AC_BK et AC_BE, les cartes continuent d’utiliser EDCA avec une valeur AI F SN = 3 au lieu d’utiliser D I F S
— ou AI F SN = 2 — avant de décrémenter leur fenêtre de contention.
Une modification afin de rajouter une vérification de la présence des extensions WME lors de la dé-
termination des différentes valeurs de AIFSN à utiliser au moment où le driver initialise les files permet
de résoudre ce décalage. Les valeurs que peuvent prendre les intervalles inter-trames commencent alors à
34µs comme l’illustre la FIGURE 4.11c.
108
CHAPITRE 4. ANALYSE DU COMPORTEMENT DES IMPLÉMENTATIONS DE
802.11 LORS DE LA PERTE DE CONNECTIVITÉ ET DE LA CONTENTION
0
1000
2000
3000
4000
5000
0 50 100 150 200 250
IFS (µs)
N
om
br
e 
de
 p
aq
ue
ts
 re
çu
s
(a) BK
0
2000
4000
0 50 100 150 200 250
IFS (µs)
N
om
br
e 
de
 p
aq
ue
ts
 re
çu
s
(b) BE
0
25000
50000
75000
100000
0 50 100 150 200 250
IFS (µs)
N
om
br
e 
de
 p
aq
ue
ts
 re
çu
s
(c) VI
0
25000
50000
75000
0 50 100 150 200 250
IFS (µs)
N
om
br
e 
de
 p
aq
ue
ts
 re
çu
s
(d) VO
FIGURE 4.12 – Répartition des IFS en réception au niveau du point d’accès pour les différentes queues EDCA avec une
seule station saturant le lien après avoir modifié le microcode et le pilote ath9k_htc
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Conclusions
Lorsqu’un équipement mobile s’éloigne du point d’accès auquel il est associé, la qualité du lien se dé-
grade et le nombre de paquets perdus augmente. Le mécanisme de retransmission entre alors en jeu pour
tenter de récupérer des pertes. Cependant, lorsque les retransmissions ne permettent plus d’assurer une
connectivité avec le point d’accès, elles signifient que l’équipement mobile doit changer de point d’accès, et
initier un handover.
Dans ce chapitre, nous avons vu que les politiques de retransmission varient grandement d’une carte à
une autre en terme de débits choisis et de temps d’attente entre les transmissions. Le standard précise que la
remise à zéro de la fenêtre de contention doit être effectuée, soit lors de la bonne transmission d’un paquet,
soit lorsque SSRC vaut 7, or NS-3 et les cartes NETGEAR WN11V2 et TP-LINK TL-WN722N ne respectent
pas cette contrainte.
Concernant le nombre de retransmissions, nous observons que les cartes NETGEAR WN11V2 et TP-LINK
TL-WN722N retransmettent un nombre de fois plus important que ce que spécifie le standard. La carte
TP-LINK TL-WN722N a de plus une politique très agressive concernant l’accès au canal : elle transmet de
nombreux RTS sur une courte durée. L’utilisation de RTS dans le cas d’une retransmission permet d’éviter
d’envoyer des messages longs qui pourraient ne pas être reçus, limitant ainsi l’occupation sur le canal et les
risques de collisions grâce au mécanisme de RTS/CTS.
Seule la carte BROADCOM BCM4330 semble respecter le standard tant en terme d’augmentation de sa
fenêtre de contention qu’en nombre de retransmissions avant d’abandonner le message.
Finalement, l’ensemble des cartes étudiées retransmettent un grand nombre de fois lors de la perte de
connectivité, ce qui impacte les performances globales du réseau avec une monopolisation du canal « in-
utile », mais aussi les performances au niveau de la carte avec une augmentation du temps avant l’abandon
et la recherche d’un nouveau point d’accès.
Ce constat nous amène à penser qu’il est possible de diminuer le nombre de retransmissions afin d’amé-
liorer le handover.
Nous avons ensuite étudié le comportement des cartes TP-LINK TL-WN722N dans un contexte de
contention, dans lequel nous avons un déploiement dense d’une trentaine de cartes autour d’un point
d’accès unique. Cette étude nous permet d’analyser l’impact des collisions ainsi générées sur l’algorithme
d’adaptation de débit de ces cartes, en particulier lorsque la qualité du lien est détériorée par la quantité de
trafic environnant — la contention —, et non par un éloignement de l’équipement sans fil. Dans ces condi-
tions, nous avons observé que l’algorithme d’adaptation de débit n’est pas en mesure de déterminer qu’il
est dans un contexte de contention — et non d’un bilan de liaison dégradé — et fait changer la modulation
de la carte afin d’utiliser une modulation plus robuste , ce qui ne permet pas d’améliorer les performances
en contention.
En effet, dans un contexte de contention dans lequel la qualité du lien est bonne, il ne faut pas changer
de modulation pour une modulation plus robuste, mais plutôt augmenter ses fenêtres de contention afin de
réduire les probabilités de collisions. Utiliser une modulation permettant un débit moins élevé ne permettra
pas d’éviter les collisions et aura l’effet pervers de monopoliser le canal plus longtemps lorsque cette station
y gagne l’accès, impactant les performances globales du réseau.
A l’inverse lorsque la qualité du lien se dégrade il ne faut pas forcément augmenter les fenêtres de
contentions car le « non acquittement » d’un message envoyé n’est pas dû à une collision mais à la pré-
sence d’interférences. Il faut donc diminuer au plus vite le débit afin d’utiliser une modulation plus robuste
et éviter des retransmissions inutiles, impactant elles aussi les performances globales du réseau.
Il serait alors intéressant d’analyser les schémas de retransmissions afin de déterminer si ces retrans-
missions sont liées à une compétition pour l’accès au canal ou à de mauvaises conditions de propagation.
Enfin nous avons mis en évidence des anomalies concernant les intervalles inter-trames sur les cartes
TP-LINK TL-WN722N. Celles-ci sont dûes à une mauvaise implémentation de la taille des fenêtres de
contention au sein du pilote de ces cartes, ainsi qu’à une inversion des files de priorités AC_BK et AC_-
BE au sein de leur microcode. Cette dernière peut avoir un impact important car lorsque du trafic ne se voit
pas attribuer une priorité particulière il utilise la priorité BE. L’inversion de files fait que ce trafic lambda est
envoyé avec une priorité BK.
Nous travaillons actuellement sur l’implémentation d’un prototype d’algorithme d’adaptation de débit
essayant d’une part de déterminer les cas de contention afin de ne pas réduire aussi drastiquement les
110
CHAPITRE 4. ANALYSE DU COMPORTEMENT DES IMPLÉMENTATIONS DE
802.11 LORS DE LA PERTE DE CONNECTIVITÉ ET DE LA CONTENTION
débits des cartes, et d’autre part de determiner les cas où le lien se dégrade afin d’adapter la modulation
utilisée ou d’initier une procédure de handover, afin de limiter le nombre de retransmissions.
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Introduction
L’objectif de l’IoT est d’offrir de nouvelles façons de communiquer et d’interagir avec des objets ou
des dispositifs connectés. Les objets intelligents et les communications M2M (Machine à machine — Ma-
chine to Machine) sont des éléments constitutifs essentiels de l’IoT et conduisent à de nouveaux moyens de
« connecter le monde physique aux gens », de permettre de nouvelles interactions entre les citoyens et leur
environnement, ouvrant ainsi de nouvelles applications pour les villes intelligentes.
Par ailleurs, les smartphones et les communications sans fil sont devenus omniprésents dans le monde
entier, les smartphones jouant un rôle de passerelle vers le « monde connecté » pour la plupart des gens :
les smartphones sont les dispositifs de prédilection par lesquels nous interagissons avec Internet. Ils sont
également utilisés pour des mesures relatives au Crowdsensing [161] et, en tant que tel, ils fournissent un
moyen naturel d’interagir avec des objets intelligents.
Parallèlement à ces transformations, un changement de paradigme s’opère : nous nous éloignons des
communications centrées sur les « machines », dans lesquelles l’accent était mis sur les sources et desti-
nations des communications, pour nous orienter vers des communications centrées sur les données, en
mettant l’accent sur les données elles-mêmes. Dans ce contexte de communication de données omnipré-
sentes, il devient important de savoir d’où viennent les données et où elles seront pertinentes, plutôt que
de savoir qui a envoyé un message à qui. Par exemple, une mesure de température n’est intéressante que si
elle est combinée avec l’endroit où elle a été prise et que l’utilisateur ne se soucie pas de savoir quel appareil
particulier a recueilli les données. De plus, pour la diffusion des données, le lieu où les données sont signi-
ficatives est très important, car il donne la portée géographique de la validité des données. Par exemple, la
diffusion de l’horaire du prochain autobus est principalement pertinente au voisinage de l’arrêt d’autobus
ciblé.
Dans un monde aussi connecté, les utilisateurs mobiles avec leurs smartphones ou leurs montres
connectées sont non seulement des citoyens générant beaucoup de données pouvant être significatives,
mais sont surtout des consommateurs de données ayant des attentes de plus en plus exigeantes. Ils sont
susceptibles de se déplacer dans de nombreuses localités différentes, produisant ainsi beaucoup de don-
nées précieuses, mais s’attendant aussi à obtenir des données spécifiques dignes d’intérêt à des endroits
particuliers. Cependant, il n’existe aujourd’hui aucun moyen fiable de transmettre des données aux utili-
sateurs situés dans des régions géographiques spécifiques en utilisant l’infrastructure existante d’Internet.
Une façon d’aborder cette question est de faire en sorte que les dispositifs interrogent les serveurs en en-
voyant leurs coordonnées GPS par exemple, ou en concevant un moyen de récupérer les adresses IP de
tous les dispositifs dans une zone ciblée pour leur envoyer des données unicast, mais de telles approches
ne seraient pas viables à grande échelle.
Notre objectif est d’améliorer l’acheminement du trafic géographique vers des points d’accès sans fil
couvrant une destination géographique ciblée, afin qu’elle puisse ensuite être « arrosée » par les disposi-
tifs présents dans la région. Dans ce chapitre nous nous penchons tout d’abord sur les communications
géocentriques en donnant un aperçu de la vision de DataTweet dans la première partie. Nous décrirons
IP Geocast dans la partie suivante. Il s’agit d’un mécanisme de diffusion géographique multicast qui per-
met d’adresser des appareils dans un environnement géographique et hiérarchique. Les appareils calculent
pour cela un géopréfixe à l’aide de leurs coordonnées GPS de sorte qu’ils se trouvent dans un quadrilatère
2D récursif. Nous pouvons encapsuler les géopréfixes dans une adresse IPV6 multicast pour rendre IP Geo-
cast compatible avec l’infrastructure Internet déployée. Nous proposons par ailleurs un moyen de propager
les géopréfixes pour construire l’arbre de distribution IP Geocast de manière multicast à l’intérieur d’un AS
(Système autonome — Autonomous System) et en utilisant BGP (Protocole pour les routeurs de bordures
— Border Gateway Protocol) au-delà. Enfin nous présentons les limites liées aux choix que nous avons fait
dans l’élaboration d’IP Geocast dans la dernière partie.
5.1 Communications géocentriques pour DataTweet
Le projet DataTweet explore l’idée d’un service de données omniprésent pour la création de services IoT
et M2M. Notre hypothèse de base est que n’importe quel appareil peut transmettre et recevoir des messages
courts de la manière la plus simple : envoyer un message radiodiffusé « dans l’air » afin qu’il soit ensuite saisi
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FIGURE 5.1 – Analogie avec le cycle de l’eau appliqué aux données
par les réseaux sans fil avoisinants et amené jusqu’à destination, ou inversement, diffuser « dans l’air » des
messages ayant un intérêt à proximité.
Cette hypothèse s’appuie sur le fait que la plupart des zones habitées sont entièrement couvertes par
une connectivité sans fil dense et nous supposons qu’une petite fraction de la bande passante des res-
sources sans fil pourrait être affectée au transport du trafic DataTweet composé de messages courts envoyés
avec un faible débit.
Dans le contexte de l’IoT, l’un des attributs clés des données est la localisation, qui peut être utilisée
pour qualifier l’origine ou la destination des données. Combinée à une approche centrée sur le contenu,
de nombreux services peuvent être construits sur l’hypothèse exprimée dans DataTweet : les données en-
voyées dans l’air sont transmises et filtrées par les utilisateurs intéressés en fonction de leurs contenus, de
leurs attributs ou de leurs fonctionnalités.
Le fonctionnement de DataTweet est illustré par l’analogie du cycle de l’eau présentée à la FIGURE 5.1.
Des foules d’appareils et d’utilisateurs mobiles génèrent des données envoyées vers les serveurs Cloud ou
Fog via les points d’accès les plus proches comme l’eau s’évaporant dans le ciel pour former des nuages.
Les données collectées deviennent des informations utiles dans le Cloud, en raison du sens et de l’interpré-
tation que nous pouvons donner aux données brutes, ainsi que des nouvelles connaissances qui peuvent
être extraites par traitement et analyse. Ensuite, les données contenues dans le Cloud peuvent être utilisées
pour « arroser » les utilisateurs et les appareils dans des zones ciblées par le biais de messages courts.
Les données recueillies dans toute une région, par exemple la position des véhicules, peuvent conduire
à la création de services à valeur ajoutée, comme la gestion intelligente du trafic routier : l’analyse des don-
nées dans le Cloud peut fournir des informations de haut niveau en temps quasi réel qui peuvent être re-
distribuées aux utilisateurs participants.
La FIGURE 5.2 illustre l’architecture avec les utilisateurs et équipements IoT qui envoient les messages
DataTweet aux nœuds DataTweet les plus proches servant de points d’accès— pouvant être colocalisés ou
intégrés aux points d’accès 802.11 existants —, qui les transfèrent ensuite soit directement aux utilisateurs
du secteur soit à d’autres destinations sur Internet comme les serveurs Cloud ou Fog où ils seront traités.
Dans ce chapitre, nous nous concentrons sur IP Geocast, qui est l’un des éléments clés de l’architecture
DataTweet : il prend en charge la transmission du trafic de données vers des régions spécifiques et « envoie »
les données sur tous les hôtes présents dans une région cible. Nous partons du principe que les nœuds
DataTweet connaissent leurs coordonnées géographiques via GPS ou par configuration, desservent des
zones locales et peuvent transmettre des messages DataTweet à des destinations par le biais d’IP Geocast.
L’infrastructure de transmission DataTweet décrite ci-dessus tire parti d’IP Geocast pour atteindre des
destinations géographiques identifiées par des géopréfixes. La proposition d’agrégation des préfixes géogra-
phiques, similaire aux préfixes de réseau IP, permet aux routeurs de créer une arborescence de distribution
évolutive pour la propagation des geocasts dans les régions géographiques concernées. Enfin, les nœuds de
destination diffusent des messages DataTweet dans les zones locales et les utilisateurs les filtrent en fonc-
tion des métadonnées caractérisant leur contenu en fonction de leurs intérêts personnels.
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FIGURE 5.2 – Architecture de DataTweet
5.2 IP Geocast
Nous voulons que DataTweet puisse transmettre des messages aux localisations dans lesquels les don-
nées sont pertinentes pour les utilisateurs, car elles concernent le voisinage utilisateur. Par exemple, nous
pourrions recevoir l’information concernant le prochain autobus arrivant à un arrêt voisin et l’heure à la-
quelle le prochain tramway arrivera à un autre arrêt pour que nous puissions décider d’aller à l’arrêt offrant
le meilleur temps de transit. Dans ce contexte, l’emplacement cible des données est très important car il
s’agit d’un domaine spécifique auquel l’infrastructure doit transmettre les messages DataTweet.
Nous voulons tirer parti des réseaux existants afin que notre conception s’adapte au mieux à la topologie
actuelle d’Internet— couverture capillaire des régions géographiques par un FAI — et à sa structure —
AS multiples de différents FAIs. Il est très difficile d’assurer le transfert géographique dans l’architecture
d’Internet actuelle, car la topologie ne tient pas compte des considérations géographiques.
Nous supposons que les nœuds DataTweet connaissent leur emplacement géographique et qu’une
source DataTweet souhaite envoyer un message à tous les nœuds DataTweet dans une région géographique
donnée. Notre approche consiste à utiliser le maillage Internet existant pour transmettre les messages Da-
taTweet à des régions géographiques choisies. Le problème est que les adresses IP sont logiques, donc dé-
couplées des emplacements géographiques des hôtes. Par conséquent, nous ne pouvons pas compter sur
le schéma d’adressage IP actuel pour cibler une zone géographique particulière. Une approche consisterait
à se renseigner sur l’emplacement géographique d’un hôte donné et à lui envoyer un paquet IP standard —
des travaux récents se sont concentrés sur l’obtention de ces dits emplacements géographiques [162, 163]).
Cependant, l’envoi de paquets à un groupe d’hôtes dans une région géographique donnée obtenus de cette
façon ne passe pas à l’échelle.
Un problème similaire se pose dans les VANETs (Réseaux Ad-Hoc de véhicules — Vehicular Ad-Hoc
Networks) [164] : une source veut envoyer un paquet à des routeurs d’accès près de l’emplacement des
véhicules de destination sur Internet. Ce problème a été étudié selon deux approches principales : 1. DNS
(Système de noms de domaine — Domain Name System) étendu : l’enregistrement de ressources DNS LOC
maintient la correspondance entre l’emplacement du routeur d’accès et son adresse IP, 2. GeoServer dans
une zone géographique donnée qui sert de réflecteur aux messages. La solution basée sur le DNS étendu
ne prend en charge que le transfert de paquets unicast et la seconde solution nécessiterait le déploiement
de GeoServers dans chaque région géographique cible, ce qui n’est pas pratique car les régions ne sont pas
définies a priori.
Nous proposons de définir des régions géographiques de taille de plus en plus réduite, organisées hié-
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FIGURE 5.4 – Partitionnement de l’espace 2D en utilisant un quadtree avec des géopréfixes obtenus en utilisant le schéma
de codage de Morton
rarchiquement en utilisant une division en quadtree de l’espace d’adressage GPS 2D et de tirer parti de
l’acheminement standard de paquets IPV6 pour atteindre ces régions.
La FIGURE 5.3 illustre le principe de la géodiffusion IP : le monde est divisé en régions suivant un quad-
tree et nous associons un identificateur à une région — un préfixe géographique, géopréfixe, correspondant
aux coordonnées GPS et à la taille de la région. De cette façon, un géopréfixe identifie de façon unique une
région à un endroit donné avec une taille donnée et représente tous les hôtes dans la région. Les nœuds
DataTweet propagent des géopréfixes dans le réseau pour créer une arborescence de distribution similaire
à celle effectuée en multicast. Un hôte peut envoyer un message DataTweet à une région en spécifiant son
préfixe de sorte que le message suive l’arbre de distribution pour atteindre les nœuds DataTweet qui le
diffusent à tous les nœuds dans la région.
5.2.1 Géopréfixes
La FIGURE 5.4 présente le principe du partitionnement en quadtrees : l’espace de coordonnées GPS
est divisé en deux parties égales qui sont ensuite divisées en deux moitiés. Le partitionnement récursif en
quadtrees permet d’obtenir des régions ayant une taille arbitrairement petite.
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TABLEAU 5.4 – Précision en fonction du nombre de décimales et de la taille du géopréfixe
# of figures # of bits Equator 45°N/S
0 9 111.3200 km 78.710 km
1 12 11.1320 km 7.871 km
2 16 1.1132 km 787.100 m
3 19 111.3200 m 78.710 m
4 22 11.1320 m 7.871 m
5 26 1.1132 m 787.100 mm
Les géopréfixes doivent avoir les propriétés suivantes :
• Une région 2D d’un quadtree identifiée par ses coordonnées GPS et sa taille doit correspondre à une
seule valeur de géopréfixe.
• L’agrégation de 4 géopréfixes correspondant à des régions contiguës donne un préfixe correspondant
à la région englobante. Le fait de raccourcir un géopréfixe de 2 bits donne le préfixe englobant.
Le système de coordonnées de référence WGS84 utilisé dans le GPS permet de diviser la sphère parfaite
du monde en 360 degrés de longitude horizontale et 180 degrés de latitude verticale. Un format usuel pour
une coordonnée est ddd .ddddddddddd , où d représente un chiffre de l’angle exprimé en degré et les de-
grés sont exprimés sous la forme d’un nombre compris entre−180 et+180 pour la longitude, et un nombre
compris entre −90 et +90 pour la latitude — les positions à l’ouest et au sud sont négatives —, par exemple
(+28.61,−80.61) correspond à la position du centre spatial de Cape Canaveral. Il est à noter que dans ce sys-
tème de référence, la précision de longitude n’est pas la même selon la latitude d’un point. Plus un point est
éloigné de l’équateur, moins la distance entre deux degrés longitudinaux est grande. Le TABLEAU 5.4 repré-
sente la résolution longitudinale à l’équateur et à une latitude de 45◦N /S avec l’augmentation du nombre
de décimales et du nombre de bits correspondants. L’idée est de relier la taille d’une région au nombre de
bits utilisés pour représenter une coordonnée GPS donnée, reliant ainsi la taille d’une région à la taille d’un
géopréfixe.
De plus, nous devons encoder les coordonnées GPS en une seule valeur géoréférencée. Il y a plusieurs
schémas de codage possibles comme les codes Gray [165], les fonctions d’appariement Cantor [166], ou
les codes de Morton [167]. Morton a proposé de calculer une valeur unidimensionnelle à partir des coor-
données GPS en entrelaçant les représentations binaires des coordonnées : la valeur Z est un point sur la
courbe ordonnée en Z (Z-order) — une courbe spécifique d’une seule dimension capable de remplir un
espace à n dimensions. Les courbes Z-order ont la propriété de conserver un certain degré de localité pour
les emplacements codés. Une fois qu’un point est projeté sur la courbe Z-order, il y a de fortes chances
qu’il partage le même préfixe binaire avec les points qui sont proches dans l’espace multidimensionnel.
Nous avons choisi l’encodage de Morton pour cette raison ainsi que la simplicité de transformation des
coordonnées en valeurs binaires.
Les préfixes résultants sont ordonnés de la même manière que la hiérarchie obtenue lors de la partition
en quadtree illustrée dans la FIGURE 5.4, par exemple, la valeur 00111111 correspond aux coordonnées GPS
de (011,011) en binaire. A chaque étape du partitionnement en quadtree, le nombre de bits du préfixe aug-
mente, ce qui permet d’avoir une division spatiale de plus en plus précise utilisant une courbe Z-order plus
complexe. On peut remarquer que raccourcir un géopréfixe de 2 bits signifie représenter le carré englobant :
un emplacement dans un carré plus large à l’étape précédente est dans un carré plus petit dont le préfixe
binaire correspond au préfixe carré plus large, par exemple, un point avec les coordonnées dans le carré
001111/6 (nous utilisons la notation CIDR (Routage inter domaines sans classes — Classless Inter-Domain
Routing) : la longueur du préfixe est 6 bits) est aussi dans le carré plus grand 0011/4 ainsi que dans le carré
entourant 00/2 (sur le schéma, les bits en rouge correspondent au préfixe de la case englobante au stade
précédent).
Pour coder les coordonnées GPS comme décrit ci-dessus, nous proposons de représenter les coordon-
nées GPS comme des entiers positifs : nous décalons la longitude et la latitude de 180 et 90, respectivement,
pour les transformer en entiers positifs avec le nombre de chiffres décimaux que nous voulons considérer.
Avec 26 bits pour coder à la fois la latitude et la longitude, le codage Morton donne un préfixe de 52 bits
permettant de diviser la surface du monde en régions géographiques ayant une résolution de l’ordre du
mètre. Comme les réseaux 802.11 fournissent une portée de quelques dizaines de mètres, cette résolution
est suffisamment précise pour exprimer les régions que nous voulons traiter tout en maintenant un schéma
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FIGURE 5.5 – Partitionnement du monde en quadtree avec des exemples de géopréfixes pour certaines régions
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FIGURE 5.6 – Structures des adresses IPV6 multicast et geocast
d’adressage relativement court. Notez que cette façon d’exprimer la taille des régions est similaire aux pré-
fixes IP du CIDR : on peut spécifier de grandes régions en utilisant un petit nombre de bits comme un petit
nombre de bits dans un préfixe CIDR correspond à un grand bloc d’adresses IP.
La FIGURE 5.5 présente un exemple d’application du codage de Morton à une projection Mercator de
la surface terrestre. Par exemple, les coordonnées GPS (+28.61,−80.61) correspondent au préfixe 32 bits
0000 1100 0111 0011 1010 1101 1101 1101 1101.
5.2.2 Encodage au format multicast IPv6
Pour profiter de l’architecture actuelle de transmission IPV6, nous proposons d’utiliser une partie de
l’espace d’adressage IPV6 multicast [168] pour interpréter les géopréfixes en adresses. La FIGURE 5.6 pré-
sente la structure des adresses IPV6 multicast et geocast telles que nous les définissons — les bits les moins
significatifs sont à droite. Le champ scope est mis à E qui correspond à un scope global, le géopréfixe est
placé dans les 64 bits les moins significatifs et sa longueur — équivalent à la résolution voulue — est rensei-
gnée dans le champ plen.
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FIGURE 5.7 – Géoprefixe de taille n
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TABLEAU 5.5 – Préfixes dans la région de Boston
Region 32 bit geoprefix
Massachusetts Institute of Technology Campus 0000 1101 1000 0110 1001 0101 1101 1011
Cambridge 0000 1101 1000 0110 1001 0101 1101 0000
Boston Area 0000 1101 1000 0110 1001 0101 1100 0000
Mettre les 64−n bits les moins significatifs à 0 et plen à n nous permet de représenter un géopréfixe
avec n bits significatifs permettant de définir une région de la taille correspondant aux valeurs présentées
dans le TABLEAU 5.4. La FIGURE 5.7 illustre l’encodage des coordonnées GPS (+28.61,−80.61) sous forme
de géopréfixe avec n = 32 bits. Cela correspond à une superficie de 1,1 kilomètre carré à cette latitude.
Une telle représentation est similaire aux masques de sous-réseaux dans lesquels le nombre de bits les
moins significatifs mis à 0 indique la taille du préfixe. Avec la propriété d’agrégation — une région avec
un géopréfixe de n bits représente l’agrégation de quatre régions ayant des géopréfixes de n+2 bits — ceci
permet l’utilisation de géopréfixes dans les tables de routage pour la transmission des paquets en s’appuyant
sur l’infrastructure d’Internet existante.
Le TABLEAU 5.5 présente un autre exemple dans lequel nous spécifions des préfixes pour des régions de
taille croissante : un préfixe 32 bits correspond au campus du Massachusetts Institute of Technology — de
(+42.352,−71.0976) à (+42.36224,−71.08736). Si nous mettons 4 bits à 0, nous pouvons identifier une région
plus grande incluant les campus de Cambridge du Massachusetts Institute of Technology et de Harvard — de
(+42.34174,−71.12832) à (+42.38272,−71.08735). En mettant 2 bits supplémentaires sur 0, on obtient une
région englobant Boston et sa banlieue sud — de (+42.3008,−71.12832) à (+42.38272,−71.04638).
O’Daniel et al [169] ont envisagé d’encoder les coordonnées GPS dans une adresse IPV6 unicast d’une
manière différente : ils utilisent le champ Subnet-ID pour encoder la latitude et la longitude avec une gra-
nularité d’un degré et ajoutent deux décalages de 24 dans le champ d’identification de l’interface. Notre
encodage au format multicast a l’avantage de représenter les coordonnées sous forme de préfixes permet-
tant de faire un Longest Prefix Match.
Pesavento et al [166] ont envisagé d’encoder les coordonnées GPS dans un URI (Identifiant de ressource
uniforme — Uniform Resource Identifier) dans le contexte des NDNs (Communication de données nom-
mées — Named Data Networkings). Ils ont utilisé la fonction de couplage de Cantor pour faire correspondre
les coordonnées GPS à une valeur scalaire et concaténer ses chiffres décimaux avec l’URI correspondant
au nom d’un lieu géographique.
5.2.3 Régions aux frontières des quadtrees
Comme nous l’avons mentionné précédemment, les courbes Z-order, et plus généralement la divi-
sion en quadtree, conservent un certain degré de localité, ce qui signifie que les points géographiquement
proches les uns des autres sont susceptibles de partager le même préfixe ou au moins partagent une ra-
cine de préfixe commune. Considérons la FIGURE 5.4 : les points situés à (110,010) et (110,011) partagent
le préfixe 1011/4 et les points dans (110,010) et (110,001) partagent le préfixe 10/2. Dans les deux cas, si
nous voulons envoyer un message à une zone qui chevauche deux de ces carrés, nous pouvons exprimer la
destination comme un préfixe partagé, ce qui signifie que nous n’avons besoin de transmettre qu’un seul
paquet aux zones suffisamment larges pour couvrir toutes les zones que nous ciblons. Ensuite, le paquet
doit être dupliqué pour atteindre toutes les sous-zones.
Cependant, le partitionnement en quadtree crée des régions qui ne partagent pas un préfixe commun
qui permettrait de transférer un seul paquet vers les régions qui se chevauchent. Par exemple, si nous vou-
lons adresser un message à une zone composée de 4 carrés au centre du quadrilatère de la FIGURE 5.4 :
001111, 100101, 011010 et 110000, il n’y a pas de préfixe pour les représenter, car ils se trouvent dans diffé-
rents quadtrees. Donc, si nous voulons envoyer un paquet dans cette région, les préfixes des 4 carrés doivent
être dans les tables de routage et 4 paquets doivent être transférés vers les régions. Dans le pire des cas,
nous enverrons quatre paquets sur toute l’arborescence de distribution IP Geocast au lieu d’un seul paquet,
si les préfixes des régions ne peuvent pas être agrégés. Nous pensons que cela en vaut toujours la peine,
car chaque paquet dessert une zone entière et génère donc beaucoup moins de trafic que l’utilisation de
plusieurs paquets unicast pour atteindre tous les nœuds ciblés.
Nous réfléchissons à l’élaboration d’un système de codage d’un plus grand nombre d’informations qui
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aidera à réduire le nombre de préfixes qui doivent être propagés pour soutenir les régions non agrégées qui
se chevauchent. Une idée pour contourner ce problème est de considérer plusieurs divisions en quadri-
latères, chacune étant légèrement décalée d’une autre, et de définir un flag dans l’adresse IPV6 multicast
pour spécifier qu’un géopréfixe donné est décalé.
5.2.4 Propagation des géopréfixes
Enfin, nous devons proposer un moyen de propager les géopréfixes dans le réseau pour construire une
infrastructure de transit. L’idée est de gérer la propagation d’un géopréfixe de manière similaire à PIM SM
(Protocole multicast indépendant du protocole de routage utilisant un point de rendez-vous — Protocol-
Independent Multicast, Sparse Mode) [170] à l’intérieur d’un AS et d’utiliser l’approche similaire au Free
Riding Multicast en dehors d’un AS [171].
Free Riding Multicast se concentre sur le routage inter-domaines : un AS annonce les groupes multicast
actuellement utilisés dans le domaine. Les annonces sont ensuite propagées par BGP afin que les routeurs
frontaliers aient une description des groupes présents pour chaque préfixe de destination. Pour découvrir
l’arbre de diffusion d’un groupe G , le routeur de bordure d’une source multicast analyse sa table BGP pour
identifier les préfixes avec les membres de G et calcule l’arbre de diffusion à partir de l’union des chemins
unicast BGP vers tous les domaines de destination. Il achemine ensuite un seul paquet multicast à chaque
saut suivant sur cet arbre de dissémination avec un codage du sous-arbre, chaque saut suivant doit à son
tour acheminer le paquet.
Dans le cas de Free Riding Multicast, les préfixes de groupe sont difficilement agrégeables — il consi-
dère les adresses de groupe comme des identificateurs plats propagés dans l’interconnexion des AS grâce à
BGP. Dans notre cas, nous pouvons agréger les préfixes de geocast d’une manière hiérarchique qui reflète
la topologie capillaire des FAIs existants.
A l’intérieur d’un AS, nous proposons d’organiser la distribution geocast de la même manière que PIM
SM : nous mettons en place un point de rendez-vous au niveau d’un routeur central qui reliera les autres
routeurs régionaux. Les nœuds DataTweet envoient des messages Join aux points de rendez-vous pour an-
noncer les géopréfixes. Les routeurs traitent les messages Join saut-par-saut et mettent à jour leur tables
de routage en agrégeant éventuellement les géopréfixes. Une source IP geocast envoie son premier paquet
encapsulé dans un message Register à son point de rendez-vous qui extrait le paquet geocast et l’envoie sur
l’arbre de distribution. Lorsqu’un point de rendez-vous reçoit le paquet encapsulé dans un message Re-
gister, il envoie un message Join vers la source, créant ainsi l’arbre de distribution partagé. La source peut
passer de l’utilisation de l’arbre partagé à l’utilisation de l’arbre du plus court chemin en envoyant un mes-
sage Join vers la source, qui change l’état des routeurs le long du chemin vers la source. Lorsque les paquets
commencent à arriver en utilisant l’arbre du plus court chemin, un noeud DataTweet envoie un message
Prune vers la source en utilisant l’arbre partagé afin d’éviter le trafic dupliqué. La principale différence avec
l’utilisation de PIM SM de base est l’agrégation des géopréfixes, ce qui permet de partager les tables de
transfert des routeurs par rapport à une entrée par groupe multicast.
5.3 Discussion
Selon le type de données qu’un message contient, il peut être intéressant d’envoyer le message à une
zone plus large que la zone d’intérêt initiale. Supposons que certaines données présentent un intérêt dans
une zone de quelques centaines de mètres carrés, des utilisateurs mobiles qui traversent une telle zone as-
sez rapidement ne recevront peut être pas l’information. Une approche pour s’assurer que les utilisateurs
intéressés recevront le message avec une probabilité élevée serait d’envoyer périodiquement le message
dans l’air avec une fréquence élevée. Une autre approche consisterait à échanger la fréquence contre une
portée géographique plus grande. Lorsque nous considérons des utilisateurs mobiles, nous pouvons en-
voyer le message dans une zone légèrement plus large et profiter du fait que les utilisateurs pourront avoir
déjà reçu les données avant d’entrer dans la région où elles auront un intérêt.
De plus, il peut ne pas être nécessaire d’envoyer des messages à tous les nœuds d’une zone donnée. Si les
nœuds peuvent relayer les données sur leur liaison sans fil, nous pouvons tirer parti du relais opportuniste
pour aider à propager les messages geocast du réseau.
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FIGURE 5.8 – « Freeboxes » (points bleus) et arrêts de tramway (points rouges) dans le centre ville de Grenoble
En outre, il est probable qu’une zone sera « couverte » par plusieurs AS. Dans ce cas, il est concevable
de n’envoyer les données qu’à un sous-ensemble d’AS et de pouvoir tout de même couvrir cette zone géo-
graphique. Considérons par exemple la FIGURE 5.8 qui représente les emplacements géographiques des
« Freeboxes » dans le centre-ville de Grenoble — d’autres FAI couvrent également cette zone — ainsi que
trois stations de tramway présentes dans le secteur. Cet exemple met en évidence le fait que même à une
échelle limitée, la densité des points d’accès semble suffisamment élevée pour couvrir une zone à proximité
des points d’intérêt. De même, si la source de données est géographiquement proche de la zone de desti-
nation et est située dans un AS qui dessert cette zone, nous pouvons éviter d’envoyer le message à travers
tout l’arbre de distribution et simplement le redistribuer localement.
Conclusion
Ce chapitre décrit IP Geocast, un protocole géographique multicast adapté à l’architecture d’Internet. Il
permet aux appareils de dériver une adresse IPV6 multicast en fonction de leurs coordonnées GPS. Ces
adresses ont la propriété de permettre aux équipements géographiquement proches les uns des autres
d’avoir une forte probabilité de partager un même géopréfixe. Cette propriété permet de représenter les
zones géographiques de manière hiérarchique, ce qui convient pour : 1. acheminer les messages vers leurs
destinations géographiques en utilisant une politique de routage de type Longest Prefix Match et 2. adres-
ser tous les dispositifs à l’intérieur d’une zone étendue en utilisant le géopréfixe incluant toutes les zones
sous-jacentes.
Cependant, les géopréfixes suivent une division récursive de l’espace selon un quadtree, qui les limite
aux carrés résultants de cette division. Envoyer des messages à une zone chevauchant de tels carrés ne
peut pas se faire avec un géopréfixe commun et par conséquent, plusieurs messages doivent être envoyés
à chaque partie de la zone ciblée. Dans le cadre de nos travaux futurs, nous prévoyons de proposer une
solution pour résoudre ce problème. Nous aimerions aussi proposer une implémentation de ce schéma
d’adressage géographique afin de pouvoir en évaluer les performances.
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Les travaux présentés s’inscrivent dans le cadre du projet DataTweet, au sein duquel il était question
de définir un protocole de communication pour l’IoT. Il avait notamment pour but d’utiliser l’ensemble
des moyens de communications disponible dans le voisinage d’un équipement afin que celui-ci puisse
envoyer ses messages. Ces messages devaient ensuite être acheminés non plus par le biais d’adresses de
destinations définies, mais par la validité spatio-temporelle du contenu des données, permettant ainsi à
la fois à l’émetteur de ne pas avoir à se soucier de connaitre l’adresse de destination d’un message, et de
permettre de relayer une donnée à un ensemble de machines ayant utilité de ce type de données.
Lors de la généralisation de ce concept, il est possible d’envisager que les données envoyées par diffé-
rents équipements connectés soient alors relayées vers différents centres de traitement capables de stocker
et analyser ces données. Ces centres sont alors en mesure de générer de nouvelles données « enrichies »
pouvant à leur tour être acheminées vers des équipements et utilisateurs ayant un besoin de données. Ty-
piquement, les données de déplacement de véhicules peuvent être transmises vers des centres de contrôle
routiers, qui pourraient alors redistribuer des données concernant les zones congestionnées aux utilisa-
teurs en approche de celles-ci.
Dans ce contexte, nous nous sommes intéressés à l’utilisation des points d’accès 802.11 privés au sein
des villes car ceux-ci sont omniprésents. Or, 802.11 n’étant pas prévu pour gérer la mobilité, nous avons
estimé le taux de connectivité qu’un utilisateur pouvait espérer obtenir en fonction de sa vitesse, de la durée
de handover et de la densité de points d’accès présents. Ainsi, comme montré dans le chapitre 3 traitant
de l’exploitation des points d’accès 802.11 de la ville, les piétons peuvent espérer être connectés pendant
plus de 80% de la durée de leurs trajets avec des durées de handover valant 5s. A l’opposé, les utilisateurs
ayant des vitesses de déplacement élevées ne sont plus du tout en mesure d’avoir une connectivité avec
de telles durées de handovers. De ce constat nous pouvons dire plusieurs choses. Tout d’abord, pour des
utilisateurs se déplaçant à des vitesses faibles, il est tout à fait envisageable de pouvoir utiliser une telle
infrastructure pour des applications ayant une forte utilisation en terme de débit car ces utilisateurs restent
à la fois longtemps sur un même point d’accès et restent déconnectés uniquement pendant leurs périodes
de handovers dans la majorité des cas. Ensuite les utilisateurs ayant des vitesses modérément élevées ne
restent plus assez longtemps sur un point d’accès afin de pouvoir efficacement les utiliser pour d’importants
transferts de données. Cependant ils peuvent espérer se connecter assez fréquemment pendant de courtes
durées le long de leurs trajets, permettant alors d’envisager d’utiliser cette infrastructure afin d’effectuer de
la collecte de données. Enfin, si l’on souhaite à la fois pouvoir utiliser ces points d’accès à des vitesses plus
élevées, ou pour faire passer du trafic ayant des contraintes fortes concernant les latences, tel que la VOIP,
alors il faut grandement travailler à la réduction de la durée de handover.
Concernant celle-ci, nous nous sommes penchés dans une seconde contribution aux comportements
de différents équipements 802.11 lorsqu’ils perdent leur connectivité, notamment leurs comportements
concernant leurs retransmissions. Nous constatons que, d’une part les cartes 802.11 étudiées ne respectent
pas pour la plupart les contraintes du standard, et d’autres part qu’elles ne détectent pas rapidement la
perte de connectivité malgré un nombre très important de retransmissions, lesquelles sont faites en uti-
lisant des modulations de plus en plus robustes. Nous avons d’ailleurs observé que lors de la contention,
les algorithmes de contrôle de débit changent aussi les modulations car ils observent des pertes liées au
nombre croissant de collisions. Or dans le cas présent, un tel changement de modulation pénalise à la fois la
station ayant baissé sa modulation inutilement mais aussi le débit global du réseau car le canal sera occupé
plus longtemps. Lorsque l’ensemble des stations adoptent ce comportement, les débits globaux deviennent
catastrophiques comparés à l’utilisation d’une unique modulation. Enfin nous avons mis en évidence des
erreurs dans les implémentations de 802.11 sur les cartes que nous avons testées concernant les fenêtres
de contention et les files de priorité de trafic.
Concernant la dissémination de données, nous nous sommes penchés sur l’adressage de données ayant
une forte validité spatiale. Nous avons proposé un schéma d’adressage géographique hiérarchique pouvant
être utilisé dans l’infrastructure existante d’Internet. Il repose sur un découpage du monde en quadtrees à
l’aide des codes de Morton. Ces même codes ayant la caractéristique de faire apparaître des préfixes parta-
gés entre des zones géographiquement proches — les sous-zones d’une même zone englobante partagent
un préfixe commun —, nous pouvons les utiliser de la même manière que les adresses IP et les masques de
123
CONCLUSION GÉNÉRALE
sous-réseaux afin d’adresser des zones géographiques de tailles différentes. Nous proposons alors d’insérer
ces géopréfixes dans des adresses multicast afin de pouvoir les utiliser sur l’infrastructure existante.
Enfin, nous nous sommes intéressés de manière transversale aux problèmes de reproductibilité et de
répétabilité des expériences dans les réseaux sans fil. Pour cela nous avons développé une plateforme re-
productible permettant la répétabilité et la reproductibilité des expérimentations : WalT . Cette plateforme
utilise du matériel grand public peu onéreux et permet de redéployer à l’identique l’environnement logiciel
d’une expérience grâce à Docker. Dans ce contexte seul l’environnement radio et la topologie déployée va-
rient d’une plateforme WalT à une autre, mais nous considérons que ces variations permettent de conclure
sur la validité d’un résultat.
Travaux futurs
Plusieurs pistes d’exploration sont envisagées pour les différents travaux menés.
Tout d’abord concernant l’utilisation des points d’accès dans les villes, nous avons vu qu’il était envi-
sageable d’utiliser cette infrastructure pour des applications ayant des besoins importants en bande pas-
sante tel que le streaming, tant que les utilisateurs ne se déplacent pas trop vite. Pour ce type d’application,
il serait intéressant d’utiliser les résultats que nous obtenons concernant les durées de connectivité, afin
d’optimiser les politiques de caching en fonction des différents types d’utilisateurs.
Concernant le comportement des cartes 802.11, nous envisageons d’étudier plus en détail les retrans-
missions lors de la contention afin d’essayer de voir s’il est possible pour une carte de savoir si elle se trouve
en contention ou en présence d’un lien de mauvaise qualité lorsqu’elle observe des pertes. En effet, actuel-
lement, baisser la modulation lors de l’augmentation du nombre de pertes de paquet n’est pas optimal,
et des solutions comme Minstrel mettent du temps à converger lorsque le signal est rompu. De plus nous
pensons qu’il existe deux cas bien précis : soit nous sommes en présence de contention et dans ce cas là
il ne faut absolument pas réduire le débit des cartes, mais augmenter les fenêtres de contention, soit nous
sommes en présence d’un canal dégradé et il faut adapter le débit afin d’utiliser une modulation plus ro-
buste. Nous envisageons d’effectuer des mesures supplémentaires afin d’observer le comportement d’une
station lorsque celle-ci s’éloigne d’un point d’accès. Dans les travaux futurs nous analyserons les pertes,
retransmissions et intervalles inter-trames, afin de définir si une station est en situation de contention ou
utilise un canal bruité dans le but d’adapter de manière optimale son comportement afin de limiter ses
pertes et son impact sur les autres stations de son voisinage.
Concernant IP Geocast, nous aimerions proposer une implémentation de celui-ci afin de pouvoir éva-
luer ses performances lors d’un déploiement dans une infrastructure de réseau. Nous aimerions aussi ré-
soudre de manière correcte les problèmes liés aux bordures que crée un découpage en quadtree. Une ap-
proche naïve consisterait à définir plusieurs quadtree légèrement décalés, mais des frontières continue-
raient d’exister. Par ailleurs il serait intéressant de proposer un découpage non homogène. Actuellement IP
Geocast découpe l’intégralité du monde en zones de plus ou moins un mètre carré en fonction de la lati-
tude. Or, certaines zones n’ont peut-être pas besoin d’une telle précision, comme les océans par exemple.
Ceci permettrait alors d’alléger la taille de l’encodage.
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