Let G be a graph that admits a perfect matching. A forcing set for a perfect matching M of G is a subset S of M , such that S is contained in no other perfect matching of G. This notion has arisen in the study of ÿnding resonance structures of a given molecule in chemistry. Similar concepts have been studied for block designs and graph colorings under the name deÿning set, and for Latin squares under the name critical set. There is some study of forcing sets of hexagonal systems in the context of chemistry, but only a few other classes of graphs have been considered. For the hypercubes Qn, it turns out to be a very interesting notion which includes many challenging problems. In this paper we study the computational complexity of ÿnding the forcing number of graphs, and we give some results on the possible values of forcing number for di erent matchings of the hypercube Qn. Also we show an application to critical sets in back circulant Latin rectangles.
Introduction and preliminaries
Let G be a graph that admits a perfect matching. A forcing set for a perfect matching M of G is a subset S of M , such that S is contained in no other perfect matching of G. The cardinality of a forcing set of M with the smallest size is called the forcing number of M , and is denoted by f(G; M ). Also let f(G; M) denote the minimum of f(G; M ) for M in a prescribed set M of matchings of G.
This notion has arisen in the study of ÿnding resonance structures of a given molecule in chemistry [9] . Later, Harary et al. [8] introduced the concept of forcing number of a perfect matching in graphs; see also [7] . Similar concepts have been studied under the name deÿning set for block designs (see [5, 16] ) for graph colorings (see [11] ), and under the name critical set for Latin squares (see [3, 1] ). There is some study of forcing sets of hexagonal systems in the context of chemistry, but only few other classes of graphs have been considered [10, [13] [14] [15] . For the hypercubes, Q n , it turns out to be a very interesting notion which includes many challenging problems.
In this section we state some preliminaries, in Section 2 we discuss the computational complexity of ÿnding the forcing number of matchings for graphs, and in Section 3 we give some results on the possible values of f(Q n ; M ); for di erent matchings M of the hypercube Q n . In particular, we give a matching N 5 in Q 5 for which f(Q 5 ; N 5 ) = 9, which is the ÿrst known example of a matching in any Q n with forcing number greater than 2 n−2 . We then use this result in a construction which gives, for each n ¿ 6 and each r ∈ {2 n−2 ; 2 n−2 + 1; : : : ; 2 n−2 + 2 n−5 }, a matching in Q n whose forcing number is r. Finally, in Section 4 we discuss an application to critical sets in Latin rectangles.
For a matching S in a graph G we denote by V (S) the set of all endpoints of the edges in S. As most of the graphs that we are dealing with here are bipartite, the following proposition shows a signiÿcant property of the forcing sets of matchings in such graphs. This proposition can also be found in [15] . Proposition 1. Let M be a matching in a bipartite graph G and S ⊂ M be a forcing set for M . Then there is a vertex in G that is forced immediately by S, that is, there is an edge uv of M \ S such that all of the neighbors of v except u are in V (S).
Proof. If this is not the case, after removing the set of all endpoints of the edges in S from G, we will obtain a bipartite graph in which every vertex has degree at least two. Therefore, by a generalization of the marriage theorem of Philip Hall (by M. Hall, see [6] ), this graph has more than one matching. Thus S can be completed in more than one way, which is a contradiction.
Clearly, this proposition only goes one way: there may be a vertex in G that is forced immediately even if S is not a forcing set. Note that in the case of bipartite graphs, Proposition 1 makes ÿnding completion (or non-completion) linear in the number of edges. This is similar to searches for strong critical sets in Latin squares (but not weak critical sets). Note also that if we remove the assumption that G is bipartite, then the proposition above is no longer true. For example, see the graph in Fig. 1 . It is easy to see that this graph has a unique perfect matching M that is marked by the dark edges in the ÿgure, so the empty set is a forcing set for M . But it is clear that no vertex is forced immediately by this forcing set. Let G be a graph and M be a matching in G. A cycle C which has alternate edges in M is called an M-alternating cycle. The following very useful proposition which is easy to prove is mentioned in [14] .
Proposition 2. Let G be a graph and M be a perfect matching in G. A subset S of M is a forcing set for M if and only if it contains at least one edge from each M -alternating cycle.
Actually, if M is a perfect matching in G and S is a minimal forcing set for M , then for each edge e ∈ S there exists an M -alternating cycle C such that C ∩ S = {e}.
Algorithmic results
In this section we discuss the complexity of ÿnding forcing numbers of matchings of a graph. For every bipartite graph G and perfect matching M of G, a digraph D(G; M ) may be deÿned as follows [14] .
Deÿnition. Let G be a bipartite graph with bipartition X and Y and let M = {x 1 y 1 ; x 2 y 2 ; : : : ; x n y n } be a perfect matching in G (x i ∈ X and y i ∈ Y , for i = 1; : : : ; n). The digraph D(G; M ) is deÿned as follows: the vertex set of D(G; M ) is M , and a vertex x i y i is joined to another vertex x j y j if and only if y i is joined to x j in G.
By the deÿnition above and Proposition 2 we have the following. Proposition 3. Let G be a bipartite graph, M a perfect matching in G, and S a subset of M . Then S is a forcing set for M if and only if D(G; M ) \ S is an acyclic digraph. Remark 1. Proposition 3 yields an e cient algorithm for recognizing forcing sets of matchings in bipartite graphs. It is not di cult to modify this method to obtain an algorithm for recognizing forcing sets of matchings in general graphs.
Remark 2. By Proposition 3, ÿnding the smallest forcing set for a given matching M in a graph G is equivalent to ÿnding the smallest number of vertices of D(G; M ) whose removal leaves no directed cycle in D(G; M ). This problem is known as the feedback vertex set problem, and is NP-complete for graphs with no in-or out-degree exceeding 2, see [4] . We use this idea to prove that the smallest forcing set problem is NP-complete. The problems are deÿned below.
• FEEDBACK VERTEX SET Instance: (D; k), where D is a digraph and k is an integer. Question: Is there any subset S of at most k vertices of D such that D \ S does not contain any directed cycle?
Instance: A graph G, a perfect matching M in G, and an integer k. Question: Is there any subset S of at most k edges in M such that S is a forcing set for M ? Theorem 1. SMALLEST FORCING SET is NP-complete for bipartite graphs with maximum degree 3.
Proof. It is clear from Remark 1 that the problem is in NP. We prove the NPcompleteness by reducing FEEDBACK VERTEX SET to SMALLEST FORCING SET. Let D and k be an instance of FEEDBACK VERTEX SET. We construct a bipartite graph G as follows: corresponding to each vertex u of D we assign two vertices u x and u y in G, and if (u; v) is a directed edge in D, we join u y and v x in G. Also, for every vertex u ∈ V (D), we join u x and u y in G. It is clear that the set
is a yes-instance of FEEDBACK VERTEX SET if and only if there is a forcing set of size at most k for M in G. Also notice that if no in-or out-degree in D exceeds 2, then the maximum degree of the vertices of G is at most 3. Therefore, the NP-completeness of FEEDBACK VERTEX SET for graphs with no in-or out-degree more than 2 implies that SMALLEST FORCING SET is NP-complete for bipartite graphs of maximum degree 3.
Determining the computational complexity of the following remains open:
• SMALLEST FORCING NUMBER OF GRAPH Instance: A graph G and an integer k. Question: Is there any matching in G with the forcing number of at most k?
Spectrum of forcing numbers for hypercubes
In a given graph G, di erent matchings may have di erent forcing numbers. The study of these possible numbers is of interest.
Deÿnition. The spectrum of the forcing numbers for a graph G is deÿned as Spec(G)= {k | there exists a perfect matching M of G such that f(G; M ) = k}.
In this section we discuss the spectrum of forcing numbers of matchings in hypercubes Q n . In [13] it is conjectured that for each n, and for every matching M , f(Q n ; M ) ¿ 2 n =4. This conjecture is proved to be true for each even number n by Riddle [15] . Here we denote the vertices of a hypercube Q n by the set {0; 1; 2; : : : ; 2 n − 1}, where each vertex is viewed as a (0; 1) sequence of length n consisting of its binary representation. Two vertices are adjacent if and only if their sequence representations di er in exactly one component. For a given value k, 1 6 k 6 n, a set of edges of the form {a n ; b n }, where a n is any sequence having 0 in the kth component and b n is obtained from a n by changing the kth component to 1, is called a set of parallel edges, and the edges are said to be in the same direction.
Proposition 4. Let M be a perfect matching of the hypercube Q n consisting of edges all in the same direction. Then f(Q n ; M ) = 2 n =4.
Proof. Without loss of generality, deÿne P n to be the set of edges of the form {0a n−1 ; 1a n−1 }, where a n−1 is any binary sequence of length n − 1. Then P * n , the set of edges of the form {0b n−1 ; 1b n−1 }, where b n−1 is any binary sequence with an even number of 1's, is a forcing set for P n . Since P n can be decomposed into a set of 2 n =4 disjoint P n -alternating cycles, by Proposition 2, P * n is a smallest forcing set for P n .
Remark 3. As in the proof of Proposition 4, P * n , the set of edges of the form {0c n−1 ; 1c n−1 }, where c n−1 is any binary sequence with an odd number of 1's, is also a smallest forcing set for P n .
The hypercube Q n consists of two copies of Q n−1 , with a set P of parallel edges in between. We use the notation Q n−1 ⊕ Q n−1 to show this, and by M 1 ⊕ M 2 we mean a matching in Q n which consists of the edges of a matching M 1 in the ÿrst copy of Q n−1 and the edges of a matching M 2 in the second copy of Q n−1 . Lemma 1. If there exists a perfect matching M n of Q n with forcing number d, then we can construct a perfect matching in Q n+1 with forcing number at least 2d.
Proof. Consider Q n+1 as two copies of Q n , with a set P of parallel edges in between. Let M n+1 be the perfect matching formed as M n ⊕ M n . Assume that S is a minimum forcing set for M n+1 . Then S = S 1 ⊕ S 2 , where S 1 is the set of edges of S in the ÿrst copy of Q n , and S 2 is the set of edges in the second copy. Note that since any forcing set is a subset of matching M n+1 , and M n+1 does not contain any edge from P, thus S does not contain any of those edges either. Now, if |S 1 | ¡ d, then by Proposition 2, there is an alternating cycle in the ÿrst copy of Q n that does not contain any of the edges of S 1 , and therefore the alternating cycle does not contain any of the edges of S. Thus, we can switch the edges of that alternating cycle to obtain another matching which contains S. This is in contradiction with the assumption that S is a forcing set. Thus |S 1 | ¿ d. Similarly, we must have
The argument used in the last lemma may be used to give a more general result: 
In [13] it is shown that for su ciently large n, there exists a perfect matching M of Q n with f(Q n ; M ) ¿ 2 n =4. The proof is by existence and not by construction. Our computer searches show that for each n 6 4 we have f(Q n ; M ) = 2 n =4, for every perfect matching M of Q n . However, we have Spec(Q 5 )={8; 9}. The following example gives a matching of Q 5 with forcing number 9. This represents the ÿrst known perfect matching of Q n with forcing number greater than 2 n =4. This is shown in Fig. 2 , with the edges of N * 5 highlighted. To make the picture clearer we have omitted parallel edges between the two copies of Q 4 . Proof. Consider Q 6 as Q 5 ⊕ Q 5 . We call these two copies of Q 5 the ÿrst and second pieces of Q 6 . To obtain perfect matchings in Q 6 with smallest forcing sets of sizes 16, 17, and 18, we consider the following perfect matchings, respectively: M 1 = P 5 ⊕ P 5 ; M 2 = P 5 ⊕ N 5 ; and M 3 = N 5 ⊕ N 5 . To see this, ÿrst by Lemma 1 we know that in each case the forcing set is at least of the indicated size, respectively. Next, consider the following forcing sets, respectively:
To make the pictures clearer, in each case we have omitted parallel edges between the copies of Q 4 which correspond to each Q 5 , and between the copies of each Q 5 which correspond to Q 6 .
We note that each of the given sets is indeed a forcing set for the corresponding perfect matching. For example, consider S 2 : each edge uv in the ÿrst piece which belongs to P 5 \ P * 5 has at least one vertex, say u, which is forced, because all of its neighbors, except v, are saturated by S 2 . The same argument holds for the second piece. It is even easier to see this for S 1 and S 3 . Note that using the same proof as in Lemma 3, the set S 2 = P * 5 ⊕ N * 5 is another forcing set of size 17 for M 2 .
By considering the (0; 1) sequence of each vertex of Q m+n , it can easily be seen that Q m+n = Q m × Q n . In the following theorem, we consider Q n as Q 5 × Q n−5 . In other words, Q n consists of 2 n−5 copies of Q 5 , say C 1 ; C 2 ; : : : ; C 2 n−5 , and every vertex in C i is connected to its corresponding vertex in C j if and only if i and j are connected in Q n−5 . We call each C i a piece of Q n . Theorem 2. Let n ¿ 5, and consider Q n as Q 5 ×Q n−5 . Let M be the matching obtained by considering the matching N 5 in r pieces of Q n , and P 5 in the remaining pieces. Then f(Q n ; M ) = 2 n−2 + r.
Proof. By Lemma 2, the forcing number of M is at least 2 n−2 +r. Next we construct a forcing set of size 2 n−2 + r. As Q n−5 is a bipartite graph, let A and B be its two parts. For any vertex of Q n−5 to which an N 5 is assigned, consider N * 5 , if it is in part A, and N * 5 if it is in part B. Similarly for any vertex of Q n−5 to which a P 5 is assigned, consider P * 5 if it is in part A and P * 5 if it is in part B. Let S be the union of these sets of edges. We claim that S is a forcing set for M . To see this, consider a vertex v in Q n−5 . Suppose that M v is the matching in M for the copy of Q 5 which corresponds to v. Further, suppose that the corresponding assigned forcing set for M v in S is S v . If S v is P * 5 , each of its neighbors either has P * 5 or N * 5 as the corresponding assigned forcing set. Therefore, for every edge in M v \ S v , at least one of its endpoints forced, because all of its other neighbors are saturated by S (compare with the forcing sets in Lemma 3). Therefore, all of the edges of M v \ S v are forced. Similarly, for all other vertices in Q n−5 all of the edges are forced. Thus, S is a forcing set of size 2 n−2 + r for M .
By using the forcing sets of size 8 and 9 of Q 5 and Theorem 2, we obtain, Corollary 1. For every n ¿ 5, {2 n−2 ; 2 n−2 + 1; : : : ; 2 n−2 + 2 n−5 } ⊆ Spec(Q n ).
Remark 4.
We had hoped to computationally ÿnd a perfect matching in Q 6 with forcing number greater than 18. The approach we used was: ÿnd each nonisomorphic perfect matching in Q 6 (in a canonical ordering), and search for the smallest forcing set in that matching. This was a very large computational task, which we were able to improve signiÿcantly by using a probabilistic search for a forcing set of size 18, and not checking smaller sizes. Most matchings in Q 6 have forcing number smaller than 18, so it was usually very easy to ÿnd a forcing set of size 18. There were over 350,000,000 non-isomorphic perfect matchings in Q 6 . Even with the improvements to e ciency noted above, an exhaustive search ran for about 4 months on a cluster of 30 computers. We showed that no matching in Q 6 has forcing number greater than 18.
In [13] there is a probabilistic proof that if n is large, then there is a matching M in Q n such that the size of the smallest forcing set for M is more than 2 n =4. Using the same method, it is possible to prove a more general result for bipartite graphs. Let F(G; M) denote the maximum of f(G; M ) over the set of all perfect matchings M in G. 
where e is the base of the natural logarithm.
Proof. We estimate the number of perfect matchings of G in two ways. Since we know that the number of perfect matchings is equal to the permanent of A, where a ij is the number of edges between vertex i in one part and vertex j in the other part, then van der Warden's theorem can be used to prove that the number of perfect matchings of G is at least
On the other hand, for every perfect matching of G, there is a forcing set of size ways to select them). Therefore, the total number of matchings of size F(G; M) in G is at most
Thus, Eqs. (1) and (2) imply
Taking the logarithm of both sides, we get N log k e 6 N log 2 + F(G; M)log k;
which completes the proof of the theorem.
The following corollary is immediate.
Corollary 2 (Riddle [15] ). For any ¡ 1, if n is su ciently large, then there is a matching M of Q n with forced matching number at least 2 n−1 .
This result means that if n is large enough, there are matchings in Q n such that any forcing set for them needs to contain almost all the edges of the matching! This last statement holds for any k-regular bipartite graph as long as k and n are large enough. This happens with many of the graphs G(L; r) which are introduced in next section.
Some applications
The concept of forcing sets for perfect matchings may be applied to the construction of certain cryptographic schemes, as is done for the critical sets of Latin squares (see for example [2] ). For example, as we noted above, there are over 350,000,000 non-isomorphic perfect matchings in Q 6 , while certain perfect matchings can be speciÿed with as few as 16 edges.
Another application arises in the discussion of critical sets in Latin rectangles. A critical set in an m×n array is a set S of given entries, chosen from the set {1; 2; : : : ; n}, such that there exists a unique extension of S to a Latin rectangle of size m × n and no proper subset of S has this property.
Let L be an m×n Latin rectangle (m ¡ n), with entries drawn from {1; 2; : : : ; n}. For each r =1; : : : ; m, we construct a bipartite graph G(L; r) corresponding to the rth row of L as follows: each part of G(L; r) consists of n vertices. The ÿrst part corresponds to the columns of L, and the second part corresponds to the entries 1; : : : ; n. We connect the vertex i in the ÿrst part to the vertex j in the second part if j does not occur in the ith column of L, except possibly in the cell (r; i). In other words, we connect i to j if, given all of the entries of the Latin rectangle except the entries in the rth row, one could write j in the cell (r; i).
Now, assume that all of the entries of L are given, except the entries in the rth row. We can ÿll the rth row in several ways, each way corresponds to a matching in the graph G(L; r). Therefore, if the forcing number of G(L; r) is k, then at least k entries of the rth row of L must be present in any critical set of L.
With this relation it may be possible to improve results on critical sets in back circulant Latin rectangles. For example, in [12] it is shown that the size of the smallest critical set in a back circulant Latin rectangle of size m × n, with 4m 6 3n, is equal to m(n − m) + (m − 1) 2 =4 ; see also [11] . Applying the forced matching approach may improve the condition 4m 6 3n, which is the subject of further research. In fact, some computational searches show that the above bound also holds for (m; n) = (5; 6), (8; 10), (11; 14) , (14, 18) , and (17; 22).
