Abstract-The super-twisting algorithm is a well-known technique in the field of sliding mode control or observation. In this contribution, an exact analytic expression for this algorithm's finite reaching time in the unperturbed case is derived. Based on this derivation, a novel estimation for the upper bound of the algorithm's reaching time the presence of perturbations is presented. The considered perturbations may be composed of additive components that are either Lipschitz continuous in time or Hölder continuous in the sliding variable. Both analytically and in the course of numerical examples the new strategy is shown to yield significant improvements compared to existing reaching time estimates.
I. INTRODUCTION
When dealing with real-world control problems, the influence of unknown external disturbances is omnipresent. During control design, their influence on the closed-loop behavior is usually to be minimized. Sliding mode control offers one way to achieve this goal: a surface in state space that corresponds to the desired system behavior is chosen, and the system is forced to stay on this sliding surface even in the presence of a certain class of disturbances. When initialized outside of this sliding surface, a certain finite time is required to reach it. An upper bound of this so-called reaching time is thus an important characteristic variable of a sliding mode control algorithm.
The subject of this contribution is the well-known super-twisting algorithm [1] , [2] , which was designed to replace the discontinuous control signal of first-order sliding mode controllers by a continuous one. In theory, it allows to completely reject Lipschitz perturbations, achieving a second-order sliding mode in finite time, i.e., the output and its derivative are robustly driven to zero in finite time. The supertwisting algorithm is often used to alleviate the chattering effect that is incurred by the use of sliding mode control in the presence of unmod-eled actuator dynamics [3] , [4] . In a discrete-time setting it ensures a quadratic precision of the output with respect to the sampling step due to its homogeneity properties. It has also widely been used for robust control, observation, and exact differentiation [5] .
The estimation (i.e., upper bounding) of reaching times has repeatedly been studied in sliding mode control, see, e.g., [6] - [9] . For the twisting-algorithm [1] , for example, the exact reaching time in the unperturbed case has been obtained in [10] in the form of a Lyapunov function. For the super-twisting algorithm, reaching time estimations based on various Lyapunov functions are proposed in [7] and [6] . The latter of these has recently been used in [11] for parameter design given a prescribed reaching time bound. They have also proven useful in the context of applying the super-twisting algorithm when the control signal is limited [12] . The results often are conservative, however, and to the best knowledge of the authors no techniques exist that yield exact reaching times.
In this contribution, after the discussion of some preliminaries in Section II, an analytic expression for the reaching time of the supertwisting algorithm without perturbation is derived in Section III. This result is then used in Section IV to obtain a novel and structurally surprisingly simple reaching time estimate for the perturbed case. The performance of this estimate compared to existing estimation strategies is discussed in Section V in the course of several numerical examples. Section VI concludes the paper. Proofs for the presented theorems are given in an appendix.
II. PRELIMINARIES
Consider a sliding surface characterized by σ = 0 satisfying the differential equationσ = u + Δ with some control input u and a perturbation Δ. The perturbation shall be composed of two components Δ = Δ 1 + Δ 2 with the first one bounded by |Δ 1 | ≤ K |σ|, and the second one being Lipschitz continuous with time-derivative bounded by |Δ 2 | ≤ L. To steer σ to zero in spite of the perturbation, the supertwisting control law
with positive parameters k 1 , k 2 is used. Introducing state-variables
sign (σ(τ )) dτ and using the abbreviation x p := |x| p sign (x) the closed-loop system may be written aṡ
(2a)
with new perturbations δ 1 :
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obtained by replacing δ 1 , δ 2 by sets and x 1 0 by a set-valued function. It has been shown in [14] that system (2) without perturbation, i.e., the system with K = L = 0, is globally finite time stable iff k 1 > 0 and k 2 > 0. For the perturbed case, several sufficient conditions for global finite time stability are given in literature, see, e.g., [2] , [15] .
Consider, for given bounds K, L, the reaching time of system (2) as a function of the initial state x 0 . This quantity is denoted by T K ,L and is formally defined as
Therein τ x , given by
denotes the reaching time of a given trajectory x(t), i.e., the first time instant after which x(t) is identically zero, or infinity if no such time exists. The reaching time T K ,L of system (2) is given by the maximum of all its solutions' reaching times or, in other words, by the maximum time it takes for x(t) to reach the origin for any perturbation satisfying (2c).
In the course of the following derivations the abbreviation:
and its inverse
are commonly used; the two components of the vector z(x) are sometimes also abbreviated by z 1 and z 2 . The derivations are based on the fact, remarked in [15] , that the system dynamics (2) can formally be written with respect to z in the forṁ
with e 1 = [1 0] T , e 2 = [0 1] T and matrix A given by
Note that A is Hurwitz iff k 1 and k 2 are positive.
III. REACHING TIME FUNCTION FOR UNPERTURBED CASE
Consider system (2) in the unperturbed case, i.e., with K = L = 0. In the following the reaching time function T 0 , 0 of this system is computed. The derivation is based on the transformed system (6); the results are stated in the form of a theorem, for which a more rigorous proof of the obtained result is given in the appendix. After the theorem, a closed-form expression is derived for T 0 , 0 .
A. Derivation
We first try to find an absolutely continuous function z(t) that satisfies (6) for almost all t. To this end, consider the following ansatz for a solution of (6)
with z 0 := z(x 0 ) and a to-be-determined function α. This function should satisfy α(0) = 0 in order to have z 0 as the initial value of z(t), i.e., z(0) = z 0 . In addition to this condition, the following differential equation for α is obtained by substituting (8) into (6) with δ 1 = δ 2 = 0:
Therein e T 1 e A α z 0 is the first component of the vector e A α z 0 . Solving (9) by separation of variables and integration yields the relation
Now consider the reaching time T 0 , 0 (x 0 ); by definition x(t) and, hence, z(t) vanish as t approaches this value. It is clear from (8) that this can only happen (for nonzero initial conditions) as α(t) tends to infinity. This suggests that
has to hold. By applying this limit to both sides of (10), one obtains an expression for the reaching time and, as a byproduct of this derivation, a semi-explicit solution for the trajectories of the unperturbed supertwisting algorithm. Both are given in the following. 
and the unique solution is
where α(t) is the strictly increasing, absolutely continuous function that is implicitly defined by (10) , and z(·), z −1 (·) and A are given by (4), (5) , and (7), respectively.
Formal proofs for this theorem as well as for all further theorems are given in the appendix.
B. Closed Form Expression
In the following, a closed-form expression for the reaching time function T 0 , 0 (x) is obtained by solving the integral in (12) . Note that the expression
whose absolute value appears in the integral, changes sign whenever it is zero. The domain of integration is, thus, divided into segments where the sign of f (α) is constant; in each segment the integration may then be done analytically. The segments are separated by the zeros of f (α).
To compute those, one needs to distinguish whether the eigenvalues s 1 , s 2 of the matrix A
are real or complex, because zeros consequently occur either at most once or periodically, respectively. With imaginary and real part of the eigenvalues ordered according to Im {s 1 } ≥ Im {s 2 } and 0 > Re {s 1 } ≥ Re {s 2 } the first (i.e., smallest) nonnegative zero α 1 of f (α) is, as a function of x, given by
with the abbreviation c = x 1
Therein the complex logarithm
is used. The remaining zeros are given by
for i = 2, . . . , ∞. Note that this is correct even for real eigenvalues; in that case α i = ∞ for i ≥ 2, meaning that no further (finite) zeros exist.
With the additional abbreviation α 0 := 0 the nonnegative reals are partitioned into intervals (α i , α i + 1 ), i = 0, . . . , ∞ (some of which may be empty); on each of these intervals the integrand in (12) is nonzero. Hence, the integration in (12) yields
In the case k 2 1 ≥ 8k 2 , the eigenvalues of A are real and all but the first term of the sum are zero. Otherwise, for complex eigenvalues s 1 , 2 , a geometric series is obtained by substituting (18) into (19) and noting that
Computing the sum in both cases yields the reaching time function
with α 1 (x) given in (16) and with the abbreviation
(21b)
C. Numerical Example
Consider the two parameter sets k 1 = 4, k 2 = 1 and k 1 = 0.4, k 2 = 1. In the former case the eigenvalues of the matrix A are real, while in the latter case they are complex. Fig. 1 shows the level lines of the reaching time function T 0 , 0 (x) obtained in these two cases.
IV. REACHING TIME ESTIMATE FOR PERTURBED CASE
Consider now system (2) with perturbation bounds K, L ≥ 0. Using the previously derived reaching-time function T 0 , 0 (x) as a Lyapunov function, one obtains the following reaching time estimate for the perturbed system. Theorem 2: Consider system (2) with k 1 , k 2 > 0, and K, L ≥ 0. Let T 0 , 0 (x) denote its unperturbed reaching time function given in (12) and define positive constants K, L by
,
If the relation
holds, then the perturbed system is globally finite time stable and an upper bound for its reaching time function
Remark 3: One can see that K < K and L < L are necessary conditions for this theorem to be applicable. The quantities K and L may, hence, be interpreted as maximum perturbation bounds. It is interesting to note that according to (22) and (12) they are given by
which can be seen to be the reciprocal of the L ∞ -gains 
and corresponding transfer functions
Both maximum perturbation bounds K and L may be given in closed form by using the expressions (16) and (21) previously derived. This is straightforward for L, as one then has α 1 (e 2 ) = 0. Substitution into (21) and (22) yields
For K the computation is much more lengthy and, thus, not given here in detail; one eventually obtains
a r c t a n k 1
Remark 4: An important special case is K = 0, i.e., the case of a Lipschitz continuous perturbation Δ with Lipschitz constant L. In this case condition (23) of Theorem 2 reduces to L < L and the upper reaching time bound in (24) is
As L is typically given, one is often interested in conditions on the parameters k 1 , k 2 such that L < L holds. One can check that inequality (28a) is equivalent to
Up to now an upper bound T K ,L (x) for the reaching time function T K ,L (x) has been considered. A lower bound for this function is given by the time it takes for x 2 to reach zero for the particular perturbations δ 1 = 0, δ 2 = L x 1 0 : from (2b) one obtains this lower bound as
The following theorem shows that for large enough values of k 1 the upper bound T K ,L is either equal to this lower bound T K ,L or tends to it asymptotically Theorem 5: For any K ≥ 0 and any k 2 > L ≥ 0, the upper bound T K ,L (x) given in (24) and the lower bound T K ,L (x) given in (31) of the reaching time function T K ,L (x) of system (2) satisfy
Additionally, if K = 0 and, given x, the parameter k 1 satisfies
equality holds instead of the limit, i.e.,
Remark 6: Note that the first part of this theorem, i.e., relation (32), is independent of condition (33), which is not satisfied for any value of
For the unperturbed case, the second part of this theorem, i.e., equality of T 0 , 0 (x) to a value independent of x 1 , can also be seen in Fig. 1(a) in the form of straight level line segments. This is not the case for Fig. 1(b) , as k 1 ≥ √ 8k 2 is a necessary condition for (33) to hold.
V. COMPARISON TO EXISTING RESULTS
Several publications deal with the estimation of reaching times [6] - [8] ; their results are compared to the presented approach in this section. As all of them consider only the case of Lipschitz perturbations, i.e., K = 0, the comparisons are restricted to this case as well.
In [6] , Polyakov and Poznyak propose a family of strict Lyapunov functions defined for x 1 x 2 = 0 by
Therein
and m(x), s(x), k 0 (μ), and k(μ) > 0 are functions defined in [6] ; the last two of these depend on a parameter k. They are designed such that V is continuously extendable to the set x 1 x 2 = 0. It is proven thaṫ
holds with
under the two conditions that g(1) > 1 , i.e.,
and that the parameter k satisfies the condition
Differential inequality (37) yields the reaching time estimate
In [7] , Dávila et al. discuss an estimation by means of selecting from a family of strict Lyapunov functions an optimal one. This Lyapunov function family is proposed in [14] and is given by the quadratic form
If the positive definite matrices P 0 and Q 0 satisfy the Riccati equation
then the time derivativeV of V along the trajectories of the perturbed system (2) is bounded bẏ
It is furthermore shown that (37) holds with
where λ m in and λ m ax denote the matrices' smallest and largest eigenvalue, respectively. This yields a reaching time estimate in the same form as (40). It is well known and also remarked in [15] that such matrices P, Q satisfying the Riccati equation (42) exist iff
i.e., if and only if L is less than an upper bound L * given by the reciprocal of the L 2 -gain (i.e., the H ∞ -norm) of the transfer function G 2 (s) defined in (27b). Considering that the perturbation bound L from (28a) is-as mentioned in Remark 3-the reciprocal of the L ∞ -gain of G 2 (s), the inequality L ≤ L * holds. Thus, in general the bound L * obtained using the quadratic Lyapunov function is better (i.e., larger) than or at least as good as the bound L derived using the reaching time function as a Lyapunov function. In [8] , Utkin computes an upper reaching time bound under the condition that
holds. It is obtained by means of a geometric series as
Therein the abbreviation
denotes the upper bound for |x 1 | 1 2 at the first time instant where x 2 vanishes. It is furthermore proven that this estimate has the same asymptotic property as shown in the first part of Theorem 5, i.e., that it converges to the lower reaching time bound with increasing k 1 .
All discussed conditions amount to (implicit or explicit) upper bounds on L, which are compared in Fig. 2 . For completeness, the numerically obtained bound imposed by the conditions of Levant's geometric stability proof [2, Th. 1] is also shown. One can see that this yields the best (i.e., largest) upper bound. Among the techniques for reaching time estimation, one can see that Dávila et al.'s approach yields the largest parameter region; the approach proposed in the present paper is slightly more conservative as discussed previously, and the other approaches are even more conservative. For the former, numerical evidence suggests that the best (i.e., smallest) bounds are obtained when k is very close to the infimum of the interval in (39b). For the latter it is argued in [7] that choosing Q as a scalar multiple of the identity, i.e., Q = βI with β > 0, leads to certain optimality properties regarding this estimate in the unperturbed case. For the perturbed case, choice of Q by means of nonlinear numerical optimization strategies is suggested. Here, in order to enable a reproducible comparison, an intuitive heuristic (though suboptimal) way to select Q in the perturbed case is derived and used.
In particular, Q is chosen as a multiple of the identity matrix
with the positive-valued function β designed in such a way that the Riccati equation has a positive definite solution for all L < L * given in (45). Additionally, β(0) is required to be finite, in order to obtain the "optimal" estimate for L = 0. As argued in Appendix B, an intuitive way to achieve this is to select
Therein χ 2 is the largest root of the polynomial
which is guaranteed to be real for L < L * .
In Fig. 3 , the approaches are compared for varying values of the parameter k 1 in the unperturbed and one perturbed case. In the unperturbed case, one can see that Polyakov et al.'s estimate is very close to the exact reaching time obtained using the proposed approach; it is, however, in this case only applicable for a bounded subset of values for k 1 that satisfy (39a). In the perturbed case it is significantly more conservative, because the border of the admissible parameter region (see Fig. 2 ) is approached. Dávila et al.'s approach yields satisfactory results for small values of k 1 in both the unperturbed and the perturbed case; as k 1 grows it diverges, however. In both cases, the proposed estimate yields significantly better (i.e., lower) estimates than the other approaches. As described in Theorem 5, for large values of k 1 it converges to 1 and 1.25 in the two respective cases-a property shared by Utkin's approach as mentioned before. Fig. 2 . The estimate in that case is rather conservative, however; in the depicted case it is larger than sixfold the lower bound. Fig. 5 demonstrates the dependence of the reaching time estimate on k 2 in a perturbed case. Dávila et al.'s approach shows qualitatively the same behavior as in the case of increasing k 1 shown in Fig. 3(b) . The same appears to be true for the proposed estimate; it should be noted, however, that no conclusions regarding its asymptotic behavior can be drawn from Theorem 5 here. The behavior of Utkin's and Polyakov et al.'s approaches is interchanged, in the sense that now the latter converges to a finite value as k 2 tends to infinity. 
VI. CONCLUSION
In this paper, an analytic expression for the reaching time of the super-twisting algorithm without perturbations was derived. This result was subsequently used to provide a new upper reaching time bound for the perturbed algorithm. A comparison to three established estimates exhibited significant improvements: Especially for large values of the parameter k 1 and moderately small values of the perturbation's Lipschitz constant L much improved reaching time bounds that are also very close to the simulation results were obtained. Additionally, the estimate tends to the true worst-case reaching time of the algorithm if either k 1 tends to infinity or the perturbation bounds vanish.
APPENDIX A PROOFS
Proof of Theorem 1: Consider first relation (10) , which gives in fact explicitly the inverse function of α(t), i.e., t as a function of α. This inverse is strictly increasing and bounded, with the last property being guaranteed by standard results from linear systems theory and the matrix A being Hurwitz. It is furthermore absolutely continuous, and its derivative vanishes only at the countably many points that satisfy e T 1 e A α z 0 = 0. Hence, by a theorem due to Zareckii, see e.g. [16] , the function α(t) is absolutely continuous as well.
Now consider the trajectories given in (13) . The inclusion is trivially fulfilled for t ≥ T 0 , 0 (x 0 ). For t < T 0 , 0 (x 0 ), one observes that z(x(t)) is the function given in (8) , and thus, by construction satisfies (6) whenever x 1 (t) = 0, i.e., almost everywhere. Consequently, x(t) fulfills (2) for almost all t as well, and hence, is a solution of this differential inclusion.
Uniqueness of all segments of this solution with x 1 > 0 or x 1 < 0 follows from the fact that the right-hand side of (2) in these cases satisfies a one-sided Lipschitz condition [13] . For x 1 = 0, x 2 = 0 the inclusion readṡ
implying that zero crossings of x 1 occur at isolated time instants. The case x 1 = x 2 = 0 finally is the equilibrium, which the system cannot leave. The unique solution segments can, hence, be pieced together and the solution is unique globally (for t ≥ 0).
Proof of Theorem 2: Consider the expression in (12) as a Lyapunov candidate
This function is not differentiable for x 1 = 0, as is also obvious in Fig. 1 . For x 1 = 0 one obtains the following inequality for its time derivative along the trajectories of the perturbed system (2):
Using (2c) and (12) , one may furthermore verify that
hold. It is noteworthy that both of these inequalities are tight, i.e., equality holds for x = z −1 (e 1 ) = e 1 or x = z −1 (e 2 ) = e 2 , respectively. By combining (53), (54), and (22) one obtainṡ
Now consider one particular solution x(t) of the system with initial value x 0 , i.e., let effectively the perturbation be fixed, and denote the reaching time of this solution by τ x . Let T be a nonnegative time instant with T < τ 
Both sides of this inequality are continuous functions of T , so taking the limit T → τ x and noting that V (x) = T 0 , 0 (x) yields
This inequality holds for any trajectory of the system and, hence, proves the estimate (29).
Proof of Theorem 5:
It is first shown that the theorem's claims hold in the unperturbed case K = L = 0. In this case T K ,L (x) = T 0 , 0 (x); it will, thus, be shown that
and that equality rather than the limit, i.e., 
The latter relation is obtained by using L'Hôpital's rule and α 1 (x) as well as c from case 3 of (16) 
from (22) using relation (58). The proof is completed by substituting (58) and (64) into (24) to obtain (32) and noting that equalities hold instead of all limits under the conditions given in the theorem.
