Context. Precise and accurate determinations of the atmospheric parameters effective temperature and surface gravity are mandatory to derive reliable chemical abundances in OB stars. Furthermore, fundamental parameters like distances, masses, radii, luminosities can also be derived from the temperature and gravity of the stars. Aims. Atmospheric parameters recently determined at high precision with several independent spectroscopic indicators in NLTE, with typical uncertainties of ∼300 K for temperature and of ∼0.05 dex for gravity, are employed to calibrate photometric relationships. This is in order to investigate whether a faster tool to estimate atmospheric parameters can be provided. Methods. Temperatures and gravities of 30 calibrators, i.e. well-studied OB main sequence to giant stars in the solar neighbourhood, are compared to reddening-independent quantities of the Johnson and Strömgren photometric systems, assuming normal reddening. In addition, we examine the spectral and luminosity classification of the star sample and compute bolometric corrections. Results. Calibrations of temperatures and gravities are proposed for various photometric indices and spectral types. Once the luminosity of the stars is well known, effective temperatures can be determined at a precision of ∼400 K for luminosity classes III/IV and ∼800 K for luminosity class V. Furthermore, surface gravities can reach internal uncertainties as low as ∼0.08 dex when using our calibration to the Johnson Q-parameter. Similar precision is achieved for gravities derived from the β-index and the precision is lower for both atmospheric parameters when using the Strömgren indices [c1] and [u − b]. In contrast, external uncertainties are larger for the Johnson than for the Strömgren calibrations. Our uncertainties are smaller than typical differences among other methods in the literature, reaching values up to ±2000 K for temperature and ±0.25 dex for gravity, and in extreme cases, +6000 K and ±0.4 dex, respectively. A parameter calibration for sub-spectral types is also proposed. Moreover, we present a new bolometric correction relation to temperature based on our empirical data, rather than on synthetic grids. Conclusions. The photometric calibrations presented here are useful tools to estimate effective temperatures and surface gravities of non-supergiant OB stars in a fast manner. This is also applicable to some single-line spectroscopic binaries, but caution has to be taken for undetected double-lined spectroscopic binaries and single objects with anomalous reddening-law, dubious photometric quantities and/or luminosity classes, for which the systematic uncertainties may increase significantly. We recommend to use these calibrations only as a first step of the parameter estimation, with subsequent refinements based on spectroscopy. A larger sample covering more uniformly the parameter space under consideration will allow refinements to the present calibrations.
Introduction
Stars with spectral types between ∼O9 and B2 belong to the 'natural' spectroscopic group 'OB', presenting strong H and He i lines (Jaschek & Jascheck 1987) . The lower boundary of this group (B2) corresponds to lower mass and upper age limits of ∼8 M ⊙ and 30 Myr, respectively, and the occurrence of core collapse supernovae (CCSN). OB stars delineate the spiral structure of our Milky Way and play an important role in cosmic evolution. They dominate the light of entire spiral and irregular galaxies and influence the interstellar medium, star formation and galactic evolution through their ultraviolet radiation, stellar winds and supernovae explosions. Furthermore, they are contributors to nu-cleosynthesis and chemical evolution, since the CCSN are the primary sources of several chemical elements, e.g. oxygen. As they are very luminous (∼10 4 -10 6 L ⊙ ), this group of stars became an important subject of astronomical research in the past decades.
New developments allow to obtain better quality observations and more realistic physical models to analyse data, than those available in the past decades. Photographic spectrograms previously used have been replaced by very high-resolution digital spectra. Furthermore, larger telescopes allow us to achieve higher signal-to-noise ratios. And the advent of more complex computers permit to incorporate a more realistic physical background into our calculations of synthetic spectra that are used to interpret observations. These improvements have not only a significant effect on the determination of basic properties of the stars, such as those in the present work, i.e. effective temperatures and surface gravities, but also on other quantities that strongly depend on them. Examples are the chemical abundances, distances, luminosities, radii, masses, and ages. Improved determinations of these quantities allow us to better Morel & Magnenat (1978) for stars #1, 13, 21, 22, 23 and 27. Strömgren: Hauck & Mermilliod (1998) . 2 Hoffleit & Jaschek (1982) ; Gray & Corbally (2009) for stars #6, 7, 11, 19 and 23; Conti & Alschuler (1971) for star #30. understand the physics of stars (their interior, nucleosynthesis, evolution) and the structure and evolution of galaxies.
In the present work, we mainly focus on the temperature and gravity scales of non-supergiant OB stars, i.e. main sequence to giant stars (core H-burning). And we also evaluate bolometric corrections in function of temperature. We investigate whether our recent improvements made in the acquisition of observational data, calculation of more realistic theoretical spectra and in the spectral analysis methodologies, affect the overall effective temperature and surface gravity scales of those objects. A quantitative spectroscopic analysis for a representative sample of 30 stars in the solar neighbourhood has been performed in Nieva & Przybilla (2012, hereafter Paper I) , Nieva & Simón-Díaz (2011, Paper II) and Briquet et al. (2011, Paper III) , where multiple independent ionization equilibria were evaluated iteratively together with fits to Balmer lines in NLTE in order to reproduce the whole observed spectrum in the optical. The analysis resulted in a unique set of atmospheric parameters at high precision and accuracy for each star. Based on these stellar parameter determination, we provide here new calibrations to determine temperatures and gravities of OB stars from photometric quantities and their spectral classification.
The paper is structured as follows. Section 2 presents the star sample and observations, Sect. 3 briefly addresses the techniques used for stellar parameter determinations in previous papers, Sect. 4 discusses the temperature and gravity scales to photometric data. In Sect. 5, our photometric scales and spectroscopic parameters are compared to other work from the literature, Sect. 6 focus on the spectral type calibration to temperature and Sect. 7 on the bolometric corrections as a function of temperature. Section 8 presents a summary and conclusions. Furthermore, App. A addresses the spectral type and luminosity class examination and App. B the spectroscopic indicators for temperature and gravity determinations.
The star sample and observations
Our star sample covers a slightly broader temperature range than the standard definition for OB stars, with spectral types from B3 to O9. In the context of stellar evolution, the stars are located between the Zero Age (ZAMS) and the Terminal Age Main Sequence (TAMS). Their temperatures range from ∼16 000 to 34 000 K, the surface gravities from ∼3.6 to 4.3 in logarithmic scale, and the masses from ∼5 to 20 M ⊙ . The sample is listed in Table 1 , where the spectral type, photometric quantities and atmospheric parameters derived in the Papers I-III are given. Object identifications include HD and HR numbers and names of the stars and our own numbering scheme to facilitate easy identification in the figures and other tables (i.e. stars analyzed in Paper I: #1-20, Paper II: #21-29, Paper III:#30).
For the whole sample, high-resolutionéchelle spectra at very high signal-to-noise (S /N) ratio -ranging from 250 up to over 800 in B -and wide wavelength coverage were obtained, either by own observations, or from archives. Details on the observations and data reduction can be found in Papers I and III and for stars #21-29 in Simón-Díaz (2010) . Spectra for stars #1-6 were obtained with Feros on the ESO 2.2m telescope in La Silla/Chile, with a resolving power of R = λ/∆λ ≈ 48 000. Stars #7-16 were observed with Foces on the 2.2 m telescope at Calar Alto/Spain at a resolution of R ≈ 40 000. Spectra of stars #17-20 were extracted from the archive of the Elodieéchelle spectrograph mounted on the 1.93 m telescope of the Observatoire de Haute-Provence/France at R ≈ 42 000. Spectra for stars #21-29 were obtained with Fies mounted at the 2.5 m Nordic Optical Fig. 1 . Location of the sample stars in the T eff -log g diagram. Atmospheric parameters and star identification are according to Table 1 . Evolutionary tracks for non-rotating stars of metallicity Z = 0.014 are from Ekström et al. (2012) . The location of the ZAMS is indicated.
Telescope (NOT) in El Roque de los Muchachos observatory on La Palma (Canary Islands, Spain). A spectrum obtained with Feros for star #30 was extracted from the ESO Archive.
We aimed at selecting single stars, as second light from a companion of a similar spectral class distorts the ratio of lineto continuum-fluxes. Thus, objects in SB1 systems with much fainter companions (e.g. stars #21 and 26) can therefore still qualify as targets, because the contribution of the secondary star in optical light (UBV, uvby) is marginal. Individual components in a visual binary are also considered as targets (e.g. star #13 ). The star sample contains normal, βCephei and slowly pulsating B-stars 1 . Exposures taken during a small fraction of the same night were co-added. The analysis will thus yield atmospheric parameters like effective temperature and surface gravity valid only for the moment of observation. For this sample, we have adopted reliable photometric data from the literature, these however correspond to a different moment of observation than for the spectroscopic data, which might be of significance for some variable stars.
Stellar parameter determination
Atmospheric parameters were determined simultaneously via line-fitting of synthetic spectra computed in NLTE to the observed data, as described in Papers I-III. Atmospheric parameters are the effective temperature T eff , surface gravity log g, microturbulence ξ, projected rotational velocity v sin i and macroturbulence ζ. Details on the synthetic spectra and the quantitative analysis are summarized in the following.
Spectrum synthesis in NLTE
The analysis was based on a grid of synthetic spectra in NLTE computed with the codes Detail and Surface (Giddings 1981; Butler & Giddings 1985) on prescribed LTE atmospheric structures calculated with Atlas9 (Kurucz 1993b) . Model atoms for H, He, C, N, O, Ne, Mg, Si and Fe for different ionization stages were employed. Opacities due to hydrogen and helium and the individual metals were considered in NLTE, and line blocking was accounted for in LTE via Kurucz' Opacity Distribution Functions (Kurucz 1993a) . This approach provides an efficient way to compute realistic synthetic spectra when the atmosphere is close to LTE. In particular, it is equivalent to full NLTE model atmosphere calculations for late O-type to early B-type stars with weak winds (Nieva & Przybilla 2007; Przybilla et al. 2011) .
Quantitative spectral analysis
The spectral analysis follows the methodology introduced by Nieva (2007) and applied for H/He and C by Nieva & Przybilla (2007 and for other elements by Przybilla et al. (2008) . Stellar parameters are determined through ionization equilibria for different species and Balmer lines fits. Spectroscopic indicators for effective temperature and surface gravity of the star sample are summarized in Table B .1. Fitted spectra for stars #1,6,7 and 15 (Paper I) and #9 (Paper II), illustrate examples of global fits for different spectral classes. Numerous examples of fits to stellar spectral energy distributions (SEDs) can also be found in Papers I and III. The reliability of our temperature and gravity determinations and the minimisation of systematic uncertainties are confirmed by simultaneous agreement of several independent indicators: ionization equilibria of different atomic species, fits to Balmer lines and fits to the spectral energy distributions from the UV to the IR. Furthermore, our surface gravities are also confirmed by simultaneous match of ionization equilibria, fits to Balmer lines and the agreement of spectroscopic distances with Hipparcos distances (see Paper I). Note that every model atom for NLTE calculations is independent from each other, hence multiple ionization equilibria only render 4-5 independent indicators for temperature and gravity determinations.
The location of the (apparently slowly-rotating) sample stars in the T eff -log g plane is visualized in Fig. 1 , where also evolutionary tracks for non-rotating stellar models (Ekström et al. 2012) are shown for comparison. Both, the models and the stars have the same metallicity of Z= 0.014, the stars' metallicities being determined in Papers I-III. The star sample provides us with a good coverage of the main-sequence band, ranging from ∼6 to 20 M ⊙ .
Temperature and gravity scales
Useful temperature scales for early-type stars have been presented by Napiwotzki et al. (1993) , Daflon et al. (1999) and Lyubimkov et al. (2002) , where the temperature can be estimated from reddening-independent photometric quantities (assuming a valid standard reddening-law). The first work scales the temperature to the [u − b] 2 -parameter from the narrow-band Strömgren ubvy-system. In contrast, the other two employ the Q 3 -index from the broad-band Johnson U BV-system. In all three cases, the temperature determination is based on other independent photometric calibrations or on fits to spectral energy distributions. Lyubimkov et al. (2002) proposed, in addition, temperature scales for two significantly different values of gravity.
Motivated by the aforementioned studies, we investigate whether new temperature and gravity scales to Q, [u − b] , the Strömgren [c1] 4 and β 5 can be established based on our previously derived spectroscopic parameters. Our atmospheric parameters derived simultaneously from several independent indicators and high quality spectral models and observations offer a unique set of input data for building such scales: uncertainties are as low as ∼1-2% for effective temperatures and ∼10% for surface gravities. This is in contrast to uncertainties of ∼ 5-10% and ∼25%, respectively, using standard methods. Typical uncertainties for effective temperature given in the literature are ≤3-5%, however these do not take into account the large discrepancies -up to ∼6000 K -that exist between different temperature determination methods. Error estimates of up to 40-60% in surface gravity are also found in the literature (see Sect. 5 for more details). Likewise, the most accurate photometric data available in the literature are adopted for this study. The compilation of photometric data is as homogeneous as possible, however for some objects, data are adopted from different sources. In addition, re-examinations of spectral types and luminosity classes were performed for the sample stars, as described in App. A. Stellar parameters, photometric indices, and their respective uncertainties, spectral types and luminosity classes adopted for the sample are listed in Table 1 .
In the following, we present empirical relationships of atmospheric parameters and photometric indices based on data of our star sample. Note that the star sample does not cover uniformly the parameter space under consideration, therefore the relationships can be refined when adopting a more complete sample. Polynomial fits are chosen to directly compare our results to previous works from Napiwotzki et al. (1993) , Daflon et al. (1999) and Lyubimkov et al. (2002) . A few stars do not follow tightly the empirical fits for different reasons that need to be further investigated. Moreover, the correlation between effective temperature and surface gravity could be treated in an iterative manner in order to find an optimal solution, like the method proposed in Moon & Dworetsky (1984) and Napiwotzki et al. (1993) . We aim at investigating this correlation with a larger sample of stars covering uniformely the parameter space in a further paper.
Spectroscopic parameters vs. Q
The reddening-free Johnson Q-index is particularly interesting for OB stars, as there are many distant objects in the Galactic spiral arms that at present do not have measurements in photometric systems other than the Johnson-system. Figure 2a shows the relation between our spectroscopic temperatures and Q, while Fig. 2b displays the behavior of T eff / log g vs. Q. The data from Table 1 are indicated by symbols and the polynomial fits by full lines, encoded for different luminosity classes as shown in the legend (in color in the online version). Four objects of luminosity class V had to be excluded from the analysis -marked with a cross in Fig. 2a (# 21, 22, 24 and 27) . These stars are located in the Orion OB association. Stars # 21, 22 and 27 are located in a region of dense nebulosity and present anomalous reddening (see Table 1 ). In these cases, the Q-index should be re-evaluated using an appropriate reddening law, which is, however beyond the scope of the present paper.
The distinction of different luminosity classes reveals tighter trends of T eff vs. Q than previously reported. The trends are consistent with those found by for a subset of stars (#1-6), where the parameter determination was based only on H, He and C. However, that sample was insufficient for a statistical analysis. In the present work, the polynomial fits for luminosity classes III and IV converge into a single curve and the scale for luminosity class V is ∼1500 to 2000 K hotter. The minimisation of uncertainties in our parameter determination and the high accuracy of the photometric data allow clear trends for different luminosity classes to be distinguished. In contrast, standard parameter determinations may provide larger systematic uncertainties (see Sect. 5), that would prevent the relations found here to be identified.
The relationship between the temperature and Q for different luminosity classes, i.e., different evolutionary stages, displayed in Fig. 2a can be expected by the fact that stars closer to the ZAMS are more compact and bluer, therefore hotter than the more evolved giants at similar masses.
In contrast, the ratio T eff / log g vs. Q does not show a dependence on the luminosity class (Fig. 2b) , since all three polynomial fits converge approximately to a single solution. Therefore, we adopt one fit to the whole sample (except for the excluded stars), indicated by the thick black curve.
Temperature and gravity scales to the Johnson Q-parameter are proposed, based on the curves displayed in Figs. 2a,b. Polynomial fits result in the following equations for the different luminosity classes:
The range where these equations are valid are delimited by the observational data, as indicated in Figs. 2a,b. Note that the parameter range of interest is not uniformly sampled by the observations (Fig. 1) , a further addition of few hotter stars with lower surface gravities will allow to refine the fits from the present work. The internal and external uncertainties of T Q and log g Q are listed in Table 2 . The internal uncertainty measures the 1σ-dispersion of the residuals of the fitted values and the spectroscopic parameters and it depends on the quality of the polynomial fits. The external uncertainty is calculated via error propagation of the parameters involved and it depends on the uncertainties of the spectroscopic and photometric parameters, and on the reliability of luminosity classifications. Luminosity classes are the largest sources of external errors , as the relationship between temperature and the Q-index for luminosity class V is up to ∼2000 K hotter than that for III,IV. The precision of the parameter determination is as indicated in Table 2 only when accurate photometric data and a reliable luminosity class is given for the star 6 . When the luminosity class is not known or is not reliable, the uncertainty in the derived temperature increases to ∼1500 K, which is still smaller than the differences between various temperature determinations in the literature (they can amount up to ∼2000 K and in extreme cases up to ∼6000 K; see Sect. 5 for more details). In the case of the gravity, the lack of precise luminosity classes causes an error of ∼0.2 dex, that is also smaller than the maximum differences shown in the literature of ±0.4 dex. Uncertainties in temperature of ±1500 K and in gravity of ±0.2 dex are, however, too large for some further applications, such as precise chemical abundance determinations or precise derivation of mass, radius and distances of stars. Despite the luminosity classification can compromise the accuracy of temperature and gravity, our calibrations are a useful tool to estimate such parameters for further applications. Therefore, T Q and log g Q can be employed as starting points to be refined using, e.g. spectroscopic analyses.
Spectroscopic parameters vs. [u − b]
In this section we investigate a scale based on the narrow-band Strömgren colors for estimating effective temperatures and gravities. Figures 2c,d show the relationship between [u − b] and our spectroscopic temperatures and T eff / log g, respectively. The data are encoded like in Figs. 2a,b. Four objects had to be excluded from the analysis -marked with a cross in Fig. 2c . Stars # 21, 22 and 27 have anomalous reddening and star #30 is apparently too hot for the relationship found for the rest of the main sequence stars 7 . Similarly to the case of the Q-parameter, trends of T eff vs. [u − b] are found for different luminosity classes. In this case, the polynomial fits for luminosity classes IV and V converge into a single relation, while the scale for luminosity class III is ∼2000 to 4000 K cooler. In addition, T eff / log g vs. 6 Luminosity classes from Simbad from different sources might differ from each other. See and Firnstein & Przybilla (2012) for corrections of luminosity classes of the Simbad database.
7 Napiwotzki et al. (1993) propose an upper limit of 30 000 K for this relationship.
[u − b] does also not indicate a dependence on the luminosity class (Fig. 2d) . The curves displayed in Figs. 2c,d are employed to propose a temperature and gravity scale to the Strömgren photometric parameter [u − b] . Polynomial fits to the data result in the following equations for the different luminosity classes:
Similarly to the case of the Q-parameter, the range where these equations are valid are determined by the observational data. The internal and external uncertainties of T [u−b] and log g [u−b] are listed in Table 2 . When the luminosity class is not known or not precise, the error in the derived temperature increases to ∼2000 K and for gravity to ∼ 0.3 dex, both larger than in the case of the calibrations to Q.
Spectroscopic parameters vs. [c1] and β
The Strömgren parameters [c1] and β have been defined as tools to estimate T eff and log g in early-type stars. A single trend for the effective temperature vs.
[c1] (Fig. 2e) and two curves for log g vs. β (Fig. 2f) are found. For the latter, the relationship for luminosity class V is ∼0.3 dex higher than for III/IV. Stars #4 and 26 have been excluded from the fits because their gravities are too low in comparison with the rest of the stars of luminosity class III/IV (they lie slightly above the TAMS in Fig. 1 ). Star # 21 is also excluded, as there is a large nebular emission feature centered on Hβ, that causes a significantly reduced value of the β-index. As the parameter range of interest is not uniformly sampled by the observations (Fig. 1) , a further addition of few hotter stars with low surface gravities and/or cooler stars on the ZAMS might produce a flattening of the slope for luminosity class V in Fig. 2f , which remains to be investigated.
Polynomial fits to the present data result in the following equations:
2 ) 10 3 K
V : log g = 8.75 − 1.73 β
III, IV : log g = 12.14 − 3.14 β
The uncertainties are listed in Table 2 . If the luminosity class is not well known, the error in the surface gravity determination increases to ∼0.25 dex.
Spectroscopic parameters vs. fitted values
Internal uncertainties of our calibrations are analysed here via residuals of the fitted values to the spectroscopic parameters, as displayed in Fig. 3 . In the left panels T Q (a), T [u−b] (c) and T [c1] (e) are compared to T eff and in the right panels log g Q (b), log g [u−b] (d) and log g β (f) are compared to log g. Dotted lines indicate internal uncertainties like in Table 2 for calibrations independent of the luminosity class (∆ log g Q = 0.08 dex, ∆ log g ∆ log g β = 0.08 dex). Dashed lines indicate perfect agreement and symbols are encoded as in the legend. Stars #4 and 26 were excluded from the fits in Fig. 3f as they are too evolved (i.e., beyond core H-burning) in comparison to the rest of the sample. As indicated in Table 2 , the internal uncertainties based on Q are smaller than in the other cases, but the external uncertainties are larger. In further comparisons to other work, we take as reference values the internal uncertainties based on Q: for temperature ∆T Q = 700 K (averaged value for different luminosity classes weighted by star number) and for gravity ∆ log g Q = 0.08 dex, as in Fig. 3 . This is because our special interest in the Q-based calibrations, as there are more stars with measured UVB indices than with other filters.
Our spectroscopic parameters vs. other works

Photometric T eff calibrations
Our T Q -scales derived from multiple ionization equilibria are compared in Fig. 4a to photometric calibrations of Daflon et al. (1999) for luminosity class V and of Lyubimkov et al. (2002) for log g =3.48 and 4.02. In addition, our T [u−b] -scales are compared to that of Napiwotzki et al. (1993) in Fig. 4b . Our scales tend to be hotter at higher temperatures than the photometric scales.
Our T Q for luminosity class V (upper solid curve, blue in the online version) is ∼2000 K hotter than that proposed by Daflon et al. (1999) at the highest temperature, the difference decreasing until both scales cross each other at ∼21 000 K, and remain similar at slightly lower T eff . The comparison to Lyubimkov et al. (2002) has to be done more cautiously because our sample has a variety of surface gravity values. Only four stars have similar gravities to 4.00: #3 (III), 7 (IV), 16 (IV) and 29 (V). We compare their upper curve (dashed dotted line) to our lower curve (solid line, red in the online version). Our relation is ∼2000 K hotter than theirs at the highest temperatures and both practically coincide below 21 000 K. Figure 4b shows the comparison of our T [u−b] to the calibration proposed by Napiwotzki et al. (1993) in their Eqn. 9. Their and our curve for luminosity class III practically coincide below 19 000 K, and the smallest discrepancy to our IV,V relation is ∼1500 K at T eff ∼18 000 K. In contrast, our scales are steeper than their curve, resulting in larger differences at higher T eff , with maximum values of ∼1500 K for luminosity class III and ∼6000 K for IV,V. Possible reasons for these discrepancies are discussed at the end of next section.
Other determinations for individual stars
Besides the photometric temperature scales discussed in Sect. 5.1, other determinations of temperature and surface gravity are found in the literature for several stars of the sample. Whenever possible, we also compare values of microturbulence as all parameters are interrelated. Figures 5-9 illustrate the differences between the atmospheric parameters derived in other works and our spectroscopic T eff (a), log g (b) and ξ (c). Dashed lines indicate full agreement between other determinations and our values, and dotted lines in Figs. 5-9a,b denote ∆T Q (700 K) and ∆ log g Q (0.08 dex), like in Fig. 3 , as a reference to our photometric scale. Note that uncertainties in our spectroscopic parameters are even smaller than the 1σ-errors for the Q-calibrations: ∼300 K for T eff and ∼0.05 dex for log g.
It is beyond the scope of this paper a detailed description of other analysis methods and the causes of discrepancies between their and our results. Based on our previous studies (Nieva & Przybilla 2007 , 2010a , we propose possible reasons that might cause systematic offsets. However, we should bear in mind that in most cases the discrepancies are likely due to a combination of various effects, which are difficult to be quantified beforehand. Kilian et al. (1991) . This work presents a spectroscopic determination of gravity and effective temperature of stars in the solar neighborhood from NLTE hydrogen line profiles (Hβ, Hγ, Hδ) and the silicon ionization equilibria Si ii/iii and/or Si iii/iv (depending on the stellar temperature). Their procedure is similar to ours, based on an earlier version of the codes Detail and Surface, however with fewer spectroscopic indicators than those shown in Table B .1. Their silicon abundances are based on the model atom by Becker & Butler (1990) 8 , like in our case, but on model atmospheres by Gold (1984) with much less line blanketing than ATLAS9. Their microturbulences are derived in the standard way from O ii lines. Figure 5 displays comparisons between their and our stellar parameters for 11 stars in common, identified like in Table 1 . A clear trend is noticed in Fig. 5a for effective temperatures, being their values ∼2000 K higher at T eff ∼20 000 K and ∼2000 K lower at T eff ∼34 000 K. Less blanketed model atmospheres affect the line-blocking and hence the temperature structure of the stellar atmosphere.This could be a reason for discrepancies with our temperatures. Furthermore, for cooler stars, the use of Si ii in the ionization equilibrium can also cause an offset in the derived temperature. In contrast, their gravities agree with our spectroscopic values and lie within the 1σ uncertainty of log g Q for most stars (Fig. 5b) . Their microturbulences tend to be larger than ours (Fig. 5c) , reaching a maximum difference of ∼6 km s −1 . work were used in a series of subsequent studies of stars in the Orion region by Cunha & Lambert (1994) , Cunha et al. (2006) , Lanz et al. (2008) , and Daflon et al. (2009) . Their approach for deriving effective temperatures and surface gravities is based on an iterative scheme using older calibrations of Strömgren photometry modified by Gies & Lambert (1992) coupled with fits to the wings of Hγ profiles computed in LTE (Kurucz 1979) . Microturbulences were determined from O ii lines in NLTE. Figure 6 displays the differences between their and our parameters for 13 stars in common. In spite this sample differs from that in the comparison with Kilian et al. (1991) , we notice in Fig. 6a an overall similar trend in temperature than in Fig 5a, except for star #22. But in this case, there are more stars with temperatures within our 1σ uncertainty margins for T Q . It is difficult to identify the sources of discrepancies in temperature. They could be related to the details of the photometric calibrations, i.e. the use of less blanketed model atmospheres to compute the synthetic photometric indices and to the fits to Hγ in LTE in the iterative procedure. Concerning the gravities (Fig. 6b) , their values are higher (up to 0.4 dex) than our spectroscopic gravities for most stars, lying above the 1σ uncertainty of our log g Q calibration. An exception is the star #21, that shows a difference of −0.4 dex to our value. The discrepancies in surface gravities could be related to the use of LTE synthetic profiles of Hγ, that have been shown to give larger gravities than those computed in NLTE (Nieva & Przybilla 2007) . Since their approach is iterative, this also would affect the determination of temperature. However, differences larger than ±0.2 dex cannot be explained with NLTE effects on the Balmer lines wings. The continuum normalization of Hγ could also play a role in this respect, since this is an important source of uncertainty in surface gravity determinations (Nieva & Przybilla 2010a,b) . Their microturbulences are larger -by 5 to 10 km s −1 -than those derived by us. In contrast, in Cunha et al. (2006) , Lanz et al. (2008) and Daflon et al. (2009) 9 the stars # 11, 21, 22, 27 and 28 were excluded from the studies, which lead to maximum differences to our work in T eff of up to 1000 K and in log g of +0.05-0.3 dex. I.e., the selected sub-sample of stars analyzed in those works presents a better agreement with our results than the original complete sample from Cunha & Lambert (1992) , however a systematic offset in gravities and microturbulences still persists. Morel & Butler (2008) . This work presents an interesting comparison between atmospheric parameters derived in a standard iterative spectroscopic way, i.e. via NLTE Si ii/iii and/or Si iii/iv ionization equilibria (Morel et al. 2006) and an new Ne i/ii ionization equilibrium. In addition, the fits of NLTE profiles to Hǫ, Hδ, Hγ and Hβ are used for surface gravity determination. The computations are performed with similar versions of Detail and Surface and the same model atmospheres than those used by us. For Si, a model atom by D. J. Lennon is employed (Trundle & Lennon 2005) while for Ne a new model by K. Butler is applied for the first time. Temperatures derived with Ne are cooler by 825 K than those derived with Si. In both cases, microturbulences were determined from O ii lines. It is worth noticing that they have analyzed 3 stars that were excluded from our first sample (Paper I) because they turned out to be double-lined spectroscopic binaries, namely HD 35468 Kilian et al. (1991) and our spectroscopic parameters (Table 1) . For comparison, dotted lines indicate to the averaged internal uncertainties of our T Q and log g Q -calibrations weighted by star number. Cunha & Lambert (1992) and applied by Cunha & Lambert (1994) , Cunha et al. (2006) , Lanz et al. (2008) and Daflon et al. (2009) . In the latter three studies, stars #11, 21, 22, 27 and 28 were excluded from the analyses. Moon & Dworetsky (1984) , later improved by Napiwotzki et al. (1993) . Panel (c) shows the difference between the [u − b]-based temperature scale proposed by Napiwotzki et al. (1993) and our spectroscopic values. Diamonds indicate stars with T eff ≤ 30 000 K and squares with T eff ≥ 30 000 K.
(HR 1790, Bellatrix), HD 163472 (HR 6684, V2052 Oph) and HD 214993 (HR 8640, 12 Lac). Our samples share 6 stars, which parameters are compared in Fig. 7 . Overall, we notice a trend in temperature (Fig. 7a) in a similar way then the two previous cases, the maximum differences being ∼1000 at ∼21 000 K and ∼2000 K at ∼27 000 K.
It is difficult to evaluate the causes of discrepancies in the results. It is not clear whether the new Si ii model atom provides improved line intensities than the model by Becker & Butler (1990) . If the problem persists, it would affect temperatures lower than ∼23 000 K (the exact limit depends on the S/N of the spectrum). In addition, the Ne model applied in Morel & Butler (2008) showed difficulties to achieve Ne i/ii ionization equilibrium and to match the temperatures derived with Si ii/iii/iv ionization equilibria. This Ne model atom was subsequently improved with more accurate log g f values in Przybilla et al. (2008) resulting in consistent results between Ne i/ii and other ionization equilibria: He i/ii, C ii/iii/iv, O i/ii, Si iii/iv, removing discrepancies found previously; see also Table B .1 of the present paper. Furthermore, their surface gravities (Fig. 7b) are ∼0.1-0.45 dex lower than those found by us. These offsets are unexpected, as their analysis is based on the same codes and a similar H model than those employed in our work. An offset in the temperature determination is not sufficient to explain such large differences in log g. The remaining sources of systematics to be investigated in those results is the continuum normalization of the Balmer lines (Nieva & Przybilla 2010a,b) , that might cause differences larger than 0.2 dex in the derived surface gravities. Finally, there is a hint of a trend in microturbulences, except for star #6 (Fig. 7c) .
Simón-Díaz (2010). Stellar parameters were determined in this work spectroscopically by fitting the Balmer lines and matching He i/ii and/or Si iii/iv ionization equilibria. The spectrum synthesis was computed with the unified atmosphere code Fastwind (Puls et al. 2005) , that models the stellar atmosphere and wind simultaneously in NLTE. The same observed spectra than those analyzed in Paper II have been analyzed in Simón-Díaz (2010) . Despite the different atmospheric structure, input atomic data and line-formation computations, the temperatures and gravities derived in this work agree overall very well with our determinations, as can be seen from Figs. 8a,b, i.e., the differences lie within the 1σ-uncertainty of the Q-calibrations for most stars. Microturbulences also show a good agreement, considering the different computations, reaching a maximum difference of ∼4 km s −1 (Fig. 8c) . Napiwotzki et al. (1993) . In Sect. 5, our T [u−b] calibrations were compared with that proposed by Napiwotzki et al. (1993) . In Fig. 9a ,b, our spectroscopic parameters are compared to temperatures and gravities computed with an improved version by Napiwotzki et al. (1993) of a code by Moon & Dworetsky (1984) . Fig. 9c shows a comparison of our spectroscopic temperatures to those derived with the [u − b]-temperature scale by Napiwotzki et al. (1993) . The code uses as input Strömgren ubvyβ indices and interpolates within a grid of synthetic colors iteratively until convergence in effective temperature and surface gravity is reached. The modification by Napiwotzki et al. (1993) on the gravities is based on fits to Balmer lines. The code provides a final temperature and gravity, hereafter T N93 and log g N93 , respectively. It also returns a temperature from their calibration to the [u − b]-parameter, hereafter T N93[u−b] , that corresponds to their Eqn. 9, discussed in Sect. 5.1 (see also Fig. 4b ). Figure 9a displays the difference between their T N93 and our T eff . There is a very good agreement for lower temperatures, up to T eff = 24 000 K. At higher temperatures there is a larger scatter, their values being smaller than ours from a few hundred up to ∼3000 K. Exceptions are star #12, with perfect agreement, and star #22, ∼2500 K hotter in their approach. We recall that a non-standard reddening law is found for this star, as it is located in a dense nebulous region, therefore a photometric determination of its parameters is dubious. The vertical dashed-dotted line in Fig. 9a corresponds to the upper temperature limit to which they expect their determination to be valid. Thick squares denote stars with T eff ≥ 30 000 K and diamonds the rest of the sample; this corresponds to the upper limit to which they expect their method to be valid. From Fig. 9a we notice, however, that their upper limit is likely T eff ≈ 24 000 K. Figure 9b shows the differences between their gravities, log g N93 , and our log g. There is a good agreement between both methods for several stars. A few objects also show larger discrepancies up to ±0.3 dex for stars denoted with diamonds and, as expected, even larger for those marked with squares, with temperatures beyond their upper limit (+0.6 dex for star #30 and −0.5 dex for star #21, not shown in Fig. 9b because they lie outside the plot range). Their T N93 [u−b] , extracted from the same code, is compared with our spectroscopic temperature in Fig. 9c . The differences to our work show a similar behaviour than Fig. 9a , but with a larger scatter. Stars #2, 21 and 30 are not shown because their differences are larger than −3000 K. Following the comparisons in Fig. 9 , we recommend to adopt T N93 for T eff ≤ 24 000 K when using their approach.
Several reasons could lead to discrepancies between their and our results at higher temperatures. We note that only four stars hotter than 24 000 K are present in their calibration sample to derive the T N93 [u−b] -scale. Three of these stars have luminosity class III, therefore the T N93 [u−b] -scale underestimates temperature of stars with luminosity class V (most objects in this work). Two of these four stars are present in our sample: #3 and #19. T N93[u−b] for star #3 (HD 63922, HR 3055) is 1200 K lower than our value, and that for star #19 (HD 34816, HR 1756) is 2800 K than our temperature. Furthermore, their calibration is based on temperatures from Malagnini et al. (1986) , determined from comparisons of observed spectral energy distributions to fluxes computed in LTE by Kurucz (1979) . Hence, discrepancies with our results could also be caused by less line blanketing in their model atmospheres, neglection of NLTE effects in the fluxes, and also in the computation of synthetic indices and Balmer lines.
Our recommended parameter determination
Our scales derived spectroscopically tend to be hotter at higher temperatures than the photometric scales proposed by Daflon et al. (1999) , Lyubimkov et al. (2002) and Napiwotzki et al. (1993) . Furthermore, our values also tend to be higher at T eff ≥ 25 000 K and lower at lower temperatures when compared with values derived by Kilian et al. (1991) , Cunha & Lambert (1992) and Morel & Butler (2008) using different analysis methods, synthetic spectra and observations. In contrast, we note that temperatures determined by Simón-Díaz (2010) using the same set of high-quality spectra than those analysed by us, other state-of-the-art model atmosphere and spectral synthesis in NLTE and simultaneous silicon ionization equilibria and fits to Balmer and helium lines, render values in agreement to our determinations. The excellent agreement between our and Simón-Díaz (2010) temperatures lead us to conclude that our temperature determination based on high quality data, state-ofthe-art spectral synthesis in NLTE and several independent temperature indicators are reliable and almost free of large remaining systematic effects. If adopting significantly different values in the higher temperature domain, like suggested by previous studies, the ionization equilibrium of no species will be matched any longer, hence the global and detailed observed spectra will not be reproduced by the synthetic model. We recommend, when possible, to perform a parameter determination like the full spectroscopic method presented by us in previous works (e.g. Paper I) or by Simón-Díaz (2010) . If the observed spectra or the spectral synthesis are not available, a good parameter estimation can be provided by our scales presented in Sect. 4 of this work. For T eff ≤ 24 000 K, the scale T N93 by Napiwotzki et al. (1993) also renders reliable temperatures, and for T eff ≤ 21 000 K, the scales by Daflon et al. (1999) and Lyubimkov et al. (2002) also give reliable results (note the lower limit indicated by each scale).
Spectral type calibration
In App. A, we re-evaluate the spectral classification of the sample stars. Slight revision of spectral sub-types and luminosity classes have been performed in several stars, as indicated in Table 1 . The relationship between spectral types and luminosity classes and the stellar parameters T eff , log g as well as their corresponding value of bolometric correction (BC) is summa- Table 3 . There, also recommended values of temperature and/or BC from Schmidt-Kaler (1982), Gray & Corbally (1994) and Cox (2000) are given for comparison.
In cases where more than one star belong to a certain spectral/luminosity class, instead of adopting an average value for the parameters, we prefer to indicate the exact parameters of the stars to see how much can they variate. Stars #4 and 26 have been excluded from the calibration because they seem to be too evolved in comparison to the rest of the objects, as explained above. Our star sample is not large enough to cover all possible combinations of spectral and luminosity classes within the range O9-B3 V-III, however the carefully derived data allow us to anchor a spectral type calibration to empirical values of temperature for luminosity class V and partially also for luminosity classes III and IV. Our calibration tends to be hotter than previous reference values in most cases. This is in accordance with our photometric temperature calibrations, that are in general hotter than previous work. This table is also very useful to estimate stellar parameters once the spectral and luminosity classification are well known.
Bolometric corrections vs. temperature
Bolometric corrections play an important role in the determination of luminosities and indirectly also of other fundamental stellar parameters computed from atmospheric parameters T eff and log g, e.g. radii, masses. Fundamental parameters can be directly compared to predictions from evolution models in order to learn more about the physics of the stars.
Taking advantage of our accurate atmospheric parameters determined spectroscopically for the present sample, we derive a semiempiric relationship for BC as a function of T eff . Bolometric corrections are computed from spectral fluxes calculated with Atlas9 10 for each star of the sample using their corresponding values of T eff and log g. As expected, a clear relationship is found for BC vs. T eff (Fig. 10, left panel) , practically independent from the luminosity class or the surface gravity. Figure 10 , right panel, illustrates a comparison of our relationship to other work by Vacca et al. (1996) , Cox (2000) , Hubeny & Lanz (2003 , 10 Atmospheric structures and fluxes of OB main sequence and giant stars computed in LTE are equivalent to the full NLTE approach. See Nieva & Przybilla (2007) and Przybilla et al. (2011) for details.
and Martins et al. (2005) derived mainly from synthetic models. Our slope is less steep than those by Vacca et al. (1996) and Martins et al. (2005) , our calibration extending to lower temperatures. In addition, our fit agrees with BC from Hubeny & Lanz (2003 and for temperatures higher than ∼32 000 K also with those by Martins et al. (2005) . In contrast, reference values for BC recommended by Cox (2000) are systematically lower than our data.
From the relationship found in Fig. 10 (left panel), we propose a new calibration of the bolometric correction as a function of T eff : BC = 21.00 − 5.34 log(T eff ) ; 1σ = 0.01
The boundaries are limited by the observational data: 15 800 ≤ T eff ≤ 34 000 K. For higher temperatures, we recommend to use bolometric corrections from Hubeny & Lanz (2003) or Martins et al. (2005) .
Summary and conclusions
Based on comprehensive previous studies which lead us to determine effective temperatures and surface gravities of 30 OB-type (O9-B3 V-III) stars at high accuracy and precision, here we investigate whether such parameters can be used to propose new calibrations to some photometric indices. The spectroscopic parameters were derived via multiple ionization equilibria and simultaneous fits to the Balmer lines based on our most recent spectrum synthesis for NLTE computations and high-quality observed spectra. We propose very useful relationships between atmospheric parameters and various photometric indices from the Johnson and the Strömgren systems. Effective temperatures can be estimated at a precision of ∼400 K for luminosity classes III/IV and ∼800 K for luminosity class V. And surface gravities can reach internal uncertainties as low as ∼0.08 dex when using our calibration to the Johnson Q-parameter. Similar precision is achieved for gravities derived from the β-index and the precision decreases for both atmospheric parameters when using the Strömgren indices [c1] and [u − b] . In contrast, external uncertainties are larger for the Johnson than for the Strömgren calibrations. Our uncertainties are smaller than typical differences among other methods in the literature, reaching values up to ±2000 K for temperature and ±0.25 dex for gravity, and in extreme cases, +6000 K and ±0.4 dex, respectively. We had further re-examined the luminosity and the spectral classes for the star sample and also propose a parameter calibration for sub-spectral types. Furthermore, we present a new bolometric correction relation to temperature based on our empirical data, rather than on synthetic grids.
The photometric calibrations presented here are useful tools to estimate effective temperatures and surface gravities of nonsupergiant OB stars in a fast manner. Caution has to be taken for undetected double-lined spectroscopic binaries and single objects with anomalous reddening-law, dubious photometric quantities and/or luminosity classes, for which the external uncertainties may increase significantly. We recommend to use these calibrations only as a first step for parameter estimation, with subsequent refinements based on spectroscopy. 
