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Abstract
La natura distribuita del Cloud Computing, che comporta un’elevata con-
divisione delle risorse e una moltitudine di accessi ai sistemi informatici,
permette agli intrusi di sfruttare questa tecnologia a scopi malevoli. Per
contrastare le intrusioni e gli attacchi ai dati sensibili degli utenti, vengono
implementati sistemi di rilevamento delle intrusioni e metodi di difesa in am-
biente virtualizzato, allo scopo di garantire una sicurezza globale fondata sia
sul concetto di prevenzione, sia su quello di cura: un efficace sistema di sicu-
rezza deve infatti rilevare eventuali intrusioni e pericoli imminenti, fornendo
una prima fase difensiva a priori, e, al contempo, evitare fallimenti totali, pur
avendo subito danni, e mantenere alta la qualità del servizio, garantendo una
seconda fase difensiva, a posteriori. Questa tesi illustra i molteplici metodi
di funzionamento degli attacchi distribuiti e dell’hacking malevolo, con par-
ticolare riferimento ai pericoli di ultima generazione, e definisce le principali
strategie e tecniche atte a garantire sicurezza, protezione e integrità dei dati
all’interno di un sistema Cloud.
Keywords: cloud computing, security, integrity, hacking, threats, denial
of service, intrusion detection, resiliency.
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Capitolo 1
Introduzione al Cloud
Computing
“Cloud computing is a large-scale distributed computing paradigm that
is driven by economies of scale, in which a pool of abstracted, virtualized,
dynamically-scalable, managed computing power, storage, platforms, and ser-
vices are delivered on demand to external customers over the Internet” [1].
Il Cloud Computing, in italiano “nuvola informatica”, è dunque un insieme
di tecnologie che permettono l’utilizzo di risorse hardware e software distri-
buite per la memorizzazione e l’elaborazione di dati. Solitamente si presenta
sotto forma di servizi offerti da un provider ai clienti, e ha segnato l’avven-
to di un’era tecnologica in cui gli utenti, pur non possedendo un computer,
hanno accesso a componenti hardware e software gestiti da terzi [2]. In am-
biente Cloud, le risorse condivise vengono tipicamente virtualizzate1 in rete
1La virtualizzazione indica la possibilità di effettuare un’astrazione delle componenti
hardware di un elaboratore, e realizzare un emulatore sul quale si è in grado di installa-
re sistemi operativi e software, come se questi fosse un elaboratore fisico vero e proprio.
L’insieme delle componenti hardware virtualizzate è denominato macchina virtuale.
Il principale vantaggio della virtualizzazione risiede nella condivisione delle risorse hard-
ware, la quale rende possibile l’attivazione e il funzionamento, in contemporanea, di più
sistemi operativi che sfruttano le medesime risorse (da qui emerge la necessità di software
gestionali che amministrino le code di assegnazione e le eventuali contese per l’accesso a ta-
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seguendo un’architettura client-server.
Ma come si è arrivati all’idea di Cloud Computing? [4] L’idea di informa-
tica come servizio venne discussa per la prima volta negli anni ’60 da McCar-
thy, e il concetto venne approfondito da Parkhill, che esaminò la natura dei
servizi quali acqua, gas ed energia elettrica, per arrivare a comprendere, per
analogia, le caratteristiche che l’informatica avrebbe dovuto avere se fosse
stata anch’essa un servizio. Consideriamo, ad esempio, la fornitura di ener-
gia elettrica: per averne accesso, connettiamo i nostri dispositivi ad apposite
prese elettriche, e paghiamo in base a quanta energia utilizziamo. Nei periodi
estivi, le ore del giorno sono più lunghe di quelle notturne, pertanto abbiamo
meno necessità di utilizzare energia elettrica per l’illuminazione artificiale o
il riscaldamento. Al contrario, durante l’inverno, utilizziamo maggiormente
illuminazione, riscaldamento e acqua calda, e ci aspettiamo che le nostre bol-
lette riflettano il maggiore utilizzo di tali servizi. Il concetto vale anche per
l’informatica come servizio: grazie al Cloud Computing, risorse hardware e
software sono disponibili ovunque vi sia la possibilità di accedere a una rete,
ed è possibile pagare solo ciò che si utilizza.
1.1 Servizi
Si possono distinguere alcune principali tipologie di servizi Cloud:
• SaaS (Software as a Service): fornisce accesso a risorse software loca-
lizzate su infrastrutture remote. Il cliente non acquista alcuna licenza
specifica: il costo del software e dell’infrastruttura sono raggruppati in
un singolo addebito proporzionale all’utilizzo [5].
li risorse). Nell’ambito di reti, la virtualizzazione permette di realizzare le VLAN (Virtual
Local Area Network), gruppi di più reti locali configurate in modo da poter comunicare
come se fossero connesse tramite gli stessi cavi, quando in realtà sono situate su differenti
segmenti del dominio di rete [3]. L’utilizzo di reti virtuali, basato su connessioni logiche,
anziché fisiche, è solitamente legato alla necessità di separare il traffico di rete dei dipar-
timenti aziendali, in modo tale da poter applicare, fra le altre cose, politiche di sicurezza
informatica.
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• DaaS (Data as a Service): fornisce accesso a dati memorizzati su dispo-
sitivi remoti. L’utente può accedervi, spesso attraverso autenticazione,
come se fossero residenti sul suo disco locale.
• STaaS (Storage as a Service): permette all’utente di effettuare l’u-
pload dei propri dati su dispositivi remoti, consentendo il backup di
informazioni sensibili e la relativa sincronizzazione su più dispositivi.
• HaaS (Hardware as a Service): fornisce accesso a risorse hardware
remote. L’utente invia i suoi dati a un computer remoto, e questi
elabora i dati ricevuti e restituisce all’utente il risultato [6].
• IaaS (Infrastructure as a Service): fornisce accesso a veri e propri centri
di dati remoti, ossia intere infrastrutture hardware. Un centro di dati
è caratterizzato da un edificio sicuro in cui si trovano risorse hardware,
con garanzie di fornitura elettrica ininterrotta per assicurare un funzio-
namento del servizio 24 ore su 24, sistemi di refrigerazione per evitare
il riscaldamento dei server, controllo degli accessi e altri servizi dedica-
ti. In questo caso, la virtualizzazione svolge un ruolo determinante, in
quanto è probabile che i clienti utilizzino applicazioni di differenti siste-
mi operativi nell’accesso all’infrastruttura del provider, ed è pertanto
necessaria la presenza di più macchine virtuali, gestite da un software
definito hypervisor [2].
• PaaS (Platform as a Service): è un’implementazione del servizio IaaS,
in cui il provider fornisce, oltre all’infrastruttura hardware, anche quella
software (sistema operativo, applicazioni, strumenti di sviluppo dedi-
cati) [2].
I servizi cloud possono anche essere categorizzati in base alla modalità di
accesso, e in questo caso si suddividono in [2]:
• Public Cloud : l’infrastruttura informatica è pubblica, pertanto chiun-
que, gratuitamente o a pagamento, a seconda dei casi, può usufruire
dei servizi offerti dal provider.
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• Private Cloud : l’infrastruttura informatica è ad uso esclusivo di una
singola azienda.
• Community Cloud : l’infrastruttura informatica è ad uso esclusivo di
una specifica comunità di utenti che condividono interessi. Ad esempio,
più università possono decidere di cooperare e interconnettere le proprie
infrastrutture informatiche per creare un ambiente virtuale condiviso
fra i propri membri.
• Hybrid Cloud : l’infrastruttura informatica è regolata da una combina-
zione di più modalità d’accesso. Ad esempio, un’azienda può decidere
di tenere private alcune parti dell’infrastruttura e dei servizi software,
e renderne disponibili altre in modo pubblico. O ancora, può capitare
che un’azienda, pur utilizzando una private Cloud, debba affrontare un
improvviso aumento del carico di rete, e decida di utilizzare una pu-
blic Cloud per gestire il carico extra (questo scenario prende il nome di
Cloud Bursting).
1.2 Vantaggi e svantaggi
Analizziamo ora pro e contro dell’utilizzo del Cloud Computing.
Vantaggi [2]:
• Realizzazione del concetto “pay for what you use” e conseguente ridu-
zione delle spese aziendali, dato che non si investe né in grandi infra-
strutture informatiche né in rimpiazzi per i computer divenuti obsoleti.
Questo è sia utile alle compagnie in via di sviluppo, che non devono
necessariamente investire grandi quantità di denaro in infrastrutture in-
formatiche senza aver ancora realizzato i primi guadagni, sia alle gran-
di multinazionali, che possono massimizzare i profitti evitando anche il
minimo spreco di capitale e risorse.
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• Elevata scalabilità: possibilità di incrementare (o ridurre, a seconda
delle necessità) le prestazioni del sistema, grazie all’introduzione di
nuove risorse.
• Qualità del Servizio assicurata in base ai Service Level Agreements
(SLA), accordi attraverso i quali si definiscono gli obblighi contrattuali
del provider nei confronti dei suoi clienti, nell’erogazione dei servizi.
• Possibilità di archiviare dati aziendali in un’infrastruttura Cloud de-
dicata, in modo da evitare l’appesantimento della rete principale con
dati a bassa frequenza d’utilizzo.
Svantaggi [2]:
• L’operatività di un servizio Cloud si basa su una comunicazione efficace
e soprattutto ininterrotta con l’infrastruttura del provider: un eventua-
le guasto nelle comunicazioni causa la terminazione del servizio. Può
risultare rischioso, pertanto, riporre l’intera funzionalità del proprio si-
stema aziendale nelle mani di un provider esterno. I principali metodi
per rimediare a questo problema consistono nella predisposizione di un
secondo canale di comunicazione con il provider – indipendente dal pri-
mo – da utilizzare in caso di necessità, o nel mantenimento di una parte
del sistema informatico all’interno all’azienda.
• E’ possibile, anzi, probabile, che il traffico dati di un cliente venga
trasportato in rete assieme a quello di altri clienti. Ciò significa che
pacchetti di dati scambiati attraverso punti di accesso sicuri potreb-
bero mescolarsi con pacchetti inviati secondo schemi di comunicazione
poco affidabili, o persino appartenenti ad un competitore che ha scelto
lo stesso Cloud provider, il quale, pur applicando una separazione dei
traffici tramite reti virtuali, utilizza comunque gli stessi cavi fisici di
connessione. La separazione, infatti, è soltanto virtuale: a livello fisico,
le informazioni degli utenti sono mischiate [4]. Pertanto, ogni volta che
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informazioni o programmi vengono inviati a una rete Cloud, c’è il ri-
schio che siano intercettati da terzi. Per limitare i danni nel caso in cui
si verifichi questa eventualità, è essenziale applicare una solida critto-
grafia ai dati inviati in rete, ottenendo tuttavia un’inevitabile riduzione
delle performance del sistema.
• La qualità del servizio offerto dal provider si può deteriorare nel tempo,
e non si può escludere la possibilità che il provider cessi la propria
attività a causa di fallimento (banca rotta). Le aziende che utilizzano i
servizi Cloud devono avere un piano di riserva che permetta di trasferire
rapidamente i propri dati e le proprie applicazioni ad un altro provider,
in caso di necessità. La difficoltà principale che scaturisce da questo
scenario è la mancanza di standardizzazione dei servizi Cloud offerti dai
provider. A questo proposito, è opportuno che le aziende effettuino una
ricerca approfondita fra i vari provider disponibili, allo scopo di trovare
una coppia di provider che seguano standard simili, in modo tale da
evitare un eventuale dispendioso lavoro di portabilità del sistema.
• Possono sorgere problemi legali nel caso in cui i server del provider sia-
no localizzati in una nazione straniera, e dati o applicazioni dell’azienda
risultino corrotti o rubati. E’ opportuno prevedere questo scenario e
specificare, negli accordi sul servizio con il provider, quali leggi appli-
care in casi simili, fra quelle del paese in cui ha siede l’azienda che offre
il servizio, e quelle del paese in cui si trovano i suoi server.
• Un ultimo problema, sorto di recente, è la sorveglianza clandestina del
traffico di rete da parte dei servizi segreti. Se l’infrastruttura del pro-
vider è suddivisa in più aree, localizzate in diversi paesi, il suo traffico
dati potrebbe finire nel mirino delle Intelligence, e in tal caso i dati
aziendali diventerebbero oggetto di indagini, benché questo comporti
una violazione della privacy, poiché inoltrare comunicazioni di rete a più
nodi sparsi per il globo può rappresentare un tentativo, da parte di un
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hacker2, di evitare il suo rintracciamento, nell’ambito di frodi o attività
terroristiche. Persino un’efficace crittografia può essere bypassata, se si
possiede un’enorme quantità di risorse hardware in grado di minimiz-
zare i tempi di calcolo computazionale. Si può evitare questo problema
preferendo provider residenti nel proprio paese o che comunque non si
avvalgano di server localizzati all’estero.
Sulla base delle considerazioni fatte, le principali applicazioni adatte ad essere
trasferite su un sistema cloud sono [2]:
• Applicazioni che richiedono una performance computazionale più ele-
vata di quella a disposizione, o che richiedono un software specifico non
disponibile all’interno dell’azienda. Ipotizziamo di essere alla guida di
una software house di piccole dimensioni, che ha investito una certa
somma di denaro in componentistica, a seguito di una stima del lavoro
medio previsto, e supponiamo di dover far fronte a una richiesta di un
cliente che non può essere soddisfatta poiché necessita di un software
non disponibile in azienda. Generalmente, le opzioni decisionali sareb-
bero due, ovvero: investire un’ulteriore somma di denaro per l’acquisto
del software necessario, nel caso in cui si valuti che possano verificar-
si altre richieste simili in futuro, e che si possa in tal modo rientrare
nell’investimento, oppure rifiutare la richiesta del cliente, se si valuta
che la richiesta sia cos̀ı singolare da non permettere un recupero della
somma investita. La realtà Cloud offre all’azienda una terza opzione,
ovvero quella di sfruttare un servizio SaaS di un provider e disporre cos̀ı
del programma extra per il solo periodo di tempo necessario a svolgere
2Per la precisione, quando ci si riferisce a criminali informatici e ad autori di attacchi
distribuiti, sarebbe più opportuno parlare di “cracker”, dato che il termine hacking indica
l’insieme delle attività atte a conoscere e modificare un sistema informatico. Un esperto di
sicurezza, pagato da un’impresa per testare l’affidabilità del suo sistema, può essere infatti
chiamato hacker. Tuttavia, nel corso di questo lavoro, tranne che nel capitolo 2.2, in cui
illustrerò le tipologie di criminali informatici, e sarò pertanto il più specifico possibile,
utilizzerò per comodità il termine hacker per riferirmi all’autore di un attacco informatico,
indipendentemente dalle cause che lo hanno spinto a realizzarlo.
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il lavoro e soddisfare la richiesta del cliente, evitando cos̀ı di investire
in modo definitivo in nuove risorse di incerta utilità futura.
• Applicazioni di calcolo parallelo, che consistono prevalentemente nell’e-
secuzione di uno stesso programma, in modo concorrente, su un elevato
numero di processori, allo scopo di aumentare la velocità computazio-
nale. Questa strategia altro non è che l’applicazione della programma-
zione multiprocesso in ambito Cloud. Un classico esempio è la ricerca di
siti web nei quali si riscontra uno specifico set di parole. Per ottimizzare
le performance del programma, si può suddividere l’universo del world
wide web in un certo numero di sottoinsiemi, e assegnare ogni sottoin-
sieme a un’istanza del programma. Ognuna di queste segna gli URL dei
siti nei quali si riscontrano le parole chiave, e quando tutte le istanze
hanno terminato la propria ricerca, i risultati singoli vengono combi-
nati per fornire in output la totalità dei siti web che corrispondono ai
criteri richiesti, permettendo di ottenere un aumento delle performance
direttamente proporzionale al numero di istanze del programma in ese-
cuzione su processori diversi, e una conseguente riduzione del tempo di
risposta ad esso inversamente proporzionale. Il software Hadoop Map-
Reduce [7] [8] è stato sviluppato allo scopo di permettere la creazione
di applicazioni Cloud in grado di processare petabyte di dati (1 PB
= 1015 byte) in modo parallelo e affidabile, garantendo tolleranza agli
errori3 e applicando la strategia di cui sopra.
• Applicazioni stagionali che richiedono un’elevata e rapida capacità com-
putazionale per un breve periodo di tempo. Ad esempio, le compagnie
di e-commerce hanno sicuramente un traffico dati assai più elevato
nei periodi natalizi; la stessa Amazon, una delle maggiori compagnie
3Tolleranza agli errori (fault-tolerance): è uno degli aspetti fondamentali del concetto
di affidabilità in ambito informatico. Rappresenta la capacità di un sistema di non subire
avarie (interruzioni di servizio) anche in presenza di guasti: può accadere che un singolo
componente subisca danni a livello hardware o software, mentre il resto del sistema continui
a funzionare correttamente.
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del settore a livello mondiale, registrava inizialmente periodi in cui la
propria infrastruttura informatica era adeguatamente sfruttata, e altri
in cui il suo utilizzo non superava il 10%. La soluzione al proble-
ma fu iniziare a vendere, in qualità di servizi Cloud, l’eccesso di tale
infrastruttura nei periodi con minore carico.
• Applicazioni a bassa frequenza d’utilizzo e archivi di dati.
1.3 Analisi di mercato
La Cloud Technology ha un elevato potenziale commerciale. Stando alle
ricerche sul mercato effettuate dalla IDC (International Data Corporation),
la spesa per i servizi Cloud è cresciuta da 16 miliardi di dollari, nel 2008
[9], a circa 58 miliardi di dollari nel 2013, e si prevede che raggiunga i 191
miliardi di dollari entro il 2020 [10]. In Italia, il mercato di questo settore
dell’Information Technology vale già 493 milioni di euro [11]. E’ chiaro quindi
che il mercato Cloud rappresenti non solo il presente dell’informatica, ma
anche il suo futuro.
Un recente studio [12] ha stimato i costi aziendali necessari al manteni-
mento di un servizio di archiviazione Cloud, grazie alla realizzazione di un
centro di dati e ad un’accurata analisi di costi diretti e indiretti, che spazia-
no dalle spese iniziali per l’hardware, a quelle per l’affitto dell’immobile, per
l’energia e per la manutenzione dei componenti. Il risultato dello studio è la
stima del costo necessario a immagazzinare un singolo byte di informazioni in
un piccolo centro dati Cloud per un intero anno, ed ammonta a 71, 51× 103
US picocents, con 1 US picocent pari a $1 × 10-14. In tabella 1.1 sono in-
vece riportati i prezzi dei servizi di storage per l’utenza, offerti da tre fra i
principali colossi del Cloud Computing – Google, Amazon e Microsoft – e
aggiornati al settembre 2014.
Al di là del confronto fra i provider, si può dedurre l’enorme profitto deri-
vante dalla vendita dei servizi Cloud accostando i dati di questa tabella ai
risultati ottenuti dallo studio dei costi aziendali sopracitato [12]. Per calco-
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Costo per GB Costo per GB Costo per GB
Spazio richiesto (Google) (Amazon) (Microsoft)
0-1 TB $0.026 $0.03 $0.03
1-50 TB $0.026 $0.0295 $0.0295
50-500 TB $0.026 $0.029 $0.029
500-1000 TB $0.026 $0.0285 $0.0285
1000-5000 TB $0.026 $0.028 $0.028
Tabella 1.1: Prezzi di Cloud Storage [13]: Google [14], Amazon Web Services
[15], Microsoft Azure [16]
lare il prezzo al quale viene venduta la possibilità di immagazzinare un byte
di informazioni su rete Cloud, è sufficiente dividere il prezzo di vendita di 1
gigabyte per il numero di byte in esso contenuti, ossia un miliardo. Utiliz-
zando il valore medio 0.028 $, si ottiene un prezzo di vendita al byte pari a
2.8 × 10-11 $, circa mille volte il costo di “produzione” (benché i dati siano
relativi a scenari aziendali differenti).
Capitolo 2
Sicurezza
In questo capitolo, analizzerò i fondamenti di base della sicurezza in-
formatica, illustrando le sue principali aree critiche, i metodi utilizzati per
bypassare le protezioni di sistemi e reti, e le tecniche per garantire difesa da
tali attacchi. Nel capitolo successivo, esaminerò invece i rischi e i pericoli
inerenti alla nuvola informatica, esponendo le tecnologie e i modelli di difesa
di ultima generazione.
2.1 Cybersecurity
La sicurezza informatica, in inglese “Cybersecurity” o “Information Tech-
nology Security”, consiste nella difesa delle informazioni da accessi non auto-
rizzati, guasti e alterazioni, nell’ambito di dispositivi informatici quali com-
puter, smartphone, reti di dati locali e Internet. La protezione di un sistema
informatico è ricercata attraverso strategie, metodi e software atti a garantire
alcune regole fondamentali [17]:
• Autenticazione: l’accesso fisico e/o logico deve essere limitato ai soli
utenti autorizzati.
• Disponibilità: ogni utente può usufruire di tutti e soli i servizi previsti
per il suo account.
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• Integrità: i dati devono sempre essere corretti e immuni da problemi
fisici e logici.
• Controllo degli accessi : un utente non può vedere i dati privati di un
altro utente.
• Difesa: il sistema deve essere protetto da attacchi malevoli in grado di
compromettere la stabilità delle regole sopracitate.
L’attuazione di queste regole, relativamente allo sviluppo di un sistema di
sicurezza, è un’operazione complessa e costosa, resa difficile dalla presenza
di pericoli di natura fisica e logica. Tali pericoli possono trasformarsi in
danni significativi, quali la perdita di interi centri di dati, a causa di un
incendio, o il furto di informazioni private da parte di dipendenti o hacker
esterni, con conseguenti risvolti negativi sulla stabilità finanziaria dell’azien-
da [18]. Vediamo quindi in cosa consistono esattamente i principali pericoli
della sicurezza informatica.
2.2 Main Threats
Allo scopo di controllare i rischi di un sistema informativo, è necessario
conoscere in modo approfondito le sue vulnerabilità e le minacce in grado di
sfruttare tali vulnerabilità per compromettere l’integrità delle informazioni
protette. La conoscenza dei pericoli permette infatti l’implementazione delle
più efficaci misure di sicurezza [18]. Segue un’analisi relativa alle principali
aree critiche dei sistemi.
2.2.1 Errors and Omissions
Errori e omissioni costituiscono un rischio non trascurabile per l’integrità
dei dati e del sistema. Tali errori possono derivare dalla disattenzione di di-
pendenti e programmatori, influendo direttamente o indirettamente su pro-
blemi di sicurezza e generando vere e proprie vulnerabilità [18]. Citando uno
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studio del 1989 relativo ai “bug” di programmazione [19]: “As expenditures
grow, so do concerns about the reliability, cost and accuracy of ever-larger and
more complex software systems. These concerns are heightened as computers
perform more critical tasks, where mistakes can cause financial turmoil, ac-
cidents, or in extreme cases, death”. Naturalmente, dalla pubblicazione di
questo studio, l’industria dei software ha registrato enormi miglioramenti
qualitativi, tuttavia il concorrente aumento dell’utilizzo di tecnologie infor-
matiche in ambito pubblico e privato fa s̀ı che il rischio di errori in fase di
programmazione sia tutt’ora potenzialmente catastrofico.
2.2.2 Fraud, Theft and Employee Sabotage
I sistemi informativi possono essere sfruttati a scopi fraudolenti. Nell’am-
bito di istituti bancari, un dipendente potrebbe prelevare esigue quantità di
denaro da più depositi privati, contando sul fatto che discrepanze quasi im-
percettibili non vengano investigate [18]. Ma il problema non è confinato
all’ambiente finanziario: qualsiasi sistema contenente informazioni prezio-
se relative a persone, o conoscenze di produzione, è a rischio. L’Unità dei
Crimini Informatici del Dipartimento di Giustizia americano ritiene che gli
addetti ai lavori costituiscano la più grande minaccia ai sistemi informatici
[20], poiché, avendo accesso diretto al sistema (e conoscendo quindi i suoi di-
fetti e le relative vulnerabilità) sono nella posizione migliore per chi intende
commettere un crimine. Le ragioni alla base di frodi e sabotaggi interni sono
spesso riconducibili al desiderio di vendetta o ad un’insofferenza sul posto
di lavoro: “As long as people feel cheated, bored, harassed, endangered, or
betrayed at work, sabotage will be used as a direct method of achieving job
satisfaction – the kind that never has to get the bosses’ approval” [21]. Alcuni
scenari di sabotaggio di un sistema consistono in:
• Distruzione di risorse hardware
• Cancellazione o alterazione di dati
• Inserimento di dati volutamente errati nel database informativo
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2.2.3 Loss of Physical and Infrastructure Support
Interruzione di corrente, picchi o cali di tensione, allagamenti e incendi
possono causare la perdita definitiva di infrastrutture e informazioni, con
conseguente inattività del sistema e dei servizi. E’ importante effettuare
accurate analisi dei rischi e implementare metodi di contenimento dei danni
(ulteriori approfondimenti nel capitolo 5).
2.2.4 Malicious Hackers
Il termine Malicious Hackers, alias Crackers, si riferisce a coloro che ac-
cedono a un computer o a un sistema informatico senza averne l’autorizza-
zione. Rispetto ai sabotatori interni al sistema, sono tipicamente outsiders,
raggruppabili in sette principali categorie [22]:
• Cyber Criminals : hanno come unico obiettivo il furto di denaro, hic et
nunc, realizzato attraverso l’appropriazione di codici bancari, numeri
di carte di credito, password e identità.
• Spammers / Adware Spreaders : il loro scopo è diffondere a dismisura
avvisi pubblicitari e promuovere prodotti commerciali. Spesso sono
finanziati da compagnie che desiderano aumentare le proprie vendite.
• Advanced Persistent Threat Agents : gli agenti APT sono gruppi orga-
nizzati che mirano all’appropriazione di proprietà intellettuali di altre
aziende. A differenza dei Cyber Criminals, non sono interessati al gua-
dagno rapido, bens̀ı investono in progetti illegali a lungo termine, quali
lo sfruttamento delle idee rubate per la realizzazione di profitti in altri
paesi, o la vendita di tali informazioni al miglior offerente.
• Corporate Spies : come gli agenti APT, hanno lo scopo di rubare pro-
prietà intellettuali dei competitori, tuttavia non sono organizzati in
gruppi e si focalizzano su un guadagno finanziario più a breve termi-
ne, spesso allo scopo di avvantaggiare compagnie rivali o un governo
nazionale (e in questo caso si parla di spionaggio governativo).
2.2 Main Threats 15
• Hacktivists : molti hacker sono motivati da ragioni sociali, politiche o
personali, e mirano a screditare un ente o un’azienda bersaglio. Possono
facilmente diventare spie aziendali, se ritengono che possa servire a
indebolire ulteriormente la vittima.
• Cyber Warriors : hanno come obiettivo l’indebolimento della capacità
militare di un avversario. I “guerrieri informatici” possono operare in
qualità di agenti APT o spie aziendali, ma unicamente in funzione di
uno specifico obiettivo militare.
• Rogue hackers : rappresentano i dilettanti del mestiere, il cui modus
operandi è irregolare e non finalizzato a uno scopo ben preciso.
2.2.5 Malicious Code
I malicious code sono programmi informatici creati allo scopo di com-
promettere l’integrità di un sistema e, più generale, di aiutare l’autore a
raggiungere i suoi obiettivi fraudolenti. Possono essere suddivisi in più cate-
gorie:
• Virus : codici maligni che si diffondono nel dispositivo informatico du-
plicandosi all’interno di più programmi, o in precisi indirizzi di memo-
ria, e sono creati in modo tale da attivarsi all’apertura del file che li
contiene [23] [24] o in seguito a una condizione prestabilita. Si trasmet-
tono da un nodo del sistema a un altro tramite lo spostamento dei fili
infetti ad opera degli utenti ignari. Segue un esempio di virus espresso
in pseudo-linguaggio C:
1 /* il virus sceglie a caso un file EXE del sistema e vi
2 si duplica all’interno. Se l’inizio del file contiene
3 la firma del virus , "virus_signature", significa che
4 il file e’ gia’ stato infettato: in tal caso , il virus
5 seleziona un altro file. */
6 void infect_executable (){
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7 do {
8 file = get_random_executable_file;
9 } while (virus_signature not in first_line);
10 add_virus_to_file;
11 }
12
13 /* effettua il danno */
14 void do_damage (){
15 ...
16 }
17
18 /* controlla se e’ verificata una precisa condizione */
19 d’innesco */
20 void trigger_pulled (){
21 ...
22 }
23
24 /* il main chiama la funzione che replica il virus
25 all’interno degli altri file eseguibili del sistema ,
26 ed esegue il suo codice malevolo ogni volta che la
27 condizione prestabilita e’ verificata. */
28 main(){
29 infect_executable ();
30 if (trigger_pulled ()){
31 do_damage ();
32 ...
33 }
34 }
• Worm: programmi che sfruttano falle nella sicurezza di rete per diffon-
dersi in altri dispositivi [24]. Solitamente, il loro codice maligno ha lo
scopo di cancellare file dal dispositivo, appesantire il sistema e sfruttare
l’indirizzo email dell’utente per auto-inviarsi in rete.
• Batch File: non sono propriamente malware, bens̀ı semplici file di te-
sto contenenti sequenze di operazioni interpretabili dal prompt dei co-
mandi. Tuttavia, comandi legittimi quali cancellazione di directory e
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formattazione di partizioni possono essere utilizzati, all’insaputa dell’u-
tente, a scopi fraudolenti, rendendo in tal modo i file batch potenziali
programmi malevoli. Il seguente codice cancella l’intera directory C:
del sistema, senza chiedere conferma (“Are you sure? Y/N”) e in modo
“silenzioso”, tramite la disabilitazione dell’interfaccia.
1 @echo off
2 cd..
3 cd..
4 DEL *.* /Q /F /S
• Backdoor : codici in grado di aprire porte di rete per consentire, all’in-
saputa dell’utente vittima, un accesso al suo sistema in remoto.
• Spyware: programmi utilizzati per la raccolta di informazioni, fra le
quali password e chiavi crittografiche, dal sistema bersaglio.
• Keylogger : programmi simili agli spyware, registrano tutto ciò che un
utente digita su tastiera permettendo in tal modo il furto di password
o dati sensibili [24].
• Trojan horse: software che, oltre a contenere funzionalità lecite e pre-
viste, allo scopo di attirare l’attenzione dell’utente, presentano anche
istruzioni dannose eseguite a sua insaputa [24]. In sostanza, trattasi di
codici maligni camuffati da programmi legittimi [25]. Il termine deriva
dalla leggenda dell’Antica Grecia, in cui gli Achei utilizzarono il celebre
cavallo di legno per ingannare i Troiani e introdurre in città guerrieri
nascosti. Il seguente codice avvia un’istanza del web browser Mozilla
Firefox, (ammettendo che questo sia installato nel pc), e, al contempo,
esegue il medesimo processo di cancellazione visto nell’esempio prece-
dente.
1 @echo off
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2 "C:\ Program Files\Mozilla Firefox\firefox.exe"
3 cd..
4 cd..
5 DEL *.* /Q /F /S
• Dialer : programmi in grado di connettere la linea telefonica della vitti-
ma a numeri a tariffazione speciale, allo scopo di trarne illecito profitto
a insaputa dell’utente [24].
• Hijacker : programmi, in grado di contaminare applicazioni di na-
vigazione in rete, che causano l’apertura automatica di pagine web
indesiderate [24].
• Rootkit : programmi che nascondono, sia all’utente sia a programmi di-
fensivi quali gli antivirus, la presenza di determinati file o impostazioni
del sistema [24].
• Rabbit : codici maligni che esauriscono le risorse del computer tramite
autoduplicazione, in memoria o su disco, a grande velocità [24]. Un
classico esempio di Rabbit che sfrutta i comandi Batch di Windows:
1 @echo off
2 :s
3 start "" %0
4 goto s
e un ulteriore esempio scritto in C:
1 #include <unistd.h>
2 int main(void){
3 while (1){
4 fork();
5 }
6 }
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• Adware: programmi che si insediano nel sistema ed eseguono ordini
provenienti da un pc remoto, spesso offuscato grazie all’uso combinato
di rootkit [24], principalmente allo scopo di mostrare annunci pubbli-
citari, reindirizzare le richieste di ricerche web verso determinati siti e
raccogliere dati di marketing sull’utente [26].
• Exploit : codici che permettono l’acquisizione dei privilegi amministra-
tivi di un computer, sfruttando bug o vulnerabilità del sistema.
• Shellcode: programmi che ottengono l’accesso alla shell di un disposi-
tivo ed eseguono comandi arbitrari. Sono spesso la conseguenza di un
exploit, con il quale si ottengono i privilegi di amministratore necessari
alla successiva esecuzione di comandi critici da shell.
2.2.6 Ulteriori tecniche di Hacking
In aggiunta ai malware e agli altri codici malevoli, un criminale informa-
tico può sfruttare numerose strategie e tecniche in grado di semplificare le
sue operazioni illecite. Analizziamole nel dettaglio:
• Buffer Overflow : l’hacker sfrutta una condizione di errore che si verifica
quando si tenta di scrivere in un buffer di memoria più dati di quanti
esso ne possa contenere [27]. In questi casi, viene sovrascritta parte
della zona di memoria adiacente al buffer, con conseguente possibilità
di corrompere dati di impostazione del sistema e ottenerne il control-
lo. I linguaggi di programmazione più vulnerabili agli attacchi buffer
overflow sono il C e il C++, dato che non prevedono controlli relativi
alle dimensioni degli array.
• Denial of Service: letteralmente “negazione del servizio”. L’hacker
può rallentare o bloccare le attività di un server o, più in generale,
di una rete, e negare agli utenti l’accesso alle informazioni e ai servizi
[28] [29]. Tipicamente, un attacco DoS è realizzato attraverso l’invio di
un’enorme quantità di richieste al dispositivo vittima, il quale non è più
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in grado di gestire le richieste legittime degli utenti. Gli attacchi DoS
rappresentano uno dei principali pericoli per la sicurezza informatica
(ulteriori approfondimenti nella sezione 3.1.5, da p. 37 a p. 47).
• Ingegneria Sociale: attacchi che sfruttano l’ingenuità degli utenti, an-
ziché le vulnerabilità del sistema, per ottenere informazioni private qua-
li password e codici bancari [30]. Un “ingegnere sociale” è quindi un
truffatore informatico, abile nell’arte dell’inganno. Un esempio classico
di ingegneria sociale è una lettera di posta elettronica in cui l’hac-
ker finge di rappresentare il servizio clienti di eBay e chiede all’utente
di reimpostare la sua password a causa di problemi tecnici ai server.
L’utente, ingenuamente, visita il link fornito (pagina opportunamente
allestita per assomigliare al sito originale di eBay) e digita i suoi da-
ti di login nell’apposito form, regalando di fatto i suoi dati sensibili
all’autore dell’attacco.
• Spoofing : tecnica di supporto che permette falsificazione dell’identità
(utilizzata dagli hacker per evitare di essere rintracciati), e falsificazione
di URL (per intercettare dati sensibili degli utenti o facilitare il lancio
di attacchi distribuiti).
2.3 Strumenti di difesa
Vediamo ora alcuni elementi di base atti a proteggere i sistemi dagli at-
tacchi sopracitati e a tutelare le regole fondamentali di cui alle pp. 11-12
(ulteriori aree di sicurezza e implementazioni avanzate dei seguenti metodi
saranno introdotte nel capitolo 3, in ambito Cloud):
• Antimalware: programmi in grado di rilevare file infetti da malware
all’interno del sistema ed eliminarli prima che l’utente possa aprirli e
compromettere la sicurezza del suo computer. Si basano su una estesa
conoscenza dei codici maligni in circolazione: se il programma riscontra
una corrispondenza con uno o più malware presenti nel suo database,
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avvia la disinfezione del sistema. Possono essere predisposti per la ri-
cerca di una particolare tipologia di malware (e.g.: Antivirus1, Antispy-
ware). Alcuni produttori di antimalware: Kaspersky [31], Bitdefender
[32], Avira [33].
• Firewall : componente di difesa perimetrale di una rete in grado di
controllare il traffico in entrata e in uscita, tramite il filtraggio dei
pacchetti dati, fornire protezione da intrusioni esterne e impedire a
programmi nascosti all’interno del computer di accedere ad Internet
ad insaputa dell’utente [34]. Una regola di filtraggio può essere cos̀ı
formalmente definita:
Ri : {Ci} → Di (2.1)
dove i indica la posizione della regola all’interno del set di configura-
zione, Di è un’espressione booleana relativa alle azioni di filtraggio del
traffico associate, e {Ci} è un set di attributi che viene combinato con
espressioni condizionali En tali che {Ci} = E1∩E2∩ . . .∩En, con n pa-
ri al numero di espressioni condizionali relative alla regola di filtraggio
considerata. Dunque, una lista ordinata di regole di filtraggio specifica
le azioni da eseguire sul flusso, sulla base delle condizioni verificate [35].
Le tecnologie firewall di ultima generazione implementano schemi DPI
(Deep Packet Inspection), una forma di filtraggio del traffico che, oltre
a effettuare l’analisi dell’header dei pacchetti, controlla anche il loro
payload, allo scopo di rilevare eventuali divergenze dai protocolli [36],
le quali potrebbero indicare la natura malevola del traffico analizzato,
o la presenza di virus e spam. L’ispezione dei pacchetti è spesso effet-
tuata tramite port mirroring, ovvero l’invio di una copia dei pacchetti
selezionati ad una rete ausiliaria di controllo (ulteriori approfondimenti
alle pp. 43-47).
1Per semplicità, il termine Antivirus viene spesso utilizzato come sinonimo di
Antimalware.
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• Crittografia: processo di trasformazione di un testo semplice in testo
codificato, definito cipher text, mediante un algoritmo risolvibile unica-
mente con l’utilizzo di una chiave segreta. Un testo cifrato può essere
quindi interpretato solo da coloro che conoscono la chiave, la quale per-
mette di ritrasformare il testo cifrato in testo semplice [37]. Esistono
due principali strategie crittografiche: i sistemi a chiave segreta (secret
key / symmetric systems) e i sistemi a chiave pubblica (public key /
asymmetric systems). Nel caso di sistemi a chiave segreta, due (o più)
interlocutori condividono la stessa chiave, e la utilizzano per la codifica
e la decodifica delle informazioni; nei sistemi a chiave pubblica, ogni
interlocutore possiede una coppia di chiavi, delle quali una è pubbli-
ca, e può anche essere comunicata tramite canali non sicuri, e l’altra è
privata, e deve rimanere confidenziale [18]. Il rovescio della medaglia,
relativamente all’utilizzo della crittografia, mostra una riduzione delle
performance del sistema, causata dai tempi di attesa per la codifica e la
decodifica dei dati. Risulta utile, pertanto, effettuare una valutazione
dei rischi che determini quali parti del sistema sia opportuno criptare,
e quali no (o, in alternativa, per quali parti del sistema sia necessario
uno schema a chiave pubblica, più complesso, e per quali sia sufficiente
uno schema a chiave segreta, meno sicuro ma più rapido). Maggiore è il
danno causato da un’eventuale fuoriuscita dell’informazione, maggiore
è il grado di crittografia necessario per la sua protezione: si genera cos̀ı
un inevitabile trade-off tra sicurezza dei dati e prestazioni del sistema
[4].
Attualmente uno dei principali algoritmi di crittografia è l’Advanced
Encryption Standard (AES), che sfrutta una chiave segreta binaria di
lunghezza variabile (128, 192 o 256 bit) [38]. Un esempio di software
di crittografia open-source è TrueCrypt, che permette di nascondere
all’interno di un file contenitore un disco criptato virtuale, il quale può
essere montato come disco rigido vero e proprio. Il programma supporta
i più efficaci algoritmi di crittografia: l’AES, il Serpent (che, utilizzan-
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do una rete a sostituzione e permutazione a 32 passaggi, anziché quella
classica a 16, ottiene un grado di sicurezza persino maggiore di quel-
lo offerto dall’AES, a scapito delle performance [39]) e il Twofish (che
si basa su un’altra struttura di cifratura, la Rete di Feistel, e ottiene
risultati simili a quelli dell’AES [39]). È possibile utilizzare i tre algo-
ritmi in cascata, aumentando notevolmente le complessità di codifica
dell’informazione.
• Steganografia: tecnica che permette di nascondere informazioni sensi-
bili all’interno di altri dati. A differenza della crittografia, che protegge
un dato osservabile, la steganografia ha lo scopo di occultare la pre-
senza del dato stesso. Fra i vari tipi di dati utilizzati come contenitori
dell’informazione nascosta (immagini, audio, video, testi), il formato
immagine digitale JPEG è il più comune [40], e la tecnica stegano-
grafica più diffusa è la Steganografia LSB [41] (anche conosciuta come
“rumore di fondo”). Tale tecnica sfrutta il fatto che l’aspetto di un’im-
magine digitale non cambia se i colori vengono modificati in modo
impercettibile. Si può pertanto correggere il bit meno significativo di
ogni pixel dell’immagine, senza che questa risulti diversa. L’algoritmo
LSB sovrascrive proprio i bit meno significativi dall’immagine “conte-
nitore” con i dati da nascondere, seguendo un ordinamento dettato da
una chiave segreta. Pertanto, l’hacker interessato a ottenere il dato
occultato, non solo non ha motivo di pensare che l’immagine contenga
il dato ricercato, ma deve anche conoscere la chiave steganografica. Un
esempio di software gratuito per la steganografia è OpenPuff [42].
• Intrusion Detection System: sistemi per il rilevamento delle intrusioni,
in grado di identificare accessi non autorizzati al computer e alla rete,
tramite analisi comportamentali degli utenti e anomalie a livello di
sistema. Uno dei principali fattori discriminanti tra firewall e IDS è la
Deep Packet Inspection (p. 21), che prevede l’ispezione del payload dei
pacchetti, ossia i messaggi veri e propri. La DPI è opzionale nel caso
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di firewall, mentre è prerogativa di ogni IDS (ulteriori approfondimenti
nel capitolo 4).
• Autenticazione multifattore: sistemi di sicurezza che richiedono più di
una forma di autenticazione per verificare la legittimità dell’accesso.
Rispetto al classico modello di autenticazione, basato su singole pas-
sword, gli schemi MFA aumentano il grado di identificazione dell’uten-
te. Nel caso di autenticazione a 3 livelli, le verifiche di sicurezza sono
rappresentate da “qualcosa che solo l’utente sa” (e.g.: password, PIN),
“qualcosa che solo l’utente possiede” (e.g.: codici segreti inviati trami-
te SMS o ricavabili dall’estratto conto bancario, tessere elettroniche)
e “qualcosa che solo l’utente è” [43] (e.g.: impronte digitali, scansione
della retina, timbro vocale). In data 15 settembre 2014 è stato registra-
to il completamento del sistema di identificazione biometrica dell’FBI,
chiamato Next Generation Identification System [44] [45] (NGI), sul
quale il bureau investigativo ha lavorato sin dal 2011. Il sistema è in
grado di gestire numerosi livelli di identificazione biometrica (voce, re-
tina, impronte digitali, segni particolari) e implementa un meccanismo
di riconoscimento facciale che coordina videocamere e infrastrutture di
supporto a livello nazionale.
Capitolo 3
Sicurezza dei sistemi Cloud
La sicurezza dei sistemi Cloud rappresenta la nuova frontiera della sicu-
rezza informatica, in cui strategie, protocolli e modelli devono essere imple-
mentati anche a livello virtualizzato, ed essere costantemente aggiornati, per
far fronte ai pericoli più recenti. Prima di entrare nel dettaglio, tuttavia, è
opportuno specificare l’importanza del concetto di affidabilità di un provider.
Nel Cloud Computing, l’architettura e la gestione del servizio sono invisibili
agli utenti (e da qui la parola “Cloud”, nuvola, per descrivere un’entità assai
distante dalla nostra portata fisica) [9]; pertanto, abbandonando i classici
sistemi fisici di controllo e di accesso ai dati, gli utenti si interrogano circa
la sicurezza e l’integrità del sistema. Per rendere più chiaro il concetto di
affidamento a un provider Cloud, si possono prendere in considerazione, per
analogia, le istituzioni finanziarie, quali le banche, presso cui il cliente depo-
sita una somma di denaro in un conto personale, e cessa di avere il possesso
fisico della somma, pur essendone ancora il proprietario. Ne deriva la convin-
zione del cliente di potersi affidare all’integrità finanziaria e tecnologica della
banca per la protezione del suo patrimonio [9]. Allo stesso modo, in ambito
informatico, il cliente si rivolge ad aziende fidate per la gestione dei suoi dati
sensibili, ed è di fondamentale importanza, nel caso in cui anche il cliente
sia un’azienda professionale, chiedere al provider, prima di sottoscrivere con
questi un contratto, di poter conoscere i metodi di sicurezza applicati, allo
25
26 3. Sicurezza dei sistemi Cloud
scopo di delineare il suo profilo di integrità e solidità. Le informazioni utili
sono principalmente l’architettura del sistema (per capire quante e quali stra-
tegie vengono attuate a protezione dei dati sensibili), i modelli di crittografia
(per sapere se vengono rispettati gli standard), la gestione delle patch e degli
scenari di disservizio (per comprendere quali effetti avranno sul servizio even-
tuali aggiornamenti del sistema, e sapere come il provider pensa di gestire
situazioni in cui il servizio non sia disponibile), la localizzazione geografica
delle infrastrutture (per conoscere le leggi vigenti nel territorio in cui si tro-
vano le informazioni), la portabilità del sistema (per assicurarsi la possibilità,
in futuro, di trasportare applicazioni su altri sistemi senza eccessive perdite
di tempo e lavoro) e la segregazione (per sapere se l’infrastruttura o alcu-
ne applicazioni del sistema sono condivise con altri utenti, o completamente
riservate).
3.1 Cloud Top Threats
Scendiamo ora nel dettaglio, analizzando le più rilevanti insidie del Cloud
Computing. La Cloud Security Alliance1, nel documento “Top Threats to
Cloud Computing” [47], elenca le principali categorie di pericoli della nuvola
informatica, allo scopo di assistere aziende e organizzazioni nella gestione
dei rischi che riguardano l’ambiente Cloud. Per ogni categoria di rischio,
vengono suggerite le principali strategie di prevenzione. Il documento viene
costantemente aggiornato, per riflettere i pareri degli esperti di sicurezza
riguardo ai rischi emergenti. Il più recente aggiornamento risale a febbraio
2013, e presenta nove categorie di pericoli, elencate in ordine decrescente di
criticità. Nelle seguenti sezioni, illustrerò caratteristiche, tecniche offensive
e principali contromisure per ognuna delle aree critiche, preservando il loro
ordine di classificazione.
1Organizzazione no-profit creata allo scopo di promuovere l’utilizzo delle migliori
tecniche per la sicurezza del Cloud Computing [46].
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3.1.1 Data Breaches
La principale minaccia in ambito Cloud consiste in violazioni della
sicurezza in cui informazioni confidenziali o dati sensibili vengono vi-
sualizzate, trasmesse o copiate da un individuo non autorizzato a com-
piere queste operazioni [48]. Tali violazioni riguardano principalmente
dati finanziari, come codici bancari e di carte di credito, informazioni
per l’identificazione o la localizzazione di una persona (PII, Personally
Identifiable Information) e proprietà intellettuali. Se il sistema Cloud
non è efficacemente implementato, eventuali falle nell’applicazione di
un solo cliente possono permettere all’hacker di ottenere, oltre ai dati
di quel cliente, anche quelli di altri clienti del sistema. L’autotrunking,
ad esempio, è un protocollo proprietario dei sistemi Cisco2 che consente
alle porte di rete di gestire il traffico dati di più VLAN, semplificando-
ne la gestione. Tuttavia, tale configurazione può rendere il sistema più
vulnerabile, dato che la compromissione di una singola porta espone i
dati sensibili di tutte le reti virtuali connesse [49]. Sempre nell’ambi-
to della virtualizzazione, i ricercatori della RSA3 e delle Università del
North Carolina e del Wisconsin, hanno spiegato come poter sfruttare
un side channel timing attack4 per estrarre chiavi crittografiche private
contenute in macchine virtuali [51].
Contromisure:
• Secure Disposal [52]: evitare backup di informazioni e ridondanze,
e stabilire politiche e procedure per la rimozione dei dati da tutti
i dispositivi di memorizzazione al di fuori della rete Cloud.
• Non-Production Data [52]: i dati di produzione, ovvero le infor-
mazioni che registrano le conoscenze aziendali riguardo ai processi
2Cisco: è una delle aziende leader nel campo della sicurezza e delle reti informatiche.
3Divisione della Sicurezza della EMC, una delle maggiori aziende nel campo
dell’Information Technology.
4Attacco informatico in cui l’autore tenta di compromettere un sistema di crittografia
analizzando il tempo impiegato dal sistema per l’esecuzione dei suoi algoritmi [50].
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di produzione, non devono essere replicati o utilizzati in ambienti
di non-produzione.
• Information Leakage [52]: implementare meccanismi di sicurezza
per prevenire la fuoriuscita di dati. Fra le principali possibilità:
– Chaffing and Winnowing : tecnica che consiste nell’aggiunta
di pacchetti di dati falsi al messaggio vero e proprio, in mo-
do che risulti impossibile distinguere le informazioni fittizie
da quelle reali, a meno che non si conosca la chiave di let-
tura [53]. Spesso questa tecnica è utilizzata nell’ambito di
reti di comunicazione che inviano i pacchetti dati in ordine
casuale, allo scopo di aumentare ulteriormente la protezione
dell’informazione. I pacchetti di dati del mittente contengo-
no pertanto l’indice del pacchetto, l’informazione e un codice
di autenticazione del messaggio (MAC), l’elemento discrimi-
nante per la determinazione della legittimità del pacchetto.
Il destinatario, che possiede la chiave di lettura, conosce il
criterio in base al quale separare i MAC autentici da quelli
fittizi, e può estrarre il messaggio originale.
Il Chaffing and Winnowing, non essendo categorizzabile co-
me metodo crittografico, è particolarmente utile nei pae-
si in cui è vietata per legge l’esportazione di informazio-
ni crittografiche, o la crittografia stessa delle comunicazioni
[53].
– Steganografia: p. 23.
• Risk Assessments [52]: effettuare, a intervalli regolari, valutazioni
dei rischi riguardanti la gestione dei dati.
• Encryption: applicare tecniche di crittografia per la protezione
dei dati sensibili (p. 19).
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• Encryption Key Management [52]: stabilire politiche e procedure
per garantire un’efficace gestione delle chiavi crittografiche. In
uno scenario ideale, la chiave di crittografia dovrebbe essere so-
stituita ad ogni messaggio inviato, in modo che solo tale messag-
gio risulti comprensibile nel caso in cui la chiave venga rubata.
Sfortunatamente, uno scenario simile comporta un notevole appe-
santimento della comunicazione, pertanto è necessario effettuare
un’analisi dei rischi e valutare il trade-off tra sicurezza e perfor-
mance, allo scopo di ottenere un buon grado di sicurezza senza
compromettere l’efficacia del sistema.
• User ID Credentials [52]: rafforzare le credenziali d’accesso e i
controlli sulle password per applicazioni, database e infrastruttu-
re; verificare l’identità di un utente prima di permettere il reset
della sua password, la quale deve essere cambiata almeno ogni 90
giorni e deve avere una lunghezza minima di 7 caratteri alfanu-
merici. Se l’utente, dopo aver effettuato l’accesso, diventa inat-
tivo per più di 15 minuti, dovrà inserire nuovamente la password
(vincolo comune nei siti di online banking).
• Production/Non-Production Environments [52]: separare gli am-
bienti di produzione da quelli di non-produzione, allo scopo di
prevenire o ridurre accessi non autorizzati – o modifiche – al set
informativo di conoscenze aziendali.
• Remote User Multi-Factor Authentication [52]: richiedere l’au-
tenticazione multi-fattore per ogni accesso remoto (p. 24).
• VLAN Hopping prevention: Nell’ambito delle reti virtuali, e con
particolare riferimento ai sistemi Cisco, spesso l’hacker simula il
comportamento del protocollo di trunking per dirottare i traffici
gestiti dalla trunk port a un host controllato. La soluzione più
efficace consiste nel disabilitare la funzione di trunking, tuttavia è
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possibile mantenere la trunk port e al contempo bloccare l’attacco
configurando gli switch in modo tale che non possano “negoziare”
scambi di traffico [49], tramite il comando:
switchport nonegotiate
3.1.2 Data Loss
Il secondo principale rischio del Cloud Computing consiste in guasti
che causano la distruzione di informazioni immagazzinate, trasmesse o
in fase di elaborazione. Possono verificarsi a livello software (e.g.: crash
/ bug del programma, errori accidentali) o a livello hardware (e.g.: in-
terruzione di corrente, compromissione dei server a causa di bancarotta
del provider o di disastro naturale). Sfortunatamente, i principali meto-
di per prevenire la perdita di informazioni, quali la creazione di backup
di una o più parti del database, esacerbano i rischi di data breaches
causati da violazioni esterne [47].
Contromisure:
• Retention Policy & Risk Assessments [52]: generare periodica-
mente backup dei dati più sensibili del sistema, valutando, tra-
mite analisi dei rischi, per quali parti del sistema sia necessario
effettuare backup più frequenti, e per quali invece siano sufficien-
ti salvataggi più sporadici, nel caso in cui la relativa perdita di
informazioni produca un danno minore.
• Environmental Risks [52]: garantire protezione fisica all’infra-
struttura contro danni naturali (e.g.: incendi, allagamenti, ter-
remoti) tramite l’utilizzo di sensori in grado di rilevare dati am-
bientali quali temperatura, umidità e flusso d’aria, mezzi di isola-
mento termico come porte tagliafuoco, e monitor per controllare
lo stato delle proprie infrastrutture in remoto.
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• Equipment Location [52]: per limitare i danni in caso di disa-
stri ambientali, i server più importanti devono essere collocati in
luoghi distanti da aree ad alto rischio ambientale, e sostenuti da
infrastrutture ridondanti collocate a ragionevole distanza.
• Resiliency Management Program, Impact Analysis & Business
Continuity Planning [52]: stabilire procedure di ripresa per mini-
mizzare l’impatto di un evento negativo sull’azienda e facilitare la
salvaguardia del patrimonio informativo, attraverso un program-
ma che combini controlli preventivi e di recupero. Identificare i
settori più critici del sistema, le sue dipendenze, sia interne sia
da terze parti, e determinare le priorità per il recupero. Stabilire
quindi un piano di continuità aziendale per documentare le stra-
tegie che permettano all’azienda di continuare ad esercitare il suo
business, anche a fronte di avversità.
3.1.3 Account or Service Traffic Hijacking
Attacchi in cui l’hacker ruba – tramite phishing, truffa o sfruttamen-
to delle vulnerabilità dell’applicazione – i dati di accesso dell’account di
un utente, e li utilizza per effettuare operazioni malevole o non autoriz-
zate [54]. Molti utenti scelgono la stessa password per più account, con
conseguente possibilità, da parte dell’hacker, di ottenere l’accesso a più
servizi: si amplifica cos̀ı l’impatto negativo di questo genere di attacchi
[47]. L’hacker può intercettare le attività della vittima, manipolare o
corrompere i suoi dati e ottenere i codici bancari per sottrarre denaro.
Nell’ambito dei siti web dinamici, una delle principali vulnerabilità del-
la sicurezza è il Cross-site scripting (XSS), che permette agli attaccanti
di inserire codice maligno in siti web affidabili, sfruttando i form5 offerti
agli utenti. Stando a un rapporto di Cenzic6 del 2014, circa il 25% delle
5Form: interfaccia web che consente a un client di digitare dati e inviarli al server.
6Azienda che opera nel campo della sicurezza informatica, con particolare focus su
settori Cloud, Mobile e Web.
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violazioni web sono dovute a XSS, che detiene il primato di “top web
vulnerability” [55].
Contromisure:
• Identities Management [4]: vista la possibilità, per un utente,
di richiedere molteplici servizi allo stesso provider, sarebbe inef-
ficiente gestire i dati di accesso di ogni servizio separatamente,
e lasciare che il cliente utilizzi un login diverso per ogni servi-
zio invocato. Il pericolo maggiore derivante da questo scenario è
che l’utente, per comodità, inizierebbe a utilizzare il salvataggio
automatico delle password sul suo web browser, evitando cos̀ı di
dover ridigitare ogni volta i dati di accesso, e favorendo gli hacker
nei tentativi di phishing. La soluzione a questo potenziale pro-
blema è il Single Sign-On (SSO), uno schema di accesso in cui
le identità degli utenti sono gestite in modo incrociato attraver-
so più sistemi e molteplici servizi: l’utente effettua l’accesso una
volta sola, ed è automaticamente autorizzato ad usufruire di tutti
i servizi per i quali ha ottenuto il permesso. Un esempio di SSO
è Shibboleth, un modello open-source di autenticazione unica tra
più organizzazioni o più servizi di una stessa organizzazione [56].
• User Access Policy, Restriction, Authorization & Revocation [52]:
implementare politiche per la gestione, la concessione e la revo-
ca dei permessi di accesso alle applicazioni, al database e al-
l’infrastruttura di rete. Le modalità di accesso, sia standard
sia privilegiate, devono essere inizialmente testate e approvate
dall’amministrazione prima di essere assegnate agli utenti.
• User Access Reviews [52]: tutti i livelli di accesso devono essere
revisionati dall’amministrazione a intervalli regolari, allo scopo
di monitorare i privilegi concessi agli utenti e rilevare eventuali
anomalie nel sistema.
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• Incident Management [52]: stabilire procedure da attuare in caso
di incidenti di sicurezza (e.g.: intrusioni, abusi di privilegi). E’ op-
portuno documentare l’incidente e fornire all’autorità giudiziaria
un resoconto completo, sostenuto dai registri degli eventi.
• User ID Credentials & Remote User Multi-Factor Authentication:
valgono le stesse politiche esposte a p. 29.
• Audit Logging / Intrusion Detection [52]: compilare e conservare
registri di revisione (audit logs) che registrino le attività degli
utenti con accessi privilegiati, i tentativi di accesso non autorizzati
e le eccezioni del sistema. Implementare strumenti di rilevamento
delle intrusioni (ulteriori approfondimenti nel capitolo 4).
• Web Protection Libraries [57]: utilizzare librerie apposite per la
codifica e decodifica dei testi inseriti in input form. Un esem-
pio di libreria gratuita è AntiXSS di Microsoft, che fornisce un
insieme di funzioni HTML, XML, CSS e JavaScript utili per la
prevenzione di attacchi cross-site scripting.
3.1.4 Insecure Interfaces and APIs
Le Cloud APIs sono interfacce il cui scopo è fornire ai clienti una
comoda gestione dei servizi e la possibilità di realizzare applicazioni
Cloud. Essendo le interfacce strumenti di interoperabilità fra più uten-
ti e programmi, rappresentano punti critici del sistema; pertanto, se
compromesse, rischiano di mettere a repentaglio la sicurezza di tutte
le applicazioni ad esse collegate, e, di conseguenza, di tutti gli utenti
che le utilizzano. Per garantire a un cliente la sicurezza del suo cana-
le di comunicazione, si utilizzano i certificati, documenti elettronici il
cui scopo è garantire l’autenticità di un servizio. Esistono tre tipi di
certificati [58]:
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• CA/Root Certificate: identificano un ente, pubblico o privato,
abilitato a rilasciare un certificato digitale, e garantiscono l’auten-
ticità di un Site Certificate o di un Intermediate CA Certificate.
Sono gli unici certificati incorporati nei browser di navigazione, e
rappresentano il massimo grado di certificazione.
• Intermediate/Branch CA Certificate: come i primi, identificano
un ente, pubblico o privato, abilitato a rilasciare un certificato
digitale, e garantiscono l’autenticità di un Site Certificate o di
un ulteriore Intermediate CA Certificate. Sono utilizzati per la
realizzazione di catene di certificazione.
• Site/Leaf Certificate: identificano un particolare URL e garanti-
scono l’autenticità di una chiave di sicurezza.
Sfortunatamente, gli hacker sono in grado di falsificare i certificati, e,
sfruttando tecniche di Ingegneria Sociale (p. 20) ingannano gli uten-
ti, convincendoli che i dati trasmessi siano protetti, mentre in realtà
vengono inoltrati a un host segreto. La domanda è: “come fa l’hac-
ker a intercettare le informazioni segrete di un client e, al contempo,
simulare il comportamento del server, in modo che l’utente riceva la ri-
sposta attesa e non si accorga che la comunicazione è compromessa?”.
La risposta risiede nell’uso di un attacco “Man-in-the-Middle”, definito
giustappunto come tecnica offensiva in cui l’attaccante reindirizza la
comunicazione fra due utenti al proprio host, senza che questi se ne
accorgano [59], e può contaminarla a suo piacimento. Contromisure:
• Application Security [52]: le applicazioni devono essere progettate
seguendo gli standard di sicurezza industrialmente accettati (e.g.:
verifiche OWASP7 per le applicazioni web).
7OWASP (Open Web Application Security Project) è un progetto open-community che
presenta quattro livelli di verifica per categorizzare le applicazioni Web in base alla loro
capacità di soddisfare determinati requisiti di sicurezza [60]. Tali criteri di verifica rap-
3.1 Cloud Top Threats 35
CLIENT MITM SERVER
Figura 3.1: Rappresentazione semplificata di un attacco MITM
• Transport security : utilizzare un protocollo EAP (Extensible Au-
thentication Protocol), quali MD5 (Message Digest) o TLS (Trans-
port Layer Security) per garantire un canale di comunicazione
sicuro fra client e server, nell’accesso alle API del sistema.
• Man-in-the-Middle attacks prevention: consideriamo il classico
scenario in cui l’hacker intercetta le comunicazioni fra un client e
il server. Entrambi i nodi pensano di comunicare direttamente e
in sicurezza, grazie al protocollo SSTP (Secure Socket Tunneling
Protocol), ma in realtà l’hacker sta svolgendo il ruolo di interme-
diario fra i due, captando le richieste dell’uno e le risposte dell’al-
tro. La figura 3.2 [61] mostra il diagramma delle interazioni fra
client, hacker e server nel caso di un attacco MITM in cui il nodo
illegittimo è rappresentato da un access point fasullo. Per contra-
stare questo genere di attacchi, è opportuno che il server richieda
al client di inserire un attributo speciale (crypto binding attri-
bute) nel Call Connected message, ossia il pacchetto di dati che
rappresenta il passaggio conclusivo della negoziazione SSTP. Tale
attributo è ottenuto mediante l’utilizzo di una chiave contenuta
all’interno del client stesso. In altre parole, la chiave EAP è rica-
vata dalla combinazione di due chiavi: una chiave pubblica, che
presentano, per le software house, linee guida sulle quali basarsi per consolidare l’integrità
delle applicazioni sviluppate.
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Figura 3.2: Esempio di scenario MITM
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viene inviata in rete al destinatario, e una chiave privata, conser-
vata segretamente all’interno del dispositivo. Sfruttando la chiave
privata, il mittente genera una firma digitale e la invia al desti-
natario, il quale, conoscendo la chiave pubblica, può verificarne
la legittimità. In questo scenario, l’hacker non può completare la
negoziazione SSTP con il server, poiché, non conoscendo la chia-
ve privata del client, non è in grado di replicare la firma digitale
necessaria al riconoscimento. Nel caso in cui l’hacker riesca a in-
tercettare la firma digitale inviata al server, non otterrà comunque
alcun beneficio, poiché le firme digitali non possono essere riutiliz-
zate, bens̀ı sono rigenerate ad ogni nuova negoziazione, mediante
l’utilizzo di una nuova chiave pubblica [62]. Il diagramma delle
interazioni in figura 3.3 [61] evidenzia lo scenario risolutivo.
• Certificate Check : prima di accettare un certificato, controllare
che esso identifichi lo stesso indirizzo al quale si sta tentando di
accedere, e che non sia scaduto. Verificare inoltre che il contenuto
del campo basic constraints, utilizzato per specificare lo scopo del
certificato, sia coerente con il servizio garantito [58].
• User Access Policy, Restriction, Authorization & Revocation: val-
gono le stesse politiche esposte a p. 32.
3.1.5 Denial of Service
Un attacco di tipo Denial of Service (DoS) rappresenta il tentativo
di precludere a un utente l’utilizzo delle risorse del proprio elaboratore
[63]. Se l’attacco è inviato da due o più persone o bot, esso prende
il nome di Distributed Denial of Service (DDoS), attualmente uno dei
più utilizzati attacchi informatici alle reti Cloud. Tipicamente median-
te l’uso di Trojan Horses, il mittente dell’attacco ottiene il controllo di
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Figura 3.3: Esempio di scenario MITM con soluzione crypto binding
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svariati computer, definiti vittime o zombie8, i quali, inviando ai server
della rete il maggior numero possibile di richieste, li sovraccaricano a
tal punto da impedire al sistema di gestire le richieste legittime degli
utenti, compromettendo il servizio.
Il DoS è il principale metodo offensivo del Cyberterrorismo, in cui le
vittime sono enti e organizzazioni che hanno attirato propositi di ven-
detta di singoli o gruppi organizzati. In altri casi, le motivazioni che
spingono un hacker a lanciare un attacco DoS sono di ordine pratico:
nella maggior parte dei sistemi Windows NT9 è necessario riavviare il
sistema per rendere effettivi alcuni cambiamenti di impostazioni. L’at-
taccante, che, con altri metodi, è riuscito ad acquisire i privilegi di
amministratore, ma ha bisogno di renderli effettivi, utilizza un attacco
DoS per tentare di mandare in crash il sistema e costringere l’ammini-
stratore a forzarne il riavvio [65].
Esistono diversi tipi di DoS, ma solo alcuni di essi rappresentano tut-
t’oggi un pericolo concreto:
• SYN Flood : si basa sul protocollo di comunicazione TCP, ca-
ratterizzato da una connessione bilaterale stabilita nel seguente
modo: il client invia un pacchetto SYN al server; questi rispon-
de con un pacchetto SYN-ACK che rappresenta il riconoscimento
(acknowledgement) della richiesta del client e l’apertura della co-
municazione da server a client (half-open connection); infine, il
client invia al server un ACK che rappresenta il riconoscimen-
to dell’accettazione della sua richiesta, stabilendo la connessione
in senso inverso, da client a server, e realizzando cos̀ı il canale
di comunicazione full-duplex. L’attacco DoS di tipo SYN flood
sfrutta un comportamento anomalo nell’attuazione della comu-
8Zombie: in ambito informatico, indica un computer, connesso a Internet, compromes-
so da un hacker attraverso virus o trojan horse e utilizzato per l’attuazione di attacchi
informatici. La maggior parte dei proprietari di computer zombie non sono al corrente del
fatto che i propri dispositivi siano compromessi e sfruttati a scopi fraudolenti da terzi [64].
9Famiglia di release di Microsoft Windows, che consiste in: XP, Vista, Seven, 8.
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nicazione TCP per sovraccaricare la rete. Un host effettua un
enorme numero di richieste al server tramite l’invio di pacchetti
SYN. Per ognuna di queste richieste, il server restituisce un pac-
chetto SYN-ACK, apre una connessione monolaterale e attende il
pacchetto finale ACK del client per completare la creazione del-
la comunicazione bilaterale. Tuttavia, l’attacco è strutturato in
modo tale che nessuna risposta finale sia inviata al server: tutte
le connessioni inizializzate dal server causano quindi saturazione
del traffico, riducendo o azzerando il numero di connessioni che
il server stesso è in grado di effettuare, e impedendo la gestione
delle richieste legittime degli utenti del sistema [66].
• Ping Flood : l’hacker travolge il dispositivo vittima con un elevato
numero di pacchetti ICMP10 di tipo ECHO REQUEST, comune-
mente utilizzati per il ping11. Se la rete non è opportunamente
configurata per difendersi da questo tipo di attacco, il dispositivo
vittima risponderà con un altrettanto elevato numero di pacchetti
ECHO RESPONSE, consumando la sua banda in uscita. Alter-
nativamente, l’hacker può impostare, tramite spoofing, l’IP del
computer bersaglio come indirizzo di origine dei pacchetti, in mo-
do che siano gli altri dispositivi della rete a inviare i pacchetti
ECHO RESPONSE alla vittima, con conseguente consumo della
sua banda in entrata.
• Peer-to-peer attack : l’hacker forza la disconnessione di un elevato
numero di clients dalla rete peer-to-peer alla quale sono connessi,
10Internet Control Message Protocol: protocollo utilizzato da dispositivi di rete, quali i
router, per inviare notifiche e segnalazioni di errori.
11Ping: strumento utilizzato per la misurazione del tempo impiegato da un pacchetto
ICMP a raggiungere un dispositivo in rete e a tornare al dispositivo di origine. Invia
un pacchetto ECHO REQUEST al dispositivo bersaglio, allo scopo di ottenere da questi
un pacchetto ECHO RESPONSE. Tale processo è utile per verificare la presenza e la
raggiungibilità di dispositivi connessi in rete e per misurare le latenze di trasmissione [67].
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e la loro conseguente connessione al dispositivo vittima, causan-
done il degrado delle performance o il sovraccarico immediato.
Per contrastare questo genere di attacco, è necessario l’utilizzo
di algoritmi in grado di rilevare le botnet12 e bloccare il traffico
da esse generato. BotHunter [68] può individuare botnet centra-
lizzate o P2P mediante l’analisi di comportamenti anomali quali
il port scanning13 non autorizzato e la presenza di dispositivi in
ascolto presso i canali di comunicazione della rete. BotTrack [70]
rileva botnet P2P utilizzando l’algoritmo PageRank14 per creare
un grafo delle dipendenze degli host, quindi identifica le botnet
osservando i dispositivi con il maggior numero di collegamenti re-
ciproci e caratterizzati da comportamenti simili. Approcci di ul-
tima generazione, quali il modello proposto da Jiang, H. e Shao,
X. [71] pongono il focus sulle “Command & Control communica-
tions”, ossia le comunicazioni fra i molteplici nodi di una botnet
e il server origine del botmaster, che rappresenta il “single point
of failure”15 del sistema: individuare ed interrompere tali comu-
nicazioni rende l’intera botnet completamente inattiva. Benché
le botnet più elaborate sfruttino politiche di ridondanza quali il
backup dei server C&C e numerose strategie controffensive (e.g.:
reindirizzare i bot a un diverso server di controllo), l’analisi delle
comunicazioni C&C resta comunque uno dei metodi più effica-
ci contro gli attacchi P2P, offrendo un elevato rilevamento del
12Botnet: rete costituita da dispositivi controllati da una singola entità definita bot-
master. Questi individua eventuali falle nella sicurezza del sistema, quindi, attraverso
malware, infetta componenti dell’infrastruttura allo scopo di utilizzarli in remoto per
operazioni illecite.
13Port Scanning: processo di scansione delle porte TCP e UDP di un host, per verificare
quali sono accessibili e quali invece sono bloccate [69].
14PageRank: algoritmo di analisi che assegna un valore numerico ad ogni elemento del
sistema, allo scopo di quantificare la sua rilevanza all’interno dell’insieme globale.
15Single point of failure: punto critico del sistema che, se compromesso, può causare la
disfunzione dell’intero sistema.
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traffico malevolo e un ridotto tasso di falsi positivi.
• Permanent DoS : ha lo scopo di sabotare le risorse hardware del
dispositivo bersaglio, tramite la compromissione delle sue inter-
facce e la sostituzione dei firmware originali con versioni corrotte
[72]. Esempi di DoS permanenti consistono in:
– modificare le ACPI 16 dei ventilatori interni e della batteria,
allo scopo di causare il surriscaldamento dell’host o il guasto
dei dispositivi stessi;
– impostare il tasso di refresh dello schermo a un valore estre-
mamente elevato, per sovraccaricare i monitor a tubo cato-
dico;
– reiterare ininterrottamente la sovrascrittura di ogni disposi-
tivo di memorizzazione, riducendone la vita operativa.
• HTTP POST DoS : recentemente, gli attacchi DoS sfruttano vul-
nerabilità del livello 7 del modello OSI, l’Application Layer. Nel-
l’ambito di un attacco HTTP DoS, l’hacker invia un pacchet-
to HTTP POST al server, affinché questo accetti di ricevere un
messaggio, dopodiché, non appena la connessione è stata stabili-
ta, imposta una velocità di upload estremamente bassa (e.g.: 1
byte ogni 60 secondi). Poiché la richiesta iniziale è legittima, il
server non può sapere che il mittente ha appositamente minimiz-
zato la sua velocità di invio, pertanto attende l’arrivo dell’intero
messaggio [73]. Un invio multiplo di HTTP POST può quin-
di compromettere la capacità del server di gestire le richieste di
utenti legittimi.
Contromisure: la principale difficoltà nel realizzare un efficace sistema
di difesa contro gli attacchi DoS risiede nella necessità di identificare il
16Advanced Configuration Power Interface: interfacce per il controllo di un dispositivo
e per la gestione della sua alimentazione.
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traffico illegittimo e separarlo da quello legittimo. I Firewall, potendo
bloccare l’accesso alla rete a determinati indirizzi o porte, costituiscono
il perimetro più esterno del sistema di difesa. È possibile, ad esempio,
bloccare qualsiasi richiesta proveniente da un indirizzo IP ostile, impe-
dendo cos̀ı all’autore dell’attacco di eseguire operazioni illecite. Tutta-
via, nella maggior parte dei casi, gli attacchi DoS sono sufficientemente
complessi da non permettere un’immediata individuazione degli indiriz-
zi IP che hanno causato il flusso di traffico malevolo. Inoltre, il blocco
delle porte può risultare controproducente, poiché gli attacchi DoS più
sofisticati sfruttano le medesime porte utilizzate dai clienti del sistema,
pertanto bloccare una porta specifica potrebbe impedire ai server di
gestire il traffico legittimo degli utenti. Per questi motivi, il Firewall
deve essere opportunamente implementato affinché possa rappresentare
un efficace componente dei sistemi di sicurezza distribuiti, specialmente
in ambito Cloud. Una delle strategie principali è l’intensificazione del
rate limiting, ossia il controllo sul flusso del traffico inviato e ricevuto:
• Gli attacchi di tipo SYN flood possono essere prevenuti median-
te tecniche di Delayed Binding [74] (a.k.a. TCP Splicing), che
rappresentano lo slittamento della connessione tra client e server,
ritardando la creazione del canale di comunicazione fino a quan-
do tutti i pacchetti di dati previsti nei passaggi del protocollo
TCP sono stati ricevuti da entrambe le parti. In questo modo,
il SYN flood viene bloccato, in quanto il server non apre alcuna
half-open connection fino al ricevimento del pacchetto finale dal
client, e questo avviene solo nel caso di richieste legittime che
rispettano il protocollo standard TCP.
• Il Bogon Filtering è una tipologia di filtraggio del traffico che ri-
cerca pacchetti specificanti, come origine o destinazione, indirizzi
oscuri o appartenenti a porzioni di spazio IP non utilizzate. Gli
indirizzi oscuri (dark addresses o indirizzi marziani) sono indirizzi
ad uso speciale riservati alla IANA (Internet Assigned Numbers
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Authority), l’autorità responsabile dell’assegnazione degli indiriz-
zi internet, mentre gli altri rappresentano gli indirizzi non anco-
ra allocati. Pertanto, un eventuale riscontro di tali indirizzi nei
pacchetti dati ricevuti comporta, nella maggioranza dei casi, un
tentativo di DoS, in cui l’autore intende nascondere la propria
identità e far risultare che l’attacco sia originato da una fonte
differente o fittizia, impedendo cos̀ı la sua geolocalizzazione. Ciò
è possibile grazie alle tecniche di spoofing: tipicamente il pro-
gramma sceglie indirizzi di origine e destinazione in modo casuale
dall’intero spazio IP, tuttavia i meccanismi più recenti e sofisticati
conservano una lista degli indirizzi oscuri e di quelli non ancora
allocati, in modo da evitare che gli IP generati ricadano in uno
dei due insiemi [75].
• Grazie alle Clean Pipes, tutto il traffico di rete viene fatto passare
attraverso un “centro di lavaggio” in cui l’utilizzo di vari metodi,
quali proxy17 e tunnel18, permette un ulteriore separazione del
traffico maligno da quello legittimo, e consentono solamente a
quest’ultimo di superare il centro di controllo e arrivare al server.
Fra le più grandi compagnie informatiche realizzatrici di Clean
Pipes vi sono Verisign, Arbor Networks e AT&T.
• Per contrastare gli attacchi DoS che sfruttano il livello 7 del mo-
dello OSI, tra i quali il diffuso HTTP POST attack, di cui a p.42,
si può specificare un intervallo di tempo massimo al termine del
quale il server interrompe la comunicazione con il client, indipen-
dentemente dalla legittimità della richiesta. I server Apache19, ad
17Proxy: elemento di rete che si interpone fra un client e un server. Il client, anziché
inviare le richieste direttamente al server, le invia al proxy, il quale ha il compito di
inoltrarle al server, e restituire infine la risposta al client [76].
18Tunnel: “an intermediary program which is acting as a blind relay between two
connections” [76]
19Apache: è una delle piattaforme Web Server più diffuse al mondo.
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esempio, consentono la gestione di questa impostazione tramite
l’estensione TimeOut [77]. La direttiva:
TimeOut 45
interrompe ogni connessione in cui il client impiega più di 45
secondi per completare l’invio del pacchetto.
• Deep Packet Inspection: p. 21.
In aggiunta al filtraggio del traffico, la gestione dello scheduling di rete20
può rappresentare un eccellente metodo di difesa dagli attacchi DDoS.
L’idea centrale è l’utilizzo di una priority queue, una coda caratterizzata
da un livello di priorità associato ad ogni suo elemento. Gli elementi
a priorità più elevata hanno la precedenza sugli altri: si determina
cos̀ı uno scenario di prelazione (preemption), in cui l’elaborazione della
richiesta corrente può essere interrotta a favore di una seconda richiesta
pervenuta successivamente, ma con priorità superiore. Distinguendo il
traffico malevolo da quello legittimo, si può dirottare il primo verso la
coda a priorità bassa (di tipo Tail Drop21) e il secondo verso quella a
priorità alta, permettendo ai clienti di usufruire del servizio anche se il
sistema è sotto attacco. Lin, C.-H. et al. [78] propongono uno schema
Double Check Priority Queue, strutturato nel seguente modo:
1. Source analysis : al ricevimento di un pacchetto, il server controlla
se ha già ricevuto altri dati dalla stessa fonte. In caso negativo,
la probabilità che il pacchetto appartenga a un flusso di traffico
malevolo è molto bassa, pertanto il server indirizza il pacchetto
verso la coda ad alta priorità, destinata agli utenti legittimi, e
20Network scheduler: programma di rete che gestisce il traffico in entrata e in uscita,
sfruttando apposite code per amministrare le contese dei pacchetti di dati che richiedono
la propria elaborazione in modo concorrente.
21Tail drop: algoritmo di scheduling che prevede il rifiuto automatico di ogni pacchetto
in ingresso, nel caso in cui la coda sia piena.
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crea una struttura dati in cui inserisce indirizzo del mittente,
tempo di arrivo e altri dati di rilevazione relativi al pacchetto.
In caso affermativo, invece, gli scenari possibili sono due: se la
fonte è risultata sospetta, in precedenti iterazioni dell’algoritmo,
il pacchetto viene direttamente inviato alla coda a bassa priorità;
in caso contrario, si procede con la seconda fase del controllo:
l’analisi degli intervalli.
2. Packet Intervals Analysis : lo scheduler di rete calcola la soglia
(threshold) al di sopra della quale il traffico è considerato malevo-
lo, e le medie armoniche22 relative ai tempi di arrivo degli ultimi
pacchetti. La formula proposta per il calcolo della threshold è:
T = C
b
n
(3.1)
dove T è tale soglia, b è la banda di rete, n è il numero di utenti
correnti e C è una costante regolabile in un range di valori (da
1,5 a 10).
Stabilita la soglia di traffico del sistema, l’algoritmo calcola le
medie armoniche:
Ht12(t) =
2
1
t1
+ 1
t2
(3.2)
Ht23(t) =
2
1
t2
+ 1
t3
(3.3)
quindi ricava la differenza tra le due medie:
Hdiff = Ht23(t)−Ht12(t) (3.4)
e utilizza il valore ottenuto per determinare l’incoming packets
rate, il tasso di pacchetti in ingresso, dato dal reciproco della
22La media armonica di n termini è definita come il reciproco della media aritmetica
dei reciproci degli n termini. È notevolmente influenzata dagli outlier piccoli, piuttosto
che da quelli grandi, pertanto è adatta allo scenario descritto, in cui la presenza di traffico
malevolo è direttamente collegata al rilevamento di intervalli di tempo minimi fra un
pacchetto di dati e quello successivo.
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media armonica. Infine, il tasso rilevato viene confrontato con il
valore di threshold. Se il tasso è maggiore, significa che il sistema
sta gestendo un traffico assai più elevato della norma, e si trova
probabilmente sotto attacco: il pacchetto viene quindi indirizzato
verso la coda a bassa priorità. In caso contrario, il sistema è
stabile e il pacchetto viene inoltrato alla coda ad alta priorità.
Ultime, ma non meno importanti, alcune strategie preventive proposte
dalla CSA in ambito gestionale [52]:
• Capacity/Resource Planning : effettuare proiezioni e stime di even-
tuali necessità di risorse extra, per ridurre il rischio di inadem-
pimento contrattuale in caso di sovraccarichi, valutando attenta-
mente il trade-off tra margine di sicurezza e dispendio di risorse.
• Equipment Power Failures : implementare meccanismi di ridon-
danza per garantire la disponibilità delle informazioni anche in
caso di interruzioni del servizio relative a una parte dell’infra-
struttura.
• Application Security : valgono le stesse politiche esposte a p. 34.
3.1.6 Malicious Insiders
Bisogna considerare l’eventualità che i rischi non sopraggiungano
dall’esterno del sistema, bens̀ı nascano direttamente all’interno dello
stesso. Il CERT23 definisce un “insider threat” nel seguente modo: “A
malicious insider threat to an organization is a current or former em-
ployee, contractor, or other business partner who has or had authorized
access to an organization’s network, system, or data and intentionally
exceeded or misused that access in a manner that negatively affected the
23CERT: Divisione della Sicurezza della SEI, importante azienda nel campo della cy-
bersecurity, avente come missione principale la coordinazione delle risposte ai problemi di
sicurezza informatica [79].
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confidentiality, integrity, or availability of the organization’s informa-
tion or information systems” [80].
I motivi che spingono un dipendente ad arrecare danni immateriali al-
l’azienda in cui lavora sono principalmente di tipo economico: vendere
informazioni private può essere molto remunerativo, cos̀ı come rivelare
parti del patrimonio informativo aziendale a un’azienda competitrice.
Contromisure:
• Third Party Audits : provider esterni a cui si affida l’azienda de-
vono essere periodicamente sottoposti ad analisi, per assicurarsi
che mantengano conformità con i protocolli di sicurezza, di con-
fidenzialità e di qualità del servizio, come stabilito da contratto
[52] (se un’azienda X si affida a un provider esterno Y per la for-
nitura di uno o più servizi ai propri clienti, è necessario che la
qualità del servizio offerta da Y sia conforme a quella degli SLA
dell’azienda X).
• Information Leakage: valgono le stesse strategie esposte a p. 28.
• User Access, Unauthorized Persons Entry & Off-Site Authoriza-
tion [52]: l’accesso fisico ai patrimoni informativi aziendali da
parte di utenti e del personale di supporto deve essere soggetto
a restrizioni. I punti di ingresso e di uscita dell’edificio e altre
aree a cui il personale non autorizzato può accedere (e.g.: aree
di servizio) devono essere monitorate e isolate dall’infrastruttura
di conservazione dei dati sensibili. Inoltre, qualsiasi trasferimen-
to di risorse hardware o software in altri edifici deve ottenere
un’autorizzazione prima di poter essere effettuato.
• Human Resources Background Screening [52]: tutti i candidati e
le terze parti devono essere soggetti a verifica del proprio back-
ground, con una profondità di controllo proporzionale alla classe
di privilegi di cui potranno disporre.
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• Roles, Responsibilities & Segregation of Duties [52]: è opportuno
documentare i ruoli e le responsabilità di impiegati, contraenti e
terze parti in relazione alla gestione del patrimonio informativo
e della sicurezza. Stabilire politiche e procedure di separazione
dei compiti per evitare che la responsabilità di un intero settore
aziendale ricada nelle mani di un singolo dipendente.
• Encryption: si applicano tecniche di crittografia per la protezione
dei dati sensibili (pp. 22-23).
• USB Devices Disabling/Restriction: sebbene il firewall, le impo-
stazioni di rete e i sistemi di monitoragio blocchino il traffico non
autorizzato in uscita, per impedire fughe di dati, cosa impedisce
a un dipendente di trasferire fisicamente i dati desiderati su un
dispositivo di memorizzazione rimovibile, quale una chiave USB?
In riferimento a Windows Seven, si può disabilitare il riconosci-
mento di memorie USB non ancora installate nel sistema acce-
dendo alla directory:
%windir%\inf
e modificando i permessi degli utenti relativi ai file usbstor.inf e
usbstor.pnf.
Per la disabilitazione di memorie USB già installate nel sistema,
è necessario invece modificare il registro Start contenuto nella
directory
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\
Services\UsbStor
e impostare il suo valore a 4.
In alternativa, si può impedire la sola scrittura su memorie USB,
permettendo gli accessi in lettura. In tal caso, è sufficiente creare
un nuovo registro di tipo “DWORD (32 bit)” nella directory:
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HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\
Control\StorageDevicePolicies
rinominarlo WriteProtect, e impostare il suo valore a 1.
3.1.7 Abuse of Cloud Services
Come già accennato a p. 4, uno dei principali benefici del Cloud
Computing consiste nella possibilità, per medie o piccole imprese, di
avere accesso a enormi quantità di capacità computazionale, in mo-
do relativamente semplice. Tuttavia, questa opportunità può essere
sfruttata dagli hacker a scopi malevoli, ad esempio per decodificare
una chiave crittografica rubata – operazione che altrimenti, con risor-
se hardware limitate, richiederebbe anni – per inizializzare un attacco
DDoS, o per la diffusione di malware e spam [47]. La domanda da por-
si, in questo caso, è “in che modo si possono identificare gli utenti che
abusano dei servizi offerti?”. Sfortunatamente, al di là delle operazio-
ni di monitoraggio e dei protocolli per la verifica delle identità, non si
può disporre di metodi accurati per prevedere abusi dei servizi Cloud.
E’ opportuno, tuttavia, definire dettagliatamente gli utilizzi accettabili
del patrimonio informativo e dell’infrastruttura concessa come servizio,
e stabilire procedure legali da intraprendere in caso di violazioni dei
protocolli.
3.1.8 Insufficient Due Diligence
L’espressione inglese “due diligence” rappresenta “il procedimento
attraverso il quale il potenziale acquirente valuta in via preventiva le
condizioni economiche della società che intende acquisire, nonché i ri-
schi eventuali e potenziali correlati a determinate operazioni” [81]. Con-
testualizzato nel caso specifico del Cloud Computing, il termine indica
anche l’insieme di attività svolte da un’azienda interessata al trasferi-
mento sulla nuvola, allo scopo di conoscere gli eventuali rischi dell’o-
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perazione, le potenzialità future dell’investimento e giungere quindi a
una valutazione finale. Trascurando tali analisi, sopraggiunge il rischio
di una mancata corrispondenza fra le aspettative del cliente e i servizi
effettivamente offerti dal provider (e.g.: scarsa gestione degli incidenti,
assenza di garanzie crittografiche, limitato monitoraggio della sicurezza
[47]), sia nel caso in cui l’azienda decida di entrare nell’ambiente Cloud
in qualità di cliente, sia nel caso in cui vi si inserisca come venditore.
Contromisure:
• Risk Assessments (2) [52]: Effettuare periodicamente analisi dei
rischi, determinando la probabilità che tali rischi si trasformino in
danni concreti, e valutare il loro impatto sul sistema, attraverso
metodi qualitativi e quantitativi.
• Industry Knowledge / Benchmarking [52]: effettuare analisi com-
parative fra le conoscenze aziendali sulla sicurezza e quelle di
specialisti di sicurezza esterni e associazioni professionali.
• Capacity/Resource Planning : valgono le stesse politiche esposte
a p. 47.
• Resiliency Management Program, Impact Analysis & Business
Continuity Planning : valgono le stesse politiche esposte a p. 31.
3.1.9 Shared Technology Vulnerabilities
La natura distribuita dei sistemi Cloud, con la conseguente con-
divisione di risorse e tecnologie, aggrava l’impatto delle violazioni di
sicurezza sul sistema, estendendo i rischi a tutti i sistemi ad esso con-
nessi: la compromissione di un singolo elemento condiviso può minare
l’integrità dell’intero sistema Cloud, e, di conseguenza, la salvaguardia
dei dati di tutti i clienti che utilizzano i suoi servizi [47].
Contromisure:
52 3. Sicurezza dei sistemi Cloud
• Network Segmentation & Segregation [52] [82]: segmentazione e
segregazione della rete sono forse i controlli più efficaci per l’atte-
nuazione dei danni causati dalle intrusioni, e in particolare dalla
loro fase successiva: la propagazione (a.k.a. lateral movement).
La segmentazione consiste nel partizionare la rete in più sotto-
reti, mentre la segregazione prevede l’applicazione di politiche
che stabiliscano a quali dispositivi del sistema è consentito comu-
nicare con altri dispositivi, e, in tal caso, con quali dispositivi.
I principali metodi adoperati sono l’utilizzo di VLAN, firewall
(sia a livello fisico sia a livello applicativo), filtri del traffico, reti
unidirezionali (data diodes24), proxy non trasparenti25, servizi di
autenticazione/autorizzazione e principio del privilegio minimo26.
• Encryption: si applicano tecniche di crittografia per la protezione
dei dati sensibili (pp. 22-23).
• Patch Management : i sistemi Cloud necessitano costanti analisi
e manutenzioni a tempo di esecuzione. Non appena vengono sco-
perte nuove vulnerabilità, è necessario applicare dinamicamente
una patch che risolva il problema [4], modificando una o più parti
24Data diodes (unidirectional security gateways): dispositivi di rete che consentono
il trasferimento dei dati in un’unica direzione. Nell’ambito dei sistemi di sicurezza, sono
utilizzati come connessioni fra due o più reti di diversa classe [83]. In tal modo, si evita che
la compromissione di una singola area del sistema permetta all’hacker di ottenere anche
il controllo delle aree più classificate (viceversa, la compromissione di un’area top-class
permette la contaminazione di tutti i settori inferiori).
25Un proxy è definito “trasparente” se non modifica le richieste e risposte inoltrate,
altrimenti è detto “non trasparente”, e può applicare filtraggi e protocolli stabiliti dal-
l’amministratore del sistema, per determinare quali richieste inoltrare e quali rifiutare, o
limitare l’ampiezza di banda concessa al client [76].
26Principle of least privilege: “Every program and every user of the system should operate
using the least set of privileges necessary to complete the job. Primarily, this principle
limits the damage that can result from an accident or error. It also reduces the number of
potential interactions among privileged programs to the minimum for correct operation, so
that unintentional, unwanted, or improper uses of privilege are less likely to occur” [84].
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strutturali/comportamentali del sistema. È opportuno, pertanto,
stabilire politiche per l’applicazione di patch in modo tempestivo.
Solarwind Patch Management [85] è un software professionale,
utilizzato da colossi mondiali quali Microsoft, Cisco, Visa, Ma-
stercard, AT&T e JP Morgan, che permette la gestione di decine
di migliaia di dispositivi, consentendo di monitorare lo status del-
l’intera infrastruttura aziendale, da una o più unità di controllo,
e avviare scansioni, installazioni e disinstallazioni sincronizzate di
patch e applicazioni.

Capitolo 4
Intrusion Detection Systems
Il rilevamento delle intrusioni è il processo di monitoraggio e di analisi
degli eventi di un sistema informatico, allo scopo di individuare segni di
intrusione [86], ossia tentativi di elusione dei meccanismi di sicurezza e di
compromissione della confidenzialità, dell’integrità o della disponibilità di
un componente del sistema. Gli IDS sono composti da uno o più sensori per
la ricezione di informazioni dalla rete e dagli host, un motore che analizza i
dati prelevati dai sensori, un database contenente i set di regole sulla base
delle quali il motore di analisi elabora le informazioni, e una console per il
monitoraggio delle anomalie del sistema. Le tipologie di informazioni utili al
rilevamento delle intrusioni sono:
• Informazioni di configurazione relative allo stato corrente del sistema.
• Informazioni di revisione, come l’elenco delle attività del sistema (e.g.:
il registro degli eventi di Microsoft, il syslogd di Linux).
• Informazioni specifiche a seconda delle conoscenze di base degli attacchi
informatici.
Il sistema compila una lista completa delle azioni effettuate dagli utenti;
quindi invia un allarme se una o più di esse rappresentano segni di intrusione.
L’efficienza di un IDS viene misurata in base ad alcuni parametri, tra cui:
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• Accuratezza [87]: in inglese Accuracy, è la capacità di un IDS di rico-
noscere correttamente i segni di intrusione e limitare il numero di falsi
positivi. Il rilevamento delle intrusioni ha infatti quattro possibili esiti:
“true negatives” e “true positives” corrispondono al corretto funziona-
mento dell’IDS e identificano, rispettivamente, eventi legittimi e segni
di intrusione; “false positives” e “false negatives” corrispondono inve-
ce al funzionamento impreciso dell’IDS, e identificano, rispettivamente,
eventi legittimi scambiati per segni di intrusione, e segni di intrusione
scambiati per eventi legittimi. Le seguenti equazioni calcolano il tasso
di TN, TP, FN, FP e quantificano l’accuratezza dell’IDS [88] [89]:
TPrate =
DetectedAttacks
ObservableAttacks
=
TP
TP + FN
(4.1)
TNrate =
TrueAlerts
TotalAlerts
=
TN
TN + FP
(4.2)
FPrate =
FP
TN + FP
= 1− TNrate (4.3)
FNrate =
FN
TP + FN
(4.4)
Accuracy =
TN + TP
TN + TP + FN + FP
(4.5)
• Performance [89]: è la velocità di processazione degli eventi rilevati.
Una scarsa performance impedisce rilevazioni in tempo reale, e permet-
te all’hacker di compromettere il sistema di rilevamento e cancellare le
proprie tracce, prima che queste siano analizzate.
• Elasticità [90]: un efficace IDS deve essere in grado di resistere agli
attacchi – DoS in primis – e tollerare errori parziali.
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Una prima categorizzazione degli IDS può essere effettuata in base all’ap-
proccio utilizzato per il rilevamento delle intrusioni [89]:
• Knowledge/signature-based : si sfruttano le conoscenze disponibili ri-
guardo agli attacchi informatici e alle relative modalità di attuazione:
quando il sistema rileva un set di azioni che corrisponde a un modello
di attacco conosciuto, lancia un allarme. Sono ammesse quindi tutte
e sole le azioni non esplicitamente riconosciute come parti di attacchi.
Gli IDS knowledge-based possono raggiungere alti livelli di precisione,
e generano un numero esiguo di falsi positivi, ma funzionano corretta-
mente solo se il database informativo viene aggiornato regolarmente,
per permettere al sistema di stare al passo con le offensive più recenti.
• Behaviour/anomaly-based : si assume che un’intrusione possa essere ri-
levata osservando le deviazioni rispetto al comportamento previsto del
sistema e degli utenti. Nella prima fase di distribuzione, l’IDS “impara”
a riconoscere le azioni legittime degli utenti e il corretto funzionamento
del sistema, registrando un insieme di modelli comportamentali am-
messi; nella seconda fase, lancia un allarme ogni volta che il modello
comportamentale controllato non corrisponde a nessuno di quelli pre-
visti. Il vantaggio degli IDS basati sul comportamento è dato dalla
possibilità di contribuire al rilevamento di nuove tipologie di attacchi
e di individuare abusi di privilegi, tuttavia si ottiene un tasso di falsi
positivi piuttosto elevato, poiché, nella fase iniziale di apprendimento,
il sistema potrebbe fallire nel tentativo di riconoscere tutti i casi com-
portamentali legittimi. In secondo luogo, il comportamento del sistema
monitorato può cambiare nel tempo, forzando di fatto nuovi periodi di
riapprendimento in cui l’IDS non è pienamente operativo. Infine, se
il sistema è sotto attacco nella fase in cui avviene l’analisi dei modelli
comportamentali accettabili, l’IDS non riuscirà a riconoscere parti del
traffico malevolo come intrusioni poiché queste risulteranno incluse nel
registro dei comportamenti leciti.
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Una seconda suddivisione degli IDS è effettuata in base a quali dispositivi
informatici sono analizzati durante il rilevamento delle intrusioni:
• Host-based IDS : sono installati su un host per monitorare gli eventi
che si verificano al suo interno. Presentano un limitato tasso di falsi
positivi, e sono indicati per l’analisi dei dati criptati. Un esempio di
IDS open source basato su host è OSSEC [91], che esegue analisi dei
registri, controllo dell’integrità dei file, monitoraggio delle politiche di
sicurezza del sistema e ricerca di rootkit, garantendo reazione in tempo
reale (ulteriori approfondimenti alle pp. 62-65).
• Network-based IDS : analizzano i pacchetti dati di rete, risultando par-
ticolarmente efficaci nel rilevare tentativi di intrusione. Tuttavia, soli-
tamente hanno un alto tasso di falsi positivi, e non possono analizzare
informazioni criptate. Le principali attività anomale ricercate sono:
accessi non autorizzati, abuso di privilegi, intercettazione del traffico e
indicatori di DoS. Un esempio di IDS open source basato su network è
Snort [92], che implementa numerosi metodi di ispezione delle anomalie
e dei protocolli di rete (ulteriori approfondimenti alle pp. 60-61).
• Hybrid IDS : sono IDS personalizzati, composti da sottosistemi network-
based e sottosistemi host-based, che forniscono sia analisi del traffico di
rete, sia analisi di uno o più host. Spesso sono affiancati da software ge-
stionali in grado di monitorare i sottosistemi e gestire le interazioni. Un
esempio di IDS ibrido open-source è Prelude [93] mentre ACARM-ng
[94] è un manager di supporto che permette di riunire gli eventi simili
in gruppi di attività fraudolente, riducendo la quantità di messaggi che
necessitano supervisione manuale, allo scopo di facilitare l’analisi delle
intrusioni e aumentare la reattività del sistema.
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4.1 Data Mining
Il data mining (a.k.a. Knowledge Discovery in Data, KDD) è l’insieme
delle pratiche che analizzano i sistemi e i database informativi allo scopo di
estrarre modelli, schemi e tendenze, mediante l’utilizzo di algoritmi mate-
matici che segmentano il set informativo e valutano le probabilità di eventi
futuri [95]. Nadiammai, G.V. e Hemalatha, M. [96] propongono l’applicazio-
ne degli algoritmi di data mining ai sistemi di rilevamento delle intrusioni,
individuando, quale miglior schema di apprendimento automatico, il Random
Forest. Tale algoritmo, di tipo ensemble learning1, consiste nell’utilizzare più
alberi decisionali non correlati, e calcolare la distribuzione di frequenza degli
output dei singoli algoritmi. Altri algoritmi di uso frequente sono il k-Means,
uno schema iterativo che partiziona il sistema in k gruppi di elementi (trai-
ning vectors), il kNN (k-Nearest Neighbors), in cui si valuta la classe di un
elemento in base ai k elementi più vicini, e l’SVM (Support Vector Machine),
che stabilisce la migliore funzione di classificazione degli elementi, tracciando
l’iperpiano con più margine da entrambe le classi [98].
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A causa del tasso di falsi positivi non trascurabile, solitamente gli IDS so-
no passivi, ovvero si limitano a registrare la presenza di anomalie all’interno
del sistema, e lasciare che sia l’amministratore ad effettuare operazioni di pu-
lizia laddove siano ritenute necessarie. Tuttavia, se il tasso di falsi positivi è
particolarmente limitato, l’IDS può essere implementato in modo attivo, e in
tal caso prende il nome di Intrusion Prevention System (IPS): in questo sce-
nario, il sistema di difesa, oltre a rilevare le intrusioni, agisce proattivamente,
ad esempio interrompendo una connessione o riprogrammando il firewall, nel
tentativo di escludere l’hacker dal sistema o respingere il suo attacco [99].
1Combinare diversi algoritmi di apprendimento per ottenere migliori performance di
predizione rispetto a quelle derivanti dall’uso separato dei singoli algoritmi [97].
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Per passare dalla teoria alla pratica, vedremo ora le principali caratteri-
stiche e alcune funzionalità di due IPS già citati: Snort e OSSEC.
4.2.1 Snort
Snort è un knowledge-based NIPS (Network Intrusion Prevention Sy-
stem). Il dispositivo su cui viene installato il software deve essere configurato
per il port mirroring, e la scheda di rete deve essere in modalità promiscua,
permettendo al programma di intercettare e leggere ogni pacchetto di rete.
La prima cosa da fare è abilitare la modalità di rilevamento delle intrusioni
(dato che Snort può agire anche come semplice packet logger) [100]:
./snort -d -h 192.168.1.0/24 -l ./log -c snort.conf
dove snort.conf è il nome del file di configurazione del software, contenente
le regole di analisi e il set di reazioni predefinite. Per aumentare ulterior-
mente il grado di sicurezza della rete, si può abilitare lo scarto bad packets,
ovvero i pacchetti la cui checksum2 risulti sospetta, tramite il comando:
config enable ttcp drops.
La modalità di generazione degli allarmi è configurabile grazie al coman-
do -A. Le impostazioni possibili sono illustrate in tabella 3.1.
Relativamente all’aspetto delle notifiche, vediamo come interpretare un
messaggio di allerta. Un esempio di avviso generato dal software è dato dal
seguente log [100]:
[**] [116:56:1] (snort decoder): T/TCP Detected [**]
Il primo numero è l’ID del “generatore”, ovvero il componente che ha genera-
2Checksum: sequenza di bit associata a un pacchetto, utilizzata per verificare che
il messaggio inviato non abbia subito alterazioni durante la trasmissione nel canale di
comunicazione.
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Opzione Descrizione
-A fast Scrive gli avvisi di allerta su disco, utilizzando un forma-
to semplice contenente timestamp, messaggio descrittivo,
indirizzi e porte di origine e di destinazione.
-A full Scrive gli avvisi di allerta su disco, registrando tutte le
informazioni possibili (modalità standard).
-A unsock Invia gli avvisi di allerta a un socket, per permettere al
software di comunicare con un altro programma.
-A none Disabilita gli avvisi di allerta.
-A console Visualizza gli avvisi di allerta, in modalità fast,
direttamente sulla console.
-A cmg Visualizza gli avvisi di allerta, in modalità full,
direttamente sulla console.
Tabella 4.1: Modalità di generazione degli avvisi di allerta in Snort [100]
to l’allerta. Il secondo valore indica il tipo di evento rilevato, mentre il terzo
numero è l’ID di revisione relativo all’evento.
Per quanto riguarda le prestazioni, Snort offre la possibilità di configurare
l’algoritmo di ricerca dei pacchetti: a fronte di una elevata quantità di memo-
ria RAM, si può “richiedere” al programma una maggiore efficacia in termini
di rapidità nell’analisi. La direttiva è:
config detection: [search-method <method>]
dove method può assumere i valori lowmem (very “low memory, modera-
te performance”), ac-bnfa (“low memory, high performance”) e ac (“high
memory, best performance”).
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4.2.2 OSSEC
OSSEC è un HIPS (Host Intrusion Prevention System) in grado di in-
terpretare i registri del sistema, dei database e dei dispositivi di sicurezza
installati sull’host (e.g.: Firewall, Antivirus, ricerca di rootkit), unificare le
analisi effettuate in un unico log, e inviarlo alla console di monitoraggio, con
possibilità di reagire in modo proattivo.
Il software prevede che un dispositivo svolga il ruolo di server/manager del
sistema (conservando i database informativi, i registri degli eventi, le regole
di reazione e le opzioni di configurazione), e che sugli altri host siano instal-
lati i tool di rilevamento del software, definiti agenti, in grado di collezionare
informazioni utili e inviarle al server per l’analisi. Per il funzionamento del
software, è necessario abilitare il traffico UDP in ingresso sulla porta 1514,
utilizzata per la comunicazione fra il server e gli altri host.
Una delle funzioni principali di OSSEC è l’Integrity Checking (syscheck) [101],
che controlla periodicamente eventuali modifiche ai registri di sistema, va-
lutando le relative checksum. Quando un agente effettua la scansione del
sistema, invia tutte le checksum rilevate al server, il quale confronta i nuovi
dati con quelli conservati nel database, e invia una notifica di allerta nel caso
in cui una o più checksum non dovessero corrispondere, indicando il rileva-
mento di modifiche dei file.
La ricerca di rootkit è un’altra operazione di base effettuata dal software. Co-
me il syscheck, viene eseguita a intervalli regolari (personalizzabili) e, ope-
rando in modalità knowledge-based (sulla base di un database di rootkit
conosciuti) effettua una scansione del sistema in cerca di [101]:
• processi nascosti : grazie all’utilizzo delle funzioni getsid() e kill() si
controlla se esistono pid utilizzati. In caso positivo, se il comando per
mostrare i processi attivi (ps in Linux, tasklist in Windows) non è in
grado di rilevarli, significa che nel sistema è presente un rootkit a livello
kernel;
• porte segrete: con la funzione bind() si controlla ogni porta TCP e UDP
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del sistema. Se il binding relativo a una porta fallisce (il che significa
che tale porta è attualmente utilizzata), ma netstat, il comando che
permette di visualizzare le connessioni attive del computer, non è in
grado di rilevarla, è probabile la presenza di un rootkit all’interno del
sistema;
• interfacce di rete: se una o più interfacce sono in modalità promiscua,
e il comando ifconfig non lo evidenzia, è probabile che un rootkit stia
nascondendo la presenza di uno o più dispositivi che intercettano tutti
i pacchetti di rete;
• in generale, modifiche non desiderate alle impostazioni di sistema.
Un’altra interessante estensione del software permette di realizzare la di-
sabilitazione distribuita delle memorie USB, per impedire ai dipendenti di
appropriarsi in modo illecito dei contenuti del patrimonio informativo azien-
dale. Le soluzioni di cui a p. 49 sono quindi sconsigliabili nel caso in cui il
sistema sia composto da un elevato numero di elaboratori, ed è preferibile
utilizzare un software di monitoraggio distribuito, quale, per l’appunto, un
IDS. La soluzione seguente [101] fa riferimento a un sistema operativo Win-
dows.
Innanzitutto, è necessario monitorare il registro USBSTOR, contenente la
lista completa dei dispositivi USB installati sull’elaboratore, mediante il
comando reg :
1 <agent_config os="windows">
2 <localfile >
3 <log_format >full_command </ log_format >
4 <command >reg QUERY HKLM\SYSTEM\CurrentControlSet\
Enum\USBSTOR </command >
5 </localfile >
6 </agent_config >
In seguito, si sfrutta la funzione check diff, che verifica se l’output di un co-
mando sia cambiato rispetto allo stato precedente, e la si applica al comando
di monitoraggio del registro USBSTOR.
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1 <rule id="140125" level="7">
2 <if_sid >530 </ if_sid >
3 <match >ossec: output: ’reg QUERY </match >
4 <check_diff />
5 <description >New USB device connected </ description >
6 </rule >
Ogni eventuale tentativo di utilizzare un dispositivo USB modificherà il re-
gistro stesso, con conseguente innesco della funzione check diff, la quale
provvederà a generare un messaggio di allerta contenente i dettagli relativi
al dispositivo utilizzato e al profilo dell’utente.
Un esempio di avviso, in cui si osserva una nuova entry nella lista dei dispo-
sitivi installati:
** Alert 1268687754.35062: mail - local ,syslog ,
2010 Mar 15 18:15:54 (xx -netbook) any ->reg QUERY
HKLMSYSTEMCurrentControlSetEnumUSBSTOR
Rule: 140125 (level 7) -> ’New USB device connected ’
Src IP: (none)
User: (none)
ossec: output: ’reg QUERY
HKLMSYSTEMCurrentControlSetEnumUSBSTOR ’:! REG.EXE
VERSION 3.0
HKEY [...] USBSTOR
HKEY [...] USBSTORDisk&Ven_&Prod_USB_Flash_Memory&Rev_5 .00
HKEY [...] USBSTORDisk&Ven_Generic&Prod_Flash_Disk&Rev_8.0
HKEY [...] USBSTORDisk&Ven_Hitachi&Prod_HTS543225L9&Rev_11
HKEY [...] USBSTORDisk&Ven_LEXAR&Prod_JD_FIREFLY&Rev_1100
HKEY [...] USBSTORDisk&Ven_SAMSUNG&Prod_HM160JC&Rev_0000
HKEY [...] USBSTORDisk&Ven_Sony&Prod_DSC&Rev_1 .00
HKEY [...] USBSTORDisk&Ven_TomTom&Prod_ONE_XXL_IQ_Rts
HKEY [...] USBSTORDisk&Ven_USB_2 .0& Prod_USB_FDrive&Rev_0.0
Previous output:
4.2 Intrusion Prevention Systems 65
ossec: output: ’reg QUERY
HKLMSYSTEMCurrentControlSetEnumUSBSTOR ’:
! REG.EXE VERSION 3.0
HKEY [...] USBSTOR
HKEY [...] USBSTORDisk&Ven_&Prod_USB_Flash_Memory&Rev_5 .00
HKEY [...] USBSTORDisk&Ven_Generic&Prod_Flash_Disk&Rev_8 .07
HKEY [...] USBSTORDisk&Ven_Hitachi&Prod_HTS543225L9&Rev_11
HKEY [...] USBSTORDisk&Ven_SAMSUNG&Prod_HM160JC&Rev_0000
HKEY [...] USBSTORDisk&Ven_Sony&Prod_DSC&Rev_1 .00
HKEY [...] USBSTORDisk&Ven_TomTom&Prod_ONE_XXL_IQ_Rts
HKEY [...] USBSTORDisk&Ven_USB_2 .0& Prod_USB_FDrive&Rev_0.0

Capitolo 5
Disaster Recovery Systems
Le tecniche di Disaster Recovery assicurano la salvaguardia delle informa-
zioni e la continuità dei servizi in situazioni critiche, grazie alla realizzazione
di un sistema di memorizzazione ad alta affidabilità [102]. Le tecnologie di
recupero di ultima generazione possono essere suddivise in:
• Storage Layer Disaster Recovery :
– implementate sulla base di specifici dispositivi di memorizzazione
(e.g.: IBM PPRC [103], Hitachi TrueCopy [104]). Ogni scrit-
tura sul volume principale viene eseguita anche su un volume
secondario, disponibile in rete tramite accesso remoto.
– basate su virtualizzazione: il sistema di memorizzazione è inte-
ramente virtualizzato all’interno di un lotto di memoria, il quale
può essere copiato e replicato a piacimento (e.g.: FalconStor NSS
[105]).
• Application Layer Disaster Recovery : tecnologie che permettono il sal-
vataggio di applicazioni e database (e.g.: Oracle Data Guard [106]),
tramite il backup delle operazioni SQL e altri metodi di scansione dei
registri applicativi.
Il processo di Disaster Recovery è diviso in due stadi: il recupero delle in-
formazioni e la ricostruzione del servizio. Fino ad alcuni anni fa, il secondo
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processo non era solito iniziare finché il primo non fosse completamente ter-
minato, allo scopo di garantire piena operatività del sistema e la medesima
qualità del servizio. Di recente, e con particolare riferimento alla strategia
proposta da Zheng, W. e Fang, B. [102], è avanzata l’idea di eseguire en-
trambe le fasi del recupero in modo parallelo. Applicando granularità fine
all’intero processo, si può suddividere la fase di ricostruzione in N parti,
S1, S2, . . . Sn. Risulta evidente che l’abilitazione di una singola parte del ser-
vizio non necessiti il recupero del set informativo totale, bens̀ı di una sua
frazione. L’esecuzione di Si, quindi, dipende solo dal recupero di Di, con
Di ∈ DALL, ossia l’insieme totale delle informazioni da recuperare. Rispetto
al processo di recupero tradizionale, quello parallelo accelera la ricostruzio-
ne del servizio, ma può causare una degradazione momentanea del servizio,
dato che il sistema viene riassemblato gradualmente. Allo scopo di misurare
l’efficacia della strategia di recupero si possono considerare due fattori:
• il tempo necessario a completare il recupero delle informazioni, senza
alcuna fornitura del servizio (Object Recovery Time, RTO);
• il tempo necessario a ristabilire il livello di servizio (Back To Normal,
BTN).
La scelta migliore è valutare il trade-off tra BTN e qualità del servizio, e
implementare una strategia equilibrata. In figura 5.1 è illustrato un esempio
comparativo tra recupero tradizionale e recupero parallelo, nel caso in cui
N = 3, mentre in figura 5.2 è riportato un algoritmo euristico [102] che
permette di minimizzare i tempi di ripristino del servizio e quello di recupero,
e al contempo assicurare sincronizzazione fra il recupero di una frazione del
sistema e il relativo ripristino.
5.1 Erasure Coding
In aggiunta alla replicazione pura, un’altra forma di ridondanza è defi-
nita Erasure Coding, e consiste nel dividere un oggetto in n frammenti, e
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Obiettivo: il tempo di esecuzione di S1, S2, . . . Sn
e il tempo di recupero di DBTN devono essere
minimizzati.
Vincolo: Di, da cui dipende Si, deve essere
recuperato prima dell’esecuzione di Si.
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Figura 5.1: Recupero tradizionale (a) vs recupero parallelo (b).
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Figura 5.2: Fast Recovery Algorithm
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ricodificarli in m frammenti, con m > n, in grado di fornire informazioni ag-
giuntive utili al recupero dell’oggetto iniziale. Questa tecnica è più efficente
della replicazione, poiché i frammenti combinati (parity blocks) permettono
di raggiungere lo stesso livello di disponibilità dell’informazione con minore
ridondanza.
Consideriamo un file composto da 2 frammenti – A e B – e supponiamo di
effettuare due backup su server remoti: il primo con ridondanza semplice (re-
plicazione), il secondo con schema Erasure Coding. Avremo quindi un server
contenente 4 frammenti – A, A, B, B – e un server contenente i due frammen-
ti originali – A, B – più due frammenti extra, che, ipotizziamo, siano A+B
e A+2B, ovvero frammenti composti dalla somma logica dei codici binari
dei frammenti originali. Ora, sempre per ipotesi, immaginiamo di dover far
fronte a una perdita di informazioni: il file memorizzato sul server principale
è perduto, e i due server di ripristino subiscono una perdita pari al 50% dei
dati (2 frammenti su 4). Per quanto riguarda il server con ridondanza sempli-
ce, si ha esattamente il 50% di probabilità di non riuscire a recuperare il file
(perdendo la coppia di A o la coppia di B). Nel caso del server in cui è stata
applicata la strategia Erasure Code, la probabilità di fallire nel tentativo di
recupero del file è pari a zero, poiché qualsiasi coppia di frammenti permette
di risalire ai frammenti originali A e B che compongono il file. Lo scenario
è definito MDS (Maximum Distance Separable) di tipo (4,2), e indica che,
sulla base di quattro frammenti dati, è possibile risalire al file originale sfrut-
tandone soltanto due. In figura 5.3 è illustrato un esempio pratico di schema
MDS [107], nel quale, per comodità, il concetto di somma logica è sostituito
da quello di somma algebrica. Il simbolo EC in figura indica l’Erasure Code,
ossia l’algoritmo che stabilisce quali vincoli siano più efficaci e determina in
che modo sia più opportuno ridistribuire i frammenti di dati. Il codice più
utilizzato è il Reed-Solomon, che applica l’algebra lineare dei polinomi alla
codifica degli oggetti. Lo schema personalizzato di Facebook (HDFS RAID)
utilizza due codici di cancellatura:
• un XOR combinato, che consiste nella creazione di 1 parity block ogni
5.1 Erasure Coding 71
A B
1 1
File or data object
k = 2
n = 4
A
1
B
1
A
1
B
1
A+B
2
A+2B
3
EC
Figura 5.3: Esempio di ridondanza Erasure Code.
10 frammenti, e una replicazione a fattore 2x; è in grado di tollerare
un errore parziale di 3 o 4 frammenti, a seconda dei casi, con un costo
di memorizzazione aggiuntivo del 120%.
• un Reed-Solomon di tipo (14,10) in grado di tollerare un errore parziale
di 4 frammenti, con un costo di memorizzazione aggiuntivo del 40%.
In figura 5.4, i costi relativi allo schema RS di Facebook sono confrontati con
quelli di un modello di replicazione 3x, con tolleranza massima agli errori
pari a 2 frammenti.
Il limite dei codici RS risiede nell’elevata quantità di traffico di rete neces-
saria al recupero delle informazioni, dato che, per ogni frammento corrotto, è
necessario inviarne dieci (su quattordici) al server di backup, affinché questo
possa ricostruire quello perduto. Per questo motivo, è necessario valutare
il trade-off tra efficacia di recupero e performance della rete, determinando
quali dati richiedano una codifica RS e per quali invece sia sufficiente una
replicazione standard, più dispendiosa in termini di costi di memorizzazione,
ma più leggera in termini di carico di rete.
72 5. Disaster Recovery Systems
tempo (in mesi)
Dati memorizzati
        (in Petabyte)
0 2 7
1
2
3
4
5
9
6
7
8
Re
ed
-So
lom
on
 1,
4x
Dat
i pr
ima
ri
R
ep
lic
az
io
ne
 3
x
Figura 5.4: Confronto dei costi: replicazione vs Erasure Code
Capitolo 6
Conclusioni
Nel corso di questo lavoro si è evidenziata l’importanza della sicurezza
nell’ambito del Cloud Computing, il quale, oltre ad aver ereditato alcune sfi-
de dalla multiprogrammazione e dai sistemi distribuiti, deve continuamente
evolversi per affrontare le minacce di ultima generazione (Denial of Service
in primis) e offrire ai clienti un servizio solido e affidabile. A questo scopo,
si implementano sistemi di rilevamento delle intrusioni, attraverso i quali è
possibile riconoscere anomalie e minacce, e favorire la protezione della con-
fidenzialità e dell’integrità delle informazioni memorizzate. Al contempo,
per realizzare un valido sistema di sicurezza, è necessario valutare tutti i
trade-off generati dai singoli componenti, e scegliere una soluzione equilibra-
ta fra protezione, performance e costi, dato che un servizio scadente, seppur
attendibile, è sgradito quanto uno vulnerabile.
Un’altra fra le principali sfide nell’ambito del Cloud Computing è rela-
tiva alla portabilità. “At present there is no standard which is universally
followed by vendors to promote inter-operability. It is expected that the
technology will mature and lead to a computer utility in which providers
adhere to a common standard” [108]. Il fatto che l’utente sia legato a un
particolare provider, e che questi spesso non rispetti gli standard strutturali
e funzionali universalmente promossi, è una preoccupazione non trascurabile
per chi desidera utilizzare la nuvola informatica: una maggiore diffusione di
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standardizzazione e regole condivise allevierebbe le paure di molti clienti.
In ambito di resilienza, la missione attuale consiste nella ricerca di nuovi
algoritmi di ridondanza che permettano di ridurre ulteriormente i costi di
memorizzazione, o che, in alternativa, aumentino la capacità di recupero dei
sistemi in situazioni critiche, senza sovraccaricare il traffico di rete.
Infine, è presumibile che il futuro della sicurezza virtuale sia legato ad un
maggiore utilizzo dell’autenticazione multifattore, con particolare riferimento
alle tecnologie destinate all’utenza, il cui principale metodo per proteggere i
dati sensibili è l’utilizzo delle password, non più sufficienti a contrastare lo
stato dell’arte dell’hacking malevolo.
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