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This article by W. H. Williams of the
Bell Telephone Laboratories discusses
a methodology which is different from
either stopwatch or time-slice procedures. The technique permits analysis of time or cost data, can be applied
to either plant operations or business
ottices and gives estimates of both the
average time taken to perform a specific task and the proportion of time
spent on the task.
Introduction
Modern business firms tend to be
cost conscious and watchful of both
plant and office for possible financial
savings. Systems analysis of these firms
frequently requires estimates of the
average time needed to perform tasks
which are repetitive. If one employee is
perfonning a single operation then a
simple division of his total working time
by the frequency of repetition gives an
estimate of this average performance
time. Frequently, however, work consolidation results in a number of different operations being performed by the
same individual, so that a simple division will no longer yield the required
separate time estimates.
There is a large literature of time
studies in plant operations, see for example Barnes [l], and Krick [2], and
although considerably less seems to have
been written about the analysis of
operations in the business office, the
methods of work sampling can be applied there also. The classical method is
a direct stopwatch measurement of the

time consumed by an operation. This
method has been widely used even
though the act of observation may sever~ly ?ias the result. The possibility of
this bias has resulted in an increase in
the populartty of the now well-known
time-slice sampling method. This latter
technique requires the observation of the
specific function of an individual at
randomly selected times, and gives dir~ctly an estimate of the proportion of
time spent on each of the different types
of tasks. It does not give an estimate of
the average time taken to perform the
indiv~~ual tasks unless the frequency of
repetition of the tasks is concurrently
observed. In some studies it may be desirable to relate time to something other
than frequency, such as size of the office
as measured by the number of customer accounts.
This article discusses a methodology
which, is different from either stopwatch
or time-slice procedures, permits analysis of time or cost data, can be applied
to either plant operations or business
offices, and gives estimates of both the
average time taken to perform a specific

task and the proportion of time spent
on the task. In addition, it has two of
the advantages of time-slice work sampling namely, that it is not necessary to
clock workers and, that it is usually
cheaper than the stopwatch method. The
proposed estimates depend upon frequency counts and in many instances
this will require only a summary at the
end of the day and might completely
eliminate observational biases. Consequently, well-trained observers are not
always necessary and it is possible to
nm many studies simultaneously. The
method is potentially useful for operations in which a number of well-defined
tasks are being repeated either by individuals or by groups of individuals.
In this paper, most of the discussion
pertains to time studies and so it is natural to make comparisons with work
sampling, but it is important to notice
that the technique can be applied to cost
analyses where in the past no methodology at all seems to have been available. Some possible applications are discussed in Section II.
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TIME AND COSTS ...

A General Description
Of The Technique
In this section the technique is described by introducing some examples.
First, suppose that a chemical firm desires estimates of the aver.age cost of
certain tests or determinations which are
performed in a laboratory by individuals.
There may be twenty, say, different
tests or determinations that he may be
called upon to perform during the day,
and so, the daily loaded cost of the
technician has to be broken down into
estimated costs for each of the tests.
These direct, separate, cost observations
for each task are not easy to obtain, and
so, instead, it is proposed that the total
technician cost be observed along with
the frequency, fh with which the technician performs test j. Then, if it takes
ai dollars to perform the task (ai is
the unknown to be estimated) then fiaJ
is the total cost of test j for that day. If
these separate costs are summed,
k

c

= I fiaJ

(2.1)

j=l

represents the total cost of determinations made by the technician on that
day. A particular observation would be
represented by

(Ci, fn, fi2, , , , , fik) 1

= 1,2, .. , , 11 (2.2)

where c, is the cost of the ith technician, f!J is the frequency with which
he performs task j, k is the number of
tests for which cost estimates are desired, (k
20 in the example) and n
represents the number of observations.
Using these observations, the ai, which
are available only as linear combinations, are to be estimated. In a specific
application, the observations might be
made on different technicians on the
same day as well as the same technicians
on different days.

=

Once obtained, the individual cost coefficients could be used to estimate total
costs, say for contract proposals. They
could also be used to determine an overall efficiency factor for comparison of
the technicians. Patterns of separate sets
of coefficients could be used to reveal
strengths or weaknesses in the technicians individually.
As a second illustration, consider the
problem of call-backs in a sample survey. If the cost of keeping an interviewer in the field for a day and the
number of interviews obtained on the
first call-back, second call-bank, etc. is
known the average cost of each type of
interview can be estimated. Again the

variables of interest are observed only in
linear combinations. Once obtained,
these estimates could be used to evaluate
the interviewers and conceivably even
to compare properties of different
neighborhoods from which the sample
was drawn. Perhaps the most useful
aspect of such a set of coefficients might
be to attain a balancing of the nonresponse bias against the increasing cost of
a rising number of call-backs.
The variable being broken into components does not necessarily have to be
cost; it could, for example, be time. In
many situations it is desirable to have
estimates of the average time taken by
individuals, or groups of individuals to
perform the various tasks assigned to
them. In addition, a measure of the
time taken to carry out these tasks may
not be available directly because attempts at direct measurement may well
bias the observations. Again relationships of the form of Equation (2.1) can
be constructed as an analytic model of
the operation.
The time coefficients are potentially
useful for the construction of an efficiency index. If the task frequencies are
recorded periodically, multiplied by the
relevant coefficient and summed over all
possible tasks, the result might be called
the total measured work units for that
office for the month. Division by the total
number of work hours for that office
would then give an index of the overall efficiency of the particular business
office. The time coefficients could also
be used to estimate the size of a required work force, especially at peak
load periods.
This indirect estimation procedure is
general and would seem to apply whenever one wants to break down a total
time or a total cost into components. It
has the possibility of being very informative.

A Numerical Example
Of The Model
To illustrate the relationships of Equation (2.1), consider a two-girl system in
which each girl is able to perform two
different tasks, typing letters and handling customers entering the office. Suppose that the first girl types four letters and receives six customers in an
eight hour day, while the second girl
types two letters and handles five customers in a six hour day. Then Equations (2.1) would be simply,

4ar
2a1

+ 6a = 8
+ 5a = 6

It is important that the exact time
corresponding to each set of frequencies
be recorded, time averages are not acceptable. In the example, if average
times were recorded, the equations
would appear with 6 and 8 averaged as
follows,
4a1
2a1

+

6a2

+ 5a

2

=
=

7
7

(3.2)

=

These equations yield a1
7 /8 and
a2
7 /4, which are severely biased
away from the known true values.

=

The estimates will also be biased if
idle time is included in the observations. Suppose, in the example, that the
second girl had spent two hours assigned to her position but had no work to
perform. Then the equations would appear as

4a1
2a1

+

6a2

=8

+ 5a = 8
= -1 and a

(3.3)

2

which yield a1
2 and
2
are again severely biased away from the
known times of a1
1/2 and a2
1.

=

=

The Statistical Model
In general, there will not be just two
girls with two possible tasks, nor exact
relationships of the Form of Equations
(2.1), and this suggests use of the following statistical model,
k

ti

= I fuwii
i=l

+ ei.

(4.1)

In this model, e, is a statistical 'error
which is included to make up for the
failure of the additive relationship of
Equation (2.1) to exactly describe the
operation; w1i is a random variable with
average value aJ and is included to allow for variation in the time taken to
perform a specific task. These models
have been described more fully by Williams [3].
The improvement in the accuracy of
estimation obtained by using the model
structure described, can be illustrated
arithmetically with a special case of the
models which specifies weighting the
-1/2
observations by the quantity (I f2iJ)

i

2

(3.1)

2

=

which can be solved to yield, a1
1/2,
and a2
1 as the estimates of the time

=

taken to type a letter and handle a customer respectively. In this constructed
example the equations can be solved exactly; this will not be true generally
and this aspect is discussed in the next
section.

To do this, suppose that three people
perform two tasks with frequencies
(16,7), (4,2), (2,8) respectively, and that
Continiied on next page
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TIME AND COSTS ...
the average times required for the tasks
are 0.5 hours and 1.0 hours. In practice
these times will vary, and to simulate
this· variation random normal deviates
with mean zero and standard deviation
0.10 hours have been added to the time
of 0.5, and, random normal deviates
with mean zero and standard deviation
0.20 to the time of 1.0 hours. The frequencies and deviates are displayed in
Equations (4.2) to show the hypothetical
time structure.
16(0.500

+ 0.028) + 8(1.0 + 0.222)
= 17.002

4(0.500

+ 0.038) + 2(1.0 - 0.150)

2(0.500

+ 0.091) + 8(1.0 - 0.035)

=

3.852

= 8.902

(4.2)

In practice the values of 0.500 and 1.000
are not known, nor are the deviations
from these averages; only the frequencies
and total times are known and the equations to be used in the estimation would
be

+

7a2

+

8a 2

16a 1
4a 1
2a 1

= 17.002

+ 2a = 3.852
2

=

8.902

Equations (4.3) gives a 1
A

a2

=

0.638 and

=

0.951, while weighting the ob-1/2
A
servations by (! f2ii)
yields a 1

=

j
A

=

=

Although pooling highly correlated
items would lead to a statistically satisfactory set of coefficients they will not
necessarily be meaningful. Consequently,
pooling must be influenced strongly by
the meaning of the resultant coefficients.

(4.3)

(In practice, time would not likely be
recorded to three decimal places.) Using the method of least squares, without weighting, to estimate a1 and a2 in
A

These two equations represent one
straight line in the (a 1 ,a 2) plane and
an infinite number of values of a, and
a2 will satisfy them, that is unique time
estimates cannot be obtained. Other
situations might involve two different
but parallel straight lines in which case
no time estimates are available. In either
case more information is needed. Since
4£,
f2 it might be tempting to assume that 4a2
a,, and this would
yield a unique solution, but the assumption in most cases would be unjustified.
The usual statistical procedure in these
cases is to pool or drop some of the
correlated work frequencies. Pooling,
however, may put the statistician in a
difficult position because estimates of all
the coefficients are probably required. In
addition, correlated frequencies cannot
be dropped from the equations because
the time observations and frequency observations would no longer correspond.
In this case pooling does appear to be
the next necessary step.

The Observational
Bias Difflculties
Traditional stopwatch procedures have
always been hampered by observational
biases which can occur in a completely
unknown manner. Timing an individual
while he performs a certain operation
may well influence the time consumed in
such a way that there is no way to estimate the magnitude or direction of the
bias.

In general, relationships will be found
to exist among the observed frequencies.
These relationships may or may not be
known in advance. In either event, a
high degree of correlation will cause
difficulties in estimation.
To illustrate, consider the following
example. The system has two girls and
two possible tasks, typing letters and
taking dictation; in addition, assume that
every time a girl takes dictation she
gets four letters to type and that the
frequency and time observations are as
given in Equations (5.1)

4 •

Thanks are due to D. R. Brillinger of
the London School of Economics for the
suggestion of the application of the
models to the survey call-back-problem.
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For the proposed procedure, the time
and frequency data will usually be
readily available and verifiable. For
example, the time observation might be
the length of the working day and the
frequencies might be available by counting certain objects at the end of each
day. On the other hand, if the frequencies cannot be obtained by an objective
counting, and as a result, individuals
must be relied upon to keep an unverifiable count, then memory biases can
distort the results of linear model analysis also.

=

0.561 and a2
0.968 both of which
are closer to the true values of 0.5 and
1.0.

2a 1

The time-slice method also has bias
difficulties, but probably to a considerably less extent because the bias is introduced by the observer, and usually
he can be well trained for his task. This
presumes of course, that the individual
being timed does not become aware of
the observer and modify his behaviour
as a result. Time slicing could then be
criticized for the same reasons as stopwatch observation.

+ 8a = 5¼
2

+ 12a2 = 8¾
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