ABSTRACT Source localization is an important field of research and the received signal strength (RSS)-based method is of particular interest. Further, by exploiting the sparsity of localization problem, the compressive sensing (CS) can be applied to considerably decrease the number of RSS measurements, especially in multi-source scenario. However, most existing CS-based localization methods usually neglect some practical issues. In particular, the sensor positions are assumed be known exactly, while in practice they may not be accurate. Additionally, a uniform Gaussian noise assumption is made that the noise variances of sensors are identical, but in practice the noise should be nonuniform. When these assumptions are violated, the localization performance will deteriorate dramatically. To address such issues, in this paper, we formulate the source localization based on superimposed RSS measurements as a sparse signal recovery problem. Moreover, by regarding the sensor positions as adjustable parameters, the inaccurate sensor positions can be refined through the adjustment of parameters. Following this idea, we develop a novel iterative algorithm for joint signal recovery and parameter optimization based on the variational expectation-maximization algorithm. Consequently, the sensor position uncertainty can be alleviated and thus the signal recovery performance will be improved greatly. Meanwhile, it is also capable of learning the variance of nonuniform noise. Extensive simulation results demonstrate the superiority of the proposed method.
I. INTRODUCTION
Accurate localization of sources has been drawing many research interests due to its various applications in signal processing, wireless communications and wireless sensor networks [1] - [3] . The generic network setup for localization consist of single (or multiple) emitting source(s) and a number of spatially distributed sensors in a specific area. The sensors with known positions measure the signal broadcasted by the source and assemble their measurements to a Fusion Centre (FC). Then, a localization algorithm is performed in the FC to yield an estimate of source locations.
Typical measurements for localization include time of arrival (TOA), time difference of arrival (TDOA), direction of arrival (DOA) and received signal strength (RSS). The TOA, TDOA and DOA methods are more accurate than RSS method, but they are more complex and not always practical [4] . Therefore, we consider the RSS in this work, due to its easier implementation and less complexity. In fact, the inherent presence of RSS in almost any radio devices makes RSS measurements can be obtained with minimal effort and do not require extra hardware upgrades [5] , [6] . However, because of the complexity of wireless environment, the RSS-based localization methods always fail to achieve a satisfactory performance when the number of measurements is not large enough. Especially in multiple source localization scenario, where the signals of different sources are overlapped at each sensor.
The novel signal sampling theory, compressive sensing (CS) [7] , [8] , is introduced to solve such problems. CS theory provides a novel framework for recovering signals with far fewer measurements than conventional sampling mechanism, under the premise that the signal is sparse or compressible in a certain basis. Since the sources only cover a few part of the total discrete spatial domain, their locations can be regarded as a sparse signal. Thus, the intrinsic sparse nature of source localization problem makes CS available for achieving accurate localization with only a small number of RSS measurements. It is especially suitable for multi-source scenario, where the RSS measurements are superimposed at each sensor. Furthermore, the centralized localization methodology could also benefit from CS, because that performing the localization algorithm in the FC will alleviate the burden of sensors. As we know, the sensors usually have limited computation and power resources while the FC does not have such limitations. Consequently, CS has attracted considerable attention in localization field.
Driven by its importance, the CS-based localization methods have been rapidly developing in recent years [15] - [30] . However, most existing CS-based localization methods neglect or circumvent some issues that arise in practical applications. In particular, a common assumption is made that the sensor positions are precisely known in advance, which cannot be fulfilled in most localization scenarios. Because the positions of sensors are obtained through previous estimation using the Global Positioning System or other self-localization techniques which inevitably produce erroneous sensor positions [9] . Even if the sensor positions are measured initially, they may also change over time due to the environmental impact. Evidently, using erroneous sensors without considering their position uncertainties will cause error propagation, which may dramatically degrade the localization accuracy.
Therefore, a number of research efforts have been devoted on localization that takes into account the sensor position uncertainty [10] - [12] . The results presented in [10] show that even a small sensor position error could lead to significant degradation in source localization performance. Further, a novel RSS-based localization framework is proposed in [11] , where the positions of source and erroneous sensors are jointly estimated under the non-Bayesian estimation formalism. Accordingly, the theoretical assessment of the proposed approach is derived in [12] . However, these solutions only consider the problem of localizing a single source. It is still a challenging task to tackle the sensor position uncertainty in multiple source localization. Because in such scenario, multiple sources simultaneously emit radio signals, so that each sensor can only measure superimposed signals. In other words, the RSS measurement taken by a sensor is the cumulative value of RSS come from different sources. Thus, it is impossible to directly derive the relative position between the sensor and a source, which makes existing solutions inapplicable.
In addition, most existing CS-based localization methods usually make a uniform Gaussian noise assumption, where the noise process at each sensor is assumed to be spatially uncorrelated Gaussian with an identical variance. The sensors are sparsely placed so that the sensor noise processes are spatially uncorrelated, but the noise variance of each sensor cannot be identical due to the fact that sensors are affected by noises with different powers. Therefore, the sensor noise should be considered as a spatially nonuniform Gaussian process. The researches in [13] and [14] tackle the DOA-based source localization with nonuniform sensor noise. Evidently, it is also need for considering the nonuniform sensor noise in CS-based localization methods.
In summary, it is highly challenging when considering these practical issues in localization: i) the sensor position uncertainty, ii) the nonuniform sensor noise, iii) the superimposed RSS signal of multiple sources. To address such issues, in this paper, we propose a novel CS-based multiple source localization framework under these realistic assumptions. In the framework, we first formulate the source localization based on superimposed RSS measurements as a sparse signal recovery problem. Then, to alleviate the effect of sensor position uncertainty, we regard the known but inaccurate sensor positions as adjustable parameters. Accordingly, the sensor positions can be refined thorough the adjustment of parameters. As a result, the localization problem can be seen as a joint signal recovery and parameter optimization task. To solve this, we develop a novel algorithm for jointly recovering the sparse signal and optimizing parameters based on the variational expectationmaximization (EM) algorithm. Consequently, the sparse signal and the sensor position parameters are iteratively updated in the Expectation-step and the Maximization-step of the algorithm, respectively. Meanwhile, to exploit the characteristic of nonuniform noise, a two-layer hierarchical Gaussian prior distribution is introduced for Bayesian inference. It enhances capability of learning the variance of nonuniform noise. Moreover, since the uniform noise is a particular case of nonuniform noise, the proposed algorithm can be applied in uniform noise environment without limitation. Finally, it is worth pointing out that the proposed algorithm is guaranteed to be convergent based on the local convergence property of the variational EM algorithm and we conduct extensive simulations to confirm the superiority of the proposed algorithm.
The rest of the paper is organized as follows. Section II gives an overview of related works. Section III presents the signal model and formulates the multiple source localization problem. Section IV continues with a particular description of the proposed localization algorithm. Section V conducts extensive numerical simulations to validate our algorithm. Finally, concluding remarks are given in section VI. inevitable estimation error. Differently, the research in [16] models the locations of multiple sources as a sparse matrix and proposes a localization scheme using RSS measurements. It achieves accurate localization but incurs high computational overhead. Accordingly, a clustering method is proposed to reduce the complexity of CS recovery algorithm [17] . Considering multiple source localization without the prior knowledge of source number, a novel Greedy Matching Pursuit (GMP) algorithm is proposed in [18] , which shows good performance for sparse recovering. In [19] and [20] , a two-stage CS-based localization system is exploited for indoor fingerprint localization, but it is tedious and time-consuming for building the fingerprint database. Accordingly, the research in [21] focuses on reducing the efforts of calibrating the RSS-based fingerprint localization system. The work presented in [22] and [23] utilize CS to range-free localization problem, where the localization information is provided by binary-detected model rather than RSS values. They can provide reasonable accuracy for some less stringent applications.
More recently, some new research results about CS has been applied in localization. In [24] , the multi-task Bayesian CS theory is applied to localize mobile devices by jointly using the RSS measurements of each device, and two adaptive algorithms are further proposed to dynamically vary the number of RSS measurements. The research in [25] proposes an efficient sensor activation mechanism and adopts the LSCS recovery algorithm to improve the localization accuracy. It is achieved by conducting CS on the least squares residual [26] . To achieve mobile source localization, a CS-based two-dimensional framework is proposed in [27] , where RSS measurements are compressed in space domain and the location information is compressed in time domain. In [28] , by exploiting the joint sparsity feature of the multiple measurement vector model, a CS-based localization approach is proposed for dealing with the time-varying wireless environment. Moreover, the works presented in [29] and [30] focused on solving the off-grid source problem in CS-based localization and proposed effective solutions from a Bayesian perspective.
III. PROBLEM FORMULATION
In this section, we first present the signal model used in this paper, and then formulate the CS-based multiple source localization problem in the presence of sensor position uncertainty and nonuniform noise.
A. SIGNAL MODEL
Without loss of generality, let us consider the multiple source localization problem in a two-dimensional area, where a number of passive sensors are deployed to receive the signals from sources. We assume that the signal emitted by a source can be received by all sensors in the area. Note that, the localization scenario considered here is non-cooperative, i.e., the sources do not emit specific signals with the intention of localization, but the signals for communications are exploited to achieve localization. Thus, the proposed idea can be used in a wide range of applications. This paper focuses on the RSS measurements captured by sensors. To describe the fading features of wireless signals, we use a path loss model to represent the observed power of sensors, which is based on a wide variety of measurement results and analytical evidence. To be specific, let χ = (x χ , y χ ) T and s = (x s , y s ) T denote the coordinates of a source and a sensor respectively. The signal energy measured at the sensor can be expressed as [4] - [6] , [18] , [28] - [30] :
where 2 is the distance between the source and the sensor, P 0 denotes the source signal power at a short reference distance d 0 , and γ is the signal decay exponent which is approximately 2 for detection distances less than 1 km.
Further, in multiple source localization scenario, the distribution of RSS signal is more complex. This is due to the fact that the different signals from sources always superpose together at a sensor when the sources are concurrently transmitting. To capture such a fact, we model the RSS value measured by a sensor as the sum of the strengths of all received signals from different sources. For instance, a sensor located in the overlapped signal propagation region can only receive a superimposed signal instead of two separate signals of the two sources, as shown in Fig. 1 . Therefore, by denoting the locations of all sensors as s 1 , . . . , s M and the locations of all sources as χ 1 , . . . , χ K , where M and K denote the number of sensors and sources respectively, the RSS measurement of the m-th sensor can be expressed as:
where p(s m , χ k ) is the path loss function as presented in (1). ε m is the measurement noise at the m-th sensor. As a matter of fact, ε m (m = 1, . . . , M ) are considered as independent and identically distributed zero-mean Gaussian random variables with standard deviation σ m , i.e., ε m ∼ N (0, σ 2 m ). The Gaussian assumption is generally admitted to represent the cumulative effects of sensor environment. Accordingly, the noise processes at different sensors should be considered as Gaussian distributed with different variances, which is referred to as the nonuniform noise model. Moreover, if σ 1 = σ 2 = · · · = σ M the nonuniform noise model is reduced to the uniform noise model.
Note that, under the non-cooperative localization scenario, multiple sources are passively localized as t i cannot be decomposed into its components p s i , χ k . It makes existing method for single source localization infeasible as we cannot extract the distance information between sensor and source from the superimposed RSS measurements. Thus, the problem here is to use these superimposed RSS to localize multiple sources simultaneously.
B. CS-BASED LOCALIZATION MODEL
Since the sources only cover a few part of the total localization area, their locations can be regarded as a sparse signal. Therefore, the source localization problem has an intrinsic sparse nature. It implies that we can use the CS theory to significantly decrease the number of measurements (i. e. the number of sensors).
In order to implement CS, we first discretize the localization problem by dividing the area into N discrete small grids, numbered form 1 to N . The coordinates of N grids are known, denoted by g 1 , . . . , g N . Then, consider K sources randomly located in the area with unknown locations. Our objective is to localize them simultaneously and accurately, using only a small number of sensors to measure the superimposed RSS signal, as shown in Note that under a dense enough gridding, each source can be guaranteed to locate at a unique grid. Accordingly, the source location can be approximated by the center of the grid. Thus, we can represent the locations of multiple sources as an N × 1 vector w = [w 1 , . . . , w N ] T , which is constructed as:
Clearly, if w is obtained, the number of sources as well as their locations can be retrieved simultaneously as it is easy to map a certain grid to the corresponding coordinates, whereas the number of sources is equal to the number of nonzero elements in w. Since the number of sources K is much smaller than the number of grids N , w is fully sparse. As a result, the multiple source localization problem is reformulated as a sparse recovery problem.
It is also worth high lighting that in order to simultaneously localize multiple sources, we define a grid structure and approximate the source location by the grid center. Accordingly, the grid size strikes the tradeoff between localization accuracy and computation complexity. When the grid size is not small enough, the miss-distance between the source location and its nearest grid center will deteriorate the localization performance, which is referred as the offgrid problem. The problem can be handled in the same CS-based localization framework only by approximating the true measurement matrix with its first order Taylor expansion and jointly recovering two sparse vectors with the same support, as we proposed in [29] and [30] . In this paper, we preclude the off-grid problem, and focus on investigating and handling the effect of sensor position uncertainty and nonuniform noise.
Because w is sparse, according to CS theory, we can fully recover it based on a small number of measurements over w. In particular, we randomly deploy M sensors to measure the superimposed RSS signal from sources. By defining a 1 × N measurement vector:
where the pass loss function p(s m , g j ) represents the RSS value measured at the m-th sensor from the source at the j-th grid, the total superimposed RSS measurement of the m-th sensor (2) can be reformulated as:
where ε m is the measurement noise at the m-th sensor (m = 1, . . . , M ). Then, by stacking these vectors φ T (s 1 ), . . . , φ T (s M ) as rows of a matrix and collecting measurements as a vector t = [t 1 , . . . , t M ] T , the superimposed RSS measurement model (5) can be expressed in vector-matrix form as:
where (s 1 , . . . ,
T is the nonuniform noise as discussed in the previous subsection. Note that M N , it is an under-determined problem for recovering the signal w from the under-sampled measurements t. According to CS theory, if the measurement matrix (s 1 , . . . , s M ) is constructed properly, the sparse signal w can be accurately recovered by utilizing appropriate sparse recovery algorithms [7] , [8] . At present, there are various sparse recovery algorithms used in CS-based localization, e.g., Basis Pursuit (BP) [17] , [27] , Greedy Matching Pursuit (GMP) [18] , [28] , Least Squares residual CS (LSCS) [25] , [26] and Bayesian Compressive Sensing (BCS) [31] .
To guarantee the signal recovery performance, it is necessary to properly construct the measurement matrix (s 1 , . . . , s M ). In other word, the sensor position parameters s 1 , . . . , s M should be precisely known. However, in practice, there inevitably exists the uncertainty of sensor positions. The positions of sensors should be considered as the known but inaccurate parameters, denoted bys 1 , . . . ,s M . Accordingly, the measurement matrix is constructed on the basis of these inaccurate parameters as (s 1 , . . . ,s M ). As a result, the recovery accuracy of the sparse signal may deteriorate dramatically.
IV. LOCALIZATION VIA VARIATIONAL EM ALGORITHM
As discussed earlier, the source localization problem can be interpreted as a sparse signal recovery problem based on the model given in (6) . In order to reduce the signal recovery error caused by the uncertainty of sensor positions, we regard the inaccurate sensor positions as adjustable parameters, hoping that the recovery performance will be improved via parameter optimization. Thus, the problem can be seen as a joint signal recovery and parameter optimization task. To achieve this, we preclude the general deterministic regularization approach for signal recovery by solving the problem from a Bayesian perspective.
Following this idea, we develop an iterative recovery algorithm for jointly recovering the sparse signal and optimizing parameters based on the principle of the expectationmaximization (EM) algorithm. In particular, we treat the sparse signal w as a random variable and the parameters s 1 , . . . ,s M as deterministic variables. Then, by utilizing the EM algorithm, w can be updated as a hidden variable in the Expectation-step (E-step) ands 1 , . . . ,s M can be updated as deterministic parameters in the Maximization-step (M-step). Consequently, the algorithm iteratively cycles through E-step and M-step for maximum likelihood (ML) estimation until convergence or the maximum number of iterations has been achieved.
From the above discussions, it follows that the proposed algorithm is required to solve the following two sub-problems: (a) how to update variable w when current parameterss 1 , . . . ,s M are given; (b) how to update parameterss 1 , . . . ,s M when the current estimate of w is known. In what follows, we will respectively present the methods of solving the two sub-problems in details. Before that, let us give an introduction of the EM algorithm. It is worth pointing out that the problem considered in this paper is intractable for analytical calculation, especially to incorporate the noise heterogeneity. Thus, we resort to an approximate version of the EM algorithm, which is referred to as the variational EM algorithm.
A. THE VARIATIONAL EM ALGORITHM
The EM algorithm is an iterative algorithm for ML estimation and has become a standard methodology for solving statistical signal processing problems. However, to apply the EM algorithm, we must have knowledge of the posterior distributions of hidden variables, which seriously limits its applicability. In fact, for some complex problems, the posterior distributions are complicated and intractable to obtain analytical solutions. To solve this problem, D.Tzikas et al. [32] introduced the variational Bayesian inference approach to the EM algorithm and bypassed the difficulty by finding an approximation to the posterior of the hidden variables. This new version of the EM algorithm is referred to as the variational EM algorithm, which is the focus of this paper.
Considering a model with observations t, hidden variables z and unknown deterministic parameters θ , the ML estimate of θ can be obtained by maximizing the likelihood function p(t; θ ). The log-likelihood function can be written as:
where KL (q p) is the Kullback-Leibler divergence between p (z|t; θ ) and q (z). Since KL (q p) ≥ 0, F (q, θ) is a lower bound of the log-likelihood. Actually, the EM algorithm is iteratively maximizing F (q, θ) with respect to q and θ alternately.
In particular, assume the current estimate of the unknown parameters is θ OLD . In the E-step, θ OLD is held fixed and F q, θ OLD is maximized with respect to q. It is achieved when q (z) = p z|t; θ OLD . In the subsequent M-step, by substituting q (z) = p z|t; θ OLD into F (q, θ), the lower bound can be written as:
with
where ln p (t, z; θ ) p(z|t;θ OLD ) is the expectation of ln p (t, z; θ ) with respect to p z|t; θ OLD . Thus, the lower bound is reformulated as Q θ, θ OLD . In this case, the updated estimate of θ can be obtained by maximizing Q θ, θ OLD in the M-step. However, in many complex cases, the posterior p (z|t; θ ) is intractable to obtain. Thus, it is necessary to reconsider the implementation of the E-step. According to the variational EM algorithm, by assuming q(z) can be factorized as q (z) = i q i (z i ), the optimal distribution of q i (z i ) can be obtained as:
where q i = q i (z i ) and const is a normalizing constant. In summary, the variational EM algorithm is given by following two steps:
Variational E-Step: Maximize the lower bond F q, θ OLD by evaluating the updated posterior distribution q NEW (z) according to (10) .
Variational M-Step: Find updated estimate θ NEW by solving the maximizing problem θ NEW = arg max
where Q θ, θ OLD is given in (9).
B. UPDATE OF THE SPARSE SIGNAL
As discussed earlier, the sparse signal w can be regarded as a random variable and updated in the E-step. In this subsection, we solve the sub-problem of how to update the w when the current parameterss 1 , . . . ,s M are given. For simplicity, letS denotes the set of all M parametersS = {s j } M j=1 . According to the variational EM algorithm, the estimate of random variables is performed by firstly imposing prior probability distributions on variables, and then finding an approximation to the posterior. The graphical representation of the model (6) is shown in Fig. 3 , which graphically represent dependencies among the random variables and deterministic parameters. To promote the sparsity of w, a two-layer hierarchical Gaussian prior distribution is introduced. In the first layer, w is assigned with:
where α i is the inverse variance of the Gaussian distribution and α = [α 1 , · · · , α N ] T , A = diag {α}. In the second layer, independent Gamma hyperprior is utilized on each α i and the prior distribution of α can be described as:
where (a) = ∞ 0 t a−1 e −t dt is the Gamma function, a and b is the parameter of Gamma distribution. This prior is selected because it is conjugate to the Gaussian.
The nonuniform noise process at each sensor is assumed to be uncorrelated Gaussian with zero-mean and different variances. To capture such a fact, multivariate Gaussian prior is introduced to exploit the capability of learning the variance of nonuniform noise. By denoting their variances as
M , the prior distribution for noise ε can be represented as:
where
T and B = diag {β}. Similar to the case for α, independent Gamma distributions are imposed to each β i and the prior distribution of β can be described as:
with parameters c and d. Note that, the parameters a, b, c, d are chosen to be very small values (e.g., 10 −6 ) to provide noninformative prior distributions. Consequently, from the model (6) and the distribution of noise (13), we can represent the likelihood function as follows:
Then, by assuming the posterior independence between w, α and β, we have:
Based on the conclusion of the variational EM algorithm as presented in (10), the posterior distributions of w, α and β can be approximately calculated as:
where · denotes the expectation of the random variable. Then, by substituting (11) and (15) into (17), the posterior distributions of w can be obtained:
Substitute (11) and (12) into (18), we obtain the posterior distributions of α:
where var (·) denotes the variance of the random variable. Similarly, by substituting (14) and (15) into (19), we have:
and
The approximate posterior distributions of variables in (20) - (26) are iteratively updated, since they depend on the statistics of others.
C. UPDATE OF THE SENSOR POSITION PARAMETERS
As discussed in the beginning of this section, the sensor position parametersS can be updated as deterministic parameters in the M-step. LetS OLD denotes the current estimate of parameters and q w;S OLD , q α;S OLD , q β;S OLD denote the current posterior distributions obtained in the E-step. According to the variational EM algorithm, the updated estimate ofS can be obtained by maximizing the lower bond Q S ,S OLD as: 
the maximizing problem (28) transferred to the minimizing problem as:
Then, after derivation (shown in the Appendix A), (30) can be reformulated as:
where µ and denote the mean vector and covariance matrix of q w;S OLD as computed in (21) . After simplification,
we have:
Since β m ≥ 0 and is nonnegative definite matrix, (39) can be further partitioned as:
where m = 1, . . . , M . It follows that the update of sensor position parameterss 1 , . . . ,s M is independent with each other. For each sensor, the minimizing problem (33) is an unconstrained nonlinear least-squares problem. Thus, the pure Newton method [33] is employed here to solve this problem. This method has order-two convergence property when the objective function has a continuous second derivative. Let f (s m ) represent the objective function:
Then, the updated estimate of parameterss m can be computed as:s
where the superscript k is the iteration number and 
. It is worth pointing out that there are some other stopping criterions of the Newton method. The reason for choosing the maximum number of iterations here is that it is convenient for us to control the implementation complexity (discussed in the next subsection).
D. PROCEDURE OF THE JOINT SIGNAL RECOVERY AND PARAMETER OPTIMIZATION
Based on the principle of the variational EM algorithm and the results presented in the above two subsections, we now summarize the proposed joint signal recovery and parameter optimization algorithm. It starts with the sensor position parametersS, the measurements t, the maximum iterations of the Newton method k max , the maximum iterations of the EM algorithm τ max and a termination threshold δ. After initialization, the posterior distributions of α, β and w are successively updated in the E-step. Then, in the subsequent M-step, the sensor position parameterS is iteratively updated by using the Newton method. Consequently, the algorithm iteratively cycles between the E-step and the M-step until the convergence criterion has been achieved. Finally, the mean vector µ of the posterior distribution of w is adopted as its estimate, which is the solution of the model (6) and indicates the locations of sources. The algorithm is summarized in Algorithm 1, where the superscripts denote the iteration number.
Remark 1:
The algorithm is guaranteed to be convergent based on the local convergence property of the variational EM algorithm.
Remark 2: The algorithm is a two-layer iteration approach. The termination criterion of the outer iteration is the iteration number τ has reached its maximum value τ max or the reduction of residual r is smaller than its threshold δ. As discussed earlier, the termination criterion of the inner iteration (i.e. the Newton method) is the maximum number of iterations k max for the convenient to control the complexity.
Remark 3: The computational complexity of the algorithm is dominated by the evaluating the covariance matrix in the E-step and computing the derivatives in the M-step. To obtain the covariance matrix, it is required for computing the inversion of the N × N matrix as presented in (21) , which leads to the complexity of O N 3 in the E-step. Moreover, since it is
Algorithm 1 Joint Signal Recovery and Parameter Optimization
Require:S, t, k max , τ max , δ.
Ensure:
1: Set τ = 0 andS
=S. 2: Construct the measurement matrix (S (τ ) ).
3: Using (20)- (21) and the prior distribution of α and β, evaluate the posterior distributions of w (τ ) . 4: while τ < τ max and r > δ do 5: Update the posterior distributions of α (τ +1) and β (τ +1) according to the current distribution of w (τ ) and (22)- (26). 6: Update the posterior distributions of w (τ +1) according to the posterior distribution of α (τ +1) , β (τ +1) and (20)- (21). 7: Set k = 0 andS
for 0 ≤ k < k max do 9:
Compute the Gradient G s Obtain the updated estimates 
=S
(k max ) .
15:
Update the measurement matrix (S (τ +1) ) based oñ
16:
Calculate residual r (τ +1) = t − (S (τ +1) )w (τ +1) .
17:
Calculate the residual reduction r = r (τ +1) − r (τ ) . 18 : τ = τ + 1. 19: end while 20: Choose the current distribution mean of w as its estimate. required for computing the derivatives of the objective function as presented in (35)-(36), the complexity of the M-step is O k max N 2 . It follows that we can control the complexity by restricting the maximum iterations of the Newton method.
V. NUMERICAL SIMULATIONS
In this section, we conduct a series of simulations with MATLAB R2012a to investigate the performance of the proposed algorithm. We consider a two-dimensional localization area with the size of 100m × 100m, which is uniformly divided into 10 × 10 (N = 100) grids. The superimposed RSS measurements are collected by M sensors, which are randomly distributed in the area. At each realization of the simulation, we randomly select K grids out of N to allocate sources.
Without loss of generality, we set the parameters of path loss model as P 0 = 5000, d 0 = 1m, γ = 2 and choose τ max = 80, δ = 10 −8 as the termination criterion of the outer iteration. Additionally, the maximum number of the inner iteration k max is set to be 1, which means that we only conduct the Newton iteration once in the M-step of the algorithm. Theoretically, the Newton iteration can terminate when the Newton decrement is very small. In fact, based on extensive simulation results, we found that the Newton decrement usually becomes quite small within a few iterations. More importantly, empirical results also showed that the increment of k max will lead to a heavy computational workload but only bring a slight improvement of the localization performance. Thus, we set k max = 1 in simulations, in order to attain a reasonable tradeoff between the complexity and accuracy.
The localization performance of multiple sources is reflected by the Average Error (Avg.Error), which is defined as follows:
where (x i , y i ) and (x i ,ŷ i ) represents the actual and estimated coordinate of i-th source. To assign the estimated positions to sources, we first compute the Avg.Error of all (i.e. the factorial of K ) possible pairing of the estimated and actual positions, and then choose the one with minimum Avg.Error as the matching result. All the simulations are averaged over 1000 independent Monte Carlo runs for credible results.
In order to investigate the effectiveness and robustness of the proposed algorithm, we apply it to different localization scenarios and compare it with the state-of-the-art CS-based localization algorithms: (i) Basis Pursuit (BP) [17] , [27] , (ii) Greedy Matching Pursuit (GMP) [18] , [28] , (iii) Least Squares residual CS (LSCS) [25] , [26] and (iv) Bayesian Compressive Sensing (BCS) [31] . Among them, BP is an 1 -norm minimization approach, which is one of the most widely used algorithms in CS recovery. GMP is a novel greedy approach and its superiority against other greedy algorithm is illustrated in [18] , e.g. Orthogonal Matching Pursuit (OMP) and Compressive Sampling Matching Pursuit (Cosamp). LSCS is a sequential recovery algorithm, which fully utilize the previous estimates to improve the recovery performance. BCS is originated from sparse Bayesian learning and aims at the maximum a posteriori estimate of the sparse signal. For simple reference, our proposed algorithm is referred to as VEM.
We start by prsenting an illustrative example of the localization results. As is clear from the schematic view of Fig. 4 , we deploy M = 30 sensors to localize K = 4 sources by using different algorithms. Note that we consider an ideal localization scenario here, which means that the effect of sensor position uncertainty and measurement noise are ignored. In this case, the GMP, BCS and VEM are capable of accurately localizing all sources while BP and LSCS fail to localize three or four. In general, all algorithms achieves multiple source localization as the biggest Avg.Error is only 11m. Thus, we can see that different algorithms are comparable with each other under this ideal scenario. 
A. EFFECT OF SENSOR POSITION UNCERTAINTY
In this subsection, we take the uncertainty of sensor positions into consideration and compare the performance of different algorithms. In this localization scenario, the positions of sensors are assumed to be known but inaccurate. Thus, we intentionally add Gaussian errors N 0, σ 2 sensor on each coordinate of sensor positions. Since this uncertainty is due to numerous independent random processes, it is rational to assume the sensor position errors follow zero-mean Gaussian distribution. For simplicity, the standard deviation of sensor position errors are assumed to be equal and given by σ sensor , which is measured in the scale of meters. Fig. 5 illustrates the effect of sensor position uncertainty σ sensor , where the number of sensors and sources are set to be K = 3 and M = 30 respectively. We can see that the GMP, BCS and VEM shows a comparable property when σ sensor = 0. However, with the increasing of σ sensor , the Avg.Error of all algorithms increases dramatically except VEM. The increasing trend of VEM is much slower than others. It clearly indicates that sensor position uncertainty has a serious effect on the localization performance and the VEM performs much better than others do. This is FIGURE 5. Localization performance vs. sensor position uncertainty σ sensor . VOLUME 6, 2018 mainly attributed to the iterative adjustment of sensor position parameters in VEM algorithm. As a result, the effect of sensor position uncertainty can be restricted to a small extent.
B. ROBUSTNESS TO MEASUREMENT NOISE
As it is inevitable for considering the measurement noise in localization problem, an additive Gaussian noise N 0, σ 2 is intentionally imposed on the measurement of the each sensor. We define the signal-to-noise ratio (SNR) as 10log 10 t 2 2 (M σ 2 ) , where t denotes the RSS measurements of M sensors. Note that, to preclude the effect of sensor positions uncertainty, we assume that the sensor positions are accurate in this subsection.
Firstly, we consider the uniform noise and investigate how the measurement noise influences the localization performance of different algorithms. Fig. 6 illustrates the variation of Avg.Error with respect to SNR from 0dB to 30dB when fixing M = 20 and K = 4. We can see that with the small level of SNR, all algorithms show a poor localization performance. However, with the increasing of SNR, the Avg.Error of BCS, GMP and VEM decreases quickly and it is clear that the VEM performs considerably better than others do. Thus, a conclusion can be reached that VEM is more robust to uniform noise than other algorithms. Then, we further investigate the capacity of these algorithms in the nonuniform noise scenario. As discussed earlier, the standard deviations of measurement noises should be considered differently as σ 1 = · · · = σ M . To this end, we first calculate σ max and σ min with respect to SNR=0dB and 30dB respectively. Then, the standard deviations σ i (i = 1, ...M ) of different measurement noises are set to be randomly chosen from the interval [σ min , σ max ].
In Fig. 7 , we plot the cumulative distribution function with respect to Avg.Error in the nonuniform noise scenario, where M = 30 and K = 5. As is clear from the figure, VEM greatly outperforms other algorithms. For VEM, about 90% of the Avg.Error is smaller than 10m. However, for other algorithms, only 20% ∼ 60% of localization results can attain this accuracy. The superiority of VEM is mainly attributed to its capacity of noise variance learning in E-step of the algorithm. As a result, the VEM achieves favorable performance in noisy localization scenario.
C. PERFORMANCE EVALUATION WITH SENSOR POSITION UNCERTAINTY AND NONUNIFORM NOISE
In this subsection, we consider a more realistic localization scenario by assuming the coexistence of sensor position uncertainty and nonuniform noise. Note that the nonuniform noises are generated in the same way with the last subsection. As discussed earlier, the locations and number of sources can be represented by a sparse signal. Thus, we firstly give an illustrative example of signal recovery performance of different algorithms when M = 30, K = 4 and the standard deviation of sensor position error is set to be σ sensor = 0.5m. As can be seen in Fig. 8 , it is difficult for BP, BCS and LSCS to keep the sparsity of recovered signal as the amplitude of the original nonzero elements are diffused to their adjoining positions. Moreover, due to the property of greedy algorithm, the signal recovered by GMP attains favorable sparsity. Nevertheless, the indexes and number of nonzero elements are inaccurate, which undoubtedly incurs localization error. For VEM, although there is a slight fluctuation of zero elements, the amplitudes and indexes of nonzero elements are approximately equal to their original value. Then, we intend to further assess the different algorithms in terms of the Avg.Error. Similar to the previous simulation, we set M = 25, K = 3 and consider nonuniform noise scenario. Fig. 9 reports the Avg.Error when the sensor position uncertainty σ sensor varies from 0m to 1m. Compared to other four algorithms, it is clear that VEM is much more effective throughout all level of sensor position uncertainty. Additionally, another important observation is that compared with previous simulation results, the performance improvement of VEM against other algorithms is more obvious in such a realistic localization scenario. The most common approach to improve the localization performance is increasing the number of measurements. Thus, we test the performance of different algorithms by increasing M , where K = 3, σ sensor = 1m. The simulation results are shown in Fig. 10 . Notably, the Avg.Error of VEM decreases sharply with the increasing of M . Interestingly, the Avg.Error of other algorithms shows the inverse trend with respect to VEM. This is reasonable because effect of sensor position uncertainty. For VEM, the uncertainty can be reduced through the adjustment of the sensor position parameters. It is therefore capable of achieving accurate localization when the number of sensors is large enough. In contrast, since other algorithms ignore the inaccuracy of sensor positions, the increasing of sensors will not improve the property but lead to a more serious uncertainty, so as to deteriorate the localization performance. No matter how many sensors are deployed, these algorithms cannot achieve accurate localization. It follows that only VEM is capable of achieving accurate localization in such a realistic localization scenario.
D. COMPLEXITY ANALYSIS
In this subsection, we analyze the computational complexity of different algorithms. As discussed earlier, for each iteration of VEM, the computational cost is O N 3 + k max N 2 , which can be restricted by setting k max = 1. For BP, GMP and BCS, It is worth mentioning that the superiority of the proposed VEM algorithm comes at the cost of the increased computational complexity. However, this is not an issue in the centralized localization methodology, where the localization algorithm is performed in the Fusion Centre with a powerful computational capacity.
VI. CONCLUSION
In this paper, we have studied the multiple source localization based on superimposed RSS measurements in the presence of sensor position uncertainty and nonuniform noise. By exploiting the sparsity of localization problem, we have formulated the locations of sources as a sparse signal and estimated it in the CS-based recovery framework. Moreover, to alleviate the effect of sensor position uncertainty, we have treated the positions of sensor as adjustable parameters and incorporated the parameter adjustment approach into the signal recovery process. Following this idea, we have proposed an iterative algorithm for jointly recovering the sparse signal and optimizing parameters based on the variational EM algorithm. Additionally, the algorithm is also capable of learning the variance of nonuniform noise. Simulation results show that the proposed algorithm outperforms the stateof-the-art CS-based localization algorithms with reasonable complexities. .
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