The control system of the NASA Crew Launch Vehicle is designed to meet performance and robustness requirements during its ascent flight phase. However, the controller bandwidth and the attainable level of robust performance is limited by the degree of flexibility inherent in the long and slender design that has been adopted for this vehicle. Since there remains a substantial degree of uncertainty regarding the structural dynamics of this vehicle, the degree of risk associated with flight control is reduced by permitting a greater level of robust performance to be attained by augmenting the existing flight control system design with an adaptive element to recover nominal performance in the event of severe performance degradation. Attitude stabilization and flexible mode suppression of the model can be achieved by using a model reference adaptive controller designed to maintain the design level of tracking performance in the presence of disturbances, parametric uncertainties and unmodeled dynamics. The control law developed in this paper employs a limited authority adaptive element based on a new Virtual Hedging concept that augments an existing linear control law. The adaptation process is separate from the realization of the adaptive control decision. This guarantees a stable adaption process by employing a state emulator. It allows the system uncertainty to be learned online without applying any additional control. This is critical for implementing an adaptive control law as an emergency backup control law since the adaptive element will be engaged when the system performance is already poor. Initial errors between the system and the reference model, once the adaptive control is engaged, decays as the free response of the reference model (to within the ultimate bound). The adaptive design is carried out in both state feedback and output feedback form. Simulation examples illustrate the viability of the method.
I. Introduction
Linear control laws have been designed for the NASA's Crew Launch Vehicle (CLV). However, imprecise knowledge of system parameters and the flexibility of the CLV rocket during its ascent phase creates concern for unforeseen instabilities that may develop. Furthermore, time varying factors such as fuel consumption and mass reduction, combined with a wide range of aerodynamic and dynamic interactions including payloads, propulsion, inertia, and dynamic pressure, can affect the overall dynamics of the vehicle during its flight.
Preliminary design of the Ares-I flight control system has indicated that classical control theory is sufficient to meet the stability and performance requirements of the CLV 1 . However, other studies over the past few years have also suggested that adaptive control techniques can potentially become even more beneficial to the flight control system in terms of robustness and safety 2 . Adaptive control may not only provide a higher level of nominal performance, but can also accommodate a greater degree of uncertainty, including active vibration suppression of uncertain flexible modes and accommodation of partial failures in the flight control system.
Adaptive control has numerous advantages over modern linear model-based control design methods. Classical methods are limited by uncertainties and nonlinearity. Robust control design reduces the effect of uncertainty and nonlinearity at the expense of reduced performance. Adaptive control offers the possibility of achieving a much higher degree of robust performance, particularly in applications that are dominated by the presence of uncertain flexible dynamics 3 . More specifically, it was shown that adaptive control can increase the robust performance of the CLV. 4 However, a major disadvantage of adaptive control is that it lacks an accepted means of quantifying robustness, such as gain and phase margins that are conventionally used to evaluate linear classical control designs. These measures are required in order to certify flight control systems of piloted and passenger bearing vehicles. Moreover, an adaptive controller will require a more extensive verification and validation process due to the time varying and nonlinear manner in which its gains are adapted.
From this perspective it is highly desirable to limit the authority of an adaptive controller on a manned system, particularly a high value system like the CLV. Ideally one would like to employ an adaptive architecture that resides in the background, and that can be employed only if the need arises. In concept this could be achieved by monitoring the tracking errors and vibrations in the system, and engaging the adaptive controller on an as needed basis. The difficulty with this viewpoint lies in the fact that the adaptive process may inject an undesirable transient when engaged as it goes through its initial weight transients. Therefore we propose an approach in which the authority of the adaptive process is limited, while permitting the adaptive element's weights to evolve correctly using a method we refer to here as Virtual Hedging. This method is related to the method of hedging previously developed for treating the effects of actuator limits 5, 6 . Here we modify that approach so that it can be used to limit the authority of the adaptive portion of the control.
To allow stable adaptation when the adaptive control law is offline, the adaptation process is separated from the realization of the adaptive control decision via a state emulator. This approach is related to the state predictor that was used for dynamic inversion of uncertain plants 7 . The state emulator is constructed with the same closed loop dynamics as the system except that uncertain parts of the system are replaced with the current estimate. The error between the state emulator and the system, which cancels the effect of the control effort, is then used to train an adaptive element. This guarantees a stable adaption process and allows the system uncertainty to be learned online without applying any additional control beyond the nominal control effort. This is critical for implementing an adaptive control law as an emergency backup control law since the adaptive element will be engaged when the system performance is already poor. Initial errors between the system and the reference model, once the adaptive control is engaged, decays as the free response of the reference model (to within the ultimate bound). The adaptive design is carried out in both state feedback and output feedback form. A simulation example illustrates the viability of the method for implementation on the Crew Launch Vehicle.
II. Vehicle Model and Dynamics
The Ares I CLV is a two-staged, serially connected rocket with the Orion crew exploration vehicle located at the top. The launch vehicle's first stage consists of a single, five-segment reusable solid rocket booster, and the second or upper stage is propelled by a main engine fueled with liquid oxygen and liquid hydrogen. The vehicle configuration is shown in figure 1 .
Ares I has two vital missions; lofting astronauts up to the International Space Station and achieving an in orbit rendezvous with the Ares V Earth departure stage at low Earth orbit for a mission to the moon. During the first two and a half minutes of flight, the first stage booster powers the vehicle to an altitude of about 38 miles and a speed of Mach 5.9. After its propellant is consumed, the solid rocket booster separates. The upper stage engine is then ignited and powers the Orion spacecraft. After reaching an altitude of 83 miles, the upper stage separates and the Orion spacecraft completes its trip to a circular orbit of 185 miles above the Earth using its service module propulsion system.
II.A. CLV Model Description
The CLV model employed in this study is called Savant with was developed in a joint effort between bD Systems and NASA Marshall. The model is described in Betts 8 and itt contains simulated rigid body, aerodynamics, gravity, sloshing, engine inertia effect, mass change, actuator, and elastic body models. Many of these effects can be turned on or off in the simulation environment.
Since the Ares I CLV possesses the characteristics of a long and slender body, its flexibility should be considered in the control law design. In the structural modeling part, modal frequencies, displacement, and rotation are given from a Nastran (FEM solver) solution and is used to model the interaction effects between the vehicle flexibility and the other dynamic models. Lateral vibration is the dominate vibration mode. It is important to consider the effect of this vibration in control system design due to the modal frequencies being near the control bandwidth. The vehicle's elastic motion can be conveniently expressed in terms of frequencies and mode shapes of a free-free beam structure. Because of the axial symmetry of Ares I launch vehicle, two identical modes exist in the lateral bending. Table 1 gives a summary of the dominate bending mode frequencies at launch. The actual modal frequenciess are time varying and change significantly through out ascent. Figure 2 shows the dominate vehicle mode shapes. The aerodynamic model contains three parts; the environment model, the aerodynamic coefficients, and the force and moment generation algorithm. The time history of the mass properties including the total vehicle weight and the center of gravity location is stored in the simulation model in the form of look-up tables. Multiple gimbal actuator models are available for simulating actuator limits including a 3rd order model or a high fidelity simplex model. The reaction control system (RCS) is used to control the body roll axis only and its thrust is modeled as a ramp with a maximum value that is altitude dependent. The fuel sloshing model simulates the effect of fuel sloshing as point masses connected to the rocket body as shown in figure 3 to the LOX and LH2 upper stage tanks by a spring and damper in the lateral (Y, Z) direction. The vertical position of slosh point mass is function of the liquid level in the tank. Vehicle separation is modeled as an instantaneous loss of mass. The atmosphere is simulated using the US76 atmosphere model and the gravity model used includes Earth oblateness effects without considering abnormality or vertical deflection data.
II.B. Nominal Control Law
The nominal control law tracks quaternion guidance commands. At each time instant the quaternion command and the vehicles attitude quaternion are used to generate the current attitude errors. These errors are suppressed using two gain scheduled PID control laws for the pitch and yaw degrees of freedom and a gain scheduled phase plane roll controller for the roll degree of freedom. One restriction of the roll RCS is that the actuator only fires when the roll error of the CLV is greater than 2 degrees (a bang-zero-bang control law). Each axis is assumed independent so each control channel is designed separately. The effects of structural modes are gain and phase stabilized using a combination of gain scheduled low pass and notch filters. Gains are scheduled based on the altitude. The nominal control architecture is shown in figure 4 . 
III. Adaptive Control Law
This section details the state feedback and output feedback methodology for adaptation of the system weights while not in control and control with limited adaptive authority. This methodology is different than previously proposed ideas of using modified control hedging techniques in that we limit the authority if the adaptive element not just the total control effort. This method offers the ability to ensure that the adaptation process is stable because it does not introduce saturation to model the inability to apply the adaptive signal. Moreover, the technique does not rely on modifying the reference model to recover the unsaturated system error dynamics. The technique uses a state emulator to separate the adaption process from the control realization. The state emulator was originally developed for dynamic inversion of uncertain control maps and was called a state predictor 7 . We rename the state predictor as a state emulator because a state predictor implies that we are using it to predict the states. The emulator's purpose is to emulate the state behavior based on the current weight estimate to allow the adaptive process to learn. In this context, from errors present between the emulator and the system, the adaptive element can infer how to dominate the system uncertainty.
In implementation, the adaptive element is learning at all times. Once an error is detected and adaptation is engaged, errors between the reference model and the state emulator behave as a decaying exponential whose speed is dependent on the reference model free response characteristics. Since the adaptive process constrains the state emulator to be close to the system, desired system tracking is achieved.
III.A. State Feedback Control Law
To formulate the state feedback limited adaptive authority architecture, consider the following system dynamicsẋ
where
is a set of unknown but constant ideal weights such that W 1 ≤ W max , β : R n → R i , and (x) < * . Furthermore, suppose that there exist a nominal control law that makes A − BK x Hurwitz and provides the desired system tracking characteristics assuming that the system uncertainty, W = 0 and (x) = 0.
It is desired to track the ideal system behavior with bounded error. The following reference model defines the ideal behaviorẋ where A m = A − BK x and B m = BK r . In order to compensate for system uncertainty and ensure the reference model is tracked with bounded error (once adaptive control is activated), we augment the nominal control law with an adaptive signal. The complete control effort is defined as
Applying this control action to the system dynamics, we rewrite the system dynamics aṡ
We then define the state emulator aṡ
whereŴ is a set of adaptive weights to be determined online. This is not to be confused with a state estimator. This system predicts the system trajectory based on the estimated system parameters. Defining the emulation error asê = x −x, the weight estimation error asW =Ŵ − W , the emulation error dynamics can then be expressed asė
These dynamics are the same as many other adaptive control formulations and is true regardless of how one defines u ad . We define the emulator tracking error as e = x m −x. The emulator tracking error dynamics can then be expressed asė
Let the weight update law for the adaptive weights,Ŵ be defined aṡ
where A T m P + P A m = −Q, Q = Q T > 0, and Γ = γI. The projection bounds are defined by W max , the maximum norm bound on the adaptive weights, W . The following lemma gives important insight.
Lemma 1. The emulator error,ê, is bounded.
Proof. Choosing the following Lyapunov function candidate
Henceê is ultimately bounded.
The previous lemma proved that the emulation error is guaranteed to stay bounded. One cannot claim that the system is stable since x orx can potentially grow unbounded. If it can be shown that x orx is bounded, then the emulation error can be shown to converge asymptotically for perfect parameterization. Since the emulator tracking error dynamics (8) are BIBO, this error remains bounded as long as the linear control law ensures that the system state does not go unbounded. If for some reason it is determined that the system tracking error is too large, one can then apply adaptive control to the system. Due to causality, one need not argue that this switch is not destabilizing (we only do it once). If we form the adaptive signal as
then the emulator tracking error dynamics becomė
Hence the emulator tracking error response is given by the following transfer function.
where E s (0) is the emulator error state when the adaptive control law is engaged. From previous remarks, the initial error is bounded. Now we extend the idea to include Virtual Hedging. The idea of hedging the adaptive signal is a relatively simple extension of the control hedging idea 5 . First, one must realize that the actuator model used in control hedging does not necessarily need to represent a real actuator. To hedge the adaptive signal, we must create a virtual actuator. The virtual actuator specifies the level to which we want to saturate both total control effort and the adaptive signal effort. The ideal control signal can be defined as
where u i is the ideal control output, u n is the output of the existing linear control as
and u adi is the ideal adaptive output given in equation (12) . To specify the total allowed control effort, consider the following virtual actuator model
where sat(·, ·) is a saturation function, u max is the maximum allowed total control effort, u admax is the maximum allowed adaptive control effort. One can simply use this actuation model in place of the normal actuation model used in control hedging. If we define the virtual hedge signal as
we rewrite the system dynamics aṡ
The emulation error dynamics are then computed as in equation (7). Henceê(t) stays bounded. Using the previous definition of the emulator tracking error, the emulator tracking error dynamics under adaptive control can be expressed asė
The inability to apply the desired control effort is like a perturbation on the nominal control law. If the nominal control law can suppress this perturbation then the tracking error may remain acceptable. If one only limits the adaptive control signal, the emulator tracking error can be re-expressed aṡ
In this form one, can see that the effect of more adaptive authority allows one to cancel more of the estimated uncertainty leading to potentially better tracking performance.
III.B. Output Feedback Control Law for the CLV

III.B.1. Adapting While Not in Control
Consider the uncertain nonlinear system given bẏ
where A ∈ R nxn , B ∈ R nxm , and C ∈ R mxn are known matrices. Λ ∈ R mxm is an unknown but constant positive definite matrix, x ∈ R n is the system state, u ∈ R m is the control input, y ∈ R m is the system output, and f : R n × R m → R m is Lipschitz continuous function that is unknown. Suppose there exists a nominal control law
where K y ∈ R mxm and K r ∈ R mxr such that the following reference model achieves the desired tracking characteristicsẋ
where A m = A − BK r is Hurwitz and B m = BK r . Furthermore, assume that A m satisfies the following Lyapunov equation
The total control effort is given by
Let δΛ ∈ R mxm such that Λ = I + δΓ, δΛ ∈ R mxm is an unknown symmetric matrix, and u ad ∈ R m is a yet to be determined adaptive control signal. Hence, one can write the closed loop system aṡ
We wish to approximate Λf (x, u) by a nonlinear in parameters neural network. To construct such an approximation in an output feedback setting, we reconstruct the system states via delayed values of system outputs and inputs [9] [10] [11] . If the number of delayed values for each output is s, the number of delayed values for each input is t, and the length of the time delay time is d, the delayed value vector, η(t), is given by
where η(t) ∈ R w and w = (s + t)m. Using η(t), we assume that the function f (x, u) can be approximated over a compact set D x × D u to an arbitrary degree of accuracy such that
where (x, u) <
, l is the number of hidden layer neurons, σ i (z) = 1 1+exp(−z) and W ∈ R (l+1)xm and V ∈ R wxl are unknown but constant neural network ideal weights. The closed loop system can then be equivalently expressed aṡ
To separate the adaptation process from the control realization, consider the following state emulatoṙ
and define the emulator error asê = x −x. Then the emulator error dynamics becomė
where the emulator error output is given by
To develop the complete output feedback algorithm, an error observer must be introduced. Consider the following error observerξ
such thatÃ = A m − LC is Hurwitz and satisfies the following Lyapunov equatioñ
Furthermore, let the adaptive update laws be defined aṡ
whereσ
V (t), η(t) =σ V (t) T η(t) −σ V (t), η(t) V T (t)η(t) H Ŵ (t),V (t), η(t) =Ŵ T (t)σ V (t), η(t)
andσ
where q i is the i th row of q =V (t) T η(t). With the above adaptive laws, the Lyapunov-like candidate
where ξê =ê − ξ,W = W −Ŵ ,Ṽ = V −V , andδΛ = δΛ −δΛ is chosen to prove ultimate boundedness. Since the error dynamics match the error dynamics in other works 12 , one can follow the approach of these papers to prove that the adaptive weights are bounded and that the emulator error is uniformly ultimately bounded. From this result, one can not claim that the system tracking error, x m − x, is bounded due to the fact that x orx can potentially grow unbounded. If it can be shown that x orx is bounded, then the system tracking error is bounded.
To prove that the emulator state does not go unbounded, we must first determine the adaptive control signal, u ad . If the emulator tracking error is e = x m − x, theṅ
The emulator tracking error dynamics can be rewritten aṡ
It is clear that if u ad is
the emulator error dynamics becomeė
Hence, given an initial condition offset, e(0), the emulator will converge to the reference model exponentially with the same dynamics as the reference model since
Whence, x m − x →ê as t → ∞.
III.B.2. Limited Adaptive Authority using Virtual Hedging
To develop virtual hedging in an output feedback setting, the difference between the ideal control effort, u i , and the actual control effort limited by design requirements, u a must be defined. To this end we define the ideal control signal to be the same control effort defined in the adaptive control development section.
The actual applied control is given by
where sat(·, ·) is a saturation function, u max is the maximum allowed control output and u ad,max is the maximum allowed adaptive control effort. With this definition, the system dynamics, (31), can be rewritten asẋ
and the state emulator dynamics, (32) becomė
With these definitions, the emulator error dynamics become a form analogous to (33).
From (46) one sees that if the system were to saturate, once it comes out of saturation, the emulator will converge to the reference model with exponential convergence.
IV. Control Law Implementation Details
IV.A. Obtaining a Nominal Design Model from a Simulation Based on Quaternions
From simulations one can numerically perturb the system model about an equilibrium point to obtain a matrix quadruple representing the system dynamics. However, in the case of a model based on quaternions, a numerical linearization does not satisfy the constraint on the quaternion that the Euclidean norm is unity at all times and therefore the resulting linearized model is not valid. For design purposes, the rigid body model is extracted from the SAVANT simulation environment by turning off the structural and fuel sloshing modes. This produced a model of the form
where ∆x n = [∆ẋ ∆ẏ ∆ż ∆p ∆q ∆r ∆x ∆y ∆z ∆q 1 ∆q 2 ∆q 3 ∆q 4 ] T , q i are the quaternion components, p, q, and r are the body angular velocities, x, y, and z are the inertial position components, andẋ,ẏ, andż are the inertial velocity components. The vector u is the control input vector where u 1 is the roll control, u 2 is the pitch gimbal angle, and u 3 is the yaw gimbal angle.
One can express the linearized relationship between, V b , and the velocity relative to the airmass in the body frame, and the state vector x n in the form
where C r ∈ R 3x13 . Let T be defined as
Using this transformation we can transform the system state vector to be in terms of the body velocities aṡ
where x b = T x n is the state vector in terms of the body velocities. Since the inertial position states do not couple into the vehicle dynamics and are not necessary for an attitude command control design, the inertial position perturbations are eliminated from the state model. In this case, the system reduces to
where The system dependence on quaternions must be eliminated. Here we will follow an approach to convert the state description to quaternion error rates which will reduce the statespace by one dimension eliminating the quaternion constraint. Consider a statespace that describes the system with the desired state,
T , wherė
From the structure of the previous state its easy to see that when removing the the quaternion that the matrices A 11 , A 12 , A 21 , and A 22 do not change. To compute the remaining matrices, we must replace the quaternion error rates with the Euler error angle differential equation. To compute the euler error rates, consider two quaternions, q 1 and q 2 . Then
where q e is the quaternion from q 1 to q 2 . One can then express the time rate of change of the quaternions aṡ
where ω i is the angular velocity corresponding to the appropriate q i . Let q 1 be the scalar part of the quaternion and q 2 , q 3 , and q 4 be the vector part of the quaternion. Then one can expandq e as   q
For small angles, q 1 ≈ 1 and
Using the linearized relationships between error Euler angles and quaternions 13 , we have that   φ
Hence, A 31 = A 33 = 0 3x3 and A 32 = I. Furthermore, since the angular rate derivatives do not depend on φ, θ, or ψ, we must have that A 23 = 0. The complex coupling term that must be replaced is the A 13 matrix. The values in this matrix are caused by the effect due to gravity since no aerodynamic terms can be dependent on the system orientation. From the rigid body equations of motion and the standard aerospace definition of Euler angle rotations, one can show that the A 13 matrix is given by
and φ 0 and θ 0 are the pitch and roll angles of the vehicle at the linearization point. To complete the linearized model, the scheduled variable V x is eliminated and V y and V z are normalized by V in order to provide consistent scaling and place the system states in terms of angle of attack, α, and sideslip, β.
IV.B. Gain Scheduled Adaptive Control
Interpolation is required between operating points to implement the nominal control law. This implies that the reference model in (25) is a Linear Parameter Varying (LPV) system of the forṁ
wherex is a vector of system scheduling variables, A m (x) = A(x) − B(x)K X (x), A(x) and B(x) represent the scheduled nominal plant model, and K X (x) and K r (x) is the nominal gain scheduled control law. In a similar fashion the error observer in (35) becomeṡ
and the state emulator, (32), becomeṡ
To accommodate this variation with flight condition, the adaptive laws in (37) become:
Everything else in the control law remains the same. The P matrix can be precomputed and interpolated and scheduled in the same manner as are the gains in the nominal control law.
V. Simulation Results
The above adaptive algorithms were implemented on academic SAVANT. To illustrate the performance of this method, consider the following idealized model of aircraft wing rock dynamics.
where u is the control moment, β(x) is a set of unknown system nonlinearities with a known upper bound on the Lipschitz constant over a compact set and unknown weighting matrix W , x = [φφ] T , and φ is the aircraft roll angle. The system nonlinearities are defined as Suppose we desire the system to behave like a second order system with natural frequency ω n = 0.2Hz and damping ratio ζ = 0.707. Assuming that one can design a control signal u ad that perfectly cancels the system nonlinearity, a baseline control law to achieve this performance is given by
n . The effect of the system nonlinearity will be dominated using a linear in parameters radial basis function neural network. The emulator is then constructed aṡ
whereŴ is a set of adaptive weights to be determined online andβ is a vector of uniformly distributed radial basis functions over the required domain of approximation. The adaptive weights are trained online using the update law
For demonstration purposes, we will consider system performance for a the following reference command r(t) = 10 π 180 squarewave(t) + 0.1sin(t) + 0.2sin(2t)
For the first 3 seconds, only the linear control is applied to the system. The system is unstable. After 3 seconds, it is assumed that a fault was detected and the adaptive system is engaged. If the adaptive system initialized at t = 3 sec with the weights zero and the state equal to the current system state, the tracking performance is shown in figure 5 and the adaptive control effort is shown in figure 6 . Note the large error between the reference model at t = 3 seconds. Once the adaptive control law is engaged the output of the adaptive element is oscillatory. This type of oscillation would be detrimental to a system with flexible modes like the Crew Launch Vehicle. Figures 7 and 8 show the performance of the adaptive algorithm when we allow the system to learn before adaptive control is engaged. The control effort in this case is not excessively large and the tracking performance is improved. Note from figure 9 that the emulator tracking error decays exponentially once adaptive control is engaged. To bring the system back to the reference model required approximately 7 N − m of total control effort. Now we restrict the adaptive control amplitude to 1 N − m by using the virtual hedging technique. The total control effort is not restricted since in the CLV application saturation is near impossible to make happen. For the virtual hedged case, the tracking performance is shown in figure 10 and the hedged control effort is shown in 11. Even with a severe limitation on the adaptive control magnitude, we are able to bring the system back to track the reference model. Since the reference model is unmodified, reference model tracking performance can be used to determine when unacceptable tracking has occurred. Emulator tracking performance reveals, before adaptive control is applied, how well the adaptation process is capturing the system uncertainty. If it is capturing it well, the difference between the system and the emulator should be close. If not, the adaptive element is unable to capture the system uncertainty and should not be turned on.
VI. Conclusions
An adaptive control scheme for the Crew Launch Vehicle was developed in both a state feedback setting and a output feedback setting. The technique allows one to limit the authority of the adaptive element by admitting the system to diverge from perfect reference model tracking. Though, we did not offer a stability proof for this method, it is rarely causes instability when only the adaptive signal is saturated. If the nominal control keeps the system bounded, this is due to the fact that hedging method cancels as much of the system uncertainty as possible ensuring closer reference model tracking. One can offer formal stability proof for this method but such proofs tend to be overly conservative. The control technique also allows for stable adaptation independent of the control realization. This ensures that the adaptive element can learn how to cancel (or dominate) the system uncertainty when not applying adaptive control. It is easy to construct examples were learning in advance provides superior performance over simply initializing the adaptive weights to zero when a failure is detected. Simulation examples illustrate the performance of the method in a state feedback setting on a model for wing rock dynamics. 
