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Abstract
Stochastic optimization algorithms have been developed for decades to provide 
approaches to solve process synthesis problems, such as Tabu Search (TS) and 
Simulated Annealing (SA). However, complicated high-throughput synthesis 
applications, e.g. complex reactor network design, consisting of many components, 
procedures and parameters, may encounter slow convergence with current 
optimization algorithms. The development of “grids” technology enables integrated 
applications and the design of distributed experiments in industrial environments. One 
objective of this work is the design of efficient high-throughput infrastructures for 
enabling faster optimization convergence with stochastic optimization algorithms like 
TS and distributed optimization algorithms like SA Cascade. This will in turn enable 
the undertaking of computing challenges. Results show that optimization with the 
assist of grids can achieve faster convergence than those without grids. However the 
intrinsic parameters of a reactor network, such as number of reactors, reactor types, 
reactor sequence, reactor volume, feed flow and split fraction, have not been analyzed 
in previous optimization algorithms. Another objective of the work is to design a 
knowledge-based optimization model and integrate ontology with the knowledge- 
based model for conceptualization of relationships between intrinsic parameters and 
objective value that is equivalent to the concentration of desired product and further 
guiding the optimization search at run-time. The results show that the computational 
performance becomes more efficient with the assistance of newly discovered 
knowledge during the optimization process, which proves the feasibility of the 
knowledge-based optimization with ontology. Future work involves the full and 
complete integration of the knowledge-based model with ontology and development 
of a more intelligent ontology-supported optimization model to achieve completely 
automatic applications for all steps of the ontology-supported model.
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Chapter 1 Introduction
Nowadays, engineers are facing a key challenge in the field of process synthesis, 
which is the multitude of design options. We know that process synthesis involves 
putting together separate elements into a connected or a coherent whole and we are 
required to revise the structure and parameters of the flow sheet, so the aim of process 
synthesis is to optimize the logical structure of a chemical process, specifically the 
sequence of steps and the source and destination of recycle streams (John, 2001). A 
concept of process synthesis is shown in Figure 1.1. However, the decision making 
process of chemical synthesis is extensive and relies heavily on previous experiences 
from raw materials to final products, which limits the research and application of 
novel designs. Over the last three decades, systematic optimization approaches have 
been applied to address chemical process synthesis problems in order to identify high 
performance designs.
Process
Inputs
(Given)
Synthesis
applications
Figure 1.1 Process synthesis problem
Process 
^  Outputs 
(To be optimized)
The optimization approach in process synthesis is to maximize the desired products 
and/or minimize the by-products, which are modeled as objective functions with 
mathematical programming, and find the optimized structure, which is identified with 
thousands or even millions of continuous or discrete variables, under a series of 
constraints. So the optimization in process synthesis engineering aims to find feasible 
process configurations that present promising performance. For instance, reactor 
network synthesis aims to identify the most effective reactor design based on mixing 
and feeding strategies.
Superstructure optimization approach involves generalized representations of ideal 
reactor units from which the optimal reactor mixing and feeding structure is to be 
extracted. A non-linear programming (NLP) deterministic optimization method was
Design and control of high-throughput synthesis applications with grids and knowledge-based
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applied by Achenie and Biegler (1990) for solving reactor superstructure problems. 
Kokossis and Floudas (1990) used mixed integer nonlinear programming (MINLP) 
techniques to solve superstructure problems by searching all possible combinations of 
continuous stirred tank reactors (CSTRs) and plug flow reactors (PFRs). Recently, 
stochastic techniques, such as Tabu Search (TS) and Simulated Annealing (SA), have 
been applied to the optimization of reactor network superstructure by Marcoulaki & 
Kokossis (1990), with extensions to non-isothermal and multiphase system by Mehta 
and Kokossis (2000).
The systematic development of new products and processes relies upon the extensive 
use of experiments with simulation and optimization models. Practically we are 
limited due to the lack of local computing power, and a similar lack of integration in 
the underlying methods and resources. However, there is a large amount of widely 
distributed idle computing resource that is available to be accessed. It would increase 
the efficiency of optimization process if these dispersed computational resources 
could be used for parallel computing. In order to build connections between the local 
computers and remote computer clusters, servers or workstations, some middleware is 
required to associate, integrate and distribute the resources from different places.
Grids are clusters of hardware and software resources, middleware and upperware 
with an objective to function as a stable, dependable, secure and efficient environment 
to apply distributed computing (Foster, 2002). Grids are designed to share 
heterogeneous resources and, although they function as self-contained systems that 
are integrating and coordinating resources, every node of the Grid remains 
independent. Sharing is not only in the form of file exchange, but also in the form of 
direct access to computers, software, database and other resources, as is required by 
wide range of applications in industry, science, business and engineering. In the form 
of hyper-infrastructures, grids are customized to provide services to businesses and 
technical applications, making use of additional service layers between distributed 
computing and users. Figure 1.2 highlights standard connections between grid servers 
and computing resources. Grids and hyper-infrastructure environments offer 
particularly attractive technologies with a potential to enable integrated applications 
and the design of distributed experiments in industrial environments. In this project,
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an advanced Globus upperware -  Grid Superscalar (GRIDS) is used as a 
programming framework to implement the distributed computing experiments. Grid 
Superscalar is a new programming framework for end-users to develop application 
that can be executed on a grid (Badia, Sirvent, et ah, 2007).
Simulation
Request RequestDispatch Dispatch
EC
Results Results
Computing Computing
resourcesresources
Request
R esuts
Grid server
Dispatch
Computing
resources
Figure 1.2 Basic structure of a computing Grid (Du & Kokossis, 2006)
The thesis introduces different grid experimental models with stochastic Tabu Search 
(TS) optimization algorithm and Simulated Annealing Cascade (SA Cascade) 
optimization algorithm for solving reactor network design synthesis problems. Also, it 
presents a self-supervised knowledge-based model of the SA Cascade algorithm by 
using dynamic controls with the assist of production rules during the run-time of 
optimization process and helps gain a deeper understanding of the reactor network 
design optimization process for different applications by building an ontology- 
supported on the features of the process synthesis problems and experiments. The 
inferred knowledge from the ontology is fed back to make adjustments to the 
optimization process in order to achieve higher performance and quicker convergence.
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The main challenges of the project are: (1) to integrate all aspects of experiments 
including process synthesis problems, optimization algorithms and grid technologies, 
(2 ) to customize elements of technologies under different grid computing 
environments to improve integration, and (3) to retrieve useful information from the 
optimization process and obtain new knowledge based on the retrieved information to 
guide the future search with aim to achieve faster convergence.
Chapter 2 reviews a series of deterministic optimization algorithms, such as Branch 
and Bound (BB) approach and Generalized Benders Decomposition (GBD) approach, 
and stochastic optimization algorithms, such as Genetic Algorithm (GA), Ant Colony 
(ACO), Tabu Search (TS) and Simulated Annealing (SA), discusses both advantages 
and disadvantages of them, and introduces parallel approaches to offer insights into 
key features of the conventional algorithms.
A review of the literature relevant to process synthesis problems is presented in 
Chapter 3, in which existing reactor network design synthesis problems are reviewed 
and the superstructure approach is selected for the problems.
Chapter 4 presents basic concept of grids, introduces grid middleware and upperware, 
especially Grid Superscalar (GRIDS) framework for easily access to the programming 
interface on grids, and develops a prototype for testing the behavior of GRIDS 
framework.
Chapter 5 reviews TS algorithm in more detail and presents two experimental models 
(Single TS and Multiple TS) for implementing process synthesis applications with 
GRIDS framework. By analyzing the results of the two models, it is found that the 
Multiple TS model runs more efficiently than the Single TS model due to its extended 
intensification and diversification search at the end of each section of Markov process.
Chapter 6  reviews the SA Cascade algorithm on the basis of SA applied in reactor 
network design synthesis problems, and discusses the impact of different parameters 
to the final objective value that is equivalent to the concentration of the desired 
product.
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Chapter 7 presents two experimental models (Synchronous and Asynchronous) of SA 
Cascade algorithm, displays and analyzes the data collected from the both models, 
and discusses the advantage of the Asynchronous model by comparing the 
computational performance under different grid computing environments.
In Chapter 8 , a self-supervised knowledge-based model for possible decomposition of 
the distributed algorithm is proposed. IF-THEN production rules and dynamic 
controls are added on the optimization server during the optimization process in order 
to dynamically control optimization search and accelerate optimization search. The 
results prove that the knowledge-based model is able to converge faster.
Chapter 9 introduces ontology that is integrated into the knowledge-based model 
described in Chapter 8  and presents an automatic ontology-supported model, which 
has a potential to benefit the optimization search from the gained knowledge through 
step-by-step study of reactor network synthesis ontology. The aim of integrating 
ontology with knowledge-based model is to present the process of optimization, 
discover new knowledge that can be used to direct the search into promising regions 
and help to gain a deeper understanding of the optimization process.
Finally, conclusions are made in Chapter 10 and future research work is 
recommended in Chapter 11.
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Chapter 2 Literature review
2.1 Optimization
2.1.1 Problem description
Optimization refers to the study of problems seeking minimization or maximization of 
one or more real functions by systematically selecting a series of variables within 
feasible regions. An optimization problem can be described by Equation 2.1 (Dantzig, 
1940).
where
/ i s  the objective function.
H  is a subset of the Euclidean space Rn. 
x  is a candidate solution. 
xo is an optimal solution.
There are a number of ways to classify optimization problems. For example, they can 
be classified as either continuous or discrete problems. If x e  H  are real, continuous 
variables, the optimization problem can be considered as a continuous problem. On 
the contrary, if x are discrete variables, the optimization problem can be considered as 
a discrete optimization problem. Also, optimization problems can be divided as 
convex or non-convex problems in terms of the convexity of feasible region A and 
objective function f  If the closest line segment joining any two different points xi and 
X2 in feasible region A belongs to set H, set H  is a convex area. This can be presented 
as Equation 2.2 (Dantzig, 1940).
Given: f : H - + R , H a  Rn
Sought: {x0 e H  \ f  (x0) < f  (x)Vx e H}
(2 .1)
X seg = {x | x = (1 -  ^ ) * 1  + kx2 50 < /I < 1} Xj ,x 2 e H (2.2)
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where
xi and X2 are two different points in set H.
xseg is a point in the closed line segment joining xj and X2 .
x  is a candidate point.
X is an arbitrary number between 0 and 1.
However, the feasible region A or the objective function/ does not generally present 
convexity, which may cause several local minima or maxima, x* is a local minimum 
in A if there exists 8  > 0 such that /(x * )<  f ( x )  for all x e N s (x * )n A , where
Ng (**)= e R" : x ~ x * -  ^}- Thus, we have Equation 2.3 as follows.
x — x < 8 ,x ,x  e A
(2.3)
In this thesis, we mainly focus on Mixed Integer and Non-Linear optimization 
problems (MINLP) with a single objective function that is the combination of discrete 
problems and non-linear problems. Equation 2.4 describes a MINLP structure.
Subject to
minf(x ,y )
x,y
h(x,y) = 0  
g{x,y)< 0 
x e R \ y e { 0 ,iy
(2.4)
where
x  is a real vector.
y  is an integer vector with element 0  or 1 . 
f(x,y) is the objective function. 
h(x,y) is the equality constraint. 
g(x,y) is the inequality constraint.
Rn is Euclidean space.________________
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2.1.2 A benchmark optimization model (NLP)
In mathematics, optimization refers to the study of problems in which one seeks to 
minimize or maximize an objective function by systematically choosing the values of 
variables under a set of constraints, which are equations or inequalities. Equation 2.5 
presents a general nonlinear programming (NLP) problem (McCormick, 1983).
Find the values of decision variables x/, X2, X3, ..., xn that
Subject to
max(or min)z = / ( x 1,x2,x3...,x/J) 
g l(x1,x 2 ,x 3 ,...,x„ l<, =, or>)bl 
g 2 (x, ,x 2 ,x 3 ,...,x„ X<, =, or>)b2 (2.5)
g m (x, ,x 2 ,x 3 ,...,x„ X4  =, ox>)/>,
where
x; is  rea l v a r ia b le , i g  { l ,2 , . . . ,« } .
/ ( X j  , x 2, x 3..., xn)  is  obj e c t iv e  fu n c tio n ,  
z  is  v a lu e  o f  th e  o b je c t iv e  fu n c t io n  f  
bj is  co n sta n t  v a lu e , j  g  {l,2 ,...,?ra}.
gj ( x j , x 2 , x 3, . . . ,  x M X- 5  = 5 or>]bj : eq u a tio n s  an d  in e q u a lit ie s  a s  co n str a in ts ,
j  g { 1 ,2 , . . . ,w } .
The feasible region for the NLP is the set of points (xj, X2, X3, ..., xn)  that satisfy m 
constraints in Equation 2.5. A point in the feasible region is a feasible point, while a 
point that is not in the feasible region is an infeasible point. For a maximization 
problem, any point x' in the feasible region for which /(x ')>  / (x )  holds for all 
points x in the feasible region is an optimal solution to the NLP (Winston, 1997).
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A process synthesis problem is usually a NLP (Achenie and Biegler, 1986, 1988, 
1990, Kokossis and Floudas, 1990, 1991, 1994, Schweiger and Floudas, 1999, 
Esposito and Floudas, 2002). Chapter 2.2 presents some more details about two 
common optimization algorithms -  deterministic optimization algorithm and 
stochastic optimization algorithm, which are widely used in solving today’s process 
engineering problems.
2.2 Optimization methods
2.2.1 Deterministic Optimization
There are a number of mathematical programming methods, such as linear 
programming (LP), non-linear programming (NLP), mixed-integer linear 
programming (MILP), and mixed-integer non-linear programming (MINLP). Reactor 
network synthesis is a complex engineering problem that involves non-linear 
formulations. And some approaches use MINLP deterministic technology to solve 
non-linear modeling equations with discrete binary variables that stand for the 
existence of process units and streams (Achenie and Biegler 1990, Kokossis and 
Floudas 1990, Schweiger and Floudas 1999). MINLP deterministic optimization 
assumes that sufficient information is available and can be used to determine the 
search direction in a deterministic manner at every step of the algorithms. Thus, the 
algorithm requires engineering programmers to firstly analyze problems in terms of 
their prosperities such as the convexity of their objective functions and constraints. In 
this case, deterministic optimization can lead to multiple local optimums so that it is 
difficult to solve MINLP problems as both non-linear equations and binary variables 
are involved (Grossmanm et al., 2004 and Floudas, 2000).
Conventional MINLP methods involve Branch and Bound (Beale, 1977 and Gupta, 
1980) and Generalized Benders Decomposition (Bender, 1962 and Geoffrion, 1972). 
Newly developed MINLP methods include Generalized Disjunctive Programming 
(Raman and Grossmann, 1994) and Global Deterministic Optimization method 
(Androulakis et al., 1995). These deterministic optimization approaches suffer from a 
number of shortcomings that make them difficult to apply to reactor network
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synthesis. They are highly sensitive to initialization variables, especially for non­
linear problems and non-convex problems, since most of the deterministic 
optimization approaches direct the search to the nearest local optimum. Besides, 
deterministic optimization algorithms also suffer from convergence problems and 
have not yet been applied successfully to complex reactor network synthesis problems 
(Grossmanm et al., 2004 and Floudas, 2000).
2.2.1.1 Branch and Bound approach
The Branch and Bound (BB) approach was first proposed for LP problems (Land and 
Doig, 1960), and developed in 1970s (Beale, 1977 and Gupta, 1980). It introduces a 
binary tree with a number of layers, for each of which one binary variable (either 0  or 
1) is set. Each node represents a problem where binary variables are either relaxed or 
set to a discrete value and the branches of the tree represent the different options for 
the binary variables. Assuming that we are solving a minimization problem, a lower 
bound of the objective function will be given at each node. The node is then split into 
two branches and the problem at each of the subsequent nodes will be solved. The 
node with the better objective value will replace the node with the current best 
objective value for the next step. This continues down the tree until the final layer is 
reached and upper bounds are provided to form a feasible region. The key idea of BB 
approach is if the lower bound for some node A is greater than the upper bound for 
some other node B , then node A can be surely disregarded from the search, which is 
called pruning. Thus, a global variable is usually maintained to record the minimum 
upper bound ever found so far in all sub-regions and any node with lower bound 
greater than the minimum upper bound will be disregarded. The optimized solution is 
found in un-relaxed layer when the upper bound of the feasible region matches its 
lower bound. BB approach is effective for LP, however it may cause premature 
convergence for NLP because inferior and infeasible solutions may be generated at 
each node (Lawler and Wood, 1966).
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2.2.1.2 Generalized Benders Decomposition approach
Generalized Benders Decomposition (GBD) approach was devised for exploiting the 
structure of mathematical programming problems with complex variables (Benders, 
1962). The method decomposes nonconvex or discrete problems into a continuous- 
variable programming sub-problem (primal) and a general mathematical 
programming sub-problem (dual). The primal sub-problem uses iterative method to 
set integer variables and solves the non-linear problem, generating an upper bound for 
the optimal solution. The dual sub-problem suggests the next integer combination 
based on nonlinear convex duality theory with the Lagrange multipliers obtained from 
the primal problem and provides a lower bound for the optimal solution. The search 
terminates when the lower bound from dual sub-problem is close enough to the upper 
bound from primal sub-problem (Geofffion, 1972).
2.2.2 Stochastic Optimization
Stochastic optimization is the counterpart to a deterministic optimization algorithm in 
probability theory. It refers to the minimization (or maximization) of a function in the 
presence of randomness in the optimization process. Common methods of stochastic 
optimization include direct search methods, stochastic approximation, stochastic 
programming, and miscellaneous methods such as simulated annealing and genetic 
algorithms. The advantages and disadvantages of stochastic optimization have been 
reviewed by Arsham (Arsham, 1998), Fouskakis and Draper (Fouskakis and Draper, 
2002), Fu (Fu, 2002), Gosavi (Gosavi, 2003), Michalewicz and Fogel (Michalewicz 
and Fogel, 2000), and Spall (Spall, 2003). In contrast to deterministic optimization 
algorithms, stochastic optimization algorithms incorporate random elements in the 
problem data (objective function, termination criteria, etc), and/or in the algorithm 
itself (random choices, etc). Nowadays, stochastic optimization algorithms are widely 
used in business, academic research, industry and even entertainment.
One special type of discrete-time stochastic process is called a Markov chain/process. 
Let’s label a finite number of states as io, ii, 6 , L, •••, is. A Markov chain can be 
described by Equation 2.6 (Issacson and Madsen, 1976).
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Pfat+\ *'/+i| /^ h •> X,_i i \ ,X 0 /0) P{X t+1 it+\ \Xt it )
/ \ v2-6)t g (0,1,2,...5 )
where
t is the counter of discrete time, t g  {0 ,1,2 ,...,.?}. 
it is the state at time t.
Xt is a candidate state at time t.
P(X t ) is probability distribution of a state Xt at time t.
Equation 2.6 presents the probability of the distribution of a candidate state Xt+i at 
time t+ 1 depends on the state it at time t and does not depend on the states the chain 
passed through on the way to it at times before t.
Assume that for all states i and j  and all times t, Prob(x , +1 = j \X t = i) is independent 
of t. Thus, we can write
Prob(x , +1 = j\X , = /)=  p,j (2.7)
where
Prob(x?+1 \Xt ) is the probability that a state i at time t moves to a state j  at time t+1. 
py is stochastic matrix.
As for Equation 2.7, the probability relating the next period’s state to the current is 
fixed over time. So py can be referred to as the transition probabilities for a Markov 
chain. In most applications, the transition probabilities are displayed as an s*s Matrix 
P ro b fo lr J ,  as shown by Equation 2.8 (Winston, 1997).
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Prob(x,|y,) =
Pi i Pn  -  P i s  
P l l  P l l  P 2 s (2.8)
P s l  P  s2  -  P s s
Given that the state at time t is z, the process must be somewhere at M-l, which means 
for each state /, (Winston, 1997)
Today, stochastic optimization algorithm has become one of the main methods in 
process synthesis problems, especially reactor network design problems, and 
computing technologies enable engineers and researchers to apply this algorithm more
stochastic optimization algorithms.
2.2.2.1 Genetic Algorithm
Genetic Algorithm (GA) was devised in the 1960s (Holland, 1960). It is a global 
search heuristic algorithm based on Darwinian Theory of natural selection. GA is 
implemented as a computer simulation and a population is involved to represent 
candidate solutions evolving as the search progresses by combining adults from the 
current population to generate a new population of children with randomly selected 
properties (chromosomes) from their parents. The new population is then used in the 
next iteration of the algorithm. Generally, GA terminates when a fixed number of 
iterations has been completed, or a satisfactory solution has been found for the current 
population. The algorithm can be applied in wide fields, such as bioinformatics, 
engineering, economics, chemistry, manufacturing, mathematics, etc. GA is 
applicable for grid computing, however maintaining parallel structures for the 
evolution of whole population is memory intensive and can make implementation of
(2.9)
2>i/=1
effectively than ever before. Chapter 2.2.2.1 -  2.2.2.4 introduce several popular
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the algorithm complex (Linke and Kokossis, 2003). Many parameters make the 
algorithm difficult to control and it is slow to converge due to the absence of 
statistical parameters involved in the termination criterion (Papadopoulos and Linke, 
2004).
2.2.2.2 Ant colony optimization algorithm
The ant colony optimization (ACO) algorithm was initially proposed as a nature- 
inspired metaheuristic for solving computational problems by narrowing down 
possible paths to good ones through graphs (Dorigo, 1992). The algorithm is sourced 
from the behavior of real ants when searching food. Ants evaporate trail pheromone 
during their trips from nest to food source. The density of the pheromone depends on 
the length of the path. A shorter path taking less time will have a high density of the 
pheromone. Other ants always follow the path with the highest density of the 
pheromone, which indicates the shortest way between their nest and food sources 
(Blum, 2004). This phenomenon has been exploited by using simulated ants colony to 
solve combinational optimization problems. The key element of an ACO algorithm is 
a stochastic pheromone model, which consists of a vector of pheromone trail 
parameters. The pheromone model is used to probabilistically generate solutions (Step 
1) and it is updated with previously generated solutions during run-time (Step 2). The 
idea is to focus on the solutions in the regions containing high quality solutions. Step 
1 and 2 are repeated until convergence is proven in value and solution (Dorigo and 
Blum, 2005). ACO algorithms have been applied to many combinational optimization 
problems, such as routing vehicles, and can be run continuously to adapt to changes at 
run-time.
2.2.2.3 Tabu search
Tabu search (TS) was invented by Glover in 1986 and has been used to solve a wide 
range of large scale combinational optimization problems, such as job shop 
scheduling, graph coloring and the Traveling Salesman Problem. As a metaheuristic 
method, the fundamental idea of TS is to forbid or penalize search moving to points 
that are already visited in the solution space for a short period of time. This is to say
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that it can lead to explore new regions with the aim to find a global optimized solution 
by accepting new inferior solutions to avoid paths already investigated (Glover, 1986). 
The approach can be made directly applicable to continuous global optimization 
problems by a discrete approximation of the problem, but other extensions are also 
possible (Glover and Laguna 1997, Osman and Kelly 1996, Voss et a l , 1999).
A distinguishing feature of TS is embodied in its exploitation of adaptive forms of 
memory with a structure composed of the four dimensions: recency, frequency, 
quality, and influence. Recency-based short-term memory (RSM) and Frequency- 
based long-term memory (FLM) are based on memory complementing each other. 
Here memory can be used to identify elements that are common to good solutions or 
to paths that lead to such solutions. The quality dimension is used to differentiate the 
merit of solutions visited during the search, so it is considered as incentive-based 
learning, where decisions whether to reinforce actions for better solutions or penalties 
to trap into worse solutions are made. Influence helps to make choices, not only on 
quality but also on structure, because some decisions are more effective than others as 
a function of the neighborhood of moves employed and the way that the 
neighborhood is negotiated (Glover and Laguna, 1997).
Intensification and diversification are two important procedures of TS. Intensification 
focuses on examining neighbors of elite solutions by changing choice rules to 
encourage the search to move into the solutions historically found good and returning 
attractive regions to search them more thoroughly. Since promising solutions are 
recorded in order to search their neighbors, explicit memory is closely related to the 
implementation of intensification strategies. Note that the term ‘neighbors’ does not 
only mean neighborhood search, but also consider solutions that are adjacent or close 
to promising solutions with standard move mechanisms, generate neighbors by 
grafting components from good solutions or using modified and evaluated 
components into a current solution. On the contrast, diversification encourages the 
search process to examine unvisited regions and to generate solutions different from 
the ones found ever before. Some even better solutions may be obtained, which means 
if the search get trapped in a local optimum, diversification helps to escape from it 
(Glover and Laguna, 1997).
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Figure 3.1 illustrates a flowchart to present the overall procedure of TS. In Figure 3.1, 
S° is initial solution. S ’ is generated new solutions. EN(S) is the neighborhood of a 
candidate solution S. S5** is the best solution in a neighborhood. S* is current best 
solution. Sb is final optimized solution. RSM is Recency-based short-term memory 
incorporating Tabu list containing the latest visited solutions to record the search 
history over a short time horizon. FLM is Frequency-based long-term memory to 
record the frequency with which the individual solutions have occurred over the entire 
search history for learning from the past search experience. I  and D  respectively 
indentify intensification procedure and diversification procedure.
The optimization search starts from an initial solution S? and applies stochastic search 
to explore a neighborhood size of candidate solutions S ’ e EN(S). The best SEN in the 
neighborhood EN(S) is selected as the current best solution S* if it is a member in the 
Tabu list. If it is in the Tabu list, then aspiration criterion (Werra and Hertz, 1989, 
1991) is introduced to decide whether the S* is accepted or excluded from EN(S) to 
try the second best solution of the neighborhood. RSM and FLM are updated with the 
new accepted solutions and the final optimized solution Sb will be obtained if  the 
termination criterion is satisfied. However, if the optimization search is not converged, 
the search will either go to the next iteration to explore a new neighborhood, or apply 
intensification to carry out moves recorded with a high success rate and 
diversification in the following to exhibit a low success rate over the search history. 
After both periods have been completed, the bias is removed from the move selection 
process for a number of iterations prior to the subsequent intensification and 
diversification periods (Kokossis and Linke, 2002).
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Figure 2.1 Flow diagram of TS implementation
TS is terminated if one of the following two criterions, as shown in Equation 2.10, is 
satisfied (Glover et al., 1993):
jrpunsuc ^  t a
(2 .10)
IT SUC > 300
where
j j ,msuc *g ^  number of unsuccessful iterations. 
ITsuc *s ^  number 0f  successful iterations.
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 17
Du Du
2.2.2A  Simulated annealing
Simulated Annealing (SA), one of the extensively used meta-heuristics approaches, 
was firstly introduced and originally proposed as a means of finding the equilibrium 
configuration of a collection of atoms at a given temperature (Metropolis et al., 1953). 
The scheme is based upon the manner in which liquids freeze or metals re-crystallize 
in annealing process. A melt is slowly cooled from high temperature so that the 
system is approximately in thermodynamic equilibrium at any time. With the cooling 
process going on, the system becomes more ordered and approaches a “frozen” 
ground state at temperature T = OK. In this way the metal can be re-crystallized to 
high quality. It might quench forming defects, which means to get trapped in local 
minimum energy state, if the cooling is done insufficiently slowly (Kirkpatrick et al., 
1983).
SA was first presented as a search algorithm for solving carbon monoxide (CO) 
problem (Kirkpatrick et al., 1983 and Cemy et al., 1985). The basic idea is to allow 
moves resulting in solutions of worse quality than the current solution (uphill moves) 
in order to escape from local minimum. SA was successfully applied to continuous 
reactions and separation systems (Floquet, Pibouleau and Domenech, 1997; 
Marcoulaki and Kokossis, 1999; Mehta and Kokossis, 1997, 1998; Cardoso, Salcedo, 
Feyo de Azevedo and Barbosa, 2000), batch distillation (Hanke and Li, 2000), 
flowsheet optimization (Painton and Diwekar, 1995; Chaudhuri and Diwekar, 
1996,1997), batch scheduling (Das, Cummings and LeVan ,1990; Patel, Mah and 
Karimi, 1991; Wang et al., 1999), energy networks (Dolan, Cummings and LeVan, 
1989, 1990; Maia, Vidal de Carvalho and Qassim, 1995) and molecule design 
(Marcoulaki and Kokossis, 2000a, b).
The SA algorithm starts by generating an initial solution from the neighborhood of all 
the solutions and initializing a high value to the so-called temperature parameter T. 
Then it goes into iterative steps, during which homogenous SA Markov processes 
provide new solutions. At each temperature, reversible state transitions are performed 
to equilibrate the system. Temperature is reduced according to a cooling schedule. 
Theoretically, SA can finally converge to global optimal when the temperature is
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frozen to nearly 0. The convergence of SA can be proven by a statistical argument 
(Marcoulaki and Kokossis, 1999; Aarts and van Laarhoven, 1985).
Figure 2.2 shows a flow chart of SA procedures. In Figure 2.2,5° is an initial solution. 
S ’ identifies a new generated solution. N(S) is the neighborhood of a candidate 
solution S. P(S’)  is the probability of accepting a new generated solution S ’. R is a 
random real number between 0 and 1. Sb is the final optimal solution.
New accepted solutions are probabilistically generated in the neighborhood N(S) cr D, 
which is the domain of instances of superstructure. If the temperature-dependent 
acceptance criterion, as shown by Equation 2.12, is satisfied, the candidate solution 
will be accepted, otherwise it returns to the original state to apply another move until 
the acceptance criterion is met. After a homogeneous Markov process of isothermal 
state transitions are completed, the temperature is reduced according to a cooling 
schedule, as shown by Equation 2.13. Accordingly, the probability of accepting a new 
solution also reduced. The whole process repeats until the termination criterion is 
satisfied and then a final optimal solution Sb is obtained. SA algorithms terminate 
when the annealing temperature falls below the freezing point, no new solutions have 
been accepted for a number of consecutive Markov processes, or the length of the 
whole Markov chain has been exceeded.
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Figure 2.2 Flow diagram of SA implementation
Acceptance criterion
New generated states will be examined depending on Metropolis criterion (Metropolis 
et al., 1953). The major element of the Metropolis criterion is the acceptance 
probability that is formulated by Equation 2.11.
P:J =exp
AE = Ej - E l
(2.11)
where
Pt . is the acceptance probability for the transition from state i to state j .  
E{ is the objective value of state i.
Ej is the objective value of state j .
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T is the annealing temperature.
According to the Metropolis criterion described in Equation 2.11, the acceptance 
criterion of SA algorithm can be formulated by Equation 2.12.
minimization problem, if E(S ) is smaller than E(S*), P(S’)  = 1. This means a better
have a chance to be accepted. This feature prevents the optimization process from 
getting trapped into local optima. When the temperature is reduced, the acceptance 
probability of accepting worse solution is reduced. When temperature is frozen to 
nearly zero, only promising solutions can be accepted so that SA becomes the Greedy 
algorithm (Black, 2005).
P{S') = mim l,exp
(2.12)
AE = E (S ')-E (S * )
where
S  is a candidate solution.
S* is the current optimal solution.
P(S’)  is the probability of accepting a candidate solution S
$ ’
AE is the improvement of the objective value from S  to S . 
E(S ) is the objective value of the candidate S .
E (S*) is objective value of the current optimal solution S*. 
T" is temperature of the current state.
A solution S  can be accepted with acceptance probability P(S). Assuming it is a
solution is always accepted without any doubt. If E(S ) is greater than E(S*), S  can
be accepted with probability exp . That means a dis-promising solution still
\  1a J
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 21
Du Du
Cooling Schedule
In terms of SA optimization searches, an appropriate temperature reduction is 
required. The system is easily equilibrated and can be cooled down quickly at the 
initial states, whilst increasingly slow cooling is applied when the asymptotic 
convergence of equilibrium is reached. Aarts and Van Laarhoven (1985) discovered a 
logarithmic cooling schedule, which is applied widely today.
rpn+l rpri
where
T ” is the temperature of the current state. 
r ; +1 is the temperature of the next state.
<r" is the standard deviation of the objective values from the solutions generated in 
the current state.
y is a parameter to control the cooling rate.
SA is a time-consuming optimization algorithm due to its nature of cooling schedule 
when applied on complex problems. There are some methods to cut down the time 
spent on SA, such as reducing the annealing length, changing termination criterions 
(Yang, 2009), and simplifying optimized reactor network (Labrador-Darder, 2009), 
however they all have a common problem that is difficult to escape from local 
optimums.
1 +
r ; in ( l  + y)
-
3(7 "
(2.13)
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Chapter 3 Outline and presentation of high- 
throughput system
Over last four decades, the development of high-throughput system design has 
constantly evolved. High-throughput system, characterized by large amounts of 
solutions for short period time, is widely utilized in the optimization of process 
synthesis problems. As the efficiency of the chemical reaction process plays an 
important role in the commercial feasibility of a chemical process, achieving best 
reaction performance is the key factor. Reactor network synthesis is a significant 
activity at the stage of conceptual design to determine the performance limits which 
exist for a given reaction system. Chapter 3 addresses basic process synthesis 
problems and introduces a superstructure optimization approach that is used to solve 
these problems in the project.
3.1 Problem addressed
Process synthesis is the systematic design of a set of processes, which appear 
promising in terms of a set of objectives, constraints and assumptions, and is 
conducted at the conceptual design stages of a project. As for reactor network design 
problems, it aims to find the best mixing and feeding strategies to achieve optimal 
reaction performance, which may be maximum concentration of desirable product, 
minimum undesirable by-product or consumption, or both combined together, for 
given raw materials and reactions. Therefore, one of the main challenges chemical 
engineers are facing today is how to find feasible process configurations that present 
promising and economic performance, which strongly depends on the efficiency of 
the reaction system in chemical and biochemical fields.
A number of different reactor network synthesis methods, such as Attainable Region 
(AR) and superstructure optimization approach, have been developed and extended 
over the past few decades. The AR method (Horn, 1964) is based on a graphical 
approach of finding the best physical combination of ideal reactors in concentration 
space. So it suffers problems containing a large number of reactions and components
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due to the dimensionality limitation (Hildebrandt and Glasser, 1990, 1997, Feinberg 
and Hildebrandt, 1997, Rooney et al., 2000).
Most chemical and biocatalytic processes involve complex reaction networks with 
multiple reactions described by highly non-linear kinetics. The superstructure 
optimization approach involves generalized representation of ideal reactor unit from 
which the optimal reactor mixing and feeding structure is to be extracted. 
Superstructure optimization approach considers all possible structural and operational 
options to find the best solution (Ashley, 2004). Deterministic optimization 
techniques were applied in the form of non-linear programming (NLP) by Achenie 
and Biegler (1990). Deterministic mixed integer nonlinear programming (MINLP) 
techniques were applied to optimize superstructure comprised of all possible 
combinations of continuous stirred tank reactors (CSTR) and plug flow reactors (PFR) 
by Kokossis and Floudas (1990). More recently, stochastic techniques in the form of 
Simulated Annealing (SA) and Tabu Search (TS) were applied to the optimization of 
reactor network designs (Marcoulaki and Kokossis, 1999), with extensions to non- 
isothermal and multiphase systems by Mehta and Kokossis (2000).
In the superstructure optimization approach, a number of process units (reactors, 
separators, etc) are physically joined together in all possible combinations using 
mixers and splitters as connectors. Superstructure optimization simultaneously 
accounts for all structural and operational options, as well as allowable interactions 
between the units and provides a systematic framework to assess the options. Thus, 
the superstructure optimization approach is used to implement optimization 
experiments of the project.
Engineering design is the process which includes the decisions regarding methods and 
configurations, and selecting numerous variables and parameters from many different 
options. It becomes difficult for engineers to try all possible solutions as the number 
of possible combinations of the variables and parameters is generally large. In this 
situation, optimization methods are applied to find the best or closest-best 
combination of independent variables maximizing or minimizing one or more 
specified objectives functions, subject to a series of constraints. Knowledge driven
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optimization is an optimization method that exploits the benefits of stochastic 
optimization while also utilizing information and knowledge derived from the process 
models to guide the search. The purpose is to reduce computational time and enhance 
robustness by encouraging the search towards identified regions of promising 
performance, and gaining an understanding of the principles driving the optimal 
results in the mean time (Ashley, 2004).
Knowledge driven optimization methods includes three basic steps:
1. Process definition and identification: specifies objectives, selects process 
models, defines decision and performance control variables, and investigates 
relationship among these variables.
2. Optimization and synthesis: guides search direction based on predefined 
production rules and introduces these production rules to customized 
stochastic optimization scheme.
3. Knowledge extraction: builds dependencies between decision and 
performance control variables, finds out high performance region, and 
formulates production rules on the directive of high performance region.
Regarding reactor network design synthesis problems that aim to find the best 
possible mixing and feeding structure for optimal reactor network performance, 
knowledge driven optimization methods are applied on the features that define 
relationships between reactions, and how these features can be influenced by 
manipulating the continuous and discrete design decision variables, such as active 
reactors, feed, reactor volumes, recycles and bypasses, and mixing patterns.
3.2 Superstructure optimization method
Figure 3.1 presents a conceptual model of a superstructure for a reactor design process 
synthesis problem. The reactors are physically connected in all possible combinations 
in the reactive phase. Parameters of a reactor network include the number of active 
reactors, the type of each reactor, split fraction and volumes of each reactor. Reactors 
are modeled as ideal continuous stirred tank reactors (CSTR) and plug flow reactors 
(PFR). Plug flow behavior is approximated as a cascade of equal volume sub-CSTRs
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(Kokossis and Floudas, 1990), as shown in Figure 3.2. The aim of the superstructure 
optimization method is to find out a combination of all of these parameters, which can 
generate the maximum concentration of the desired product.
Bypass
Feed > -  Output
j—i-
Recycle
Figure 3.1 A superstructure model of reactor network synthesis problem
CSTR PFR
Figure 3.2 Reactor options
3.3 Knowledge driven optimization for a benchmark case 
study -  Van de Vusse
The Van de Vusse reaction system is used to illustrate the methodology. It is defined 
by Equation 3.1 (Marcoulaki and Kokossis, 1999; Kokossis and Floudas, 1990; 
Schweiger and Floudas, 1999):
A rY = kxCA kx = 10.0s-1
B c r2 = k2 = 1.0s-1 (3.1)
2A- r3 = k3CA k3 = 0.5 Lmol~ls~l
where
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A is reactant.
B is desired product.
C and D are by-products.
rf is reaction rate of reaction i, mol L' 1 s"1.
Cj is concentration of component j ,  mol L"1.
The feed flow rate is lOOL/s and contains pure component A. The objective of this 
reaction is to maximize the outlet concentration of desired product B and meanwhile 
minimize that of by-products C and D.
3.3.1 Reaction pathway analysis
Take the reactions in Equation 3.2 as an example. In the parallel reaction (/), there are 
two reactions taking A as a reactant. The desired product is component B, which needs 
to be maximized over component C. So, we wish to maximize the rate of reaction
A  >B and minimizing the rate of reaction A  >C . In terms of polynomial
kinetics, concentration is directly proportional to the order of reactions; therefore PFR
or CSTR can be used to achieve best performance when reaction A  >B is of
higher or lower order than reaction A  > C , respectively.
(iii)combined 
A  >B
A  >B A  >B (3.2)
B  >C
A  >D
(/) parallel (ii) sequential
------  -----
A ------>C B ----- >C
Regarding the sequential reaction (ii) in Equation 3.2, B is not only the desired 
product but also intermediate which can yield by-product C. A high concentration of
A will maximize component B while as B increases reaction B  >C may generate
more C. To maximize reaction A  >B and minimize reaction B  >C , a PFR
can be applied to control the extent and cut off reaction B  >C before too much B
is consumed.
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In the reaction (///), a combined (i) and (if) reaction system is shown. Thus, the best 
solution may be a combination of mixing patterns of CSTRs and PFRs.
Reaction pathway analysis is applied to gain a preliminary understanding of how the 
system performs as defined by parallel and sequential pathways. It highlights the key 
features requiring further investigation during the data mining step, and involves 
reaction network representation, rate indicator definition and concentration profile 
plots.
3.3.2 Data mining and rule development
Superstructure optimization process uses IF-THEN production rules (IF conditions, 
THEN actions) to make adjustment to a reactor network. These production rules are 
IF-THEN rules and are pre-defined before optimization processes. If the conditions of 
a production rule are satisfied, appropriate actions will be taken to update the reactor 
network design towards rule conformance. Once an initial network is modeled, all the 
production rules are activated. These actions include adding or deleting reactors, 
changing reactor types, increasing or decreasing reactor volumes, adding or deleting 
recycles or bypasses, changing recycle or bypass positions and increasing or 
decreasing recycles or bypasses flows.
To develop production rules for optimization search, quantitative relationships need to 
be uncovered among objective values, rate indicators, component concentrations and 
temperatures. The underlying trends describing interrelationships between sequential 
and parallel reactions and their effect on the objectives may not be immediately 
obvious in complex systems and tools are required to extract these trends. Data 
mining techniques are used to assess data in kinetic process and extract hidden trends, 
which may be difficult to find out. Knowledge discovery and data mining helps reveal 
promising regions of performance control variables, such as component 
concentrations, which lead to good performance of rate indicators (Ashley, 2004).
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Production rules are formulated on the basis of analytical results so as to guide the 
optimization search process. If production rules derived from system kinetics can lead 
towards promising regions, the optimization search might become more efficient, 
such as better objective value or quicker convergence.
Let’s consider the Van de Vusse case study again. As for the sequential reaction 
system, a possible way to control the sequential pathway can be as follows (Ashley V., 
2004). Note that X  is a pre-defined constant that is greater than 1. Cb and Cc are 
concentrations of desired product B and by-product C. r f a  is the rate indicator of 
reaction (ii) in Equation 3.2. yi and co are two different feasible regions where 
promising solutions tends to be found.
• Limiting the sequential rate indicator within a set range
>  Rule-1: IF r f a  < 1, THEN search in direction y/
> Rule-2: IF r\/r2 > X , THEN search in direction co
• Ensuring the concentration of by-product C never exceeds the concentration of 
intermediate desired product B
> Rule-3: IF Cc/Cb > 1, THEN search in direction yj
When considering sequential reactions, the desired product is an intermediate. So the 
production rules mainly relate to rate indicators or generation over consumption. 
Where an intermediate product is desired, the maximum yield occurs when the rate of 
production equals to the rate of consumption. This can be described as a rate indicator. 
It can only occur in ideal plug flow behavior. For a PFR, the desired value for the rate 
indicator will be slightly greater than one. To allow this, both an upper (X) and lower 
(1) bound on the indicator are included. Concentration limits for key components 
giving the appropriate indicator range can also be obtained from data mining.
Overall, theses production rules represent the trends that allow the system to operate 
in a feasible region that narrows down the search area and is close to optimal state. 
Other production rules are developed similarly.
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Chapter 4 Grid technology
4.1 Concepts of grids
Distributed computing is becoming more and more necessary in industry, business, 
social activity and academic research. The term “grid” was then coined to denote a 
proposed distributed and parallel computing. So, grid concepts were originally 
developed to enable resource sharing, job dispatching and data mining in the first 
decade on its history from 1980s to 1990s (Forster and Kesselman, 2004). During that 
time, a number of software, which focused on providing powerful mechanisms for 
managing communication between processors and execution environments for 
parallel machines, such as Parallel Virtual Machine (PVM), Message Passing 
Interface (MPI), High Performance Computing (HPC) and High Throughput 
Computing (HTC) software, such as Condor, were made for parallel computation 
experiments (Berman, Fox and Hey, 2003). Today, grids have been widely used in 
banking, academic research, e-commerce, and chemical synthesis industries. Thus, a 
grid can be described as a distributed computing and data management infrastructure 
that integrates networking, communication, computation and information to provide a 
virtual platform for resource accessing and sharing, message and command passing, 
data transfer and mining and task scheduling and dispatching in business, government, 
science and industries in the whole global area (Forster and Kesselman, 2004).
Figure 4.1 shows the four layers of a general grid network. As shown in Figure 4.1, 
grid architecture can be divided into four layers from bottom-up: Fabric layer, Core 
middleware layer, User level layer and Application layer (Forster and Kesselman, 
2004).
The fabric layer provides the resources, which are shared by predefined grid protocols. 
The resources could be CPUs, storage, databases, network portals, operating systems 
(OS), etc. Fabric components implement interdependent local, resource-specific 
operations that occur on specific resources as a result of sharing operations at higher 
levels.
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The core middleware layer defines core communication and authentication protocols 
required for grid-specific network transactions. Communication protocols enable the 
exchange of data between the resources in fabric layer, whilst authentication protocols 
build provides secure mechanisms for verifying the identity of administrators, users 
and resources. Such communication and authentication protocols may include: Globus 
toolkits (an open source software toolkit used for building grid systems and 
applications), P2P networking (a method of delivering computer network services 
where the participants share a portion of their own resources), TCP/IP 
(communication protocols used to connect hosts on the Internet), UNICORE 
(Uniform Interface to Computing Resources offering a ready-to-run grid system 
including client and server software), etc.
The user level layer is on top of core middleware layer and provides protocols and 
offers services for capturing interactions across collections of resources. It comprises 
programming tools, resource brokers and deployment devices to implement a wide 
variety of sharing behaviors without placing new requirements on the resources being 
shared. Chapter 4.2 introduces a type of grid upperware -  grid superscalar that is used 
to design, schedule and monitor the grid applications in this project.
The application layer is the top layer of grid architecture. It requires two classes of 
grid application tools: grid programming models and grid application execution 
environments. Grid programming models are developed on the basis of grid 
infrastructure and provide high-level paradigms that can be used to write applications. 
Grid application execution environments are integrated software tools, which form a 
computing environment to enable users to access remotely and implement 
applications.
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User level layer
Fabric layer
Application layer
Resources
Grid middleware
Applications
Grid upperware
Core middleware 
laver
Scientific Engineering Enterprise...
Programming framework Deployment Scheduler...
Globus P2P TCP/IP UNICORE ...
Computers Network Storage OS ...
Figure 4.1 Four layers of a grid network
4.2 Introduction to a grid programming framework -  Grid 
Superscalar (GRIDS)
As a type of grid upperware, Grid Superscalar (GRIDS) is a friendly used grid 
programming framework for grid enabling applications (Badia, Sirvent, et al., 2003). 
The current version of GRIDS framework is on top of Globus service. Globus is a 
grid middleware comprised of a number of components, which make up a toolkit so 
people also call it Globus Toolkit (GT). The toolkit includes software services and 
libraries for resource discovery and management, data management, communication, 
fault detection and security, which can be used either independently or together to 
develop applications. Every component of GT has unique modes of operation, and 
collaboration between multiple components is hindered by incompatibility of 
resources such as database, computers, and networks (http://www.globus.org/. 2009).
GRIDS framework aims to reduce the development complexity of grid applications to 
the minimum in such a way that writing an application for a computational grid may 
be as easy as writing a sequential application. GRIDS framework not only provides an 
abstract layer to program applications in a grid network, but also is able to improve 
the performance of the applications by automatically running parts of the application 
in parallel.
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Figure 4.2 illustrates how a GRIDS framework works. In order to implement an 
application, a master-worker GRIDS framework is required. The master-worker 
framework consists of a master and a set of workers. The master is a computer that 
manages resources (workers), distributes tasks for each worker, and monitors the 
whole process of applications, while the workers are local or remote computers that 
are connected to the master through GT service and Internet. The master and workers 
communicate through data transfers in the form of files. For each GRIDS application, 
a worker starts to execute a task as soon as it receives input data from the master and 
transfers the output data back to the master after it completes the task. Regarding 
process synthesis applications on GRIDS framework, the master distributes data about 
a reactor network solution including the number of reactors, reactor types, reactor 
sequence, reactor volumes, feed flow, split fraction, etc, to the workers and the 
workers take these data to implement a Markov process that generates a set of output 
data about new solutions.
Master Workers
Figure 4.2 master-worker GRIDS framework
Three features of a GRIDS framework: user interface, run-time execution and 
deployment centre (Badia and Sirvent, et al., 2007) are introduced as follows.
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4.2.1 User interface
To develop an application on GRIDS framework, a programmer must go through 
three stages, which are (z) task definition, (z'z) task parameters definition and (zzz) 
writing the sequential program. Stage (z) identifies subroutines/functions that are 
going to be executed on each worker. Stage (z'z) identifies parameters that are 
input/output data. Stage (z) and (zz) is performed by writing source codes for an 
interface definition file. The interface definition file specifies the attributes of the 
tasks’ parameters that may be input, output or input/output. Figure 4.3 presents an 
example of such an interface definition file (App.idl).
The source codes of the interface definition file in Figure 4.3 are based on C 
programming. TASK is the name of the interface. TKi, TK2 , TK3 , and TK4 , are names 
of subroutines/functions that are called in the main program. FI, F2, F3, F4, and F5 
are parameters of the subroutines/functions and they identify different files that 
contain input/output data. The term ‘in’ in the file App.idl indicates that the file is an 
input file containing input data and the term ‘out’ indicates that the file is an output 
file containing output data. The subroutine TK2  and TK3 require an input file F2 that 
is generated from subroutine TKi and respectively generate an output file F3 and F4 
that are both used as two input files for subroutine TK4 . So data dependencies exist 
between subroutine TKi and TK2 , between subroutine TKi and TK3 and among 
subroutine TK2 , TK3 and TK4 .
Interface TASK {
void TKi(in File F1, out File F2); 
void TK2(in File F2, out File F3); 
void TKaCin File F2, out File F4); 
void TK4(in File F3, in File F4, out File F5);
};
Figure 4.3 An example of the interface definition file (App.idl)
Stage (zzz) is to write the source codes for a main program and subroutines/functions.
The main program, illustrated in Figure 4.4, is basically identical to write a sequential 
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version of the application. One of the differences is that some primitives must be 
called at some points in the main program. For example, GS_On() and GS_Off() 
primitives are respectively called at the beginning and at the end of a main program in 
order to indicate the codes between GS_On and GS_Off primitives are executed on 
grids in parallel.
In the main program file App.c shown by Figure 4.4, the subroutines TKm are called 
one by one in each for  loop, i is the index of iterations and N  is the maximal number 
of iterations.
InitializationO;
GS_OnO;
for(i=0j<N,i++)
{
TKi (“f1.txt”, “f2.txt”);
TK2(“f2.txt”, “f3.txt”);
TK3Cf2 .txt”, “f4.txt”);
TK4(“f3.txt”, “f4.txt”, “f5.txt”);
}
GS_OffO;
Figure 4.4 An example of the main program (App.c) of GRIDS
Figure 4.5 shows an example of subroutines/functions. Another difference between 
the main program and a sequential application is that the source codes for 
subroutines/functions must be separated with the main program and stored in another 
file (App-functions.c) on GRIDS framework. According to the interface identification 
file (App.idl) described in Figure 4.3 and the main program file (App.c) described in 
Figure 4.4, FP1, FP2, FP3, FP4 and FP5 are parameters that identify input/output files 
fl.txt, f2.txt, f3.txt, f4.txt and f5.txt, respectively.
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All the subroutines/functions, which are supposed to be executed on GRIDS 
framework, are defined one-by-one in the file App-functions.c, as shown in Figure 4.5. 
Note each subroutine/function must be declared as void as the master and workers 
only communicate through file transfers and no other scalar number is allowed to 
return from the workers in GRIDS applications.
vo/cf TKi (char *FP1, char*FP2);
void TK2(char *FP2, char *FP3);
{ ...}
void TK3(char *FP2, char *FP4); 
vo/dTK4(char *FP3, char *FP4, char *FP5);
Figure 4.5 An example of the subroutines/functions (App-functions.c) of GRIDS
The source codes for running a GRIDS application are written in three different files 
(App.idl, App.c, and App-functions.c) that should be prepared and stored in the 
master before execution. The source codes are compiled on the master and new tasks 
are built and distributed to each of the available workers for execution. The behavior 
and task deployment of GRIDS applications are respectively described in run-time 
execution in Chapter 4.2.2 and deployment centre in Chapter 4.2.3.
4.2.2 Run-time execution
The run-time execution is the real execution part of a GRIDS application. During the 
Run-time, GRIDS performs task dependency maintenance, task scheduling, file 
renaming and transfer, check pointing and fault tolerance.
In the master-worker framework of GRIDS applications, the master controls the 
whole process (main program), while the workers execute different tasks
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 36
Du Du
(subroutines/functions) in parallel. GRIDS user interface tells us that for GRIDS 
applications, sequential programs are separated as a main program and 
subroutines/functions, which are stored in two different files, plus an interface file for 
the functions defined with input/output parameters. So the source code of a GRIDS 
application consist of three basic files: a file containing the main program, a file 
containing subroutines/functions and a file containing the user interface, illustrated as 
App.c, App-functions.c and App.idl. Firstly, the three files need to be copied to the 
master for deployment. After deployment, the files are compiled and executable files 
are copied to each of the workers. Some more details about the deployment centre are 
introduced in Chapter 4.2.3.
Based on the source codes introduced in Chapter 4.2.1, an example of the operation of 
a GRIDS application is shown in Figure 4.6. The behavior of a GRIDS application is 
based on data dependences between the tasks. These data dependences are defined by 
the input and output data that are parameters of a subroutine/function. If a task does 
not have any data dependence with previous tasks that have not been started or are 
still running, it can be submitted straightway for execution.
TKjTKi
TK3j
TKf
TK/
Figure 4.6 Behavior of a GRIDS framework
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In Figure 4.6, TK‘k stands for a GRIDS task at the ith iteration. According to the main 
program App.c in Figure 4.4, i is the index of iterations and k  is the index of a task at 
each iteration. N  is the total number of iterations. So i = {l,2,..JV} and k e {l,2,3,4}.
Due to the data dependencies between GRIDS tasks TK[ , TK\ , TK\ and TK\ at each 
iteration, TK\ and TK\ cannot be started until TK[ is completed and TK\ cannot be 
started until both TK\ and TK\ are completed.
However, no data dependencies exist between GRIDS tasks TK\ and TKl3, so they 
can be executed in parallel at each iteration. There are no data dependencies between 
GRIDS tasks TK[ at all the iterations as the input data for TK[ already exist and 
stored in a pre-existed file (fl .txt). So GRIDS task TK[+l can be submitted to an idle 
worker at the same time when TK[ is submitted. That is the reason why TK[ is 
directly linked to TK[+X in Figure 4.6. The GRIDS tasks TK[ at all the iterations can 
be executed synchronously. In this case, the whole sequential process is split and 
deployed to different workers in parallel.
4.2.3 Deployment centre
Deployment centre is a java based graphical and user friendly interface for the 
deployment of GRIDS applications. It aims to reduce the complexity of the 
application deployment by automatically configuring workers and compiling source 
programming codes before starting to run GRIDS tasks (Badia, Sirvent, et al., 2003). 
Figure 4.7 shows a worker configuration window that is offered to users to allow 
them to enter information about a worker. Each worker has features such as operating 
system, CPU, network speed, memory size, etc. Users can modify the information of 
these features, add or remove workers at any session of the deployment centre. The 
effect of workers’ configuration to the computational performance of a GRIDS 
application is discussed in Chapter 5.1.2.4.
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- GRID superscalar path  /aplic/GRID-S/HEAD
OK Cancel
Figure 4.7 Worker configuration window
Figure 4.8 shows an example of available workers in deployment centre for a 
particular GRIDS application. Once the deployment centre is started, the status of 
each worker is checked. An error message will be delivered to the user if checking 
process fails at some point. If a worker is available and the user selects it for a GRIDS 
application, the deployment centre starts the deployment of the application on the 
given worker. The deployment on a worker includes remote compilation of source 
codes. It is important to remark that this process is performed automatically, without 
requiring any help from users. If the deployment fails, a log message reporting the 
error will be printed (http://www.bsc.es/plantillaH.nhn7cat id=l 49. 2009). As 
illustrated by Figure 4.8, both available and unavailable workers are shown.
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Figure 4.8 Available workers in the deployment centre on GRIDS framework
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Chapter 5 Design of process synthesis experiments 
with Tabu Search algorithm on GRIDS framework
TS algorithm is a metaheuristic approach, which derives from artificial intelligence 
techniques, to decide on state transitions based on the performance of a proposed state 
and the progress of the search only (Glover, 1989, 1990, 1993). TS algorithm is 
selected to implement process synthesis experiment on GRIDS framework because of 
its high adaptability to parallel computing with communication not being a burden to 
achieve high efficiency (Porto and Ribeiro, 1995). A short-term memory in the form 
of a Tabu list is maintained to track which moves have recently been applied. In order 
to avoid cycling in local optimum, moves causing recent structures to be re-simulated 
are not allowed. In fact, the moves on the Tabu list are the reverse or opposite of the 
moves recently applied and Tabu list is updated with the reverse moves. Starting from 
an initial solution 5°, a sub-neighborhood solutions EN(£?) around 5° are explored and 
investigated by acceptance criterion. If a solution is not on the Tabu list and is better 
than the current best solution, which means the acceptance criterion is satisfied, the 
solution will be accepted and replace the current best solution. However, it is still 
possible to accept a solution that appears on the Tabu list as long as the aspiration 
criterion, which is introduced to decide whether a move is carried out despite being 
rendered Tabu, is satisfied. Thus, such aspiration criterion can lead the Tabu list to be 
updated if a move on the Tabu list results in a solution with an objective value better 
than that of the current best-known solution S* since the new solution has obviously 
not been previously visited. There are several commonly used termination criterion in 
TS, which include:
• when a pre-defined number of loops of optimization search is finished,
• when a continuous number of iterations without an improvement in the value of 
objective function appears,
• when a pre-specified threshold value is reached by the objective function.
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In Chapter 5, two experimental models of TS algorithm on GRIDS framework -  the 
Single TS model and the Multiple TS model are presented. Note that only elapsed 
time is presented to compare the different computational performance of different 
experimental models under different grids environments in this chapter, while 
objective values are not shown as they do not change with either the Single or the 
Multiple TS model.
5.1 Single TS model
5.1.1 Theoretical consideration of the Single TS model
Figure 5.1 illustrates the Single TS model. In order to implement the Single TS model 
on GRIDS framework, a whole Markov chain is split into a number of sections, which 
are called slots. A slot is considered as a GRIDS task. Each slot consists of a fixed 
number p of TS iterations. 5° is the initial solution to start optimization search, S ^ is  
the best solution in a neighborhood, n stands for the maximal number of slots in a 
Markov chain.
Slot 1Neighborhood
fT o  !
Slot n
,o
-o ,o ,o,o
o*,oInitial ....... ^solution S° ,o
o*
Slot 1 Slot 2 Slot 3 Slot n
Initial solution S°
A Markov chain 
Figure 5.1 A Markov chain of the Single TS model
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As shown by Figure 5.1, at the beginning of a Markov chain, an initial solution 5° is 
chosen to initialize Slot 1. Then a fixed number, e.g. 7, of new solutions are randomly 
explored from the initial solution S° and a neighborhood of them is formed. The best 
new solution ^  in a neighborhood is selected as the initial solution for the next 
iteration of the slot. The current best solution in one Markov chain is declared as S *.
is always compared with the current best solution S* ever found. For a 
maximization problem, if > S *, S* will be replaced by S ^ ,  otherwise S* will 
keep unchanged. This procedure is repeated for a fixed number of iterations, e.g. 5, 
which are called as a slot. After a slot is completed, the current best solution S* will 
be selected as the initial solution for the next slot. The optimization process continues 
until no new better solutions are generated to replace S* in several consecutive slots 
or all n slots in a Markov chain is completed (Glover and Laguna, 1997). Note that a 
Markov chain is a sequential process, which is due to the data dependencies between 
the previous slot and the current slot. For a worker, it is fastest to obtain the input data 
that are generated locally as output data are from the previous task, for the next task. 
So the communication between the master and the worker can be largely reduced in 
this way as the worker does not have to transfer the output data to the master at every 
slot. Therefore, all the slots in a Markov chain are wholly distributed to a particular 
worker under GRIDS environment and these slots in different Markov chains are 
executed by different workers in parallel.
For a maximal problem, at each iteration in a slot of a Markov chain, the best solution 
S EN in the neighborhood EN (SJ) will be selected as the initial solution for the next 
iteration, as shown by Equation 5.1.
=m ax(s')
(1,2,3,...,jV(S)) (5J|
S  stands for a possible solution in a neighborhood E N (SJ) at an iteration of a 
Markov chain. N (S) is the neighborhood size.
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For a Markov chain, if  the best solution S EN in a neighborhood is better than the 
current best solution S *, S* will be replaced by S EN, otherwise S* keeps unchanged, 
shown by Equation 5.2, given it is a maximization problem.
S'  = max.(sEN,S ' )  (5.2)
One disadvantage of GRIDS framework in current version is that the master has to 
confirm the total number of iterations for functions/subroutines before executing the 
whole process (Badia, Sirvent, et al., 2003), which means the total number of GRIDS 
tasks (total number of slots) has to be predefined. So when implementing the Single 
TS model on GRIDS framework, a Markov chain only terminates if the process has 
exceeded the predefined total number of slots n of the Markov chain, shown by 
Equation 5.3. IT  is the number of executed slots in a Markov chain so far. n is the 
maximal number of slots in the Markov chain.
IT  > n (5.3)
After the termination criterion is met, the current best solution S* for the Markov 
chain is taken as the final best solution Sb for the Markov chain.
5.1.2 Process synthesis experiments with the Single TS model on 
GRIDS framework
5.1.2.1 Process synthesis applications -  Reactor network design
The Single TS model is tested for two different reactor network design applications: 
Van de Vusse (short execution time) and Biocatalytic (long execution time). The 
reason to choose these two applications is to compare the computational performance 
of the Single TS model for a simple and a complex process synthesis application. 
Also these two applications are proven to lead to higher quality solutions with TS 
algorithm by previous researchers (Ashley, 2004 and Larbador-Darder, 2009).
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Van de Vusse
The Van de Vusse reaction scheme consists of a combination of parallel and serial 
reactions (Marcoulaki and Kokossis, 1999; Kokossis and Floudas, 1990). The general 
idea of Van de Vusse reaction is as follows. A is the reactant. B is the desired product. 
C and D are by-products. Ca and C^are concentrations of these components. rlsr2> r3 
are reaction rates of reaction 1, 2, and 3 respectively.
kx = 1 0 . 0  5“ 
k 2 = 1 .0  s ' 1 
k3 = 0.5 mol' 1 s ' 1
In Van de Vusse reaction (A —> B), the feed flow is lOOL/s and contains pure 
components, The objective of this reaction is to maximize the outlet concentration of 
desired product B and meanwhile minimize that of by-product C and D. The 
optimized reactor network ever found for Van de Vusse consists of a CSTR (or an 
equally distributed DSSR) followed by a number of PFRs, which was proven by 
Kokossis and Floudas (1990) and Marcoulaki and Kokossis (1999).
Biocatalytic
The usage of biocatalyst can date back to thousands years ago in the production of 
beer and wine as well as food such as bread and cheese. Recently biocatalyst has 
been broadly used to pharmaceutical and agrochemical industries. Biocatalytic 
process is advantageous of mild temperature condition, low energy requirement, 
safety, pollution prevention, high selectivity and often-high product quality (Giomo 
and Drioli, 2000). However, the sensitivity of organism and enzyme to conditions, 
contamination, and motion makes the Biocatalytic process difficult to control.
r \  ~
r3 = k3CA
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Furthermore, the complexity of Biocatalytic process makes its model highly non­
linear and difficult to optimize. In the study of TS algorithm, we select one of 
Biocatalytic problem (Saccharomyces Cerevisiae) to demonstrate the applicability of 
TS algorithm to complex problems. Saccharomyces cerevisiae is a yeast organism 
used throughout food and drink industries. Varieties of catabolic and anabolic 
reactions are used for cell metabolism and biomass production starting from a 
substrate of glucose. The key interest of these reactions is to optimize and explore the 
condition under which ethanol is produced. The kinetic mode of Saccharomyces 
Cerevisiae as follows:
Sghl-± -> S n r +033NADH  
S pyr — C 0 2 +1.61NADH 
SBr-2 -> 0 .67S .o - - +0.33CO2
Sace,M ^ S acem!+0.5NADH
SaMaK^ C 0 1 + 2NADH
a^celcld +0.5NADH ^ - S El0H
S,,h, —1—»0.913X„ + O.O87C02 + 0.1 \9NADH
a^cetate -^ U 0 .7 7 8 X o + 0.222C 0 2 + QAQINAD
X a- ^ X AcM 
X  a — > deg radation 
X Acdh —0 —» deg radation 
NADH + 0.50 2 ATP
where
Sghl is intracellular glucose concentration.
S  is intracellular pyruvate concentration.
SaCetaid ls intracellular acetaldehyde concentration.
Sacetate is acetate concentration.
SEt0H is intracellular ethanol concentration, 
x is biomass concentration.
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X a is percentage of biomass that is active cell material.
X Acdh is proportion of activity of the protein caused by the enzyme Acetaldehyde 
dehydrogenase.
NADH is nicotinamide adenine dinucleotide.
ATP is adenosine triphosphate.
More details about Biocatalytic application are introduced in Appendix A.
5.1.2.2 Implementation of Single TS model on GRIDS framework
Figure 5.2 illustrates the implementation of the process synthesis application with the 
Single TS model on GRIDS framework, as explained in Chapter 5.1.2.1.
Initial 
solution Si
Initial 
solution S2(
Initial 
solution S3°
Initial 
solution Sm°
Slot 2
Slot 2
Slot 3
Slot 2 Slot 3
Slot 3
Slot 2 Slot 3Slot 1
Slot 1
Slot 1
Slot 1
Slot n 2
Slot rii Wi
W2
w3
&
Figure 5.2 GRIDS tasks allocation of the Single TS model
In Figure 5.2, m is the number of Markov chains and c is number of workers that are 
identified with Wk , k e {l,2,...,c}. m different initial solutions start m different
Markov chains, rij is the number of slots in Markov chain j ,  j  e {l,2,...,w} and is not 
always the same as each other for different Markov chains. Sj stands for the initial 
solution of Markov chain j .  S* stands for the best solution of Markov chain j .  After 
all the m Markov chains are completed, m best solutions S j , j  e {l,2,...,m} are
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compared to each other and the best of them is selected as the final best solution S b 
for the whole optimization process.
If m - c , each Markov chain will be wholly distributed to a worker. However, the 
number of workers c is not always equal to the number of Markov chains m. If c > m, 
some of the workers will never run any task from the beginning to the end. A grid 
network may have different workers with different computational powers. Faster 
workers may complete their tasks much more quickly than the slower ones and keep 
idling. It would be ideal to submit GRIDS tasks to faster workers rather than slower 
workers. If c < m, all the workers run at the beginning. However, faster workers may 
wait slower workers until they complete all their scheduled GRIDS tasks. It would be 
better if the GRIDS tasks that are scheduled to be submitted to slower workers can be 
re-submitted to the faster workers so that the computing resources can be used more 
efficiently.
The distribution of a GRIDS task is determined by the estimated time spent on the 
GRIDS task on a worker. The master always submits a GRIDS task to the worker that 
is estimated to spend the shortest time to complete the GRIDS task comparing to the 
other workers (Badia, Sirvent, et al., 2003). If all the workers have the same estimated 
time, they will have equal chances to be selected to execute a candidate GRIDS tasks. 
In that case, GRIDS tasks are hard to be moved from the list of slow workers to the 
list of faster workers and faster workers may keep idling until slower workers 
complete the same amount of GRIDS tasks.
The estimated time on a GRIDS task for a worker tw is controlled by a configuration 
of workers, called GFlops (Appendix B). GFlops are floating point operations that a 
computer is able to perform in a second, expressed in GigaFlops. Equation 5.4 
explains the relationship between the estimated time of running a GRIDS task on a 
candidate worker tw and GFlops value of the worker GFW (Badia, Sirvent, et al., 2003).
, (5.4)
GF.
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where
tm is the execution time spent on a GRIDS task on the master. It is fixed. 
tw is the estimated time spent on the same GRIDS task on a worker.
GFm is the floating point operations that the master’s CPU is able to perform in one 
second. It is fixed.
GFW is the floating point operations that a worker’s CPU is able to perform in one 
second.
From Equation 5.4, it is apparent that the larger the GFlops value of a worker is 
specified, the less time is estimated due to the fixed estimated time of the master tm
and the GFlops value GFm of the master. If both faster and slower workers are
specified with an identical GFlops value, they will have the same chance to obtain a 
GRIDS task from the master. By specifying different GFlops values for each worker, 
GRIDS task can be transferred from the list of slower workers to the list of faster 
workers. So GFlops value for each worker is not fixed and can be modified. The 
purpose of adjusting GFlops value for workers is only to let faster workers has a 
shorter estimated time so that more GRIDS tasks can be submitted to faster workers.
Chapter 5.1.2.3 shows the results of two applications of different computational 
complexity with identical GFlops configuration and the disadvantage of identical 
GFlops configuration when running complex applications with both faster and slower 
workers. In order to improve computational performance, Chapter 5.1.2.4 shows 
better results of complex applications with multiple GFlops configurations.
5.1.2.3 Results with identical GFlops configuration
Table 5.1 shows the values of the parameters of Van de Vusse application with Single 
TS model on GRIDS framework. All the workers are specified with the same GFlops 
value GFW = 5.985. 10 Markov chains are respectively submitted to 10 workers.
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Table 5.1 Parameters of Van de Vusse application with the Single TS model on GRIDS framework
Number 
of 
Markov 
chains m
Number
of
workers
c
Number 
of slots in 
each 
Markov 
chain rij
Number of 
TS  
iterations 
in each 
slotp
Neighborhood 
size N(S)
CPU type
GFlops
value
GFW
10 10 10 50 1
Intel(R) 
Pentium(R) 
4 3.00GHz
5.985
Table 5.2 shows the computational performance of Van de Vusse application with the 
single TS model on GRIDS framework with identical GFlops configuration. 
tk,k  e {l,2 ,...,c} is the execution time for the worker Wk to run the whole 1 0 0  slots of
10
a Markov chain. So we can guess that ^ t k approximates to the elapsed time running
*=1
the 10 Markov chains with only 1 worker, t is the total elapsed time running with 10
10
2 \ h - t
workers on GRIDS framework. Thus, the percentage —^----- xl00%  can be
k = 1
considered as the speedup rate of the elapsed time using 1 0  workers over the elapsed 
time using only 1 worker. As the workers have the same CPU type (Intel(R) 
Pentium(R) 4 3.00GHz) and they run in parallel, we can ignore the impact caused by 
the difference of the computational abilities and we can estimate that the elapsed time 
t should be close to the slowest time t™™ of the 1 0  single execution times
tk,k  e {l,2,...,10} assuming communication overloads are not taken into account. So
10
Ef    .maxl k l k
the expected speedup rate approximates to — 1 --------x 1 0 0 %.
k=1
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Table 5.2 Computational performance of Van de Vusse application with the Single TS model
Worker Execution time tk (sec)
10
<sec>*=i
Total elapsed time t (sec)
W1 4.928
78.089 70.332
W2 5.852
W3 15.301
W4 9.333
W5 3.452
W6 9.681
W7 5.18
W8 12.453
W0 8.045
W10 3.864
However, we find that the elapsed time t is more than 4 times of the slowest execution
10
I \ h - t
time t™2* and the real speedup rate ^------ xl00%  is only 9.1%, which is far less
2 >*
k=\
10
Z .  .maxl k h
than expected speedup rate that is 10 x 100% = 80.4%. This is due to
k=\
communication time spent between the master and the workers during the run-time 
and relatively small execution time spent on each Markov chain. The communication 
time for each worker to run a Markov chain for Van de Vusse application is 
td » 7(sec). Note that the communication time td only includes the time during the
transfer of input data from the master to a worker at the first slot of a Markov chain 
and the time of uploading output data from a worker to the master at the last slot of 
the Markov chain.
If a complex application that takes up much more execution time in each Markov 
chain is tested, the improvement of elapsed time should be more obvious than Van de 
Vusse application. In order to prove the statement, another Biocatalytic application
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(Appendix A) is run with the Single TS model on GRIDS framework. Table 5.3 
shows the values of the parameters of Biocatalytic application with Single TS model 
on GRIDS framework. All the workers are specified with the same GFlops value 
GFW = 5.985. 6  Markov chains are respectively submitted to 6  workers.
Table 5.3 Parameters of Biocatalytic application with the Single TS model on GRIDS
Number
of
Markov
chains
(m)
Number 
of CPUs
(c)
Number 
of slots in 
each 
Markov 
chain fly
Number of 
TS  
iterations 
in each 
slotp
Neighborhood 
size N(S)
CPU type
GFlops
value
GF,
6 6 50 5 7
Intel(R) 
Pentium(R) 
4 3.00GHz
5.985
Table 5.4 shows the computational performance of Biocatalytic application with the 
single TS model on GRIDS framework with identical GFlops configuration. The real
i h - t
speedup rate for Biocatalytic application is -k-h xl00%  = 67.5%, which is much
*=i
greater than the speedup rate for Van de Vusse application and is very close to its
6
Z v  .m a xl k l k
expected speedup rate that is  x 100% = 68.5% . The reason is the
*=i
execution time of each Markov chain for Biocatalytic application is much longer than 
that for Van de Vusse application, while communication time for Biocatalytic 
application td « 6 (sec) is the nearly the same as that for Van de Vusse application.
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Table 5.4 Computational performance of Biocatalytic application with the Single TS model
Worker Execution time (sec)
6
(sec)
*=1
Elapsed time t (sec)
W1 211.541
4144.064 1348.759
W2 510.452
W3 1036.841
W4 848.009
W5 1303.494
We 233.727
However, a grid network usually contains computers with different types of CPUs. If 
both faster and slower workers with identical GFlops configuration are used in the 
Single TS model, especially for complex applications, the total elapsed time may be 
longer because the whole process is not completed until the slowest worker completes 
the GRIDS tasks.
Let’s test Biocatalytic application with the Single TS model on GRIDS framework 
including 3 faster workers (Intel(R) Pentium(R) 4 3.00GHz) and 3 slower workers 
(Pentium III 700MHz). Figure 5.3 illustrates the implementation of Biocatalytic 
application in the Single TS model on GRIDS framework with identical GFlops 
configuration. There are 6  Markov chains and each of them contains 50 slots. Each 
slot corresponds to a GRIDS task, so totally there are 300 GRIDS tasks to be executed. 
Wj, W2 and W3 identifies the faster workers (Intel(R) Pentium(R) 4 3.00GHz) and W4, 
W5 and We identifies the slower workers (Pentium III 700MHz). Table 5.5 presents 
the allocation of GRIDS tasks with identical GFlops configuration. 
Tx,x  g {l,2,3,...,300} is the ID of a GRIDS task. The 6  Markov chain initialize from 
the slots corresponding to GRIDS task 7;, T51, T m , 7/j/, T201 and T251, respectively.
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Figure 5.3 GRIDS tasks allocation of the Single TS model with identical GFlops configuration
Table 5.5 GRIDS task allocation of Biocatalytic application with Single TS model with identical GFlops
configuration
Worker
Number of 
dispatched GRIDS 
tasks
GRIDS task IDs 
Tx
GFlops value
GFW
W1 50 T1 — T50 5.985
W2 50 21 1 O O 5.985
W3 50 Tl01 ~ T15O 5.985
W4 50 Tl51 ~ T200 5.985
W5 50 T201 ~ T250 5.985
W6 50 T251 ~ T300 5.985
From Figure 5.3 and Table 5.5, it is apparent that each Markov chain is submitted to a 
particular worker for execution and the 6  workers run the same amount of GRIDS 
tasks when setting an identical GFlops value. The total elapsed time t of Biocatalytic 
application with the Single TS model on GRIDS framework using 3 faster and 3 
slower workers is 15627.982 seconds. However, t can be reduced by specifying 
different GFlops values on workers so that workers will have different priories to
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obtain a GRIDS task. Thus, more GRIDS tasks are going to be submitted to faster 
workers, so the computational resources can be used more efficiently. Chapter 5.1.2.4 
shows the improved results of complex applications on GRIDS framework with 
multiple GFlops configurations.
5.1.2.4 Results with multiple GFlops configurations
Again, let’s run Biocatalytic application with the Single TS model on GRIDS 
framework with the 3 faster workers (Intel(R) Pentium(R) 4 3.00GHz) and 3 slower 
workers (Pentium III 700MHz). Figure 5.4 illustrates the implementation of the 
Biocatalytic application in the Single TS model on GRIDS framework with multiple 
GFlops configurations. Wi, W2 and W3 identifies the faster workers (Intel(R) 
Pentium(R) 4 3.00GHz) and W4 , W5 and We identifies the slower workers (Pentium III 
700MHz).
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Figure 5.4 GRIDS tasks allocation of the Single TS model with multiple GFlops configurations
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When setting different GFlops values, each of the three slower workers W4, W5 and 
We only executes 4 slots of Markov process, while the rest slots of the Markov chains 
are submitted to workers W2 , Wj and W3 , respectively. Due to different computational 
abilities, the faster worker Wj, W2 and W3 complete all the slots in Markov chain 1, 2 
and 3 at the time when the slower workers W4 , W5 and We are running the 4th slot of 
Markov chain 4, 5 and 6, respectively. After slower workers W4 , W5 and ^com plete
ththeir 4 slots, all the rest slots are respectively submitted to faster workers W2 , Wj and 
W3 from the 5th slot. In this way, computational resources are used more efficiently. 
Tx, x e  {l,2,3,...,300} is the ID of a GRIDS task. The 6 Markov chain initialize from 
the slots corresponding to GRIDS task 77, 7j/, Tjoi, 7/5/, T201 and 7 2 5 /, respectively.
Table 5.6 and 5.7 presents the different GRIDS tasks allocation and much shorter 
elapsed time with multiple GFlops configurations than those with identical GFlops 
configuration. Note the purpose of adjusting GFlops value is to obtain a larger or 
smaller estimated time for a faster or a slower worker to run a potential GRIDS task 
so that we can make sure the GRIDS task can be submitted to a faster worker rather 
than a slower worker. It is apparent that numerous task transfers from the list of 
slower workers to the list of faster workers. According to Equation 5.4 in Chapter 
5.1.2.2, the worker with a higher GFlops value will has a shorter estimated time to run 
a GRIDS task. It is evident that more GRIDS tasks are submitted to faster workers 
instead of slower workers as higher GFlops is specified for the faster workers while 
lower GFlops is specified for the slower workers. In this case, the faster workers are 
used more frequently, while the slower workers still contribute to the whole execution 
when all the faster workers are busy. Therefore, the elapsed time when using multiple 
GFlops configurations is much shorter than that with identical GFlops configuration.
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 56
Du Du
Table 5.6 GRIDS task allocation of Biocatalytic application with Single TS model with multiple GFlops
configurations
Worker
Number of 
dispatched 
GRIDS tasks
GRIDS task IDs
GFlops 
Value G F W
Wi 96
T i  -  Tso 
T205 -  T250
5.985
W2 96
T51 — T100 
T155— T200
5.985
W3 96
T101 — T150 
T255 — T300
5.985
W4 4 Tl51 ~ T154 5.580
W5 4 T20I ~ T204 5.580
W6 4 T251 ~ T254 5.580
Table 5.7 Elapsed time of Biocatalytic application with Single TS model with both identical and multiple
GFlops configurations
Elapsed time with 
identical GFlops 
configuration (sec)
Elapsed time with 
multiple GFlops 
configurations (sec)
15627.982 2051 .356
5.2 Multiple TS model
5.2.1 Theoretical consideration of the Multiple TS model
In Chapter 5.2, we introduce a Multiple TS model with an intensification slot and 
diversification slot added at the end of every slot in a Markov chain. A slot of a 
Markov chain in the Multiple TS model is the same as a slot of a Markov chain in the 
Single TS model. An intensification slot and a diversification slot start from the 
current best solution S *  of a Markov chain and search towards two completely 
different directions. As discussed in Chapter 2 2 .2 3 , intensification slots focus on 
examining neighbors of elite solutions by changing choice rules to encourage the
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search to move into the solutions historically found good and returning attractive 
regions to search them more thoroughly, while diversification slots encourage the 
search process to examine unvisited regions and to generate solutions different from 
the ones found ever before. The current best solution S* of the Markov chain and 
another two solutions generated in the following intensification and diversification 
slots (S*j and S*D ) are compared with each other and the best of them will be taken as 
the initial solution for the next slot. A Markov chain of the Multiple TS model is 
terminated when no better solutions are found during a fixed number of consecutive 
slots or the maximal number of slots is exceeded (Glover and Laguna, 1997). The 
purpose is to accelerate convergence on GRIDS framework. Figure 5.5 illustrates the 
Multiple TS model.
Intensification
Neighborhood
intensification slot
Diversification
diversification slot
Initial 
solution S(
Slot 2Slot 1 S l 0 t / 7
Slot 12Slot /1
Slot D1 Slot D2
Slot In
Slot Dn
 ________________
A Markov chain
Figure 5.5 A Markov chain in the Multiple TS model
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 58
Du Du
The Multiple TS model originates from the Single TS model. The difference is that 
one or more intensification slots and one or more diversification slots are added at the 
end of each slot in a Markov chain. In Figure 5.5, a Markov chain is split into n 
number of slots, each of which consists of a fixed number of iterations of Markov 
process. A slot is identified with Slot i, i e (l,2,3...,«). i is the index of slots in a 
Markov chain, n is the number of slots in a Markov chain. Additional intensification 
and diversification slots both consist of the same number of TS iterations as slots. Slot 
Ii and Slot Di stand for an intensification slot and a diversification slot, respectively, 
i g (l,2,3...,n) . Due to no data dependencies between the intensification and 
diversification slots, these two additional slots can be in executed in parallel. As 
shown by Figure 5.5, only 1 intensification slot and only 1 diversification slot is 
added at the end of each slot, so the Multiple TS model shown by Figure 5.5 can also 
be called “1+2” TS model.
For the Multiple TS model, at the end of a slot in a Markov chain, the current best 
solution S* in the Markov chain is taken as the initial solution for the following 
intensification and diversification slot. After all the additional slots are completed, the 
best solutions generated from the intensification slots S 1 and diversification slot S D 
are compared with the current best solution S* and the best of them will replace the 
current best solution S* as shown by Equation 5.5 given it is a maximization problem 
and be taken as the initial solution for the next slot in the Markov chain.
S ’ = m ax(s’ ,S ' , S D) (5.5)
In Equation 5.5, S' 7 and S D stands for the best solution of the intensification slot and 
the diversification slot respectively.
As explained in Chapter 5.1.1, GRIDS framework in current version requires the 
master to confirm the total number of iterations for functions/subroutines before 
executing the whole process (Badia, Sirvent, et al., 2003), which means the total 
number of GRIDS tasks (total number of slots) has to be predefined. So when
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implementing the Multiple TS model on GRIDS framework, the optimization process 
of a Markov chain is only terminated if the process has exceeded the total number of 
slots of the Markov chain, described by Equation 5.6. IT  is the number of executed 
slots in a Markov chain so far. n is the maximal number of slots in the Markov chain.
IT > n  (5.6)
After the termination criterion is met, the current best solution S* for the Markov 
chain is taken as the final best solution 5* for the Markov chain.
5.2.2 Process synthesis experiments with the Multiple TS model on 
GRIDS framework
5.2.2.1 Implementation of the Multiple TS model on GRIDS framework
Figure 5.6 illustrates the implementation of Biocatalytic application with the Multiple 
TS model on GRIDS framework, m is the number of Markov chains and c is number 
of workers that are identified by Wj, W2 , Wc. m different initial solutions start m 
different Markov chains. Sj stands for the initial solution in Markov chain j ,  
j  g  {l,2,..., m}. rij is the maximal number of slots in Markov chain j .  Note rij is not
always the same as each other for different Markov chains. Slot Ii and Slot Di 
respectively stand for an intensification slot and a diversification slot in a Markov 
chain, i is the index of slots in Markov chain j ,  i g  |l,2...,«y}. After all the m Markov
chains are completed, m best solutions S j , j  e {l,2 ,...,w} are compared with each
\,
other and the best of them is selected as the final best solution S b for the whole 
optimization process.
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 60
Du Du
Slot d
Slot /1 Slot 12 Slot Irh
Initial 
solution S?c
Slot 2 Slot rii
Sib
Slot D2
^  \
Slot D1 Slot Dn<
Slotd Slot /1
Initial 
solution S20
Slot 2
Slot 12 Slot ln2 /
J 3 > 
'  f d )
/ /
Slot /7f 1 /1 /
A /
\| \| / '
Slot D1 Slot D2 ^  Slot Dn2 \
Slot /1 Slot 12 /
/
Slot 1 Slot 2
I __4 Slot /?}
7 1
Slot lnn
Initial 
solution Sn Slot D1 Slot D2
'  Vf ' Slot Dnm
Figure 5.6 A possible task allocation of the Multiple TS model on GRIDS framework
Figure 5.6 illustrates a possible task allocation of the Multiple TS model on GRIDS 
framework. The m TS Markov chains may run in different progresses, e.g. Markov 
chain 1 at the slot nj while Markov chain 2 at the slot ri2 at the current moment. In the 
Multiple TS model, the intensification and diversification slots starting from the same 
slot may run in parallel on different workers. As shown by Figure 5.6, the 2nd 
intensification slot of Markov chain 2 is submitted to the worker Wj, while the 
corresponding diversification slot is submitted to another worker. So it is not 
necessary for m = c as the slots of a Markov chain may be performed by different 
workers due to no data dependencies between an intensification slot and its 
corresponding diversification slot.
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5.2.2.2 Results
This chapter shows computational results of the Multiple TS model for process 
synthesis applications on GRIDS framework using different number of workers and 
with different number of neighborhood sizes and different number of intensification 
and diversification slots. Note all the workers have the same CPU type -  Intel(R) 
Pentium(R) 4 3.00GHz and are specified with the same GFlops value GFW = 5.985 in 
order to make sure they have the equal chances to obtain a GRIDS task.
5.2.2.2.1 Study of neighborhood size
Table 5.8 shows the values of the parameters of Biocatalytic applications with 
Multiple TS model on GRIDS framework for neighborhood size N(S) = 6  and 7. The 
amount of TS searches N rs of the Multiple TS model can be expressed as
N ts = m x rij x p  x N(S) x (1  + Nj + N D) . In order to keep the amount of TS searches
N rs unchanged, the number of slots in each Markov chain nj is set rij = 58 and 50,
according to their neighborhood size N(S) = 6  and 7. Note the Multiple TS model can 
be called as “1+2” TS model as there is only one intensification slot and 
diversification slot at the end of each slot in a Markov chain.
Table 5.8 Parameters of Biocatalytic applications with the Multiple TS model on GRIDS framework with
different neighborhood sizes N(S)
Experiment
Number
of
Markov
chains
(m)
Number 
of slots 
in each 
Markov 
chain rij
Number 
ofTS 
iterations 
in each 
slotp
Neighborhood 
size N(S)
Number of 
intensification 
slot N/
Number of 
diversification 
slot Nd
1 6 58 5 6 1 1
2 6 50 5 7 1 1
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Figure 5.7 shows the relation between the elapsed time t and the number of worker c 
of the Biocatalytic application with the Multiple TS model for neighborhood size N(S) 
= 6 and 7.
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Figure 5.7 Elapsed time tvs the number of workers cfor Biocatalytic application with Multiple TS model
on GRIDS framework for N(S) = 6 and 7
For the two plots shown by Figure 5.7, it is apparent that the elapsed time is reduced 
when more workers are added to the grid network. However, after more than 12 
workers are used, there is no obvious further improvement of the elapsed time. This is 
because more communication overloads when more workers are used. Comparing the 
two plots, the computational performance with N(S) = 6 and 7 is very close to each 
other. Thus, we can conclude that the neighborhood size N(S) does not affect the 
computational performance too much for complex process synthesis applications with 
the Multiple TS model on GRIDS framework.
Figure 5.8 compares the computational performance of Biocatalytic application with 
the Multiple TS model and the Single TS model on GRIDS framework. In order to 
keep the amount of TS searches N TS the same as the Multiple TS model, the total 
number of slots of a Markov chain rij is set 3x50=150 for the Single TS model, as no
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intensification slot and a diversification slot are added at the end of each slot for the 
Single TS model.
7
6
5 N(S)=6,Multiple 
T S model
4
N(S)=7,Multiple 
TS model
3
N(S)=6,Single 
TS model
2
— N(S)=7,Single 
TS model
1
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Figure 5.8 Elapsed time tvs the number of workers cfor Biocatalytic application with both the Multiple 
TS model and Single TS model on GRIDS framework for N(S) = 6 and 7
From Figure 5.8, it is evident that when 1 or 2 workers are used, the elapsed time t for 
the Single TS model is even shorter than that for the Multiple TS model. This is 
because more communication overloads are involved in the Multiple TS model as 
intensification and diversification slots are added at the end of each slot and these 
slots have data dependencies the former slot. Note communication between the master 
and the workers for the Multiple TS model happens at every slot as the master needs 
to collect the current best solution S* and the two solutions from the intensification 
and diversification slots S'  and S n from workers and selects the best of them for the 
next slot of a Markov chain.
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However, with the increasing of the number of workers, the intensification and 
diversification slots for the Multiple TS model can run in parallel on different workers, 
while the process of the Single TS model are totally sequential. This is why there is 
no further improvement of the elapsed time for the Single TS model when more 
workers are used.
5.2.2.2.2 Study of Intensification and Diversification
Table 5.9 shows the values of the parameters of Biocatalytic applications with 
Multiple TS model on GRIDS framework for Nj = l9N D =1 and Nj =2,N D = 2. 
As explained in Chapter 5.2.2.2.1, in order to keep the amount of TS searches N Ts 
unchanged, the number of slots of each Markov chain rij is respectively set rij = 50 and 
30 for Nj =1 ,N d =1 and Nj = 2,N D = 2 . Note the Multiple TS model with 
Nj = 2 ,N D = 2 can be called as “1+4” TS model as there are two intensification slots 
and two diversification slots at the end of each slot of a Markov chain.
Table 5.9 Parameters of Biocatalytic applications with the Multiple TS model on GRIDS framework with
different N/ and No
Experiment
Number
of
Markov
chains
(m)
Number 
of slots 
in each 
Markov 
chain rij
Number 
ofTS 
iterations 
in each 
slotp
Neighborhood 
size N(S)
Number of 
intensification 
slot Ni
Number of 
diversification 
slot A/d
2 6 50 5 7 1 1
3 6 30 5 7 2 2
Figure 5.9 shows the relation between the elapsed time t and the number of workers c 
of the Biocatalytic application with Multiple TS model for Nj = 1 ,N D =1 and
Nj = 2, N d = 2 .
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 65
Du Du
6
5
\
—» —"1+2"TS 
Model
"144"TS
model
0
0 2 4 6 8 10 12 14 16 18
number ofworkeis c
Figure 5.9 Elapsed time f vs the number of workers cfor Biocatalytic application with Multiple TS model 
on GRIDS framework for N,  =1,ND =1 and N } = 2  , N D =2
It is evident that the elapsed time can be reduced with the increasing of the number of 
workers for the Multiple TS model on GRIDS framework, however there is no more 
obvious further improvement after more than 12 workers are used which is due to 
more communication overloads for more workers. By comparing the two plots in 
Figure 5.9, the computational performance of Biocatalytic application with the “ 1+4” 
TS model is very close to that with the “ 1+2” model. Thus, we can conclude that the 
number of intensifications N { and diversifications N D at the end of a slot does not 
affect the computational performance too much for complex process synthesis 
applications with the Multiple TS model on GRIDS framework.
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Chapter 6 Simulated Annealing Cascade algorithm
In Chapter 3, it is mentioned that the Simulated Annealing (SA) algorithm provides 
iterative generations of new solutions from one of previously generated solutions and 
accepts some of the new solutions by Metropolis criterion (Metropolis et al., 1953). 
However, it is usually difficult to differentiate the qualities of solutions as worse 
solutions still have a chance to be accepted from the Metropolis criterion. Moreover, a 
SA Markov chain is sequential so it is not easy to apply parallel computing to a single 
SA Markov chain for accelerating optimization search. To conquer these 
disadvantages, a distributed stochastic optimization algorithm -  SA Cascade 
algorithm was introduced (Yang, Kokossis and Linke, 2006). For the SA Cascade 
algorithm, a single SA Markov chain is split into a series of sections and these 
sections of SA Markov chain run in parallel. Chapter 6  introduces the basic structure 
of the SA Cascade algorithm and studies the features of the SA Cascade algorithm.
6.1 Introduction to the SA Cascade algorithm
6.1.1 Structure of SA Cascade algorithm
Figure 6.1 presents the structure of the SA Cascade algorithm. An optimization server 
and a set of workers are involved in the SA Cascade algorithm. A worker is a local or 
remote computer where the sections of Markov chain are executed. A number of 
partitions G j, j  e {l,2,..,w} and pools P .,j  e {l,2,..,w} are located on the optimization
server, j  is the index of partitions and pools. Partitions G - ,j  e {l,2 ,..,w} are used to
store solutions, w is the total number of partitions. In Chapter 6 , 7, 8  and 9 of the 
thesis, a solution for a reactor network consists of a set of parameters. These 
parameters include number of reactors, reactor types, reactor sequence, reactor 
volume, feed flow, reactor split fraction, etc. Each of these parameters is assigned a 
scalar value according to the real reactor network, i.e., for reactor types, “ 1 ” identifies 
CSTR and “2” identifies PFR. Each partition corresponds to a pool PJtj  e {l,2,..,w},
which stores objective values of the solutions in the corresponding partition (Yang, 
2009). The objective value of a solution is equivalent as the concentration of the
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desired product that can be generated with the solution. In this project, the quality of a 
solution is only justified by the objective value of the solution. For a maximization 
problem, higher objective value means the solution is of higher quality, and vice versa. 
Each pool is assigned with a global parameter, which is called temperature 
Tj t j  e {l,2,..,w} . So a proper cooling schedule is required to determine the
temperatures for the pools. 7} decreases from the temperature for the highest pool Tj 
to the temperature for the lowest pool Tw. So the highest pool always has the highest 
temperature Tj, while the lowest pool is always associated with the lowest 
temperature Tw. The temperatures 7}- between Tj and Tw is determined by a cooling 
schedule (explained in Chapter 6.2.1).
Objective value y° of ..................   -
1 Initial solution S°
initial solution Su
New solutions Si 
S2s+T2s
New solutions S2
New solutions S3
New solutions S<
Workers
Yes NoTermination 
criterion met?
Stop
Optimization j 
Server
Solutiop distribution
Figure 6.1 SA Cascade algorithm
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All the partitions and pools are empty at the beginning of the optimization process 
with the SA Cascade algorithm. The optimization process starts when an initial 
solution S° is put in the highest partition G] and its objective value y° is put in the 
highest pool 7/. Next, the optimization server distributes the objective value y° of the 
initial solution S? across the pools according to a distribution rule (explained in 
Chapter 6.2.3). And the optimization server selects a pool Pj randomly and then 
selects the solution 5° in the pool Pj to each of the workers Wk,k  e {l,2,...,c}. c is the
number of workers, k  is the index of workers. Once a worker obtains a solution S sk 
(for the first section of SA Markov chain the solution should be S°) and a temperature 
7 / from the optimization server, it takes the solution S sk as an initial solution to 
generate a group of new solutions by running a section of SA Markov chain and uses 
the temperature 7 / to justify whether a generated solution is accepted based on an 
acceptance criterion (explained in Chapter 6.2.2). Every new accepted solution 
Sk,k  e {l,2,...,c} is firstly fed back to the highest partition on the optimization server
for re-distribution and its objective value firstly is fed back to the highest pool. The 
optimization server distributes all the solutions according to the same solution 
distribution rule (explained in Chapter 6.2.3) once a new solution is put in the highest 
partition. Meanwhile, the optimization server continuously keeps selecting solutions 
according to a solution selection rule (explained in Chapter 6.2.4) and corresponding 
temperature for workers. The SA Cascade algorithm is terminated when adequate 
solutions are distributed into the lowest partitions for a number of consecutive times. 
The convergence is checked every time when a new solution is put in the highest 
partition on the optimization server. Once the termination criterion (explained in 
Chapter 6.2.5) is met, the optimization server stops distributing solutions and the 
workers stops running sections of SA Markov chain, otherwise the optimization 
server will continue selecting solutions S sk and temperatures 7 / for workers until the
termination criterion is satisfied (Yang, Kokossis and Linke, 2006). More details 
about the procedure of the SA Cascade algorithm are introduced in Chapter 6.1.2.
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6.1.2 Procedure of the SA Cascade algorithm
The whole procedure of the SA Cascade algorithm is explained in the following steps 
(Yang, 2009).
Step 1. Define a cascade ofpartitions Gi.w and pools Pj.w 
Before running the SA Cascade algorithm, a number (w) of partitions and pools are 
defined and a fixed cooling schedule is assigned to the pools. The SA Cascade 
algorithm starts when an initial solution S'0 is put in the highest partition G\ and its 
objective v a lu ed  is put in the highest pool Pi.
Step 2. Distribution and permutation
The optimization server re-distributes all the current solutions throughout the 
partitions in terms of their objective values every time when a new solution (including 
the initial solution SP) is fed into the highest partition Gi and its objective value 
(including y°) is put in the highest pool Pi. A high bound y hj and low bound y lj of
each pool can be obtained based on all the current objective values in the pools 
according to a solution distribution rule (explained in Chapter 6.2.3). A solution S 
with objective value between a higher and lower bound of a pool will be distributed in 
the corresponding partition to the pool, as shown by Equation 6.1. y s stands for the 
objective value of a solution S. y lj and y hj respectively stands for the higher bound
and lower bound of the pool Pj. Gj is the corresponding partition to the pool Pj. w is 
the number of partitions and pools.
IF y ’ e t y j . y ) )
THEN y s => Pj ,S=>G j (6.1)
]  s  (l,2,3,..., w)
Step 3. Solution selection
After the distribution of solutions, the optimization server selects a solution from a 
partition based on a solution selection rule (described in Chapter 6.2.4) for each 
worker and submits it to the worker. Meanwhile, these selected solutions are all 
associated with a temperature of the corresponding pool. A worker runs a section of
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SA Markov chain once it receives a solution and temperature from the optimization 
server, takes the received solution as an initial solution to generate a group of new 
solutions and assesses them by the acceptance criterion (explained in Chapter 6.2.2).
Step 4. Check termination and repeat from Step 2 i f  not convergence
The convergence of the optimization search in the SA Cascade algorithm is 
investigated depending on the equilibrium of the partition cascade. As more high- 
quality solutions are distributed to the lower partitions, the algorithm is terminated 
after a sufficient number of solutions that can warrant membership of the lowest 
partition have been generated. A termination criterion is proposed with respect to the 
equilibrium (Yang, Kokossis and Linke, 2006) and described in Chapter 6.2.5. The 
whole optimization procedure repeats from Step 2 if the termination criterion is not 
satisfied, otherwise it stops.
6.2 Parameters of the SA Cascade algorithm
Chapter 6.2 emphasizes parameters of the SA Cascade algorithm about cooling 
schedule, acceptance criterion, solution distribution rule and termination criterion for 
implementing the algorithm.
6.2.1 Cooling schedule
As discussed in Chapter 6.1, each pool is associated with a temperature and the 
highest pool Pi has the highest temperature T\ and the lowest pool Pw has the lowest 
temperature Tw. The temperatures for the pools between Pi and Pw are decided by a 
function, which is formulated by Equation 6.2 (Yang, 2009).
TJU) = a x j 9 +b (6 .2 )
where
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a, b and 6  are three real constant numbers to decide the position and shape of the 
cooling schedule in a X-Y coordinate.
j  is an integer variable that identifies the index of the pools, j  e {l,2 ,...,w}. w is the 
number of pools.
For the SA algorithm, the highest temperature Tj should be high enough to ensure 
random attempts to move uphill from local optimum, whilst the lowest temperature Tw 
should have the value close to the freezing point so that no more worse solutions are 
accepted and possible moves are restricted to a small search region. Therefore, it is 
important to decide the highest temperature 7/ and lowest temperature Tw firstly so 
that the formulation of the cooling schedule becomes easier (Yang, 2009). In this 
thesis, both the highest temperature Tj and lowest temperature Tw are predefined and 
constant. Thus, we can obtain Equation 6.3 from Equation 6.2.
T, = a + b
e . L  (6 -3)T , = a x w  +b
From Equation 6.2 and 6.3, the cooling schedule f  . , ;  e {l,2,...,w} can be re­
formulated as
r Tx - T y N
V1 - w °  J x j  + Ti~
T - T■M 1 w 
1 - W f
(6.4)
V
As shown in Equation 6.4, the highest temperature Tj, lowest temperature Tw and the 
number of pools w are all fixed. So the cooling schedule will be only decided by 6 . 
The cooling schedule of the SA algorithm includes three parts: the highest 
temperature, the lowest temperature and the formulation of temperature change. In the 
study of the cooling schedule in the SA Cascade algorithm, we focus on the 
formulation of temperature change as the highest and lowest temperatures are 
predefined and fixed. As the highest and lowest temperatures are respectively 
associated with the highest and lowest pool, the cooling schedule curve is determined
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by the exponential parameter 6 . Figure 6.2 illustrates 3 possible curves of cooling 
schedule for 0  in different regions.
Power 1 Linear Power 2
Ti Tj
Pj
>
P i PjQ< 1e > \ e = i
a) b) c'
Figure 6.2 Cooling schedules of the SA Cascade algorithm in different regions of 0
In Figure 6.2, Pj is the ID of pools and Tj is the temperature associated with the pool 
Pj, j  e {1,2,...w}.. It is evident that the annealing speed from higher pools to lower 
pools is becoming slower from the diagram a) to diagram c). In the diagram a), the 
temperature is reduced from higher to lower pools slowly at high levels while freezes 
to 0 quickly in the lowest few pools. In the diagram b), the relationship between the 
temperature and the pools is linear, so the temperature changes averagely through the 
pools. As for the diagram c), the way temperatures change is opposite to the diagram 
a). The temperature is quickly reduced to a low level through the first few pools and 
then keeps in slower annealing steps. The effects of different cooling schedules to the 
performance of process synthesis experiment in the SA Cascade algorithm are 
discussed in Chapter 7.
6.2.2 Acceptance criterion
For the SA Cascade algorithm, an acceptance criterion, which is developed from
Metropolis criterion, is used by the workers for assessing new generated solutions. 
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Only the accepted solutions are sent to the partitions on the optimization server. 
Equation 6 . 6  illustrates the format of the acceptance criterion of SA Cascade 
algorithm (Metropolis et al., 1953) for a maximization problem.
exp
C - * \
y  - y
t .\  j j
>R (6.5)
where
y  is the objective value of candidate solution S  to be assessed.
y* is the objective value of current best solution S* (for a maximization problem) in
a section of SA Markov chain.
Tj is the temperature used to assess the new generated solutions in the section of SA 
Markov chain. .
R is a random real number between 0 and 1 and changes at different times.
As shown by Equation 6.5, if a new generated solution S  is better than the current 
best solution S* in the section of SA Markov chain, y  > y  (for a maximization
problem), so the acceptance criterion is met as exp
r • • 
y  - y
T.\  j
> 1  and the better
solution S  is accepted and sent to the partitions on the optimization server. However, 
if a new generated solution S  is worse than the current best solution S *, which means
y ' -  y  * < 0  , then 0  < exp y  - y  
T\  J
< 1. Since also 0 < R < 1 (R is a random real
number), the chance of a worse solution to be accepted is partly decided by the 
temperature 7). Lower temperature 7) causes lower probability for a worse solution
to be accepted, which means solutions are easily accepted for high temperatures and 
hard to be accepted for low temperatures. The temperature of pools T. is decreased
from higher pools to lower pools. Thus, solutions with high qualities are distributed
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towards the lower partitions that correspond to the pools with lower temperatures. The 
solution distribution rule is discussed in Chapter 6.2.3.
6.2.3 Solution distribution rule
The solution distribution rule of the SA Cascade algorithm is used to determine to 
which partition on the optimization server a solution is placed. An objective of 
introducing temperatures to the pools is to help the SA Cascade algorithm to define 
the solution distribution rule. To achieve this, two boundaries -  the higher bound y hj
and the lower bound y lj for each pool is proposed. Assuming it is a maximization
problem, the higher bound y hj of the pool j  is equal to the lower bound y lj+l of the
pool 7 + 7 , and the lower bound y lj of the pool j  is equal to the higher bound y hj_x of
the pool 7 -7 . A solution with the objective value between two boundaries of a pool 
will be distributed into the partition that corresponds to the pool. Figure 6.3 illustrates 
an example of the boundaries for a pool cascade that consists of 4 pools. _ymax is the 
maximal objective value of all the current solutions. y mm is the minimal objective 
value of all the current solutions, y*  is the higher bound of the pool Pj, j  e  {l,2,3,4}. 
y lj  is the lower bound of the pool Pj, j  e  {l,2,3,4}.
max
Figure 6.3 An example of the boundaries of a 4-pool cascade
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To calculate the boundaries of the pools, we make the distribution of the boundaries 
proportional to pools’ temperatures (Yang, 2009). As shown by Figure 6.5, a 4-pool 
cascade has 5 boundaries, so it can be imagined that a w-pool cascade should have 
w+1 boundaries. Assuming it is maximization problem, then the lower bound of the
highest pool y \ is always equal to the current worst objective value y mm and the 
higher bound of the lowest pool y hw is always equal to the current best objective value 
y max. Thus, the formulations of y l. and y* are illustrated by Equation 6 . 6  and 6.7 
respectively (Yang, 2009).
(6.6) 
(6.7)
where
j  is the index of pools; 
y lj is the lower bound of the pool Py
y lh is the higher bound of the pool Py
Tj is the temperature of the pool Pj\
Tj+i is the temperature of the pool p m .
L m“ - v min) x ( r , - r . )  , .
y hj ------;t ’ \ ! l , + y - . j e ( l,2,3,-,w )
v * l  * w )
y , .....
V* 1 * w )
6.2.4 Solution selection rule
Since the quality of solutions is only justified by their objective values and the 
objective values in the pools increase from higher pools to lower pools as described in 
Chapter 6.2.3, the quality of solutions increases from higher partitions to lower 
partitions. When the optimization server selects solutions from the partitions for 
workers, it usually gives more weight to the solutions in higher partitions and fewer 
weights to the solutions in lower partitions. The purpose is to accelerate optimization
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search by exploring more solutions from higher quality solutions and searching less
promising regions in case of getting trapped in local optimums. We assume that each 
pool contains all the lower pools and is contained by all the higher pools, as shown by 
Figure 6.4. Also we assume temperatures are randomly selected by randomly 
selecting pools before selecting solutions. Hence, the highest pool contains all the 
objective values, while the lowest pool only contains the highest objective values. The 
pool Pj can be seen as a super class of pool Pj+i and a subset of pool P y ./ , j  e {l,2,...w}. 
Also the partition Gj can be seen as a super class of partition GJ+i and a subset of 
partition G y ./, j  e  {l,2,...w}. For example, if a solution Sj is distributed in the partition 
Gj based on the solution distribute rule described in Chapter 6.2.3, S', will be also 
included in the partitions from G /  to G y ./. The solution St will have a chance to be 
selected if the optimization server selects a partition from G /  to Gy. Note the black 
points stand for objective values of solutions.
Figure 6.4 Distribution of objective values of solutions in the pools on the optimization server
Thus, an example of the probability for each solution in the partitions to be selected 
for a worker can be formulated as
Distribution
P i
(6.8)
where
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p s is the probability for a solution S  to be selected.
w is the number of the pools. 
j  is the index of the pools.
k is the ID of the pool in which the objective value of a solution is placed. 
nSj is the number of the objective values in pool Gj, ]  e {1 ,2 ,...w}.
From Equation 6 .8 , it is obvious that the lower the partition a solution is put in, the 
higher the chance it has to be selected for further search. In this approach, different 
weights are assigned to different solutions and global optimization search is also 
ensured.
6.2.5 Termination criterion
The termination of SA algorithm is determined by the lowest temperature. A suitable 
lowest temperature not only increases the probability of obtaining global optimum, 
but also reduces the convergence time (Kirkpatrick, Gellat and Vecchi, 1983). The 
optimization process of the SA Cascade algorithm terminates if adequate solutions 
consistently penetrate into the lowest partition (Yang, Kokossis and Linke, 2006).j
Thus, termination criterion actually lies in the number of solutions in the lowest 
partition. Theoretically, global optimal solutions are easier to be found when more 
solutions are distributed into the lowest partition. The number of solutions in the 
lowest partition Nw keeps updated continuously as the optimization server re­
distributes solutions once a new solution is put in a partition. However, if the number 
Nw becomes greater than a critical value fi, i.e., 20, for a few number of consecutive 
times co, i.e., 1 0 , after re-distribution, it indicates that sufficient population enter in the 
lowest partition which means the cluster of solutions of the highest quality and no 
more better solutions are likely to be generated. Thus, the optimization search can be 
terminated. Equation 6.9 describes the termination criterion of the SA Cascade 
algorithm.
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iw >a> (6.9)
where
iw is the number of consecutive times when the number of solutions in the lowest 
partition N w is greater than a predefined integer fi, i.e. 10.
© is a pre-defined integer to scale standard consecutive times when the number of 
solutions in the lowest partition N w is greater than ji in order to decide whether the 
optimization search should be terminated or not.
After distributing the current solutions, if the number of solutions in the lowest 
partition N w > /i , the counter iw self-adds 1, iw - i w +1, otherwise the counter iw
returns to 0, iw = 0. When a new solution is put in a partition, the optimization server 
distributes all the solutions again. After that, if  the number of solutions in the lowest 
partition N w is still greater than fi, the counter iw continues to self-add 1, otherwise it 
returns to 0. The optimization server will stop distributing solutions and selecting 
solutions for the workers until iw > co . Thus, the whole optimization process 
terminates.
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Chapter 7 Design of process synthesis experiments 
with the SA Cascade algorithm on GRIDS
framework
To implement process synthesis applications with the SA Cascade algorithm on 
GRIDS framework, two experimental models -  the Synchronous model and the 
Asynchronous model are introduced in Chapter 7. Both models consist of an 
optimization server, a set of workers (based on the SA Cascade algorithm described in 
Chapter 6 ) and a master (as running on GRIDS framework described in Chapter 4). 
The Synchronous model is introduced firstly and its computational performance is 
presented in Chapter 7.1. For the Synchronous model, all the workers run 
synchronously, which means that the optimization server has to wait until the slowest 
worker completes its section of SA Markov chain and then selects solutions and 
temperatures and submits them for the workers to run the next section of SA Markov 
chain. Thus, if both faster and slower workers are used, the computational 
performance will be affected seriously as the faster workers keep idling until the 
slowest worker complete its section of Markov chain. To improve the computational 
performance, the Asynchronous model is introduced in Chapter 7.2. For the 
Asynchronous model, all the workers run independently. A worker obtains a new 
solution from the optimization server as soon as it completes the current section of 
Markov chain. Therefore, faster workers execute more sections of Markov chain 
continuously, while slower works still contribute to the whole process although they 
run fewer sections of Markov chain. Through comparing the experimental results of 
the two models, it is evident that the Asynchronous model has a better computational 
performance than the Synchronous model in process synthesis applications, especially 
for complex process synthesis applications.
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7.1 Synchronous model
7.1.1 Theoretical consideration of the Synchronous model
Figure 7.1 and 7.2 illustrate the Synchronous model of SA Cascade algorithm 
implemented on GRIDS framework. The whole procedure of the Synchronous model 
is split into i) initial step (Chapter 7.1.1.1) and ii) consequent iterative steps (Chapter 
7.1.1.2).
7.1.1.1 Initial step of the Synchronous model
In the initial step shown by Figure 7.1, the objective value y° of an initial solution 5° 
is put to the highest pool Pi on the optimization server according to the SA Cascade 
algorithm (Yang, Kokossis and Linke , 2006). Pj stands for Pool j , j  e {l,2,...w} and w 
is the number of pools. Note the initial solution already exists as it needs to start the 
first section of Markov chain. As the current distribution of solutions (Chapter 6.2.3) 
is only determined by their objective values, it is not necessary to send all the 
parameters of a solution to the optimization server. For the experiments described in 
Chapter 7, the workers only send the solution ID, worker’s ID and objective value of 
a solution to the optimization server in order to minimize the communication 
overloads. Once the optimization server receives the initial objective va lued , it starts 
to distribute the y°across pools and selects the solution 5° and a temperature for each 
of the workers. After the initial step, the procedure of the Synchronous model goes 
into the iterative steps, as shown by Figure 7.2.
Initial Step
Objective value yu of 
solution S °
Pw-2 Pools on optimization server
Pw
Figure 7.1 Initial step of the Synchronous model
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7.1.1.2 Iterative steps of the Synchronous model
The workers starts running sections of SA Markov process once they obtain a solution 
and temperature from the optimization server. Obviously, only the initial solution 
can be selected at the beginning because there is only one solution on the optimization 
server, however, with more and more objective values put in the pools, a variety of 
solutions will be selected.
The optimization server selects c number of solutions S sik,k  e {l,2,...,c} and 
temperatures e {l,2 ,...,c} according to the solution selection rule that is
described in Chapter 6.2.4 and sends these solutions S suk and temperatures Ttsk to the 
master firstly, c is the number of workers and k  is the index of workers. Then the 
master submits the solutions SJk and temperature T*k to the workers Wk, respectively. 
i is the index of iterations of the Synchronous model. Note a solution is a set of scalars 
to describe a reactor network. The workers take the selected solutions S fk as initial
solutions to run a section of SA Markov chain. The temperature T^k is used to assess 
new generated solutions through a section of SA Markov chain. After a section of SA 
Markov chain is completed, a set of new generated solutions S'i k are accepted by the 
acceptance criterion given in Chapter 6.2.2. Assuming the number of accepted 
solutions nsi k (Markov length) is fixed for each section of SA Markov chain, totally
C
there are ^  n- k new solutions S'iJc to be generated and transferred back to the master
* = i
at each iteration. After the master receives all the new solutions S't k from the workers,
it puts their objective values to the pools on the optimization server. The optimization 
server then starts re-distributing the solutions and checks whether the termination 
criterion (given in Chapter 6.2.5) is met every time when a new objective value is put 
to the pools. If the termination criterion is satisfied, the whole optimization process 
terminates; otherwise, the optimization server will continue to select solutions and 
temperatures for the workers for the next iteration.
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Iterative Steps
Optimization
Server
c selected solutions Si,k 
+ temperature Ti,kS
Master
All accepted solutions S,,k
Pw-2 Pools
Workers
YesTermination criterion 
met?
No
Stop
Figure 7.2 Iterative steps of the Synchronous model
7.1.2 Study of intermediate parameters
Intermediate parameters of the SA Cascade algorithm are listed in Table 7.1. The 
objective of studying these intermediate parameters is to learn the impacts of the 
parameters on the performance of the SA Cascade algorithm by running homogenous 
process synthesis applications with different values of these parameters.
Table 7.1 Intermediate parameters
0 the exponential parameter in the cooling schedule shown in Equation 6.4
0)
a pre-defined integer to scale standard consecutive times when the number of 
solutions in the lowest partition Nw is greater than n in order to decide whether the 
optimization search should be terminated or not
w the number of partitions and pools
n i,k length of a section of SA Markov chain/Markov length
C the number of workers
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The number of partitions and pools w and the Markov length nsi k has been studied by
previous researchers to implement Van de Vusse and Biocatalytic applications with 
the SA Cascade algorithm. And it has been proven that the best computational and 
optimization performance is for w = 100, n*ik = 1 0  and m = nsik x c (Yang, 2009).
Therefore, we use w = 100 and nsi k = 10 in Chapter 7 and 8  of this thesis. The study
of the intermediate parameters -  9 and c is presented in Chapter 7.1.2.1 and 7.1.2.2, 
respectively.
A reactor network design synthesis application Lactose hydrolysis is tested with the 
Synchronous model on GRIDS framework with a), b) and c) 3 different types of 
cooling schedules. The reason of choosing this application for test is that the Lactose 
hydrolysis model has few local optimums and takes short computational time (Yang, 
2009).
A  reactor network design synthesis application -  Lactose hydrolysis
In this reaction, immobilized enzyme is utilized to convert the disaccharide lactose via
hydrolysis into its monosaccharide component, glucose and galactose. This procedure 
of hydrolysis can be approximated with following model (Marcoulaki and Kokossis, 
1999; Bakken et al., 1989; Bailey and Ollis, 1986).
' E + S  < » E S ^  E  + G L + 'p G  R, = CEC l( \ + C aG/K aG + C „ / K „ f  
lj.E  + aG  o  E aG K ,g = 0.003, K pa =0.079
E  + f$G EpQ
R 2 = 5 0 x ( C aG- C aG),
= (C°s + C a°G + C ; 0  -C)'KJ(K  + 1)
K  = 0.111
G L— ^ G A R3 = 0.083CG£ 
Ra = 0.047C£E —^ E d
where__________________________________________________________________
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E is enzyme (/3-galactosidase).
S  is lactose, GL is glucose.
G is galactose with a  and p  forms.
GA is gluconic acid.
Ed is deactivated enzyme.
R], R 2 , R 3 , and R 4  are reaction rates for reaction 1, 2, 3 and 4, respectively.
The feed flow is lOOL/min that includes 0.65 mol L' 1 enzymes, 0.001 mol L*1 a- 
galactose and 0.001 mol L"1 /3-galactose. The objective is to maximize the outlet 
concentration of GL. The optimal structure of reactor network for this reaction 
problem is a series of PFRs, which is in the agreement with published results 
(Marcoulaki and Kokossis, 1999).
7.1.2.1 Study of the cooling schedule
Table 7.2 shows the elapsed time and objective values of solutions in the Lactose 
application with the Synchronous model of the SA Cascade algorithm on a 4-worker 
(Intel(R) Pentium(R) 4 3.00GHz) GRIDS framework with a), b) and c) cooling 
schedules (Figure 6.2). 0 is the exponent of the cooling schedule equation (Equation 
6.4). We use 6  = 5, 1 and -2 to represent the 3 different types of cooling schedules. 
Note the experiment with each cooling schedule is repeated for 10 times and the data 
in Table 7.2 are average values. STDEV is standard deviation of the objective values 
of the lowest pools.
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Table 7.2 Performance of Lactose application with the Synchronous model with different cooling
schedules
Cooling
schedule
type
Cooling
schedule
parameter
e
Number 
of pools 
w
Markov
length
Kk
Number
of
workers
c
Normalized 
time t/Ns 
(sec)
Objective
value
Standard
deviation
STDEV
a) 5 100 10 4 1.529 2.668 2.14x10‘2
b) 1 100 10 4 1.528 2.684 9.24x1 O'3
c) -2 100 10 4 1.518 2.729 2.21x1 O'4
The SA Cascade algorithm is a stochastic optimization algorithm so it goes through 
different paths to achieve the global optimum for different runs, which means the total 
number of generated solutions Ns is usually different. More solutions may cause 
longer elapsed time t. Thus, it would be more accurate to assess the computational 
performance by normalized time t/Ns. Through investigating the final objective value 
y b and the normalized time t/Ns in Table 7.2, it is apparent that the cooling schedules 
for 6  = - 2  can generate solutions of higher quality and converge faster than that with 
cooling schedule for 0 = 5 and 1. This is because with cooling schedules a) and b), the 
temperature is reduced too fast at low level to approach the equilibrium so that the 
optimization search is trapped in local optimum and it is hard to jump out from too 
many high-temperature pools as it is easier to accept a worse solution at high 
temperatures based on the acceptance criterion (Yang, 2009). Thus, the cooling 
schedule c) is used in the other experiments introduced in the thesis.
7.1.2.2 Study of the number of workers
Table 7.3 shows values of the parameters, elapsed time t and the total number of 
generated solutions Ns of Lactose application with the Synchronous model for 
different number of workers. Note the elapsed time t and number of solutions Ns are 
both average values for 1 0  runs.
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Table 7.3 Performance for applying different number of workers to Lactose application
Cooling
schedule
parameter
0
Number 
of pools w
Markov
length
Kk
Number
of
workers
c
Elapsed 
time t 
(sec)
Number
of
solutions
Ns
-2 100 10 1 2674 1120
-2 100 10 2 1650 960
-2 100 10 3 1264 760
-2 100 10 4 1839 1190
-2 100 10 5 2005 1360
-2 100 10 6 1311 910
-2 100 10 7 2327 1620
-2 100 10 8 4311 2970
-2 100 10 9 2484 1820
-2 100 10 10 2748 2010
Figure 7.3 shows the final objective values y h of Lactose application for different 
number of workers. The final objective values;/ of Lactose application with different 
number of workers is nearly the same, which means that the number of workers does 
not have much effect to solutions’ quality.
c
E  0.5
0 ------------------------------------------------------------------------------------
0 2 4 6 8 10 12
Number ofworkers c
Figure 7.3 Final objective values y* vs the number ofworkers c for Lactose application with the
Synchronous model
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Figure 7.4 illustrates the relations between the normalized time t/N s  and the number of 
workers for Lactose application with the Synchronous model. Note all the workers 
have the same CPU type -  Intel(R) Pentium(R) 3.00GHz, so as to make sure they can 
complete a section of SA Markov process within the same time and little time is 
wasted on idling.
2.5
0 a) w
1 
0) P
•aa>N
15
E
|  0.5
0 2 4 6 8 10 12
Number ofworkers c
Figure 7.4 Normalized time t/Ns vs the number of workers c for Lactose application with the
Synchronous model
From Figure 7.4, it is evident that Lactose application with the Synchronous model 
converges faster with the increasing of the number of workers when less than 3 
workers is used. This is because with more workers, more inspiring solutions are 
generated at each iteration of the Synchronous model, which results in a quick 
convergence by increasing the number of workers. However, when more than 3 
workers are applied, the improvement of the computational performance is not 
obvious. This is because of the increased communication overheads between the 
master and the workers and between the master and the optimization server, as more 
solutions are sent to the master at each iteration with increasing of the number of 
workers. This situation usually happens when applying the SA Cascade algorithm on
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less complex applications, such as Lactose or Van de Vusse, because they require low 
CPU usage and spend short time to calculate a section of SA Markov chain comparing 
to the data transfer time spent at each iteration of the Synchronous model. This is why 
the there is no further improvement of the computational performance for Lactose 
application when more than 3 workers are used. Table 7.4 shows the communication
time tt and average execution time tp in one section of Markov chain for Lactose
application and a complex Biocatalytic application. Note the workers used to test the 
two applications in Table 7.4 have of the same CPU type -  Intel(R) Pentium(R) 
3.00GHz. In Table 7.4, the communication time tt of a section of SA Markov chain is 
the time spent on transferring input data from the master to a worker plus the time 
spent on transferring output data from a worker to the master. The average Markov
processing time t is the arithmetic mean of the time spent on running a section of
Markov chain for a worker for 10 runs.
Table 7.4 Computational performance of a section of SA Markov chain in both Lactose and Biocatalytic
applications with the Synchronous model
Application Lactose Biocatalytic
Communication 
time tt (sec)
22 22
Average Markov 
processing time
tp (sec)
0.324 384.459
From Table 7.4, it is evident that the communication time tt is nearly 6 8  times higher 
than the average Markov processing time t for Lactose application, whilst for
Biocatalytic application, tt is only 0.06 times of t . This is to say that the data transfer
time only takes a tiny percentage in the total elapsed time for Biocatalytic application, 
which means communications have limited influence on the total execution. From the 
analysis above, it can be inferred that the improvement of the computational 
performance with the increase of the number of the workers with the identical CPUs
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is more obvious for complex applications than that in simple ones with the 
Synchronous model of the S A Cascade algorithm.
To show the improvement of computational performance of complex applications 
with the Synchronous model on GRIDS framework, Biocatalytic application is tested. 
Figure 7.5 illustrates the normalized time t/Ns vs the number of workers c for 
Biocatalytic application with the Synchronous model.
35
v/
r  25
® 20
10
5
0
0 2 4 6 8 10 12
Number ofworkers c
Figure 7.5 Normalized time t/Ns vs the number ofworkers cfor Biocatalytic application with the
Synchronous model
From Figure 7.5, it is evident that the optimization process converges faster when 
using more workers. The elapsed time is consistently reduced because the 
communication time only takes up a small percentage of the total GRIDS execution 
time for Biocatalytic application. However the improvement is less obvious or even 
worse when using more than 9 workers, which is due to communication overheads as
"L
more solutions are generated at each iteration. The final objective values y  for 
different number of workers are displayed in Figure 7.6.
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Figure 7.6 Objective values y6 vs the number of workers c for Biocatalytic application with the
Synchronous model
As shown by Figure 7.6, the objective values y b for different number of workers are 
close to each other, which tell us that Biocatalytic application for different number of 
workers generate solutions of the same quality. Thus, it can be concluded that the 
number of workers c does not influence the quality of final solutions too much.
7.1.3 Disadvantage of the Synchronous model
The whole procedure of the Synchronous model is sequential as the optimization 
server has to wait until all the workers complete their sections of Markov chain. 
However, a grid network usually contains workers with different types of CPUs, with 
some faster, while the others slower. Thus, faster workers may complete their tasks 
quickly and then keep idling waiting for the slower workers. A large amount of time 
will be wasted during idling, especially for complex applications, such as Biocatalytic 
application. Thus, the elapsed time directly depends on the slowest worker.
For example, if both two faster workers Wj.2  (Intel(R) Pentium(R) 3.00GHz) and two 
slower workers W3 . 4  (Pentium III 700MHz) are used in the Synchronous model, the
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faster workers W 1 - 2  may wait until the slower workers W3 . 4  complete the Markov 
process at each iteration of the Synchronous model. Figure 7.7 presents the execution 
time spent in each section of Markov process on each worker in the Synchronous 
model of the SA Cascade algorithm. It is evident that slow workers W3 . 4  need much 
longer Markov process time tm than fast worker W1 - 2  at most of iterations. In this case, 
the faster workers Wy^have to wait for the slow workers W3 .4 . For instance, at the 18th 
iteration, fast workers W1 - 2  spend almost one hour waiting for the slow worker W4 . 
The whole optimization process slows down seriously because of the slower workers.
4500
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1000P
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■W1
W2
W3
W4
Slowest
Index of iterations
Figure 7.7 Execution time tp spent on each section of Markov process for each worker for Biocatalytic
application with the Synchronous model
Figure 7.8 presents the elapsed time t at the end of every iteration of the Synchronous 
model for Biocatalytic application. The elapsed time t is the time counted from the 
beginning of the optimization process to the end of the each iteration of the 
Synchronous model.
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Figure 7.8 Elapsed time at the end of each iteration ofthe Synchronous model for Biocatalytic
application
As discussed in Chapter 7.1, the progress of the Synchronous model is determined by 
the slowest worker. Therefore, the time difference between every two closest points of 
the plot in Figure 7.8 should be equal to the longest one of the four Markov process 
time tp spent in the corresponding iteration of Markov process on the 4 workers, 
shown by Figure 7.7.
From description above it can be concluded that it is better if all the workers run 
independently and asynchronously until the termination criterion is met so that all the 
workers can contribute to the execution, no matter whether they are fast or slow, 
hence further reducing the elapsed time. Moreover, it increases the stability and 
efficiency of the execution as the whole process will continue even if some workers 
loss connections or break down as long as the workers run and communicate with the 
optimization server independently, while for the Synchronous model optimization 
process will not continue if any worker gets stuck on a GRIDS task. To conquer the 
weakness of the Synchronous model, an Asynchronous model has been developed to 
implement the SA Cascade algorithm and is introduced in Chapter 7.2. The difference 
between the computational performances of the two models is also shown in Chapter 
7.2.
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7.2 Asynchronous model
7.2.1 Theoretical consideration ofthe Asynchronous model
Similarly to the Synchronous model, the procedure of the Asynchronous model of the 
SA Cascade algorithm consists of the initial step and iterative steps. The difference is 
that each worker transfers new generated solutions to the optimization server as soon 
as it complete its section of Markov chain and the optimization server re-distributes 
solutions and selects a solution for the worker as soon as it receives a new solution 
from the worker for the Asynchronous model. Thus, every worker runs independently 
and asynchronously.
7.2.1.1 Initial step of the Asynchronous model
As shown by Figure 7.9, the optimization search with the Asynchronous model is 
initialized when the objective value y° of an initial solution S° is put in the highest 
pool Pi. Then the master activates all the workers and makes them ready for running 
sections of SA Markov chain and for communicating with the optimization server. 
Meanwhile, the optimization server distributes the objective value y° across the pools 
and selects the solution S° together with attached temperature to each of the workers. 
In Figure 7.9, Pj stands for pool j ,  j  e {l,2,...w} and w is the total number of partitions 
and pools. Wk stands for worker k, k e {l,2 ,...c} and c is the total number of workers. 
After the initial step, the procedure of the Asynchronous model goes into the iterative 
steps, as shown by Figure 7.10.
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Initial Step
Objective value y°
of solution S
Master
PW-2 Pools on optimization server
Pw
Figure 7.9 Initial step of the Asynchronous model
7.2.1.2 Iterative steps ofthe Asynchronous model
As shown by Figure 7.10, the workers are activated by the master and ready to 
communicate with the optimization server and execute sections of SA Markov chain. 
c is the total number of workers, which are identified by Wj, W2 , W3 , ..., Wc. i is the 
index of sections of the SA Markov chain on a worker Wk. k is the index of the 
workers, 1,2,...,c}. S'i>k is a set of accepted solutions at the z'th section of SA
Markov chain on the worker k. Skk is a selected solution for the worker k  for running
its zth section of Markov process. Ttsk is the attached temperature for a selected
solution S stJc. When a worker Wk obtains a solution S si k from the optimization server,
it runs a section of SA Markov chain and generates a set of new solutions. The new 
generated solutions are assessed by the acceptance criterion (given in Chapter 6.2.2) 
and nsik of them are accepted. For the Asynchronous model, we fix the total number
of accepted solutions nsik and call it Markov length. These nsik accepted solutions
Sik are then transferred to the optimization server for re-distribution. For the
Asynchronous model, each worker runs independently, which means they don’t need 
to wait until the slowest one completes its tasks as with the Synchronous model. So, if 
there are c workers, there will be c parallel and independent links for data transfer 
between the optimization server and each of the workers. The termination criterion 
iw >co, which is determined by the consecutive times when the adequate number of
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solutions iw enter in the slowest partition (Yang, Kokossis and Linke, 2006), is 
identical to the Synchronous model. Once the termination criterion is met, no more 
solutions in the partitions will be selected and each worker will stop running 
consequently; otherwise the optimization server keeps selecting solutions and 
temperatures for the workers for generating more solutions until the termination 
criterion is met (Yang, Kokossis and Linke, 2006).
Iterative Steps
Optimization
Server Accepted solutions S,.* 
S (-,2S+T/,2S
Accepted solutions Si,2
Accepted solutions S /,3
Pw-2 Pools
Accepted solutions Si,
Workers
Termination criterion 
met?
No Yes
Stop
Figure 7.10 Iterative steps ofthe Asynchronous model
7.2.2 Study of the Asynchronous model with different types of 
workers
In Chapter 7.2.2, we run Biocatalytic application with the Asynchronous model of the 
SA Cascade algorithm with 2 fast workers Wj.2  and 2 slow workers W3 .4 . Table 7.5 
shows the different computational abilities of the faster and slower workers. Note the
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average Markov processing time tp is the arithmetic mean of the time spent on 
running a section of Markov chain for a worker for 10 runs.
Table 7.5 Markov process time spent on a section of SA Markov process for Biocatalytic application
Worker
W6-2(lntel(R) Pentium(R) 
3.00GHz)
W3^ (Pentium III 
700MHz)
Average Markov processing time 
tp (sec)
384.459 1492.334
As shown by Table 7.5, it is obvious that the workers Wj.2  are much faster than the 
workers W3 .4 . Due to the independence between the workers, it can be expected that 
the workers W1 .2  should execute more sections of Markov process than the workers 
W3 -4 . Table 7.6 shows values of the parameters of Biocatalytic application with the 
Synchronous model.
Table 7.6 Parameters for applying 2 faster and 2 slower workers to Biocatalytic application
Cooling schedule parameter 0 Number of pools w Markov length n*ik
-2 100 10
Figure 7.11 presents the computational performance of the Asynchronous model of 
the SA Cascade algorithm with 2 faster workers and 2 slower workers for the 
Biocatalytic application.
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Figure 7.11 Elapsed time t at the end of each section of Markov process for each worker for Biocatalytic
application with the Asynchronous model
In Figure 7.11, the elapsed time t is the time from the beginning when a worker is 
activated to the end of the each section of SA Markov chain on the worker for the 
Asynchronous model. Wk,k<= {l,2,3,4} stands for a worker. It is evident that the faster
workers Wj . 2  complete many more sections of SA Markov chain than the slower 
worker W3 . 4  due to their lighter computational powers. For the Asynchronous model, 
different workers are activated at the same time but run at different speed. For 
example, when the Biocatalytic experiment is terminated, the workers W], W2 , W3  and 
W4  are running Markov process at the 35th, 27th, 10th, and 13th section of SA Markov 
chain, respectively.
Table 7.7 presents the objective values in the lowest pool of the Biocatalytic 
application described above. It is evident that the solutions in the lowest partitions are 
generated by different workers, including the faster workers Wj . 2  with a great majority 
and slower workers W3 . 4  with a minority. It proves that fast workers are fully used and 
slow workers still contribute to the optimization search in the Asynchronous model of 
the SA Cascade algorithm.
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Table 7.7 Solution ID, worker ID and objectives values ofthe lowest pool
Solution ID Worker
Objective 
value y6
301 Wi 5.1773238
303 W1 5.1773238
138 W2 5.1769209
139 W2 5.1764851
236 w2 5.1761799
212 W-, 5.175796
213 W1 5.1755729
235 w2 5.1752739
233 w2 5.1749778
273 W1 5.1747899
199 w2 5.1747479
217 W1 5.1745119
137 w2 5.1736269
234 w2 5.1734948
261 W1 5.1732702
102 w4 5.1729112
92 w4 5.1728892
171 w2 5.172678
Table 7.8 shows the difference of the performances between the two models of the SA 
Cascade algorithm with both faster and slower workers both for Biocatalytic 
application. Obviously, the Asynchronous model has a quicker convergence than the 
Synchronous model when using both fast and slow workers for complex applications, 
although the objective values of the solutions from the two models are near the same.
Table 7.8 Performance ofthe two models with 2 fast workers (Intel(R) Pentium(R) 3.00GHz) and 2 slow 
workers (Pentium III 700MHz) for Biocatalytic application
Model Elapsed time t (hr) Objective value y° Standard deviation STDEV
Synchronous 8.769 5.162 1.22x10'3
Asynchronous 5.638 5.177 1.55x1 O'3
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7.2.2 Comparison of the performance with the Asynchronous and 
Synchronous model for different number of the workers with the 
same CPU types
It is expected that the elapsed time will reduce with increasing of the number of the 
workers for the Asynchronous model as each worker runs independently and does not 
affect each other at all. To confirm this hypothesis, a group of Biocatalytic 
experiments with the Asynchronous model are performed with different number of 
workers. Figure 7.12 compares the normalized time t/Ns of the two models for 
Biocatatlyic application, t is the total elapsed time and Ns is the total number of 
generated solutions. In order to minimize the idling time between the workers for the 
Synchronous model, all the workers have the same CPU type -  Intel(R) Pentium(R) 
3.00GHz. It is evident that the optimization search with the Asynchronous model 
converges more quickly than that with the Synchronous model. Furthermore, when 
more workers are used for the Synchronous model, the improvement of elapsed time 
is not obvious or even worse due to communication overheads between the 
optimization server and the workers However, for the Asynchronous model, each 
worker run independently and asynchronously, so the communication overheads is 
not so serious as that for the Synchronous model. Thus, the elapsed time t can still 
keep reduced for more than 1 0  workers.
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Figure 7.12 Normalized time t/Ns vs the number of workers cfor Biocatalytic application with both
Asynchronous and Synchronous model
Figure 7.13 presents the final objective value yh for Biocatalytic application for 
different number of workers with the Asynchronous and Synchronous model. 
Through comparing the two objective values for different number of workers c. in 
Figure 7.13, it is apparent that the qualities of solutions for Biocatalytic application 
with the two models are nearly the same. Also, the objective values yb do not vary 
much for different number of workers c. Thus, it can be concluded that there is not 
much difference between the qualities of the optimized solutions with the 
Synchronous model and Asynchronous model and the number of workers does not 
affect the qualities of the optimized solutions much as well for the both models of the 
SA Cascade algorithm.
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 101
Du Du
-Q
15
><D
>
5.25
5.2
-•—The
Asynchronous 
model 
* — The
Synchronous
model
5.15
5.1
5.05
5
0 6 8 10 122 4
Number ofworkers c
Figure 7.13 Final objective value y^vs the number of workers c for the Biocatalytic experiment with both
Asynchronous and Synchronous model
7.2.3 Study of the computational performance of each worker for 
the Asynchronous model
On the basis of Biocatalytic application for different number of workers described in 
Chapter 7.2.2, the computational performance of each worker is studied. Figure 7.14- 
17 shows the elapsed time t at the end of each section of SA Markov chain for each 
worker on Biocatalytic application with the Asynchronous model using 1, 2, 4, and 10 
workers. It is evident that the more workers are added, the fewer sections of SA 
Markov chain are executed by each worker.
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Figure 7.14 Computational performance of the worker for Biocatalytic application with the Asynchronous
model for the number of workers c -  1
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Figure 7.15 Computational performance of each worker for Biocatalytic application with the 
Asynchronous model for the number of workers c = 2
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Figure 7.16 Computational performance of each worker for Biocatalytic application with the 
Asynchronous model for the number of workers c = 4
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Figure 7.17 Computational performance of each worker for Biocatalytic application with the 
Asynchronous model for the number of workers c = 10
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7.3 Summary of the two models of the SA Cascade algorithm
In Chapter 7, two experimental models -  Synchronous and Asynchronous, are 
introduced to implement the SA Cascade algorithm on GRIDS framework. The results 
show that the Asynchronous model has a better computational performance than the 
Synchronous model, especially for complex applications using different types of 
workers, due to the independence between the workers for the Asynchronous model, 
although both models generate solutions of same quality.
However, only the objective values of solutions are considered for the two models, 
while intrinsic data of a solution for a reactor network design problem, such as the 
number of reactors, the type of a reactor, the sequence of reactors, feed flow and 
reactor volume, have not yet been analyzed during the optimization process of the SA 
Cascade algorithm. It is anticipated to be more efficient and valuable if these intrinsic 
data can be analyzed and changed according to the analytical results. Chapter 8 
introduces a self-supervised intelligent management optimization model to enhance 
the SA Cascade algorithm with the assist of an expert system tool -  CLIPS. 
Furthermore, Chapter 9 integrates protege ontology and the self-supervised system in 
order to create a concept of dynamic and loop-control optimization process of process 
synthesis problems.
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Chapter 8 A study of knowledge-based optimization 
for process synthesis problems
Chapters 5-7 introduce a series of models with TS and SA Cascade algorithms on 
GRIDS framework to implement process synthesis applications and present the 
performance of different models under different grid environments. From those 
results, it can be concluded that with the appropriate use of grids it is possible to 
improve the performance of process systems, i.e. reactor process synthesis problems. 
However, the previous experiments, and especially those involves distributed 
algorithms, are all designed on the basis of a pre-specified model, in which only some 
intermediate parameters, such as number of pools, Markov length, and cooling 
schedule, are studied. When solving high-throughput synthesis problems, such as 
complex reactor network design, the intrinsic parameters, such as the number of 
active reactors, reactor types, reactor sequence, reactor volumes, feed flow, split 
fraction, etc, had not yet been studied during the process of previous process synthesis 
experiments. These intrinsic parameters directly determine the objective value that is 
the concentration of the desired product based on the objective function and 
constraints. It will enhance the efficiency of optimization search if  these intrinsic 
parameters are statistically analyzed and result in some production rules that can 
adjust the search directions during the run-time of the optimization process. 
According to the experiences of previous researchers (Labrador-Darder, 2009 and 
Ashley, 2004), there are always some tendencies of the values of these intrinsic 
parameters during the optimization process. To study the knowledge-based 
optimization of high-throughput synthesis, the first thing is to identify the intrinsic 
parameters and extract them during the run time. Chapter 8.1 introduces the intrinsic 
data extraction with the assist of a rule-based tool -  C Language Integrated 
Production System (CLIPS).
8.1 Intrinsic data extraction
As for reactor network design process synthesis applications, a large number of 
different reactor networks are given as solutions. The more complex reactor networks
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we obtain, the more difficult it is to find the relationship between the intrinsic 
parameters and the objective value, as these intrinsic parameter changes may become 
disorderly during the optimization process. In order to narrow our search region but 
also to keep a considerable base of newly generated solutions to guarantee a global 
search, it is helpful to simplify reactor network and interpret design results based on 
predefined simplification production rules. The simplification relies on a gradual 
evolution of the reactor network and corresponding adjustments of the optimization 
search (Labrador-Darder, 2009). In this case, a simplification process is required to 
create more analogous data and make it easier to group them into clusters.
Humans often need to solve complex problems using very abstract and symbolic 
approaches that might not be well suited for implementation with conventional 
computer programming language, such as FORTRAN and C, which are designed for 
procedural manipulation of data. Rule-based expert system, however, can emulate 
human expertise in well defined problem domains so that it has the ability to reduce 
the effort and cost involved in developing an expert system. C Language Integrated 
Production System (CLIPS) is such a productive expert system tool that provides a 
complete environment for the construction of rule and/or object based expert systems. 
It was created in 1984 at NASA’s Johnson Space Centre for the development of 
artificial intelligence and is broadly applied in today’s business, academic research 
and industries. With CLIPS programming framework, rules are used to specify a set 
of actions to be performed for a given situation. A rule is composed of an IF part and 
a THEN part. The IF part contains a series of patterns that specify the facts which fire 
the rule. The THEN part is the action that will be taken once the facts in the IF part 
are given. The CLIPS tool also provides a mechanism, called inference engine, which 
automatically matches facts against patterns and determines which rules are 
applicable. Therefore, once and whenever the pattern is matched with a set of facts by 
the inference engine, the actions in the THEN part is activated and executed until no 
applicable rules remain (http://clipsrules.sourceforge.net/. 2009).
Figure 8.1 illustrates an example of defining a CLIPS rule and firing the rule to obtain 
new facts. As shown in Figure 8.1, two IF-THEN rules are firstly defined, which are 1) 
IF a > 10 and b < 6, THEN c > 2.99; 2) IF a <= 10 and b >= 6, THEN c = 0. We then
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add two facts that are a = 20 and b = -3, and the example-rulel fires automatically as 
both of the conditions are satisfied. Let’s check the current facts again and we find a 
new fact f-2 (c > 2.99) has existed, which confirms that the example-rulel has fired.
Rules
(defrule example-rulel) 
(a > 10)
(b< 6)
= >
(assert (c > 2.99))
(defrule example-rule2) 
(a <= 10)
(b>= 6)
= >
(assert (c = 0))
Facts
(assert (a = 20)) 
(assert (b = -3))
Results
CLIPS> (facts) 
f-0 (a = 20) 
f-1 (b = -3) 
f-2 (c > 2.99)
Figure 8.1 An example of CLIPS rules, facts and results
As for the reactor network design problems, a series of CLIPS rules can be defined in 
order to simplify a complex reactor structure from the process engineering view. The 
aim is to design a simpler network with the concentration of the desired product 
(objective value) unchanged comparing to the original reactor network. For an 
instance of a 3-reactor network of CSTR+PFR+PFR, if the 2nd PFR does not increase 
or decrease the reference component concentration by more than 5% of the maximum 
concentration value of the network, it is no longer taken into account as part of the 
network and the 3-reactor network can be simplified to a network of 2-reactor 
CSTR+PFR if the both reactor networks can generate the same concentration of 
desired product (Labrador-Darder, 2009), as shown by Figure 8.2.
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Figure 8. 2 An example of reactor network synthesis simplification by CLIPS
A set of rules constitutes a knowledge base that contains the domain knowledge about 
the single phase reactor network problems. These rules relate to active reactors and 
connections between them, such as deleting reactors with marginal contribution, 
redistributing the connection of reactors to “main flow path” connection, limiting 
feeding distribution if the first reactor receives between 70%-95% of the total feeding 
flow, etc (Labrador-Darder, 2009). The aim is to reduce the complexity of the 
network by disregarding irrelevant reactors and connections.
8.2 Specification of process synthesis problems
Stochastic optimization processes always guide the search towards promising regions 
where better solutions are found. As presented in Chapter 6, a solution means a 
reactor network that has been modeled as a series of parameters. Each of the 
parameters is assigned a specific scalar value. There are usually trends in values of 
these intrinsic parameters during the optimization process. Let’s take a simple Lactose 
application for example. We assume that only two types of reactors CSTR and PFR
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are used in the reactor network and the maximal number of reactors is 4. Figure 8.3 
and 8.4 show the trends in which the percentage of solutions with different number of 
reactors change and the percentage of solutions with different first reactor during the 
Lactose optimization process of the SA Cascade algorithm. The percentages in Figure 
8.3 and 8.4 are statistically calculated every time after a new solution is sent to the 
optimization server. Let’s use p {, p 2, p 3 and p 4  represent the percentage for the 
number of 1-reactor, 2-reactor, 3-reactor and 4-reactor solutions over the total number 
of solutions Ns respectively. So p y + p 2  + p 3  + p 4  = 1 . In Figure 8.3, 1-reactor
solutions, 2-reactor solutions, 3-reactor solutions are the solutions having the reactor 
network with 1 reactor, 2 reactors, 3 reactors and 4 reactors, respectively. In Figure 
8.4, PFR+** solutions and CSTR+** solutions stand for the solutions with PFR and 
CSTR as the Lst solution, respectively.
120%
100%
Figure 8.3 Trends of the percentage of solutions with different number of reactors for Lactose
application
 1-reactor
solutions
 2-reactor
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 4-re actor
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Figure 8.4 Trends of the percentage of solutions with different 1st reactors for Lactose application
From Figure 8.3, it is apparent that the percentage of 1-reactor solutions of Lactose 
application becomes higher during the optimization process and is close to 60% at the 
end of the optimization search. This means that the solutions tend to be 1-reactor 
network at the end of the optimization process. From Figure 8.4, it is apparent that the 
Lst reactor tends to be PFR and a great majority of solutions (more than 90% of the 
total amount of solutions) use PFR as the 1st reactor at the end of the optimization 
process.
Thus, it is feasible to avoid some unpromising solutions such as the solutions with 
more than 2 reactors or with other types of reactors by putting more weighs on 
promising 1-PFR solutions under some pre-specified conditions when selecting the 
solution from the partitions. In that way, the optimization search could be accelerated 
and the objective value might be even better as more solutions are explored in 
promising regions. The initial solutions for the workers are selected based on the 
solution selection rule that is explained in Chapter 6.2.4. Hence, if the solution 
selection rule can be manipulated according to statistical results during optimization 
run-time, a knowledge-based optimization model can be achieved. Chapter 8.3 
introduces a self-supervised model for process synthesis applications and presents 
some benefits of applying the self-supervised model for the SA Cascade algorithm by
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comparing its computational performance to that of the Asynchronous model (Chapter 
7.2) without solution selection rule manipulations.
8.3 Intelligent management and dynamic control
8.3.1 A self-supervised model of the SA Cascade algorithm
Figure 8.5 illustrates a self-supervised knowledge-based optimization model for the 
SA Cascade algorithm. Compared with the Asynchronous model, it can be seen that a 
simplification procedure is added to the communication from the workers to the 
optimization server for extracting simplified intrinsic data. Also, production rules are 
added to the optimization server in order to control solution selection based on 
statistical results of the intrinsic data. Thus, a self-supervision is formed as 
optimization search direction can be controlled by production rules on the 
optimization server and promising regions tend to have more chances to be explored 
based on these production rules. For the self-supervised model, the solutions that are 
put in the partitions on the optimization server are all simplified solutions. Besides 
concentration of desired product (objective value) and solution IDs, the optimization 
server also collects intrinsic data such as the number of reactors, types of reactors, 
reactor volumes, feed flow and split fraction. These intrinsic data are all interpreted as 
scalars during the optimization process and stored in a table of a database on the 
optimization server. The optimization server adds a row of intrinsic data to the table 
once a new solution is sent to the optimization server. The optimization server does 
statistical analysis with these intrinsic data and decides which solution to be selected 
based on the analytical results of these intrinsic data and pre-defined solution 
selection rules. The purpose of changing the solution selection rule is to accelerate 
convergence by putting more weights on the promising solutions in the optimization 
process. In Figure 8.5, c is the number of workers, which are identified by Wj, W2 , 
W3 , ..., Wc. k is the index of workers, w is the number of pools, which are identified 
by Pi, P2 , P3, TV i is the index of sections of SA Markov process on the worker k. 
S-k is a solution that is selected for the worker Wk for running the zth section of
Markov chain and generating a set of new solutions S\ k. S'ik stands for a set of
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tViaccepted solutions at the i section of the SA Markov chain on the worker Wk, 
k  g {l,2,...c}.
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Figure 8.5 A self-supervised model for the SA Cascade algorithm
8.3.2 A study of production rules to the self-supervised model
Chapter 8.3.2 introduces three experiments for Van de Vusse application with the 
self-supervised model of the SA Cascade algorithm by applying different production 
rules and compares the results of experiments with and without using rules. The 
reason to chose Van de Vusse application is that different solutions were found for 
Van de Vusse application (Chitra and Govind, 1985; Achenie and Biegler, 1990;
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Kokossis and Floudas, 1994; Mehta and Kokossis, 1998; Schweiger and Floudas, 
1998) and no researchers have yet confirmed the reactor structure of final solution, 
while Lactose application has been proven that the final optimized solution is 1-PFR 
network (Labrador-Darder, 2006) and Biocatlytic application is time consuming due 
to its complexity. The following sections introduce three experiments {Experiment-1, 
Experiment-2 and Experiment-3) with the self-supervised model using different 
production rules for solution selection. Note all the 3 experiments use the same 
intermediate parameters (Table 8.1) as the Asynchronous model presented in Chapter 
7.2.
Table 8.1 Parameters for the Experiment-1, Experiemtn-2 and Experiment-3
Cooling schedule 
parameter 6
Number of pools 
w
Markov length Number of workers 
c
- 2 100 10 1
Experiment-1 :
No production rules.
Experiment-2 :
The production rules used in Experiment-2 are related to the number of reactors in a 
solution. When every new solution is sent to the optimization server, the optimization 
server calculates the percentages P j , j  e {l,2,3,4} for 1-reactor solutions, 2-reactor
solutions, 3-reactor solutions and 4-reactor solutions over the total number of 
solutions. After a number of (e.g. 50) solutions are put in the partitions, the 
optimization server starts selecting solutions by the following rule. Note the 
optimization server must randomly select a pool that is associated with a temperature 
before selecting solutions in order to ensure a global search in all feasible regions. In 
the following rule, j  is the index for the number of reactors in a solutions and the 
maximal number of reactors in a solution is 4. pj  is the percentage of /-reactor 
solutions over the total number of solutions, j -reactor solutions means the solutions 
having the reactor network with / number of reactors.___________________________
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IF pj  = max(p! , p 2 , p 3 , p 4), j  e {1,2,3,4}
THEN only randomly select a j-reactor solution in a randomly selected
partition
Figure 8.6 shows the percentage of the solutions with different number of reactors in 
Experiment-2. It is apparent that more generated solutions tend to be 2-reactor or 3- 
reactor solutions at the end of optimization search. So if more weights can be put on 
the 2-reactor and 3-reactor solutions by taking other intrinsic parameters such as 
reactor types, reactor volumes, feed flows and split fractions into account, it would 
speed up the optimization search. The production rules about the 2-reactor and 3- 
reactor solutions are illustrated in the Experient-3.
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Figure 8.6 Trends of percentage of solutions with different total number of reactors in Experiment-2 
Experiment- 3:
On the basis of the results from Experiment-2, most of the solutions of Van de Vusse 
application have 2-reactor or 3-reactor networks at the end of the optimization process. 
Experiment-3 uses production rules related to 2-reactor and 3-reactor solutions and
•1-reactor 
solutions
2-reactor 
solutions
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4-reactor 
solutions
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takes reactor types of the 1st reactor rj and the 2nd reactor 7*2 into account. Two random 
numbers a (0 < a < 1) and b (0 < b < 1) are used in order to assign equal probabilities 
to each production rules in order to see the impact of each production rule on the 
optimization performance, as shown by Figure 8.7. Note r\ is the type of the 1st 
reactor, rx e {CSTR,PFR.} and 7*2 is the type of the 2nd reactor, r2 e {CSTR,PFR}.
0 .2! 0.7!
Rule-2A Rule-2B Rule-2C Rule-2DRule-1 A Rule-1 B Rule-1 C Rule-1 D
Figure 8.7 Production rules for solution selection in Experiment-3
> Rule-IA: (12.5%)
IF 0 < a < 0.5 and 0 < b < 0.25
THEN only randomly select 2-reactor or 3-reactor solutions despite 
their types
>  Rule-IB: (12.5%)
IF 0 < a < 0.5 and 0.25 < b < 0.5
THEN find out the reactor type that appears more for the 1st reactor
rj and only randomly select a 2-reactor or 3-reactor solution
with the type of 1st reactor being that type rj
> Rule-lC: (12.5%)
IF 0 < a < 0.5 and 0.5 < b < 0.75
THEN find out the reactor type that appears more for the 2nd reactor
V2 and only randomly select a 2-reactor or 3-reactor solution
with the type of 2nd reactor being that type r2
> Rule-ID: (12.5%)__________________________________________________
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IF 0 < « <0.5 and 0 .75<6<1
THEN find out the reactor types that appear more for the pattern of 
the 1st reactor ri and 2nd reactor ^  and only randomly select a 
2-reactor or 3-reactor solution with the type of the 1st and 2nd 
reactor being rj and V2 , respectively.
>  Rule-2A: (12.5%)
IF 0 .5<#<1 and 0 < 6 < 0 .2 5
THEN only randomly select a 2-reactor or 3-reactor solution despite
their types
> Rule-2B: (12.5%)
IF 0.5<a < 1 and 0.25 <b < 0.5
THEN find out which feed case (distributed feed or single feed) has
more appearances and only randomly select a 2-reactor or 3- 
reactor solution with the feed cases having more appearances
>  Rule-2C: (12.5%)
IF 0 .5< a <1 and 0.5<b<0.75
THEN find out which recycle case (with or without recycles) has 
more appearances and only randomly select a 2-reactor or 3- 
reactor solution with the recycle cases having more
appearances
>  Rule-2D: (12.5%)
IF 0.5 < a <1 and 0 .75<6<1
THEN find out which bypass case (with or without bypasses) has
more appearances and only randomly select a 2-reactor or 3- 
reactor solution with the bypass cases having more
appearances
Compared to Experiment-2, the production rules in Experiment-3 include more 
parameters about a reactor network and balance the selection by putting the same 
weights on each of the production rules. The disadvantage of the Experiment-3 is that 
it only focuses on the 2-reactor and 3-reactor solutions while giving up 1-reactor and 
4-reactor solutions that may generate promising solutions in global optimization
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search. Table 8.2 presents the final objective values, standard deviation STDEV of the 
objective values in the lowest pool and number of solutions Ns of the Experiment-1, 
Experiment-2 and Experiment-3 for Van de Vusse application. Note the only one 
worker is used to test all the 3 experiments and its CPU type is Intel(R) Pentium(R) 4 
1.80GHz.
Table 8.2 Performance of the three experiments for Van de Vusse application
Experiments
Final bjective 
value y6
Standard deviation 
STDEV
Total number of 
solutions Ns
Experiment-1 3.63262 1.54x1 O'4 2295
Experiment-2 3.61956 6.45x1 O'4 2056
Experiment-3 3.65099 2.95x1 O'4 1789
From Table 8.2, it is evident that the production rules in Experiment-3 help accelerate 
the convergence (fewer number of solutions), while the improvement of Experiment-2 
is not obvious. However, we cannot conclude whether these production rules are 
applicable or not because these production rules about solution selections in 
Experiment-3 are designed assuming we’ve already found the promising feasible 
regions. It will be difficult to design production rules if we are solving a new problem 
as we do not know its final solutions. Although these production rules have shown 
some potential to accelerate optimization search, they are still pre-mature and need to 
be updated to more dynamic production rules that can intelligently adjust the search 
direction according to the analytical results during optimization process. Chapter 8.3.3 
introduces a method of designing dynamic production rules.
8.3.3 Production rules about patterns of intrinsic parameters
As discussed in Chapter 8.3.2, the production rules in Experiment-1, Experiment-2 
and Experiment-3 are designed on the basis of the hypothesis that the promising 
feasible regions and optimized results have already been found. So those production 
rules cannot guarantee to guide optimization search in promising regions if the final
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solution is not ensured beforehand. Additional approach for creating more intelligent 
rules is required in order to dynamically change the weights that are assigned to each 
of promising patterns of the intrinsic parameters about a reactor network of a solution 
during the optimization run-time, on the basis of statistical analysis of all the current 
solutions in the partitions on the optimization server. Chapter 8.3.3.1 and 8.3.3.2 
introduces two examples of designing and applying production rules to the different 
reactor design synthesis applications of the SA Cascade algorithm. Note that the 
intermediate parameters of the experiments introduced in Chapter 8.3.3.1 and 8.3.3.2, 
such as cooling schedule power 0, the number of pools w, Markov length nsi k and the 
number of workers c is the same as what is described in Table 8.1.
8.3.3.1 Experiments with production rules about the pattern of 
number of solutions Nr and 1st reactor a*
Now, let’s firstly make focus on 2 intrinsic parameters: the number of reactors A^and 
the type of the 1st reactor n ,  and make all the possible combinations between these 
two parameters. As the maximal number of solutions is pre-set as 4 and only two 
reactor alternatives (CSTR and PFR) are used through simplification process in 
several reactor network design synthesis applications (Labrador-Darder, 2009), we 
can get Equation 8.1 as:
N '  ^ (8 » 
r, g {CSTR, PFR}
So there are 4 x 2  = 8 patterns of the number of reactors N, and the 1st reactor r;. An 
integer variable iiN (initially set to 0) for each pattern of Nr and rj is declared as the
counter of appearance when a new generated solution S  with the same pattern has a 
better objective value than the current best solution S* . Assume y  and y* 
respectively stands for the objective value of solution S  and S* and that it is a 
maximization problem. If y  > y  , the new generated solution S  is considered as a 
promising solution and the current best solution S* is then replaced by S .  The
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counter iiN for this pattern of Nr and rj self-adds 1 consequently. If y  < y* , S* 
and iiN keep unchanged. The respective rule is presented by Equation 8.2 as:
IF y  > y
y  = yTHEN a = a + 1
N r ,rx N r ,r\
IF y  < y
* 4
y  = y
N .,r , =  " N r ,r,
(8.2)
THEN
l l x r  .  =  1 1
A total sum of the counters
iiN r = z’z'j c + iil p + zz2 c + zz2 P + zz3 c + zz3 P + z’z4 c + z‘z4 P is calculated each time
N r ,ri
t T
when a new solution S  is put in the partitions. The percentage  ■r’-1— xl00%  is
l ^ U N r ,ri
N r ,t i
considered as the weights of different promising regions (with pattern of Nr and rj), 
from which promising solutions are found. Note that solutions of a particular pattern 
are randomly selected by the optimization server in order to ensure a global search.
^  N  vTherefore, the percentage ^  r,‘— xl00% can be considered as the probability of
Z A ,*
N r A
selecting solutions of the particular pattern (Nr and rj) for the workers. Upon 
observing the results, only solutions of several promising patterns have opportunities 
to become focal solutions.
iiN r
Figure 8.8-8.10 respectively shows the trends of percentage „  r’1— xl00% changes
L UNrA
NrAi
for Van de Vusse, Biocatalytic and Lactose applications with production rules about 
Nr-rj pattern. Nr is the number of reactors used in a reactor network, rj is the type of 
1st reactor. Nr-ri pattern is the pattern of intrinsic parameters Nr and rj. p N A is the
percentage of the number of the solutions with the Nr-rj pattern over the total amount
of solutions on the optimization server. Ns is the number of on the optimization server.
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For Van de Vusse application shown by Figure 8.8, there are 5 N r-ri patterns of which 
promising solutions have been found during the optimization process. With the 
optimization process continuing, more promising solutions have 2-reactor network 
with CSTR as the 1st reactor n  (2-CSTR pattern). It also means that the reactor 
network with a 2-CSTR pattern has a higher possibility to become promising 
solutions. As shown in Figure 8.8, more than 50% of the promising solutions have the 
2-CSTR patterns at the end of the optimization process, which means it is easier to 
obtain promising solutions if starting search from the solutions with 2-CSTR patterns. 
Comparing Figure 8.8 to Figure 8.9 and 8.10, the situation of the percentage 
iiN r
— xl00%  for Van de Vusse application is more complex than that for
»r A
Biocatalytic and Lactose application. As for Lactose application shown by Figure 
8.10, only 3 Nr-rj patterns of which promising solutions have been found appear 
during the optimization process and 1-reactor solutions with PFR as the 1M reactor (1- 
PFR pattern), which takes up more than 80% of the promising solutions at the end of 
the optimization process, are dominative. More extreme situation appears for the
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 122
Du Du
Biocatalytic application, in which all the promising solutions are with the 1-PFR 
pattern.
Table 8.2-8.4 respectively present the objective values y, reactor network pattern and 
total volume of the solutions in the lowest partition for Van de Vusse, Biocatalytic 
and Lactose applications with production rules about Nr-rj patterns. It can be found 
that the solutions in the lowest partition have all the same reactor sequence and their 
objective values are close, which means the final solutions are found under the rule- 
based optimization model.
Table 8.3 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Van de Vusse application with production rules about Nr ri patterns
Objective value Reactor sequenceTotal volume (L)
3.648525 CSTR+PFR 30.5379
3.648483 CSTR+PFR 27.0948
3.646317 CSTR+PFR 30.5379
3.6463161 CSTR+PFR 30.5379
3.6462669 CSTR+PFR 27.772
3.6462669 CSTR+PFR 27.772
3.6462669 CSTR+PFR 26.8362
3.6462669 CSTR+PFR 26.8362
3.6462669 CSTR+PFR 26.6893
3.6462669 CSTR+PFR 27.0948
3.6462669 CSTR+PFR 27.0948
3.6455741 CSTR+PFR 28.4391
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Table 8.4 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Biocatalytic application with production rules about Nr ri patterns
Objective value yReactor sequenceTotal volume (L)
5.1545949 PFR 16.197
5.152935 PFR 16.1591
5.1527638 PFR 16.1657
5.15273 PFR 16.1859
5.15273 PFR 16.1859
5.1527028 PFR 16.1508
5.1524978 PFR 16.2446
5.1519752 PFR 16.2749
5.151896 PFR 16.1247
5.1517138 PFR 16.2781
Table 8.5 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Lactose application with production rules about Nr n patterns
Objective value yReactor sequenceTotal volume (L)
2.7270601 PFR 742.86981
2.72703 PFR 746.74872
2.7270279 PFR 746.6076
2.7269721 PFR 749.76318
2.72697 PFR 732.89001
2.72697 PFR 749.76318
2.72697 PFR 749.76318
2.726887 PFR 753.64209
2.726887 PFR 753.64209
2.726799 PFR 741.15363
2.726799 PFR 741.15363
2.7262859 PFR 722.71912
From Table 8.2-8.4, it is evident that all the solutions in the lowest partition have the 
same simplified reactor network in all the 3 experiments, which tells us that the final 
solution may have the same Nr-ri pattern as the solutions in the lowest partition. It can 
be found that the total volume of the solutions in the lowest partitions for the 3 
applications are all narrowed into a small region, so it is anticipated to generate more
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promising solutions in that small region if the total volume can be also taken into 
consideration as well. More intrinsic parameters of a reactor network will be studied 
with important intermediate parameters in Chapter 9.
Table 8.5-8.7 compare the performance of the above 3 experiments of the SA Cascade 
algorithm with production rules about Nr-ri patterns and without any production rules. 
Note these experiments are implemented by only one worker, with CPU type of 
Intel(R) Pentium(R) 4 1.80GHz, as the purpose is to compare the impact of the 
production rules to the optimization performance.
Table 8.6 Different performance between Van de Vusse applications of the SA Cascade algorithm, with
rules about Nr ri patterns and without rules
Experiment Number of solutions Ns
Final objective 
value yk
Optimized reactor 
sequence
Without production 
rules
1509 3.6567 CSTR+PFR+PFR+PFR
With production rules 
about Nrr-t patterns
1181 3.6466 CSTR+PFR
Table 8.7 Different performance between Biocatalytic applications of the SA Cascade algorithm, with
rules about Nr fi patterns and without rules
Experiment Number of solutions Ns
Final objective 
value y*
Optimized reactor 
sequence
Without production 
rules
610 5.1761 PFR
With production rules 
about Nrr-t patterns
154 5.1546 PFR
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Table 8.8 Different performance between Lactose applications of the SA Cascade algorithm, with rules
about Nrn patterns and without rules
Experiment Number of solutions Ns
Final objective 
value y6
Optimized reactor 
sequence
Without production 
rules
537 2.7224 PFR
With production rules 
about Nrr-t patterns
243 2.7271 PFR
Through investigating the total number of solutions Ns in Table 8.5-8.7, it is evident 
that the experiments with productions rules about Nr-rj patterns have better 
computational performance than the ones without production rules. However, the final 
solutions may have more than 2 reactors in some applications, so more intrinsic 
parameters such as the 2nd reactor type r2 can be taken into the account for further 
production rule design. For example, Table 8.5 shows that the 2nd reactor r2 is 
significant to Van de Vusse application, while Nr-rj patterns only include the 1st 
reactor rj. On the basis of the experiments introduced in Chapter 8.3.3.1, Chapter
8.3.3.2 introduces another 3 experiments for Van de Vusse, Biocatalytic and Lactose 
applications in which the 2nd reactor r2 is added into the production rules and presents 
the results of the 3 applications.
8.3.3.2 Experiments with production rules about the pattern of 
number of solutions Nn the 1st reactor r* and the 2nd reactor r2
With another intrinsic parameter, the type of the 2nd reactor r2, taken into 
consideration, and making all the possible patterns of the three parameters -  the 
number of reactors Nr, the 1st reactor type rj and the 2nd reactor type r2. Hence, we 
can get Equation 8.3 as:
K  e {12,3,4} 
r,,r2 € \CSTR,PFR\
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If Nr = 1, r2 won’t exist as there is only one reactor. So, we have 1x2+3 x2x2 = 14 
patterns of different Nr, r\ and r2. Similarly, an integer variable iiN ^  (initially set to 
0) for each pattern is declared as the counter of appearance when a new generated 
solution S  of this pattern is better than the current best solution S *. Assume y  and y* 
respectively stands for the objective value of solution S  and S* and it is a 
maximization optimization problem. If y  > y* , the new generated solution S  is
considered as a promising solution and the current best solution S* is then replaced 
by S'. The counter iiN for this pattern of Ns, ri and r2 self-adds 1 consequently. If
y  < y* , S* and r r keeps unchanged. This production rule is presented by 
Equation 8.4 as:
IF y  > y
y* - y  
THEN ..
i*Nr,rur2 ~^Nr,rx,r2 (8 4)
IF y  < y*
*  *  
y  =yTHEN
^Nr,rur2 ^Nr,r{,r2
A total sum of these counters ^  iiN ri is calculated each time when a new solution
Nr,rur2
’ r rS  is put in the partitions. The percentage „  " ‘,2— xl00% is considered as the
2^"V,»i,r2
weights of different promising regions (with pattern of Nr, rj and r2), from which 
promising solutions are found. Note that solutions of a particular pattern are randomly 
selected by the optimization server in order to ensure a global search. Therefore, the
ItN r rpercentage • ^  r’1’2— xl00% can be considered as the probability of selecting
/Li**Nr,rur2
NrASi
solutions of this pattern (Nr, rj and r2) for the workers. Upon observing the results,
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only solutions of several promising patterns have opportunities to become focal 
solutions.
Figure 8.11-8.13 respectively shows the trends of the percentage Ay': ''— xl00%
2-r“ tfM,r2
changes for Van de Vusse, Biocatalytic and Lactose applicaitons with production 
rules about Nr-ri-r2  pattern. N r is the number of reactors used in a reactor network. r} 
is the type of 1st reactor. r2  is the type of 2nd reactor. Nr-r}- r2  is the pattern of intrinsic 
parameters Nr, r/and r2. p N h is the percentage of the number of the solutions with
the Nr-ri-r2  pattern over the total amount of solutions in the partitions on the 
optimization server. Ns is the number of solutions in the partitions on the optimization 
server.
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In Figure 8.11, it is evident that the percentage for solutions with the solutions with 2- 
CSTR-PFR pattern jumps up about 20% to nearly 60% at the end of the optimization
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 129
Du Du
process of Van de Vusse application when the 2nd reactor r2 is taken into account, 
while Figure 8.8 only presents that most of promising solutions have 2-CSTR network. 
The benefit of considering more intrinsic parameters is to find the more accurate 
trends of the percentage changes for the solutions of different patterns as the solutions 
are classified in more detailed patterns.
As for Biocatalytic and Lactose application, there is no difference of the classification 
of promising solutions between the experiments with Nr-rj and Nr-rj-r2 production 
rules as the two experiments produce the final solution with only 1 PFR.
Table 8.8-8.10 respectively present the objective values, reactor network and total 
volume of the solutions in the lowest partition for Van de Vusse, Biocatalytic and 
Lactose applications with production rules about Nr-ri-r2 patterns. It can be found that 
the solutions in the lowest partition have all the same reactor sequence and their 
objective values are close, which means the final solutions are found under the rule- 
based optimization model.
Table 8.9 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Van de Vusse application wtih production rules about Nr-H-fy patterns
Objective value Reactor sequenceTotal volume (L)
3.635265 CSTR+PFR 30.1117
3.634671 CSTR+PFR 30.8759
3.634595 CSTR+PFR 30.8759
3.634226 CSTR+PFR 29.4987
3.63397 CSTR+PFR 29.9663
3.633605 CSTR+PFR 29.9663
3.633605 CSTR+PFR 29.9663
3.633257 CSTR+PFR 29.9663
3.633255 CSTR+PFR 29.8969
3.633255 CSTR+PFR 29.8914
3.633178 CSTR+PFR 29.8414
3.632465 CSTR+PFR 29.6504
3.632392 CSTR+PFR 29.4607
3.632088 CSTR+PFR 30.8759
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Table 8.10 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Biocatalytic application with production rules about Nr n-r2 patterns
Objective value yReactor sequenceTotal volume (L)
5.1533589 PFR 16.2801
5.1533589 PFR 16.1677
5.1532969 PFR 16.1827
5.1528411 PFR 16.4419
5.1518531 PFR 16.2066
5.15132 PFR 16.3813
5.151207 PFR 16.2663
5.1496539 PFR 16.1794
5.1495438 PFR 16.1267
5.149415 PFR 16.2895
5.1492982 PFR 16.1125
5.1492701 PFR 16.1334
Table 8.11 Objective values, reactor network and total volume of the solutions in the lowest partition for 
Lactose application with production rules about Nr ri-r2 patterns
Objective value y Reactor sequenceTotal volume (L)
2.7273841 PFR 764.74011
2.7273691 PFR 766.69391
2.727303 PFR 763.37927
2.727288 PFR 754.66052
2.727288 PFR 754.66052
2.727288 PFR 754.66052
2.727288 PFR 754.66052
2.727288 PFR 754.66052
2.727288 PFR 775.36389
2.727174 PFR 775.36389
2.727174 PFR 745.09723
2.726918 PFR 745.09723
2.726918 PFR 743.35571
Table 8.11-8.13 compare the performance of the above 3 experiments with production 
rules about Nr-ri patterns, with production rules about Nr-rj-r2 patterns and without 
any production rules.
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Table 8.12 Different performance between the experiments of Van de Vusse application, with rules 
about Nr n  patterns, with rules about Nr n-r2 patterns and without rules
Experiment
Number of 
solutions Ns
Final objective value y*3
Optimized reactor 
sequence
Without production 
rules
1509 3.6567 CSTR+PFR+PFR+PFR
With production rules 
about Nrr-i pattern
1181 3.6466 CSTR+PFR
With production rules 
about Nrrr r2 pattern
642 3.6336 CSTR+PFR
Table 8.13 Different performance between the experiments of Biocatalytic application, with rules about 
Nr n patterns, with rules about Nr-ri-te patterns and without rules
Experiment
Number of 
solutions Ns
Final objective value y6
Optimized reactor 
sequence
Without production 
rules
610 5.1761 PFR
With production rules of 
Nrr■, pattern
154 5.1546 PFR
With production rules of 
Nrrr r2 pattern
313 5.1512 PFR
Table 8.14 Different performance between the experiments of Lactose application, with rules about Nr n 
patterns, with rules about Nr n-r2 patterns and without rules
Experiment
Number of 
solutions Ns
Final objective value y*3
Optimized reactor 
sequence
Without production 
rules
537 2.7224 PFR
With production rules 
of Nrr■, pattern
243 2.7271 PFR
With production rules 
of Nrrr r2 pattern
339 2.7272 PFR
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From Figure 8.11-8.13, it is evident that the optimization search of Van de Vusse 
application converges quicker when adding the 2nd reactor type r2 to the production 
rules, while it takes even longer to convergence for Biocatalytic and Lactose 
application. An explanation is that the promising solutions for Van de Vusse 
application have diversified reactor network, which requires more reactors to be 
considered, whilst most promising solutions have a simple reactor network (PFR) for 
Biocatalytic and Lactose applications, which only require the 1st reactor type rj to be 
studied. Subject to this scenario, the 2nd reactor type r2 plays an important role in the 
classification of promising solutions for Van de Vusse application. Van de Vusse 
optimization process is accelerated due to more detailed analysis of the solutions with 
patterns of different intrinsic parameters and more accurate search directions 
subsequently.
8.4 Conclusion of knowledge-based optimization
Chapter 8 introduces an experimental model for knowledge-based optimization and 
presents several examples of production rules based on analytical results of significant 
intrinsic parameters of process synthesis problems during the optimization run-time. 
Through investigating the results of 3 different reactor network design applications, 
the intrinsic parameters play different roles in different applications. For instance, the 
1st reactor r? is the key parameter for Lactose and Biocatalytic application as most of 
the promising solutions are found with 1-reactor network, while for Van de Vusse 
application, the 2nd reactor r2 plays a key role when optimization search is close to 
convergence point.
It is anticipated that the knowledge-based optimization model is able to accelerate 
optimization process for other process synthesis applications as the use of production 
rules can quickly guide the optimization search towards promising regions. These 
production rules can focus on different intrinsic parameters (or their patterns) of a 
process synthesis application and are usually different for different applications.
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However, the knowledge-based optimization model is only designed on the basis of 
pre-defined and fixed production rules, which are not completely dynamic. In this 
case, the theory of knowledge-based optimization process is not accurately reflected. 
Furthermore, it is difficult to present the extracted knowledge with the current model 
as all relevant data is stored in a database on the optimization server. To solve these 
problems, a new model that integrates ontology with the knowledge-based 
optimization model is introduced in Chapter 9.
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Chapter 9 A study of knowledge-based optimization 
with ontology
As discussed in Chapter 8, the knowledge-based model of the SA Cascade algorithm 
still has restrictions in manipulating optimization processes and providing a deeper 
insight into the process of synthesis problems. It is anticipated to be better if results 
can be systematically analyzed during optimization process and new knowledge can 
be derived and fed back to the knowledge-based model for further adjusting 
optimization research directions. Ontology, which is representation of being, 
existence or reality and specifies concepts and relations between them, provides 
possibilities to share vocabulary to model a domain of knowledge, such as business, 
medicine, engineering and entertainment. Chapter 9 introduces ontology and 
integrates it with the knowledge-based model of the SA Cascade algorithm with the 
aim of achieving an ontology-supported optimization model by deepening search in 
promising regions.
9.1 Introduction to ontology
Knowledge representation refers to how knowledge is encoded in a format so it can be 
processed and reasoned by computers to acquire new knowledge. In order to present 
and explore new knowledge, a language to communicate with computers is required. 
Ontology is a catalog of the types of things that are assumed to exist in a domain of 
interest from the perspective of a person who uses the language for the purpose of 
describing the domain of interest. An explicit knowledge domain can be established 
through the representation of the knowledge about the domain in the form of 
statements. Ontology was defined as “the basic terms and relationships comprising the 
vocabulary of a topic area as well as the rules for combining terms and relations to 
define extensions to the vocabulary” (Neches et al., 1991). It is also defined as “an 
explicit specification of a conceptualization” (Gruber, 1993). Ontology provides a 
conceptualization of a domain by describing the concepts and relationships between 
them that may exist within the domain with a common vocabulary to refer to such 
concepts, relations and properties. Compared to pure taxonomies, ontology can
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present a domain of knowledge more deeply and broadly, and can provide restrictions 
on domain semantics.
Ontology is defined as a formal explicit description of concepts in a domain of 
discourse (called classes/concepts), properties of each concept describing various 
features and attributes of the concept (called slots/roles/properties), and restrictions on 
slots (called facets/role restrictions). An ontology together with a set of individual 
instances of classes constitutes a knowledge base. Thus, an ontology usually contains 
the following four types of components:
1. Classes: represent concepts in a domain. They are concrete representations of 
concepts which represent a set or class of entities within a domain.
2. Individuals: represent the objects of a domain, which are instances of classes.
3. Properties: describe attributes of classes and relationships between them. They 
are binary relations on individuals and can be used with any class or individual 
provided that this does not imply the violation of explicitly specified 
constraints.
4. Restrictions: express constraints on the values of properties.
When modeling and implementing an ontology, two main methods -  1) frame-based 
and 2) Ontology Web Language (OWL), are optional and proven to be representative 
and cover most of the terminology, methodology and approaches used in modeling 
ontologies today. Frame-based ontology was firstly proposed by Gruber in 1994, 
while OWL ontology is proposed by World Wide Web Consortium (W3C) and is still 
being developed. The advantage of OWL ontology is that it can be explored into a 
variety of formats such as Resource Description Framework (RDF) and XML Schema 
so that it makes easier to use a programming application to dynamically update and 
control an ontology.
There are three species of OWL, which are OWL-Lite, OWL-DL and OWL-Full. 
OWL-Lite is the syntactically simplest sub-language. It is intended to be used in 
situations where only a simple class hierarchy and simple constraints are needed.
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OWL-Full is the most expressive OWL sub-language. It is intended to be used in 
situations where very high level of expressiveness is more important than being able 
to guarantee the decidability or computational completeness of the language. 
Therefore it is not possible to perform automated reasoning on OWL-Full ontologies. 
OWL-DL falls between that of OWL-Lite and OWL-Full and is based on Description 
logics. Description logics are amenable to automated reasoning. So, it is possible to 
automatically compute the classification hierarchy and check for inconsistencies in an 
ontology that conforms to OWL-DL (http://protege.stanford.edu/doc/users.htmk 
2009). Thus, OWL-DL ontology is selected in this PhD project.
9.2 Ontology-supported optimization model
9.2.1 Introduction to the ontology-supported optimization model
Figure 9.1 presents an ontology-supported optimization model. The solution 
simplification process is removed compared with the knowledge-based model shown 
by Figure 8.2 as the intrinsic data of original solutions are required for the ontology- 
supported optimization model. As discussed in Chapter 8, P .,j  e {l,2,...,w} are pools
on the optimization server and Wk,k  e {l,2,...,c} are workers to execute sections of 
SA Markov chain, w and c are the number of pools and number of workers 
respectively. S sk,k  e {l,2,...,c} and ,k  e {l,2,...,c} are selected solutions and
temperatures for worker W\. S'k stands for the new solutions that are generated and
accepted by worker Wk. The production rules are set on the optimization server to 
control solution selections. The values of intrinsic parameters of solution such as 
number of reactors, reactor types, reactor volume, feed flow and split fraction are 
populated continuously during the optimization process and analyzed and new 
knowledge, i.e. the percentage of promising solutions with different reactor sequences, 
is presented in ontology. By interpreting the extracted knowledge to formulate 
production rules, actions (biased search) are taken for next few sections of SA 
Markov chain until new production rules are formulated. In order to make the whole
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process automated, a java application is added to interface the knowledge-based 
optimization model with ontology.
Optimization
server Distribution
Production
rules
Knowledge 
extraction'
Rule
formulation
A java 
application
Instances Ontology
Figure 9.1 An ontology-supported optimization model
The procedure of the java application is listed in Figure 9.2. As for the SA Cascade 
algorithm, all the data are stored in a database on the optimization server, so the Java 
application is written to interface the database and ontology in order to extract data 
and represent new knowledge automatically. A case study is presented in Chapter 
9.2.2 and 9.2.3 to test the ontology-supported optimization model.
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Check if termination 
criterion is met?
No
Generate new knowledge based on the 
analytical results, such as preferred 
reactor sequence
Populate ontology with intrinsic data of a 
solution from the optimization server 
continuously
Take actions according to the new 
knowledge, such as changing search 
direction for next few sections of Markov 
chain
Analyze these data statistically, such as 
calculating the percentage of promising 
solutions with different reactor 
sequences and present the results by 
adding an instance in ontology each time
Figure 9.2 Flow chart of a java application to interface the optimization model with ontology
9.2.2 An example of reactor network ontology for the ontology- 
supported optimization model
Figure 9.3 shows an example of reactor network ontology, namely ReactorNetwork, 
for the ontology-supported optimization model. The ReactorNetwork ontology 
presents all possible reactor sequences of the 1st reactor rj and 2nd reactor described 
in ReactorSequence class and percentages of top solutions ordered by objective values 
with each rj+r2 sequence, described as instances, namely distribution^\ X  e {l,2,3,...} 
as shown by Figure 9.4, of NetworkSequenceDistribution class. As
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rx,r2 g  {CSTR,PFR} , there are totally 6  possible sequences of rj+r2 , which are CSTR, 
PFR, CSTR+CSTR, CSTR+PFR, PFR+CSTR and PFR+PFR. They correspond to 
CSTR, PFR, CSTRjCSTR, CSTR PFR, PFRjCSTR, PFR PFR classes respectively. 
Each of distributionX instances has 6 datatype properties -  hasCPercentage, 
hasPPercentage, hasCCPercentage, hasCPPercentage, hasPCPercentage and 
hasPPPercentage, which respectively show the percentage of CSTR, PFR, 
CSTR+CSTR, CSTR+PFR, PFR+CSTR and PFR+PFR from top solutions by their 
objective values. PreferredSequence class is used to show the rj+r2 sequence with 
the highest percentage from top solutions at optimization run-time.
e a cto iN etwo ik: C S T R_^C S T R
4 owkThing
< 5. actorNetwoik:NebwQikSequenceDistribution_p ReaetorN etftO !k:PFR_C 3TFr,i
. ReactorNetwoik:PFR_PFR )
Figure 9.3 A light weight ontology about the reactor sequence
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Figure 9.4 Instances to represent percentages of top solutions ordered by objective values with different
n+r2 sequences
9.2.3 A case study of Van de Vusse application with the ontology- 
supported optimization model
Van de Vusse application is chosen to test the ontology-supported optimization model 
as different solutions were found by previous researchers (Chitra and Govind, 1985; 
Achenie and Biegler, 1990; Kokossis and Floudas, 1994; Mehta and Kokossis, 1998; 
Schweiger and Floudas, 1998) with different optimization approaches and no 
researcher has claimed a global solution to the problem so far (Waghmare and 
Moharir, 2005). So it is valuable to test Van de Vusse application with the ontology- 
supported optimization model and compare the performance with those using 
different optimization methods.
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First, the impact of combination of the 1st reactor ri and 2nd reactor V2 to optimization 
performance with the ontology-supported optimization model will be stated. As 
discussed in Chapter 9.2.2, there are 6 possible combinations of rj and r2 , which are 
CSTR, PFR, CSTR+CSTR, CSTR+PFR, PFR+CSTR and PFR+PFR. We now use 
two workers (Wj and Wi) to demonstrate the automatic ontology-supported 
optimization for Van de Vusse application. The worker Wj uses 1-reactor CSTR as 
the initial solution for each section of SA Markov chain, while worker W2 uses 1- 
reactor PFR as the initial solution for each section of SA Markov chain. Note both the 
workers use Intel(R) Pentium(R) 4 1.80GHz CPUs. As there are 6 possible sequences 
of 1st reactor rj and the 2nd reactor 7*2 , 2 x 6  = 12 different search directions for reactor 
network are followed during the optimization process, as shown by Figure 9.5. Each 
search direction for a Markov chain is defined in a particular input file by allowing 
and banning pre-defined moves, such as adding a CSTR, adding a PFR, deleting a 
reactor, changing CSTR to PFR and changing PFR to CSTR. For example, if we want 
to move from 1-reactor CSTR to CSTR+PFR network, we need to allow adding a 
PFR, while forbid adding a CSTR and deleting reactors.
Wi
CSTR
w2
r r m - r T '»i i i i i i i
PFR
CSTR
CSTR
PFR PFR
Figure 9.5 Possible search directions initializing from solutions with 1-reactor CSTR and PFR network
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In the database on the optimization server, we use 1 to represent CSTR, 2 to represent 
PFR and 0 as none. With optimization search progressing, the values for r\ and V2 of a 
fixed number of top best solutions ordered by objective value, e.g. 20, are collected 
continuously, e.g. every 10 seconds. The collected data from top solutions are 
statistically analyzed and percentages of the solutions with different ri+r2 sequences 
are calculated. Then, a new instance distributionX is added to 
ReactorSequenceDistribution class to present the percentages of appearance of each 
rj+r2 sequence in current top solutions. Figure 9.6 shows the data properties of an 
instance distributionX. Note that “hasr///^Percentage” are data properties that 
present the percentage of the solutions with rj or r /+ o  sequence. “C” and “P” 
respectively indentifies CSTR and PFR. For example, “hasCPPercentage” means the 
percentage of the solutions with CSTR as the 1st reactor and PFR as the 2nd reactor. 
All these manipulations are implemented with the assist of a java application that is 
introduced in Chapter 9.2.2.
Property assertions: distributions__________________ [E B B  1*1
O bject property assertions f
Data property assertions ■ *
enhasCCPercentage 0.2 ,
^hasCPPercentage 0.55
^hasPPercentage 0.0 
«hasCPercentage 0.0
====^=s=s==r^
i^hasPCPercentage 0.0 ; j
«hasPPPercentage 0.25 !fflffliiiiig:g!§l
Figure 9.6 An instance of the percentage of promising solutions with different combinations of r* and r2
By comparing the percentages of solutions with each combination of rj and r^, the 
highest percentage is picked up and the relevant reactor sequence rj+r2 is considered 
as a promising solution. In this case, optimization search will be strengthened in the 
relevant promising regions. For the above Van de Vusse case, 55% the best solutions
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have CSTR+PFR sequence at the run-time. Thus, optimization search is directed in 
the region with solutions taking CSTR as the l'sl reactor r} and PFR as the 2nd reactor 
V2  by changing search direction for next few sections of SA Markov chain.
Figure 9.7 shows the percentages of promising solutions with different rj+r2  
sequences that are presented by distributionX instances during the optimization 
process. As shown by Figure 9.7, for Van de Vusse application, 55% of the top 
solutions have CSTR+PFR sequence at the beginning of the optimization search, 
which leads optimization search towards CSTR+PFR directions. Then the percentage 
PFR+PFR solutions (from 35% to 40% to 50%) increases and exceeds the percentage 
of CSTR+PFR top solutions. So the optimization search direction is adjusted towards 
PFR+PFR regions. With the optimization search progressing, CSTR+PFR solutions 
become dominant in the promising solutions again, with a percentage of 70% at the 
termination point. However, one disadvantage of the experiment is the optimization 
search may get trapped in local optimum as it only explores a particular region every 
time. An updated ontology-supported optimization model is introduced in Chapter 9.3 
to minimize this disadvantage by comparing optimization performance and deepening 
search in promising regions step-by-step.
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50% PFRd>u>
c 40%
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$ 30%
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20%
CSTR+CSTR
CSTR+PFR
—  PFR+CSTR
PFR+PFR
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Figure 9.7 percentages of promising solutions with different o+r^sequences
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Table 9.1 and 9.2 respectively show the top 20 solutions ordered by their objective 
values and the total number of solutions when the optimization process terminates. 
Through investigating the results, it has been found that the reactor network with 
CSTR as the 1st reactor plus PFR as the 2nd reactor can easily generate the desired 
product with a higher concentration and it is able to accelerate search with the 
ontology-supported optimization. More importantly, new knowledge and experiences 
about the impact with different reactor sequences to the output are gained during the 
optimization process and the procedure of the rule-based optimization search is 
clearly presented in ontology. Note that the values in Table 9.1 and 9.2 are average 
values by repeating the both experiments for 10 times.
Table 9.1 Top 20 solutions ordered by objective values for Van de Vusse application
Worker Objective value y
Number of 
reactors Nr
1st reactor 
n
2na reactor
ft
3ra reactor 
r3
4tn reactor 
r4
Total 
volume (L)
Wi 3.62665 4 CSTR PFR PFR PFR 23.60041
Wi 3.62088 2 CSTR PFR N/A N/A 29.17173
Wi 3.61809 2 CSTR PFR N/A N/A 28.04351
Wi 3.61516 3 CSTR PFR PFR N/A 33.47371
Wi 3.61515 3 CSTR PFR PFR N/A 32.86979
Wi 3.61495 2 CSTR PFR N/A N/A 31.40515
Wi 3.61493 3 CSTR PFR PFR N/A 34.88229
Wi 3.61384 2 CSTR PFR N/A N/A 30.36462
Wi 3.6127 3 CSTR PFR PFR N/A 32.37434
Wi 3.61199 3 CSTR PFR PFR N/A 35.50638
Wi 3.60658 3 CSTR PFR PFR N/A 32.86979
W2 3.60532 4 CSTR CSTR PFR PFR 26.67517
Wi 3.60509 2 CSTR PFR N/A N/A 25.61279
Wi 3.59742 2 CSTR PFR N/A N/A 33.47371
W2 3.59334 4 CSTR CSTR PFR PFR 25.26076
W2 3.59308 4 CSTR CSTR PFR PFR 26.67517
Wi 3.59217 3 CSTR PFR PFR N/A 23.60041
W2 3.57304 2 PFR PFR N/A N/A 27.19301
W2 3.57184 2 PFR PFR N/A N/A 24.4697
W2 3.57049 3 PFR PFR PFR N/A 30.34726
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Table 9.2 Performance of Van de Vusse application with different optimization models
Optimization model Number of solutions Ns Final objective value y°
Ontology-supported 589 3.6266
Original 1509 3.6567
9.2.4 Conclusion of the automatic ontology-supported optimization 
model
An automatic ontology-supported optimization model is introduced in Chapter 9.2.1. 
By studying a Van de Vusse case, the automatic ontology-supported optimization has 
proven that it can not only accelerate optimization search, but also explore new 
knowledge. The Van de Vusse case study demonstrated only focuses on the sequence 
of the 1st reactor rj and 2nd reactor r2 , however, there are still many other intrinsic and 
intermediate parameters that can be researched in reactor network design synthesis. 
An expanded ontology-supported optimization model with reasoning and more 
dynamic rule-based controls of other intrinsic and intermediate parameters is 
introduced in Chapter 9.3. If a proper ontology and Java application is designed, all of 
the steps of the procedure of the ontology-supported optimization model with 
reasoning are anticipated to run automatically.
9.3 Ontology-supported optimization model with reasoning
An ontology-supported optimization model is presented in Chapter 9.2, however no 
reasoning is used in ontology and knowledge is only extracted by adding a new 
instance about the percentage of promising solutions with different reactor sequences. 
Chapter 9.3 presents a more complex model of the ontology-supported optimization 
model with reasoning. In this model, the whole optimization process is split into a 
series of steps. Each step is a loop of a rule-based optimization experiment with the 
SA Cascade algorithm, knowledge extraction, reasoning, and rules formulation, as 
shown by Figure 9.8. The rule-based optimization experiment does not have a 
solution simplification process compared with Figure 8.2 as the intrinsic data of 
original solutions are required for the ontology-supported optimization model. As
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discussed in Chapter 8, PJ9j  e{l,2,...,w} are pools on the optimization server and 
are workers to execute sections of SA Markov chain, w and c are the 
number of pools and number of workers respectively. S sk,k  e {l,2,...,c} and 
,k  e {l,2,...,c} are selected solutions and temperatures for worker Wjt. S'k stands for
the new solutions that are generated and accepted by worker The production rules 
are set on the optimization server to control solution selections. After a rule-based 
optimization experiment completes, new knowledge is extracted to ontology. Then, 
the ontology re-classifies taxonomy by reasoning and formulates new production rules 
for the next rule-based optimization experiment according to the inferred knowledge.
Optimization
server Distribution
Production
rules
Rule-based optimization experiment
Knowledge
extraction
Ontology-
supported
model
R u le s  formulation
” _  |
-  _ -
Reasonim
Asserted taxonomy hierarchy Inferred taxonomy hierarchy
Figure 9.8 An ontology-supported optimization model with reasoning and dynamic rules formulation
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The ontology-supported optimization model starts from the first rule-based 
optimization experiment that uses the simplest reactor network as the initial solutions 
because we take it as a general approach and try to optimize from the simplest reactor 
network at the beginning. As for the reactor network design process synthesis 
problems, the simplest reactor network is 1-reactor CSTR or PFR network. Rule- 
based controls can be added to the optimization process in order to classify solutions 
into different regions and find the promising regions for further research. After the 
optimization process is completed, new knowledge about the experiment and 
solutions is collected and represented in ontology. This is asserted knowledge. Then 
ontology re-classifies taxonomy by reasoning and obtains new inferred knowledge in 
the form of restrictions in relevant classes. For example, if  the performance of the 
experiment with variable Markov length is better than that with short, middle and long 
Markov length, we can obtain a new knowledge such as “The experiment with 
variable Markov length has high performance”. The new inferred knowledge is then 
used for new production rules formulation. New production rules, which are used to 
further guide optimization search in the next experiment, are made on the basis of the 
inferred knowledge. If the new obtained knowledge is for instance “The experiment 
with variable Markov length has high performance”, a new production rule may be 
designed as “set variable Markov length”. Thus, the next experiment will only use 
variable length for each small section of Markov process.
For the ontology-supported optimization model shown by Figure 9.8, ontology is used 
to present the concepts about process synthesis experiment and solutions and relations 
among them and infer new knowledge in the form of necessary and sufficient 
restrictions for relevant concepts. New inferred knowledge is used to determine 
production rules formulation and dynamic controls for solution selection for the next 
few sections of Markov chain. Optimization process with different productions rules 
and dynamic controls continues until no better performance can be found for any 
possible attempts. In that case, the final optimal solution can be possibly confirmed 
and the possible best approach to achieve the optimal solution is found.
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9.3.1 Process synthesis knowledge representation by ontology
As discussed in Chapter 8, intrinsic parameters of a reactor network, such as the 
number of reactors, reactor types, reactor volume, feed flow and split fraction directly 
influences the concentration of the desired product. Also, Chapter 6 and 7 prove that 
some intermediate parameters of process synthesis applications with the SA Cascade 
algorithm on GRIDS framework, such as the number of workers and Markov length, 
can affect the elapsed time of optimization process and final objective value. The 
objective of Chapter 9 is to study the effects of different adjustment approaches for 
reactor networks to optimization performance and determine what production rules to 
use for the rule-based optimization with the assist of ontology. In order to present the 
knowledge of process synthesis experiments and reactor network solutions, several 
classes, properties and restrictions that are related to the experiments and solutions are 
pre-defined in ontology.
Figures 9.9-9.14 present an example of ontology for reactor network design synthesis 
problems. 6 main classes are involved in the process synthesis ontology and they are 
sorted into two groups: classes about process synthesis experiments
(.ExperimentFeatures, Experiment, DynamicControl) and classes about reactor 
network solutions (NetworkFeatures, Network, Move).
A  process synthesis experiment with the SA Cascade algorithm contains basic 
features, such as process synthesis application {Application class), computers to run 
the experiment {Worker class), Markov length {MarkovLength class), objective value 
of solution {SolutionQuality class) and elapsed time from beginning to the end of the 
experiment {ElapsedTime class as shown by Figure 9.9). Note that the quality of a 
solution is only determined by its objective value in this thesis. The number of 
workers and Markov length are important intermediate parameters and are studied in 
different experiments. Final objective value and elapsed time are the results of a 
process synthesis experiment. The performance of a process synthesis experiment 
described in Chapter 9 is determined by both objective value and elapsed time. High 
performance of a process synthesis experiment means high quality of solutions (high 
objective value) and short elapsed time.
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Figure 9.9 Light weight ontology -  ExperimentFeatures class
As discussed in Chapter 9.2, the ontology-supported optimization model is a process 
of gradual evolution of rule-based optimization experiments with ontology. As for 
reactor network design synthesis problems with the SA Cascade algorithm on GRIDS 
framework, these experiments {Experiment class as shown by Figure 9.10) are 
classified into different groups according to different production rules. For example, 
ExpFromlC class stands for the experiments that always use the solutions with 1- 
reactor CSTR network as the initial solution for each section of SA Markov process. 
When a process synthesis experiment is launched, a new sub-class of Experiment 
class is added to describe the experiment with more complex production rules. For 
instance, Exp_WladdC_W2addP_ChangeMove class specifies that in this experiment 
worker Wi and W2 do optimization searches towards two different directions. Worker 
Wi adjusts the reactor network by only adding CSTR(s) to CSTR network, while 
worker W2 only adds PFR(s) to CSTR network. After an experiment is completed, its 
performance (solution quality and elapsed time) will be represented as restrictions to 
the relevant class in ontology. For example, if the 
Exp_WladdC_W2addP_ChangeMove experiment can generate higher quality 
solutions within a shorter time than all the experiment done so far, two necessary 
restrictions are added to Exp_WladdC_W2addP_ChangeMove class.
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3 Exp_Wl addC_W2addP_ChangeMove hasSolutionQuality HighQuality 
3 Exp_WladdC_W2addP_ChangeMove hasElapsedTime ShortTime
Note that 3 means ‘some or at least one’. ‘hasSolutionQuality’ and ‘hasElapsedTime’ 
are two object properties to present the relations between Experiment class and 
HighQuality and ShortTime class respectively. It indicates that the 
Exp_WladdC_W2addP_ChangeMove experiment can generate high quality solutions 
in a short time. Experiments with high performance are shown and studied in order to 
guide optimization search directions for the next experiment. This can be done by pre­
defining a class (.HighPerformanceExp class) with necessary and sufficient 
restrictions, such as
3 HighPerformanceExp hasSolutionQuality HighQuality 
3 HighPerformanceExp hasElapsedTime ShortTime
‘hasSolutionQuality’ is a object property that presents the relations between 
HighPerformanceExp class and HighQuality class. It indicates that if an experiment, 
e.g. Exp_WladdC_W2addP_ChangeMove class can generate high quality solutions in 
a short time it can be called a high performance experiment and deserve to be re­
focused on. After reasoning, high performance experiments, such as 
Exp_WladdC_W2addP_ChangeMove class with high performance are re-classified 
into the HighPerformanceExp class.
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Figure 9.10 Light weight ontology -  Experiment class
Each rule-based optimization experiment shown in Figure 9.8 uses a type of control or 
a combination of several controls (DynamicControl class as shown by Figure 9.11),
order for a quick convergence {AddWorker class), changing search direction of a 
worker towards the promising direction of another worker if the performance of the 
worker is obviously worse than that of others during the run-time (ChangeMove class) 
and using variable Markov length in order to get rid of unnecessary 
searches(ChangeMarkovLength class). The aim of DynamicControl class is to present 
the controls that are applied in the rule-based optimization experiments by adding a 
sub-class such as AddWorker class or ChangeMove class to the DynamicControl 
class.
such as adding one or more workers to intensify the search in promising regions in
C AddWoike
^<J---------------(  C h a n g e M o v e  )DynamicControl j
^ C h a n g e M a r k o v L e n g th
Figure 9.11 Light weight ontology -  DynamicControl class
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A reactor network contains a series of intrinsic parameters (NetworkFeatures class as 
shown by Figure 9.12), such as reactor type {Reactor class), reactor sequence 
(ReactorSequence class), recycles and/or bypasses {Connection class), feed {Feed 
class), volume {TotalVolume class), and concentration of the desired product or 
objective value {Obj class). NetworkFeatures class is used to present features of a 
reactor network. For instance, CP class present 2-reactor networks with a CSTR 
followed by a PFR (CSTR+PFR) and SinlgeFeed class present single feed to a reactor 
network.
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Figure 9.12 Light weight ontology -  NetworkFeatures class
Network class, as shown by Figure 9.13, is used to present solutions that include 
initial solutions {InitialNetwork class) and optimized solutions {OptimizedNetwork 
class). Network class is related to NetworkFeatures class through a series of 
predefined properties and their relationship is described in necessary restrictions in 
Network class, such as
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=1 Network hasFeed exactly 1 Feed
=1 Network hasReactorSequence exactly 1 ReactorSequence 
=1 Network hasConnections exactly 1 ReactorConnections 
=1 Network hasTotalVolume exactly 1 TotalVolume 
=1 Network hasObjectiveValue exactly 1 Obj
Note that ‘=1’ means ‘exactly l 9. ‘hasFeed’, ‘hasReactorSequence’, 
‘hasConnections’, ‘hasTotalVolume’, and ‘hasObjectiveValue’ are object properties 
to present the relations between Network class and Feed class, ReactorSequence class, 
ReactorConnections class, TotalVolume class, and Obj class, respectively. ‘=1’ 
indicates that every reactor network has only 1 type of feed, reactor sequence, reactor 
connections, only 1 total volume and only 1 objective value.
Initial and optimized solutions are classified based on the reactor network features 
that are studied. The idea of each rule-based optimization experiments is to use the 
initial solutions with the same reactor network and does optimization search in 
different regions in order to compare the qualities of the solutions in different regions 
and take the best of them into consideration for a further experiment. Before an 
experiment is launched, a new sub-class of InitialNetwork class is added to describe 
the initial solutions used in each section of SA Markov chain. For example, 
InitialNetworklP class stands for initial solutions with 1-reactor PFR network. Once 
the experiment is completed, a new sub-class of OptimizedNetwork class is added and 
restrictions are added to the sub-class to describe the optimized solutions that are 
generated in the experiment. For example, For example, OptimizedNetworklC class 
stands for optimized solutions starting with 1-reactor CSTR network and it is assigned 
with the following restrictions.
V OptimizedNetworklC hasInitialNetwork InitialNetworklC
V OptimizedNetworklC hasMove AddPFRtolC 
3 OptimizedNetworklC hasSolutionQuality HighQuality
V OptimizedNetworklC hasReactorSequence (CPP or CPPP)
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Note that V means ‘for all’. ‘hasInitialNetwork’, ‘hasSolutionQuality’ and 
‘hasReactorSequenece’ are object properties that present the relations between 
OptimizedNetworklC class and InitialNetworklC class, HighQuality class, CPP class 
and CPPP class, respectively. This indicates that the solutions that are optimized from 
the initial 1 reactor CSTR network have high quality solutions and all of them have 
CSTR+PFR+PFR or CSTR+PFR+PFR+PFR reactor sequence by adding PFRs to the 
initial 1 reactor CSTR network..
In order to show promising reactor networks with high reaction performance, 
PromisingNetwork class is pre-defined and the necessary and sufficient restriction is 
added to the class.
3 PromisingNetwork hasSolutionQuality HighQuatlity
‘hasSolutionQuality’ is a object property that presents the relations between 
PromisingNetwork class and HighQuality class. It indicates that if a solution, e.g. 
OptimizedNetworklC class can have high quality solutions it can be called a 
promising solution and re-classified into PromisingNetwork class after reasoning.
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! Promising Network j
S. InitialNetworkCF
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Figure 9.13 Light weight ontology -  Network class
Design and control of high-throughput synthesis applications with grids and knowledge-based
optimization 155
Du Du
For each rule-base optimization experiment, optimization search directions are 
adjusted based on a set of pre-defined production rules. Move class, as shown by 
Figure 9.14, presents actions that are taken to make adjustment, such as adding 
CSTR(s) to an initial reactor network (AddCSTR class), add PFR(s) to an initial 
reactor network (AddPFR class), and changing the volume of reactors 
(ChangeVolume class). The ontology-supported optimization always starts from an 
initial solution with a simple reactor network, e.g. 1-reactor CSTR network. With the 
assist of grid computing, each worker launches optimization search towards a 
particular direction. For instance, worker Wj only adds CSTR(s), while worker W2 
only adds PFR(s). In order to show the promising adjustments that lead high reaction 
performance, PromisingMove class is pre-defined and the necessary and sufficient 
restriction is added to the class.
3 PromisingMove leadSolutionQuality HighQuality
TeadSolutionQuality’ is a object property that presents the relations between 
PromisingMove class and HighQuality class. It indicates that if a type of move, e.g. 
AddPFRtolC class can lead to high quality solutions it can be called a promising 
move and re-classified into PromisingMove class after reasoning.
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Figure 9.14 Light weight ontology -  Move class
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9.3.2 Van de Vusse case study for the ontology-supported 
optimization model with more dynamic controls
Chapter 9.3.2.1 -  9.3.2.5 introduce a series of rule-based optimization experiments 
(shown by Figure 9.8) of the SA Cascade algorithm for Van de Vusse application by 
gradually deepening the optimization search in promising regions in which higher 
quality solutions are found. The reason to choose Van de Vusse application is that 
different solutions were found by previous researchers (Chitra and Govind, 1985; 
Achenie and Biegler, 1990; Kokossis and Floudas, 1994; Mehta and Kokossis, 1998; 
Schweiger and Floudas, 1998) with different optimization approaches and no 
researcher has claimed a global solution to the problem so far (Waghmare R. S. and 
Moharir A. S., 2005). Besides, as discussed in Chapter 8, the promising solutions for 
Van de Vusse application usually have different reactor networks. Thus, we try to 
solve the problem by adding reactors to the simplest reactor network at first and then 
compare the performance of the experiments and continue to use the type of controls 
that lead to the best performance of the experiments in the next experiment. Note that 
for all the experiments explained in Chapter 9.3.2.1 -  9.3.2.5, the workers used to 
implement experiments have the same CPU type -  Intel(R) Pentium(R) 4 1.80GHz, 
the number of pools w = 100 and the cooling schedule parameter 0 (Equation 6.4) is 
set to -2 .
9.3.2.1 Experiment 1A -  adding reactors to 1-reactor PFR network
The first optimization experiment (1A) uses solutions with 1-reactor PFR network as 
the initial solutions for each section of SA Markov chain. As only two types of 
reactors (CSTR and PFR) are taken into account for the experiment, Experiment 1A 
uses two workers (Wj and Wi) to respectively explore the impact of the two types of 
reactors to reaction performance. The worker Wj does optimization search by only 
adding CSTR(s) to 1-reactor PFR network, while the worker W2 only adds PFR(s), as 
shown in Figure 9.15.
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In order to compare the effects of the two search directions, the reactors are not 
allowed to be changed in Experiment 1A, while all the other adjustments such as 
changing volume, recycle, and bypass are still available. Markov length for each 
section of SA Markov chain nsk that is explained in Chapter 7 is set to 10 (middle
length). Table 9.3 shows the optimized solution by the two workers and Table 9.4 
shows the performance of Experiment 1A.
Table 9.3 Best solutions generated by workers Wi and W^in Experiment 1A
Worker
Objective 
value y
Number of 
reactors Nr
1st reactor 
ri
2nd reactor 
r2
3rd reactor 
r3
4th reactor 
r4
Total
volume
(L)
Wi 3.5518 2 PFR CSTR n/a n/a 26.952
W2 3.6227 3 PFR PFR PFR n/a 32.155
Table 9.4 Performance of Experiment 1A and original Van de Vusse experiment with SA Cascade
algorithm
Experiment Elapsed time t (sec) Total number of solutions A/s Final objective value y°
1A 2615 2814 3.6227
Original 1871 1509 3.6567
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From Table 9.3 and 9.4, it is evident that the current best solution for Van de Vusse 
application has PFR+PFR+PFR network, which is generated by the worker W2 . This 
indicates that adding PFRs can lead to higher quality solutions than adding CSTRs to 
the initial solutions with 1 reactor PFR network.
The knowledge about Experiment 1A is extracted in ontology as follows.
Experiment 1A only uses initial solutions with 1 reactor PFR network 
Experiment 1A has the best solution with PFR+PFR+PFR network 
Experiment 1A generates medium quality solutions compared with the original Van
de Vusse experiment 
Experiment 1A has long elapsed time compared with the original Van de Vusse
experiment
However, it is still not assured whether it is necessary to further search solutions with 
PFR+PFR+PFR network as the solutions with CSTR as the 1st reactor has not been 
explored. It becomes necessary to search solutions with CSTR+* networks so that 
they can be compared to solutions with PFR+* networks and decision of further 
search can be made. The solutions with CSTR+* networks are studied in Experiment 
IB.
9.3.2.2 Experiment 1B -  adding reactors to 1-reactor CSTR network
In contrast to Experiment 1A, Experiment IB uses the worker Wj to explore the 
regions by only adding CSTR(s) to the 1-reactor CSTR network, while W2 only adds 
PFR(s), as shown by Figure 9.16. The other adjustments such as changing volume, 
recycle, and bypass are also available.
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Table 9.5 shows the performance of both workers and Table 9.6 shows the 
performance of Experiment IB. Similarly to Experiment 1A, the Markov length used 
is set 10 (middle length) in Experiment IB.
Table 9.5 Best solutions generated by workers Wi and W^in Experiment 1B
Worker
Objective 
value y
Number of 
reactors Nr
1st reactor 
ri
2nd reactor 
r2
3rd reactor 
ra
4th reactor 
r4
Total
volume
(L)
Wi 3.4501 3 CSTR CSTR CSTR n/a 24.221
W2 3.6478 3 CSTR PFR PFR n/a 29.057
Table 9.6 Performance of Experiment 1B
Elapsed time t (sec) Total number of solutions A/s Final objective value y°
4208 3960 3.6471
Comparing Table 9.3 and 9.5, it is evident that the optimized solution with CSTR+* 
networks has higher quality than those with PFR+* networks, although the elapsed 
time is longer in Experiment IB than that in Experiment 1A comparing Table 9.4 and 
9.6. Also, as shown by Table 9.5, it is evident that the solution with CSTR+PFR+PFR 
network is much better than the solution with CSTR+CSTR+CSTR network.
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The knowledge about Experiment IB is extracted in ontology as follows.
Experiment IB only uses initial solutions with 1 reactor CSTR network 
Experiment IB has the best solution with CSTR+PFR+PFR network 
Experiment IB generates high quality solutions compared with Experiment 1A 
Experiment IB has long elapsed time compared with Experiment 1A
The above knowledge is put as necessary conditions to the classes that describe 
Experiment IB and these necessary conditions match the necessary and sufficient 
restrictions of ProminingMove class and PromisingNetwork class that are explained in 
Chapter 9.3.1. After reasoning, these classes about promising network adjustments 
and high quality solutions are identified and respectively re-classified into 
ProminingMove class and PromisingNetwork class on the basis of their necessary and 
sufficient restrictions.
Add PFR to 1-reactor CSTR network —» promising network adjustments 
Solution optimized from initial solutions with 1 reactor CSTR network —> high
quality solution
It is evident that adding PFR(s) to CSTR is a good option to optimize the reactor 
network for Van de Vusse application. CSTR+PFR+PFR/CSTR+PFR+PFR+PFR 
network is anticipated to be the best reactor sequence and it deserves to be re-focused 
on in a further step. However, before we start to research CSTR+PFR+* network, it is 
valuable to study some other intermediate parameters, such as the Markov length and 
the number of workers, as these are two important features of an optimization 
experiment with the SA Cascade algorithm on grids. For this purpose, Experiment 2A, 
2B and 2C and Experiment 3A and 3B is introduced to show the dynamic 
manipulation of Markov length and workers at the optimization run-time in the 
Chapter 9.3.2.3 and Chapter 9.3.2.4, respectively.
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9.3.2.3 Experiment 2A, 2B and 2C -  using different Markov length and 
variable Markov length
Both Experiment 1A and IB use middle Markov length (10) for each section of SA 
Markov chain. Although Experiment IB shows that high quality solutions can be 
obtained using middle Markov length, the elapsed time t is still long. Note the 
definition of high experimental performance depends on both the quality of the 
optimized solution and the elapsed time. Chapter 9.3.2.3 firstly introduces Experiment 
2A and 2B with short and long Markov length for each sections of SA Markov chain. 
Let’s define that short Markov length means only 1 accepted solution for each section 
of SA Markov chain, while long Markov length means 20 accepted solutions for each 
section of SA Marko chain. Table 9.7 and 9.8 presents the performance of Experiment 
2A and 2B, respectively.
Table 9.7 Performance of Experiment 2A -  short Markov length
Elapsed time t 
(sec)
Total number of 
solutions Ns
Final objective 
value y6
Optimized
network
Total volume 
(L)
843 856 3.6081 CSTR+PFR 28.116
Table 9.8 Performance of Experiment 2B -  long Markov length
Elapsed time t 
(sec)
Total number of 
solutions Ns
Final objective 
value ^
Optimized
network
Total volume 
(L)
4299 4735 3.6328 CSTR+PFR+PFR 29.001
Comparing Table 9.6, 9.7 and 9.8, obviously, Experiment 2A with short Markov 
length has a quick convergence, while the quality of the optimized solution is low. On 
the contrary, Experiment 2B with long Markov length has a much slower convergence, 
although the quality of its optimized solution is close to that of Experiment IB.
The knowledge about Experiment 2A and 2B is respectively extracted in ontology as 
follows.
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Experiment 2A only uses initial solutions with 1 reactor CSTR network 
Experiment 2A uses short Markov length 
Experiment 2A has the best solution with CSTR+PFR network 
Experiment 2A generates low quality solutions compared with Experiment IB 
Experiment 2A has short elapsed time compared with Experiment IB
Experiment 2B only uses initial solutions with 1 reactor CSTR network 
Experiment 2B uses long Markov length 
Experiment 2B has the best solution with CSTR+PFR+PFR network 
Experiment 2B generates high quality solutions compared with Experiment IB 
Experiment 2B has long elapsed time compared with Experiment IB
Comparing the three experiments 2A, IB and 2B with short, middle and long Markov 
length, none of them is satisfying. Short Markov chain makes a quick convergence, 
but doesn’t deepen the optimization search in each section of SA Markov chain, while 
long Markov length can ensure a region is fully explored, but requires long time. So it 
is valuable to study the variable Markov length according to the quality of selected 
solutions from the optimization server as variable Markov length not only ensure a 
full exploration, but also avoid some useless efforts in searching solutions of low 
quality.
As discussed in Chapter 6, for the SA Cascade algorithm, pools on the optimization 
server are used to distribute solutions and differentiate their qualities. Higher pools 
with higher temperatures contain solutions of low quality, which means a global 
optimization search is required if the selected solution’s objective value is from a 
higher pool as a higher temperature will increase the probability of a solution to be 
accepted according to the acceptance criterion (explained in Chapter 6.2), and vice 
versa. Thus, a long Markov length is suitable to a section of SA Markov chain with a 
higher temperature, and a short Markov length is suitable to a section of SA Markov 
chain with a lower temperature. Table 9.9 shows an example of choosing different
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Markov length based on pools from which a solution is selected. The pools are 
identified from Pi to Pm- The pools are classified into ten groups, each of which 
corresponds to a Markov length.
Table 9.9 Markov length for different pools
Pools P1-10 P11-20 P21-30 P31-40 P41-50 P51-60 P e i -70 P71-8O P 81-90 P91-100
Markov length 10 9 8 7 6 5 4 3 2 1
Table 9.10 presents the performance of Experiment 2C with variable Markov length.
Table 9.10 Performance of Experiment 2C -  variable Markov length
Elapsed time t 
(sec)
Total number of 
solutions Ns
Final objective 
value y6
Optimized
network
Total volume 
(L)
1197 1204 3.6401 CSTR+PFR+PFR 27.603
Compared with Experiment IB with middle Markov length, Experiment 2C has the 
solution with the same quality, but the elapsed time t is much shorter than that of 
Experiment IB. Thus, Experiment 1C can be considered as an experiment with high 
performance and popularized for further studies.
So the knowledge about Experiment 2C is extracted in ontology as follows.
Experiment 2C only uses initial solutions with 1 reactor CSTR network 
Experiment 2C uses variable Markov length 
Experiment 2C has the best solution with CSTR+PFR+PFR network 
Experiment 2C generates high quality solutions compared with Experiment IB 
Experiment 2C has short elapsed time compared with Experiment IB
The above knowledge is put as necessary conditions to the classes that describe
Experiment 2C and these necessary conditions match the necessary and sufficient 
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restrictions of HighPerformanceExp class that are explained in Chapter 9.3.1. After 
reasoning, the class about Experiment 2C is re-classified into HighPerformanceExp 
class on the basis of its necessary and sufficient restrictions.
Experiment with variable Markov length —► high performance experiment
9.3.2.4 Experiment 3A and 3B -  changing move and adding workers 
at run-time
In Experiment 1A, IB, 2A, 2B and 2C, only two workers are used and each of them 
only searches solutions towards a fixed direction. In fact, the solutions in the lowest 
partition are usually generated by only one worker, while the other worker does 
optimization search towards dis-promising regions. Thus, the computational resource 
of this worker is actually wasted. It is anticipated to obtain higher performance if a 
worker can turn its search direction to the promising regions during the optimization 
run-time in order to strength the optimization search in the promising regions.
In Experiment 3A, at starting point, the worker Wj searches solutions by adding 
CSTR(s) to 1-reactor CSTR network, and the worker W2 searches solutions by adding 
PFR(s). With optimization searches processing, if the two workers generate solutions 
of two obviously different qualities, for example, the current top 50 best solutions 
ordered by objective value descending are all generated by one worker, the worker 
only having lower quality solutions will change its search direction by adding the 
counterpart reactors that is being used by the worker having higher quality solutions. 
This is shown by Figure 9.17.
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Figure 9.17 Experiment 3A
Table 9.11 shows the performance of Experiment 3 A. Table 9.12 shows the solutions 
in the lowest partition. Table 9.13 shows the last solution that worker Wj generates 
before turning the initial search direction to the corrected search direction.
Table 9.11 Performance of Experiment 3A -  changing move
Elapsed time t 
(sec)
Total number of 
solutions N s
Final objective 
value y6
Optimized network
Total 
volume (L)
653 873 3.6443 CSTR+PFR+PFR+PFR 29.662
Table 9.12 Solutions in the lowest partition ordered by objective value y  in Experiment 3A
Worker
Objective 
value y
Number of 
reactors Nr
1st reactor 
n
2 reactor 
r*2
3ra reactor 
r3
4tn reactor 
r4
Total 
volume (L)
W2 3.6443 4 CSTR PFR PFR PFR 29.662
W2 3.6405 2 CSTR PFR n/a n/a 29.98527
Wi 3.6405 2 CSTR PFR n/a n/a 29.98527
Wi 3.6389 2 CSTR PFR n/a n/a 28.41112
Wi 3.6387 2 CSTR PFR n/a n/a 27.98139
W2 3.6387 2 CSTR PFR n/a n/a 27.98139
Wi 3.6383 3 CSTR PFR PFR n/a 27.81779
W2 3.6383 2 CSTR PFR n/a n/a 24.15508
W2 3.6380 2 CSTR PFR n/a n/a 30.17274
Wi 3.6380 2 CSTR PFR n/a n/a 30.17274
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Table 9.13 Last solution generated by Wi before switching to promising direction
Worker objective value y Optimized network Total volume (L)
Wi 3.0693 CSTR+CSTR 28.907
From Table 9.12 and 9.13, it is evident that the worker Wj gives up its initial adding- 
CSTR search direction after generating 130 solutions and changes to use adding-PFR 
direction as the worker W2 . When the optimization is converged, the solutions in the 
lowest partition are generated by both workers Wj and W2 , which means that the 
turning around of the worker W2 strengths the optimization search towards the 
promising direction. That’s the reason why Experiment 3A terminates faster than 
those without dynamic search direction changes across workers.
The knowledge about Experiment 3 A is extracted in ontology as follows.
Experiment 3 A only uses initial solutions with 1 reactor CSTR network 
Experiment 3 A uses variable Markov length 
Experiment 3 A has a worker to switch search direction to the other 
Experiment 3 A has the best solution with CSTR+PFR+PFR+PFR network 
Experiment 3A generates high quality solutions compared with Experiment IB 
Experiment 3A has short elapsed time compared with Experiment IB
The above knowledge is put as necessary conditions to the classes that describe 
Experiment 3A and these necessary conditions match the necessary and sufficient 
restrictions of HighPerformanceExp class that are explained in Chapter 9.3.1. After 
reasoning, the class about Experiment 3A is re-classified into HighPerformanceExp 
class on the basis of its necessary and sufficient restrictions.
Experiment with dynamic search direction change —► high performance experiment
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Experiment 3B uses two workers at the beginning of the optimization process, with 
one worker (Wj) searching by adding CSTR(s) to 1-reactor CSTR network and the 
other (W2) adding PFR(s), which is the same as Experiment 3A. One worker gives up 
its previous search direction automatically and searches towards the promising 
direction when it finds none of its generated solutions is a promising one. At this 
turning point, another worker W3 is added on to strengthen the search towards the 
promising direction, as shown by Figure 9.18.
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Figure 9.18 Experiment 3B
Table 9.14 presents the performance of Experiment 3B and Table 9.15 shows the 
solutions in the lowest partition.
Table 9.14 Performance of Experiment 3B -  adding worker(s)
Elapsed time t 
(sec)
Total number of 
solutions Ns
Final objective 
value y6
Optimized network
Total 
volume (L)
186 531 3.6409 CSTR+PFR 29.522
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Table 9.15 Solutions in the lowest partitions ordered by objective value y of Experiment 3B
Worker
Objective 
value y
Number of 
reactors Nr
1st reactor 
n
2na reactor 
r2
3ra reactor 
r3
4m reactor
U
Total 
volume (L)
Wi 3.6409 2 CSTR PFR n/a n/a 29.522
W2 3.6408 2 CSTR PFR n/a n/a 29.342
W2 3.6399 2 CSTR PFR n/a n/a 28.267
W3 3.6394 2 CSTR PFR n/a n/a 25.349
W2 3.6381 2 CSTR PFR n/a n/a 28.276
W2 3.6381 2 CSTR PFR n/a n/a 27.711
W2 3.6373 2 CSTR PFR n/a n/a 30.845
W2 3.6370 2 CSTR PFR n/a n/a 30.353
W2 3.6356 2 CSTR PFR n/a n/a 29.764
Wi 3.6351 2 CSTR PFR n/a n/a 29.581
W2 3.6341 2 CSTR PFR n/a n/a 26.779
Comparing Table 9.14 with Table 9.11, it is evident that the optimization search of 
Experiment 3B converges even quicker than Experiment 3A because another worker 
W3 is added to strength the search towards the promising direction. From Table 9.15, 
the promising solutions in the lowest partition are generated by the three workers Wj, 
W2 , and W3, which means all of them contribute to the optimization search.
The knowledge about Experiment 3B is extracted in ontology as follows.
Experiment 3B only uses initial solutions with 1 reactor CSTR network 
Experiment 3B uses variable Markov length 
Experiment 3B has a worker to switch search direction to the other 
Experiment 3B adds a new worker to strength the optimization search in promising
regions
Experiment 3B has the best solution with CSTR+PFR+PFR+PFR network 
Experiment 3B generates high quality solutions compared with Experiment IB 
Experiment 3B has short elapsed time compared with Experiment IB
The above knowledge is put as necessary conditions to the classes that describe 
Experiment 3B and these necessary conditions match the necessary and sufficient
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restrictions of HighPerformanceExp class that are explained in Chapter 9.3.1. After 
reasoning, the class about Experiment 3B is re-classified into HighPerformanceExp 
class on the basis of its necessary and sufficient restrictions.
Experiment with more workers added at run-time —> high performance experiment
9.3.2.5 Experiment 4 -  adding PFR(s) to CSTR+PFR network
From Experiment IB, we learn that the solutions with CSTR+PFR(s) networks in Van 
de Vusse application stands for have higher performance and adding PFR(s) is a 
search direction to promising regions. From Experiment 2C, 3A and 3B, we learn that 
optimization experiments with variable Markov length and dynamic control of 
workers can have better performance. So in Experiment 4, optimization process 
initializes from the solutions with CSTR+PFR(s) networks and use two workers to 
search towards the same direction by adding PFR(s) to the particular networks, with 
variable Markov length as Experiment 2C. Table 9.16 shows the performance of 
Experiment 4.
Table 9.16 Performance of Experiment 4
Elapsed time t 
(sec)
Total number of 
solutions Ns
Final objective 
value y6
Optimized network
Total 
volume (L)
242 575 3.6535 CSTR+PFR+PFR+PFR 29.206
Comparing the elapsed time of Experiment 3A and 4, it is evident that the 
optimization starting from solutions with CSTR+PFR(s) networks has an even 
quicker convergence than the optimization starting from solutions with 1-reactor 
CSTR networks as the search space is narrowed. The other reason Experiment 4 has a 
quicker convergence is that two workers both search towards the promising directions 
from the beginning of the optimization process.
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The knowledge about Experiment 4 is extracted in ontology as follows.
Experiment 4 only uses initial solutions with CSTR+PFR(s) network 
Experiment 4 uses variable Markov length 
Experiment 4 uses two workers to do optimization search towards the same direction 
-  adding PFRs to CSTR+PFR(s) network 
Experiment 4 has the best solution with CSTR+PFR network 
Experiment 4 generates high quality solutions compared with Experiment IB 
Experiment 4 has short elapsed time compared with Experiment IB
The above knowledge is put as necessary conditions to the classes that describe 
Experiment 4 and these necessary conditions match the necessary and sufficient 
restrictions of HighPerformanceExp class that are explained in Chapter 9.3.1. After 
reasoning, the class about Experiment 4 is re-classified into HighPerformanceExp 
class on the basis of its necessary and sufficient restrictions.
Experiment using initial solutions with CSTR+PFR(s) network —> high performance
experiment
9.3.3 Conclusion of the Van de Vusse case study
From Chapter 9.3.2.1 to 9.3.2.5, a series of Van de Vusse experiments with different 
optimization search directions and controls are introduced step by step. New 
experiments are designed on the basis of the findings from previous experiments and 
their performance is compared with that of previous experiments in order to gain new 
knowledge. The new knowledge can further guide the optimization search more 
effective and efficiently.
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At the first step, Van de Vusse optimization process initializes from the simplest 
reactor network, which is 1-reactor CSTR and PFR network. Two workers are used to 
implement small sections of SA Markov process by adding different reactor(s) in 
order to differentiate the qualities of optimized solutions generated by different 
workers in different experiments. After comparing the 4 groups of optimized solutions 
-  CSTR+CSTR(s), CSTR+PFR(s), PFR+CSTR(s) and PFR+PFR(s), it has been 
found that the solutions with CSTR+PFR(s) networks always have the highest 
qualities. So the solutions with CSTR+PFR(s) networks are classified into promising 
solutions in ontology according to their performance. Thus, a conclusion can be made 
that the optimized solution may have CSTR+PFR(s) network and a further search can 
be focus on this network.
Before searching CSTR+PFR(s) solutions, other experimental features, such as 
Markov length and the number of workers are taken into account in a series of new 
experiments. Through comparison of the results and reasoning in ontology, it is found 
that the higher performance generally appears in the experiments with variable 
Markov length, changing moves of workers and adding number of workers during 
optimization run-time.
On the basis of promising solutions and dynamic control so far, an updated 
experiment with variable Markov length and changing move of workers is launched to 
explore optimized solutions with CSTR+PFR(s) network. Results show that higher 
quality solutions can be found in this experiment and elapsed time is further reduced 
if all the workers search towards the promising direction at the beginning. The higher 
performance of the updated experiment is reflected in ontology and it may guide us to 
more efficiently optimization search.
9.4 Conclusion of ontology-supported optimization
The ontology-supported optimization model integrates rule-based optimization model 
and knowledge extraction with ontology by putting more biased control to the 
optimization search in order for seeking higher experimental performance. The
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ontology-supported optimization model can run automatically by designing a proper 
Java application to link each components of the system. The ontology-supported 
optimization model with reasoning is split into a series of experiments, from which 
data are collected and new knowledge is summarized by reasoning. The new 
knowledge influences the design of next experiment and optimization search 
directions. A Van de Vusse case is studied to present the procedures of ontology- 
supported optimization model. The results prove that ontology-supported optimization 
model is able to find solutions of high quality in a more efficient way.
Although the ontology-supported optimization model has shown its advantage in 
optimization search, it can still be improved for implementation. Future work may 
involve further explorations of intrinsic parameters in order to gain a complete 
understanding of reactor network synthesis and the design of a completely automatic 
ontology-supported optimization model by using a more complex java application. In 
that way, new knowledge can be gained and automatically summarized and new 
production rules can be fed back to optimization model at the run-time for further 
controls. Thus, the process of ontology-supported optimization model with reasoning 
does not need be split into a series of experiments as production rules can be 
dynamically updated during optimization run-time.
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Chapter 10 Conclusions
This thesis presents approaches to implement a stochastic optimization algorithm (TS) 
and a distributed optimization algorithm (SA Cascade) in reactors network design 
synthesis applications undertaking different computing challenges. The thesis also 
presents knowledge-based optimization models with the SA Cascade algorithm 
through dynamic control with production rules on the basis of analytical results using 
knowledge extraction tools, such as CLIPS and OWL ontology framework.
Background knowledge about high-throughput synthesis and optimization algorithms 
are reviewed at first. Then two experimental models (Single and Multiple) of TS on 
GRIDS framework, which split a single Markov chain into a series of sections and 
distribute these sections to grid computers for parallel runs in order to seek higher 
performance, are introduced. Through investigating the results, the improvement of 
the Multiple TS model is more obvious than that of the Single TS model.
Thereafter, a distributed optimization algorithm (SA Cascade) is introduced. Four key 
components are involved in the SA Cascade algorithm -  partitions, pools, 
optimization server and workers. The partitions are used to store the solutions and 
differentiate their qualities. The pools, each of which corresponds a partition and is 
associated with a unique temperature according to a predefined cooling schedule 
(explained in Chapter 6.2.1), are used to store the objective values of the solutions in 
the corresponding partition. An optimization server is built to distribute the objective 
values of solutions across the pools based on a solution distribution rule (explained in 
Chapter 6.2.3), select solutions for workers based on a solution selection rule 
(explained in Chapter 6.2.4) and control the termination of the whole optimization 
process based on a termination criterion (explained in Chapter 6.2.5). Workers 
execute sections of Markov chain, generate new solutions based on the acceptance 
criterion (explained in Chapter 6.2.2) and transfer the accepted solutions to the 
optimization server. Once the termination criterion is met, the optimization server 
stops running and then all the workers stop running Markov process consequently. 
The optimization server is built on Microsoft Windows Server 2003 operating system 
and managed by a SQL database system.
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Two experimental models (Synchronous and Asynchronous) of the SA Cascade 
optimization algorithm are introduced. For the Synchronous SA model, the whole 
optimization process is still sequential as the optimization server has to wait until all 
the workers complete their sections of SA chain and then send new solutions and 
temperatures to the workers. Workers only run sections of SA Markov chain in 
parallel at each iteration of the optimization process of the Synchronous model. The 
process doesn’t continue until all the workers complete their tasks at each iteration. 
However a grid network normally contains computers with different CPU types. 
Much time and computation resources is wasted during idling for faster workers. Also 
the whole execution may stop if any of the workers is stuck due to getting trapped in 
local optimum or simply crashed, such as loss of connections. Fortunately, these 
problems are solved by the Asynchronous model, in which workers communicate 
with the optimization server directly. For this model, every worker executes Markov 
process and communicates with the optimization server independently. In this case, 
slow workers can still contribute to the whole optimization although they execute less 
sections of Markov process than fast workers.
Grid Superscalar that is supported by Globus Toolkits, is used to implement the 
process synthesis experiments with different algorithms. It provides a friendly 
programming framework, to make the GRIDS scripts as easy as normal sequential 
C/Java programs. GRIDS tasks are executed in terms of data dependencies. Not only 
does GRIDS provide an abstract layer to program applications on grids, but also is 
able to increase the performance of the applications by automatically running parts of 
the application in parallel.
For the reactor network design problems, a solution involves a set of intrinsic 
parameters such as the number of reactors, reactor types, reactor sequence, reactor 
volume, feed flow, concentration of the desired product (objective value), etc. 
However the original SA Cascade optimization algorithm only analyzes objective 
values of solutions. Moreover, some intermediate parameters, such as Markov length 
and number of workers, were kept unchanged during the optimization process. So it is 
anticipated to be valuable to analyze these parameters at optimization run-time so as
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to achieve a knowledge-based optimization. Two knowledge extraction tools (CLIPS 
and OWL ontology framework) are used with the knowledge-based optimization 
experiments.
With CLIPS, solutions with complex reactor networks are simplified and the intrinsic 
data about the simplified solutions are collected by the optimization server. 
Production rules are applied according to a sort of pre-defined criterion, e.g. the 
frequency of promising solutions’ appearance, with the aim of seeking faster 
convergence by putting weights to promising solutions with different patterns of 
intrinsic parameters. By investigating results of three different applications (Van de 
Vusse, Biocatalytic and Lactose), it is found that proper production rules for solution 
selections of the SA Cascade algorithm can possibly accelerate the optimization 
search.
The process of ontology-supported optimization is split into a series of experiments, 
from which intrinsic data about solutions are collected from previous experiments and 
new knowledge is summarized by reasoning. The new knowledge influences the 
design of the next experiment, especially in choosing search directions for sections of 
SA Markov chain, e.g. adding CSTR(s) or PFR(s), and changing intermediate data of 
experiments, e.g. using variable Markov length or adding a worker. Van de Vusse 
case study is shown to present the procedures of the ontology-supported optimization 
model. The results prove that the ontology-supported optimization model has a 
potential to generate high quality solutions more efficiently.
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Chapter 11 Future work
The results from the experiments with knowledge-based optimization model of the 
SA Cascade algorithm show the potential to enhance existing stochastic approaches 
by allowing insights gained from the underlying process features to help guide the 
search. However, much future work deserves to be and could be done and is outlined 
below.
Optimization experiments with the SA Cascade algorithm are currently well designed 
before execution. However, it is still difficult to control the experiments from 
workers’ side, especially when running a complex application, such as Biocatalytic. It 
often takes much longer elapsed time in a section of SA Markov chain than normal 
rate as the optimization search goes to a worse direction and gets stuck, which 
seriously slows down the progress. It would be ideal if a worker can be more 
intelligent to terminate the Markov process immediately once it got stuck. Therefore, 
one future work is to design a more flexible optimization program to control the 
optimization process during the run-time from workers’ side in order to use the 
computational resources more effectively and efficiently.
Another future work involves developing advanced capabilities for distribution on the 
optimization server. At the current stage, solutions are only distributed based on their 
objective values on a single optimization server. Higher performance optimization 
processes are anticipated to appear if solutions can be distributed depending on more 
intrinsic and intermediate data on different optimization servers.
Although the ontology-supported optimization model has shown its potential to 
strength optimization search, it can still be improved on implementation. Some future 
work may involve further exploration of intrinsic parameters in order to gain a 
complete understanding of reactor network synthesis and the design of a completely 
automatic ontology-supported model. By that approach, new knowledge can be 
summarized and production rules can be updated dynamically at optimization run­
time.
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Appendix A -  Biocatalytic case study
The usage of biocatalyst can date back to thousands years ago in the production of 
beer and wine as well as. food such as bread and cheese. Recently biocatalyst has 
been broadly used to pharmaceutical and agrochemical industries. Biocatalytic 
process is advantageous of mild temperature condition, low energy requirement, 
safety, pollution prevention, high selectivity and often-high product quality (Giomo 
and Drioli, 2000). However, the sensitivity of organism and enzyme to conditions, 
contamination, and motion makes the Biocatalytic process difficult to control. 
Furthermore, the complexity of Biocatalytic process makes its model highly non­
linear and difficult to be optimised. In the study of SA Cascade optimization 
algorithm, we select one of Biocatalytic problem (Saccharomyces Cerevisiae) to 
demonstrate the applicability of the SA Cascade optimization to complex problems. 
Saccharomyces cerevisiae is a yeast organism used throughout food and drink 
industries. Variety of catabolic and anabolic reactions are used for cell metabolism 
and biomass production starting from a substrate of glucose. The key interest of these 
reactions is to optimize and explore the condition under which ethanol is produced. 
The kinetic mode of Saccharomyces Cerevisiae as follows:
- ! - > Spyr+033NADH
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Sght is intracellular glucose concentration.
S  is intracellular pyruvate concentration.
Saceudd 1S intracellular acetaldehyde concentration.
Sacetate is acetate concentration.
Se,oh is intracellular ethanol concentration, 
x is biomass concentration.
X a is percentage of biomass that is active cell material.
X Acdh is proportion of activity of the protein caused by the enzyme Acetaldehyde 
dehydrogenase.
NADH is nicotinamide adenine dinucleotide.
ATP is adenosine triphosphate.
Except for reaction 12 in which NADH immediately generate ATP if sufficient 
oxygen is present, reaction rates for the remaining 11 reactions are as follows. Note 
that r, is reaction rate of reaction i.
r> = — ~Y~X° + * > * + ,r  'V o.na.r
^glu 1/ ^glu 1 h ^glu v 1 acetald /  \e
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The kinetic constants are shown in the following table.
Table A-1: Kinetic constants for Saccharomyces cerevisiae
Constant Value Constant Value Constant Value
klh 0.584 K 4.80 K-, 0.0101
K lh 0.0116 K , 0.000264 k% 0.589
ku 1.43 k5 0.0104 k9 0.008
K„ 0.94 k 5 0.0102 k 9 1.0X1C6
K 47.1 K 0.775 K 0.0751
K k 0.12 Kse 0.10 K 9e 13
K u 14.2 Ki: 440 k 9I 25
k2 0.501 K 2.82 K 0.00399
k 2 0.002 k 6 0.034 ku 0.392
K„ 0.101 k6r 0.0125 K, „ 0.0023
k3 5.81 K 6e 0.057 k\0e 0.00339
k 3 5.0x10-7 k~i 1.203 KWe 0.0018
k\\ 0.02
The detailed explanation of this model is written in the literature (Lei et a l 2001). The 
feed flow involves: glucose 14 g/s, ethanol 0.13 g/s, biomass X 0.002 g/s, Xa 0.1 g, 
XAcdh 0.0075 g, and water 984.86 g/s (Lei and Jorgensen, 2001). The objective of 
Saccharomyces Cerevisiae reaction problem is the production of ethanol. Ashley 
(2002) studied this Biocatalytic system using the superstructure optimisation along
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with both a numerical optimisation algorithm and TS. Similar optimal structures are 
reported which are the combinations of plug flow and mixing.
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Appendix B -  Features of a worker on GRIDS 
framework
The features of a worker on GRIDS frame of current version are as follows:
OpSys: Operating system of the machine. Type: String.
Mem: Physical memory installed in the machine expressed in Megabytes. Type: 
Integer.
QueueName: Name of the queue where jobs are going to run. Type: String. 
MachineName: Host name of the worker. Type: String.
NetKbps: Speed of the network interface given in Kilobits per seconds. Type: Double. 
Arch: Processor’s architecture. Type: String.
NumWorkers: Number of jobs that can be run at the same time in the machine. Type: 
Integer.
GFlops: Floating point operations that the machine is able to perform in a second, 
expressed in GigaFlops. Type: Double.
NCPUs: Number of CPUs a computer has. Type: Integer.
SoftNameList: List of available software in the computer. Type: String.
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