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Abstract
We use the Cayley–Hamilton theorem and the sequence of Horner polynomials associated
with a polynomial w(z) to obtain explicit formulas for functions of the form f (tA), where
f is defined by a convergent power series and A is a square matrix. We use a well-known
explicit formula for the resolvent of A and show that f (tA) is the Hadamard product of f (t)
and the function (I − tA)−1, which is easily obtained from the resolvent.
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1. Introduction
The evaluation of functions of a square matrix A is an important problem in many
applications. The powers Am and the exponential etA are among the most useful
functions of A and have been studied, using diverse approaches, for a long time.
The Cayley–Hamilton theorem implies that all the powers Am can be expressed
in terms of the initial powers I, A, . . . , An, for some fixed n. This fact can be used
to show that functions of the form f (tA) may be expressed as polynomials in A
with coefficients that depend on t . This approach has been used quite often to study
particular functions of a matrix. In the present paper we use essentially the same
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approach, but incorporating some new ideas, and trying to find results that hold for a
large family of functions f (t). We also try to understand how f (tA) depends on f
and on A, and to identify the main computational aspects of the evaluation of f (tA).
A key idea in our development is the use of the sequence of Horner polynomials
associated with a polynomial w as a basis for the vector space of all polynomials. If
A is a square matrix such that w(A) = 0 then, from basic properties of the Horner
polynomials of w we obtain simple expressions for certain functions of A, such as
Am and (I − tA)−1. See Eqs. (3.3) and (3.4). The use of the Horner basis also makes
evident that the Hadamard product of series plays an important role in the construc-
tion of the functions f (tA), and that the dependence on t of f (tA) is completely
determined by a single function of t , called the dynamic solution.
We study how the powers of A are related to the powers of the companion matrix
of w and prove that any procedure to find the powers of the companion matrix yields
immediately a procedure to find the powers of A. We also show that finding the
reciprocal series of the reversal polynomial of w is the main step in the computation
of f (tA), for any f and any A such that w(A) = 0. The case of the exponential
function etA is used to illustrate some of our results.
The eigenvalues of A are not needed for the construction of f (tA), since most of
our results use only the coefficients of the polynomial w. We do not use canonical
forms or spectral decompositions of matrices. The connections of our development
with other approaches, such as the integral transform methods, the Cauchy integral
representation for functions of a matrix, and the interpolation approach, are described
briefly.
We give a constructive proof of the partial fraction decomposition formula, which
we use to express the dynamic solution in terms of basic functions that generalize
the exponential polynomials.
In the final section, we include comments on the bibliography and some remarks
about computational issues.
2. Horner polynomials and difference quotients
In this section, we present some basic results about polynomials and difference
quotients. We also introduce notation that we use in the rest of the paper.
Let n be a nonnegative integer and let w(z) = zn+1 + b1zn + · · · + bn+1 be a
monic polynomial of degree n + 1 with complex coefficients. Define the sequence
{wk} of Horner polynomials associated with w as follows:
wk(z) = zk + b1zk−1 + b2zk−2 + · · · + bk, k  0, (2.1)
where b0 = 1 and bj = 0 for j > n + 1. It is clear that {wk : k  0} is a basis for the
vector space of all polynomials in z and {w0, w1, . . . , wn} is a basis for the subspace
of all polynomials with degree at most n. Note that wn+1 = w and wn+1+k(z) =
zkw(z) for k  0. The Horner polynomials satisfy the recurrence relation
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wk+1(z) = zwk(z) + bk+1, k  0. (2.2)
Let w∗(t) be the reversal of w, defined by w∗(t) = 1 + b1t + b2t2 + · · · +
bn+1tn+1. Note that b0 = 1. Using (2.1) and (2.2) it is easy to verify that
w∗(t) = (1 − zt)
∑
k0
wk(z)t
k. (2.3)
Observe that the left-hand side is a polynomial in t and that it is independent of z,
while the right-hand side is an infinite series.
Let h(t) = 1 + h1t + h2t2 + · · · be the formal power series that satisfies h(t)w∗
(t) = 1. Note that, since b0 = 1, we have h0 = 1. Since the roots of w∗ are the
reciprocals of the roots of w, the series for h(t) in fact converges for |t | < 1/M ,
where M is the maximum of the moduli of the roots of w.
The definition of h(t) and (2.3) yield
1
1 − zt = h(t)
∑
k0
wk(z)t
k.
Comparing coefficients of tm in both sides of the resulting equation we get
zm = wm(z) + h1wm−1(z) + h2wm−2(z) + · · · + hm, m  0, (2.4)
which is the inverse relation of (2.1). Recall that b0 = h0 = 1.
The matrix interpretation of the inverse pair (2.1) and (2.4) is the following. Eq.
(2.1) says that the infinite lower-triangular Toeplitz matrix B, whose (j, k) entry is
bj−k , sends the basis of powers to the Horner basis for the space of all polynomials,
and Eq. (2.4) states that the infinite lower-triangular Toeplitz matrix H , whose (j, k)
entry is hj−k , sends the Horner basis to the power basis. Therefore BH = I , the
infinite identity matrix. Note that B is a banded matrix, since bj = 0 for j > n + 1.
The sequence of coefficients hk plays a central role in our development; so we
consider next some properties of the hk that can be used for their computation.
From h(t)w∗(t) = 1 we obtain the sequence of equations
m∑
j=0
bjhm−j = δ0,m, m  0. (2.5)
Let k  1. In order to find hk we use Cramer’s rule on the finite system formed
by the equations corresponding to m = 0, 1, . . . , k. In this way we get Wronski’s
determinant formula
hk = (−1)k det


b1 1
b2 b1 1
...
...
...
.
.
.
bk−1 bk−2 bk−3 · · · 1
bk bk−1 bk−2 · · · b1

 , k  1.
Since bj = 0 for j > n + 1, the matrix in the previous equation is banded if k > n +
1. The determinant representation of the hk gives us a good idea of the
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complexity of the computation of the coefficients hk . Because of the symmetry of
(2.5) there is an analogous determinant formula that gives each bj as a function
of the hk .
We can also compute the coefficients hm by writing (2.5) as the recurrence relation
hm = −
n+1∑
j=1
bjhm−j , m  1, (2.6)
where we define h0 = 1 and hj = 0 if j < 0.
We obtain another expression for the hm using the geometric series and the mul-
tinomial formula as follows:
1
w∗(t)
=
∑
s0
(−1)s
(
b1t + b2t2 + · · · + bn+1tn+1
)s
=
∑
s0
(−1)s
∑
j
|j|=s
(
s
j1, j2, . . . , jn+1
)
b
j1
1 b
j2
2 · · · bjn+1n+1 tα(j)
=
∑
m0
∑
j
α(j)=m
( |j|
j1, j2, . . . , jn+1
)
(−1)|j|bj11 bj22 · · · bjn+1n+1 tm,
where j = (j1, j2, . . . , jn+1), |j| = j1 + j2 + · · · + jn+1, and
α(j) = j1 + 2j2 + · · · + (n + 1)jn+1.
Therefore
hm =
∑( |j|
j1, j2, . . . , jn+1
)
(−1)|j|bj11 bj22 · · · bjn+1n+1 , (2.7)
where the summation runs over the multiindices j = (j1, j2, . . . , jn+1) with nonneg-
ative coordinates such that α(j) = m. Eq. (2.7) is a relatively explicit formula for the
determinant in Wronski’s formula.
Suppose now that the roots of w are known. Then
w(t) =
r∏
i=0
(t − λi)mi+1 = tn+1 + b1tn + · · · + bn+1,
where the λi are distinct complex numbers and the mi are nonnegative integers such
that
∑
i (mi + 1) = n + 1. Then
w∗(t) =
r∏
i=0
(1 − λit)mi+1, (2.8)
and the binomial series yields
1
w∗(t)
=
r∏
i=0
∑
ji0
(
mi + ji
ji
)
λ
ji
i t
ji =
∑
m0
∑
j
|j|=m
r∏
i=0
(
mi + ji
ji
)
λ
ji
i t
m,
where j = (j0, j1, . . . , jr ). Therefore
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hm =
∑
j
|j|=m
r∏
i=0
(
mi + ji
ji
)
λ
ji
i , m  0. (2.9)
If all the roots of w are simple then r = n, all the mi are zero, and (2.9) reduces
to
hm =
∑
j
|j|=m
n∏
i=0
λ
ji
i , m  0. (2.10)
This is called the complete homogeneous symmetric polynomial in λ0, λ1, . . . , λn
of order m.
The problem of finding the series h(t) has been extensively studied. Newton’s
iterative method for the computation of the reciprocal of a series is discussed in [14].
In [3] the matrix version of Graeffe’s method is used to solve biinfinite Toeplitz
systems. Solving some special cases of such systems is equivalent to finding the
reciprocal of a formal Laurent series.
For any polynomial u(z) we denote the difference quotient (u(z) − u(t))/(z − t)
by u[z, t]. Let u be a polynomial of degree s + 1. The factorization identity,
zk+1 − tk+1 = (z − t)
k∑
j=0
zj tk−j ,
clearly implies that the difference quotient u[z, t] is a homogeneous symmetric poly-
nomial in z and t of degree s in each variable. Therefore,
(z − t)u[z, t] = u(z) − u(t), (2.11)
is a polynomial identity for every polynomial u.
For the difference quotient w[z, t] we have
w[z, t] =
n∑
j=0
bj
zn+1−j − tn+1−j
z − t =
n∑
j=0
bj
n−j∑
k=0
tkzn−j−k
=
n∑
k=0

n−k∑
j=0
bj z
n−j−k

 tk,
and the definition of the wk gives
w[z, t] =
n∑
k=0
wn−k(z)tk =
n∑
k=0
wk(t)z
n−k. (2.12)
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3. The Cayley–Hamilton theorem and functions of a matrix
A simple variation of the proof of the Cayley–Hamilton theorem that appears in
numerous textbooks yields also an explicit expression for the resolvent. For example,
see [8, p. 176].
Theorem 3.1. Let A be a square matrix of order n + 1 with complex entries. Let
w(t) = det(tI − A) be the characteristic polynomial of A. Then w(A) = 0, and for
any complex number t such that w(t) /= 0 we have
(tI − A)−1 = w[tI, A]
w(t)
=
n∑
k=0
tk
w(t)
wn−k(A). (3.1)
Let q(t) be a nonzero polynomial and let B be a square matrix such that q(B) = 0.
Then the polynomial identity (t − z)q[t, z] = q(t) − q(z) yields (tI − B)q[tI, B] =
q(t)I . Therefore, for any t such that q(t) /= 0 we have
(tI − B)−1 = q[tI, B]
q(t)
. (3.2)
This representation for the resolvent is quite old and has been rediscovered many
times. See [11,12].
We show next that the basic properties of the Horner polynomials, combined with
the Cayley–Hamilton theorem, yield simple formulas for some functions of a square
matrix. Let A be an  ×  matrix and w(t) be, as in Section 2, a monic polynomial
of degree n + 1. Suppose that w(A) = 0. Note that w may not be the characteristic
polynomial of A, and  may not equal n + 1. We can assume that n + 1  . We use
the notation introduced in Section 2.
The generating-function relation for the Horner polynomials (2.3) reads
(1 − tz)
∑
k0
wk(z)t
k = w∗(t).
Replacing z by A and t by tI , and using that wj(A) = Aj−n−1w(A) = 0 for j 
n + 1, yields
(I − tA)
n∑
k0
wk(A)t
k = w∗(t)I.
Therefore, for any t such that w∗(t) /= 0 we have
(I − tA)−1 =
n∑
k=0
tk
w∗(t)
wk(A) =
n∑
k=0
( ∞∑
m=k
hm−ktm
)
wk(A). (3.3)
The right-hand side is a polynomial in A of degree n whose coefficients are rational
functions of t .
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We consider next the powers Am, for m  0. Replacing z by A in (2.4) yields
Am =
n∑
k=0
hm−kwk(A), m  0, (3.4)
where we put hj = 0 for j < 0. Observe that the coefficients hj are determined
by the polynomial w, and that the dependence on m in the right-hand side of (3.4)
appears only in the coefficients hm−n, hm−n+1, . . . , hm. The matrices wk(A) can be
computed by means of the recurrence (2.2). Once we have computed the wk(A), the
computation of Am is essentially reduced to the computation of hm−n, hm−n+1, . . . ,
hm. In the previous section we considered several ways to find the coefficients hk .
See Eqs. (2.6), (2.7) and (2.9).
We consider next the connection between the powers of a square matrix A and
the powers of companion matrices. Let Cw denote the companion matrix of the poly-
nomial w(t), defined by
Cw =


0 0 0 · · · 0 −bn+1
1 0 0 · · · 0 −bn
0 1 0 · · · 0 −bn−1
...
...
... · · · ... ...
0 0 0 · · · 0 −b2
0 0 0 · · · 1 −b1


.
The recurrence relation (2.6) can be written in the form[
hs−n hs−n+1 · · · hs
]
Cw =
[
hs−n+1 hs−n+2 · · · hs+1
]
, s  0.
(3.5)
Therefore[
0 0 · · · 0 1]Cmw = [hm−n hm−n+1 · · · hm] , m  0. (3.6)
This means that the coefficients that appear in (3.4) are the entries in the last row of
Cmw . Consequently, any method for the computation of the powers of the companion
matrix Cw, combined with (3.4), yields a method for the computation of the powers
of A.
Define the row vector Hs =
[
hs−n hs−n+1 · · · hs
]
for s  0. Recall that hj = 0
if j < 0. Then (3.5) says HsCw = Hs+1 and then
HsC
n+1
w = Hs+n+1, s  0. (3.7)
If we start with H0, then, by repeated multiplication by Cn+1w we obtain the se-
quence Hk(n+1) for k  0. Note that for each m  0 there exists a unique k  0 such
that hm is one of the entries in Hk(n+1). If we want to find Hs(n+1) for a positive
integer s, we can save a significant amount of computational work by using the well-
known method of iterated squaring. That is, if 2m is the largest power of 2 that is
less than or equal to s, we compute first (Cn+1w )2
m by iterated squaring, and then
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multiply by (Cn+1w )r , where s = 2m + r . Let us recall that the coefficients hk may
be computed with formulas (2.7) or (2.9), and also with the methods of Newton and
Graeffe.
4. Matrix functions determined by power series
Let f (z) = ∑∞m=0 amzm be a power series with positive radius of convergence R.
As in the previous sections A is a square matrix and w a monic polynomial of degree
n + 1 such that w(A) = 0. By (2.4) we can write
f (tz) =
∞∑
m=0
am
m∑
k=0
hm−kwk(z)tm =
∞∑
k=0
( ∞∑
m=k
amhm−ktm
)
wk(z). (4.1)
Define
gk(t) =
∞∑
m=k
amhm−ktm, k  0. (4.2)
The Hadamard product of the series c(t) = ∑ cktk and d(t) = ∑ dktk is defined as
the series c(t) ♦ d(t) = ∑ ckdktk . A classical result, called the Hadamard product
theorem, states that if c(t) and d(t) have radii of convergence r1 and r2, respec-
tively, then c(t) ♦ d(t) has radius of convergence greater than or equal to r1r2. See
[15, p. 82].
From (4.2) see that gk(t) is the Hadamard product of f (t) and tkh(t). There-
fore gk(t) has a radius of convergence that is at least Rρ, where ρ is the radius of
convergence of h(t) = 1/w∗(t). Note that ρ is the reciprocal of M = max{|λ| : λ ∈
C, w(λ) = 0}. We conclude that the series (4.1) is a valid expansion for f (tz) for all
t and z that satisfy |tz| < R and |t | < Rρ.
Since wk(A) = 0 for k > n, replacing z by A in (4.1) we obtain
f (tA) =
n∑
k=0
gk(t)wk(A). (4.3)
For example, if f (z) = (1 − z)−1 then am = 1 for m  0 and we get gk(t) =
tkh(t) = tk/w∗(t). In this case (4.3) gives
(I − tA)−1 =
n∑
k=0
tkh(t)wk(A), (4.4)
which is the same as (3.3). It is clear that (1 − z)−1 is the unit element for the Had-
amard product of series.
Since the series gk of (4.3) satisfy gk(t) = f (t) ♦ (tkh(t)), from (4.3) and (4.4)
we obtain immediately the following result.
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Theorem 4.1. For every complex number t such that w∗(t) /= 0 we have
f (tA) = f (t) ♦ (I − tA)−1. (4.5)
Using the integral representation for the Hadamard product [15, p. 84] Eq. (4.5)
can be written in the form
f (tA) = 1
2i
∫
C
f (z)(zI − tA)−1 dz, (4.6)
where C is a suitable closed contour. This is equivalent to the Cauchy integral repre-
sentation of functions of an operator. See [9, p. 560].
For example, if f (z) = ez then the gk are entire functions and
gk(t) =
∞∑
m=0
hm
tk+m
(k + m)! , k  0. (4.7)
We see that Dtgk(t) = gk−1(t), where Dt denotes differentiation with respect to t .
Therefore the gk , for k = 0, 1, . . . , n − 1, can be easily obtained from gn. We will
show that this property of the gk holds for any suitable function f (z), and not only
for the exponential function.
Let f (z) = ∑∞m=0 amzm be a series with positive radius of convergence and with
coefficients am /= 0 for all m  0. Define the shift operator L associated with f by
Ltm = am−1
am
tm−1, m  0, (4.8)
where aj = 0 if j < 0. The shift L is extended by linearity to a linear operator on
the space of all polynomials and acts termwise on power series. Let gk be defined
by (4.2). It is easy to see that Lgk = gk−1 for all k. For example, the shift associated
with ez is the usual differentiation operator D. For the geometric series (1 − z)−1
the shift is given by Ltm = tm−1 if m  1 and Lt0 = 0. In the general case we have
the fundamental relation Lf (tz) = zf (tz), where L acts with respect to t .
Theorem 4.2. Let f and L be as previously defined and let gk and f (tA) be defined
by (4.2) and (4.3), respectively. Then we have
w(L)gk(t) = 0, 0  k  n, (4.9)
and
Lf (tA) = Af (tA). (4.10)
Proof. Since gk = Ln−kgn for k = 0, 1, . . . , n, and w(L) commutes with the pow-
ers of L, it is enough to show that w(L)gn = 0. Since Ljamtm = am−j tm−j we
have
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w(L)gn(t) =
∞∑
m=0
hmw(L)am+ntm+n
=
∞∑
m=0
hm
n+1∑
j=0
bn+1−j am+n−j tm+n−j
=
∞∑
m=0
hm
m+n∑
=m−1
b+1−mat
=
∞∑
=0
(
+1∑
m=−n
hmb+1−m
)
at
.
Recall that hj , bj , and aj are zero for j < 0. Then, by (2.5) the sum in parenthesis
in the last equation is equal to zero for each . Therefore we have w(L)gn(t) =
0.
Relation (4.10) follows from Lf (tz) = zf (tz), where L acts with respect to the
variable t. 
From (4.10) we get w(L)f (tA) = w(A)f (tA) = 0.
From the proof of the theorem we see that the dependence on t of f (tA) is
completely determined by the function gn(t). We call gn(t) the dynamic solution of
the homogeneous functional equation w(L)u(t) = 0 and we say that gn(t) is the dy-
namic solution associated with f . Note that gn(t) has the initial values Lkgn(0) = 0
for k = 0, 1, . . . , n − 1 and Lngn(0) = a0 /= 0.
For example, for f (z) = ez the corresponding shift operator is differentiation, and
from (4.7) we see that the dynamic solution is
gn(t) =
∞∑
m=0
hm
tn+m
(n + m)! . (4.11)
This is the solution of the differential equation w(D)u(t) = 0 with initial condi-
tions Dkgn(0) = 0 for k = 0, 1, . . . , n − 1 and Dngn(0) = 1. It is easy to see that
gn(t) is the inverse Laplace transform of tnh(t), which by (4.4) is the dynamic solu-
tion associated with the geometric series (1 − z)−1. We can obtain other interesting
examples taking f (z) as the q-exponential eq(z), the hyperbolic cosine, log(1 + z),
or (1 + z)α .
Since the dynamic solution associated with a series f is the Hadamard product
of f (t) and tnh(t), we see that h(t) plays a fundamental role in the construction of
the functions f (tA), for every f and every A such that w(A) = 0. Observe that h is
determined by w and that it is independent of f .
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5. Partial fraction decompositions and dynamic solutions
We show that the partial fraction decomposition of the rational function tnh(t)
allows us to express the dynamic solution associated with a function f as a linear
combination of certain basic functions determined by f and the roots of w.
Define the basic rational functions of the complex variable z by
Rx,k(z) = 1
(z − x)k+1 , x ∈ C, k ∈ N. (5.1)
These functions satisfy
Rx,k(z) = (−1)k+1Rz,k(x), (5.2)
D
j
x
j ! Rx,0(z) = Rx,j (z), j ∈ N, (5.3)
and
D
j
x
j ! Rx,k(z) =
(
k + j
j
)
Rx,k+j (z), j, k ∈ N, (5.4)
where Dx denotes differentiation with respect to x.
The source of the partial fraction decompositions is the identity
1
(z − y)(z − x) =
1
(x − y)(z − x) −
1
(x − y)(z − y) ,
which, with the notation introduced above, can be written as
Ry,0(z)Rx,0(z) = Ry,0(x)Rx,0(z) − Ry,0(x)Ry,0(z).
We apply first Dky/k! to both sides of this equation and use Leibniz’s rule to obtain
Ry,k(z)Rx,0(z) = Ry,k(x)Rx,0(z) −
k∑
j=0
Ry,j (x)Ry,k−j (z).
Using (5.2) this equation becomes
Ry,k(z)Rx,0(z) = (−1)k+1Rx,k(y)Rx,0(z) +
k∑
j=0
(−1)jRx,j (y)Ry,k−j (z).
Apply now Dmx /m! to both sides using (5.3), and use (5.2) again to get
Ry,k(z)Rx,m(z) = (−1)k+1
m∑
i=0
(
k + i
i
)
Rx,k+i (y)Rx,m−i (z)
+ (−1)m+1
k∑
j=0
(
m + j
j
)
Ry,m+j (x)Ry,k−j (z). (5.5)
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This is the basic partial fraction decomposition. It is a formula that expresses the
product of two basic rational functions as a linear combination of basic rational func-
tions. Note that all the coefficients of the rational functions of z in (5.5) contain a
factor of the form (y − x), with   min{k,m}. Such factors have large modulus if
y and x are close to each other.
We denote by R the complex vector space generated by all the basic rational
functions. The elements of R are called proper rational functions. By (5.5) we see
that R is closed under multiplication.
Suppose that
w(z) =
r∏
j=0
(z − λj )mj+1,
where the λj are distinct complex numbers, the mj are nonnegative numbers, and∑
j (mj + 1) = n + 1. Then
1
w(z)
=
r∏
j=0
Rλj ,mj (z). (5.6)
Applying (5.5) repeatedly yields
1
w(z)
=
r∑
j=0
mj∑
k=0
αj,kRλj ,k(z). (5.7)
This is the partial fraction decomposition for 1/w. The coefficients αj,k depend on
the λj and the mj . Note that the number of summands in (5.7) is n + 1. For other
ways to obtain the coefficients αj,k see [25, Section 3].
Since w∗(t) = tn+1w(1/t), taking z = 1/t in (5.7) and then dividing both sides
by t yields
1
tw(1/t)
= t
n
w∗(t)
= tnh(t) =
r∑
j=0
mj∑
k=0
αj,k
tk
(1 − λj t)k+1 . (5.8)
Let f (t) = ∑∞m=0 amtm be a series with positive radius of convergence and nonzero
coefficients. Define
f˜x,k(t) = f (t) ♦ t
k
(1 − xt)k+1 , x ∈ C, k ∈ N. (5.9)
By (5.8) the dynamic solution associated with f is
gn(t) = f (t) ♦ (tnh(t)) =
r∑
j=0
mj∑
k=0
αj,kf˜λj ,k(t). (5.10)
A simple computation gives
tk
(1 − xt)k+1 =
Dkx
k!
(
1
1 − xt
)
,
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and
f˜x,0(t) = f (t) ♦ 11 − xt =
∑
m0
amx
mtm = f (xt).
Therefore
f˜x,k(t) = f (t) ♦ D
k
x
k!
(
1
1 − xt
)
= D
k
x
k! f (xt).
For example, if f (t) = et then
f˜x,k(t) = t
k
k!e
xt , x ∈ C, k ∈ N. (5.11)
These functions are usually called exponential polynomials, or pseudopolynomials.
The corresponding dynamic solution is
gn(t) =
r∑
j=0
mj∑
k=0
αj,k
tk
k!e
λj t . (5.12)
Eq. (4.11) gives an expression for gn(t) that does not involve the roots of w.
If all the roots of w are simple then all the mj are zero, and applying (5.5) repeat-
edly gives
gn(t) =
n∑
j=0
eλj t
w′(λj )
. (5.13)
This particular linear combination of exponentials determines through (4.3) the
dependence on t of etA, for any A such that w(A) = 0.
We return now to the general case of a series f (t). In order to express gn(t) in
terms of the functions f˜λj ,k(t), we must find the coefficients αj,k . From (5.7) we see
that the αj,k are precisely the coefficients in the partial fraction decomposition of
1/w.
The previous discussion suggests the definition of a convolution product, that
we denote by ∗, on the vector space Gf generated by the set of functions {f˜x,k :
x ∈ C, k ∈ N}. Define ∗ as follows:
f˜x,k ∗ f˜x,m = f˜x,k+m+1, x ∈ C, k,m ∈ N,
and
f˜y,k ∗ f˜x,m = (−1)k+1
m∑
i=0
(
k + i
i
)
Rx,k+i (y)f˜x,m−i
+ (−1)m+1
k∑
j=0
(
m + j
j
)
Ry,m+j (x)f˜y,k−j , x /= y. (5.14)
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This defines ∗ on the basis functions. We extend ∗ by linearity to obtain a commu-
tative multiplication on the vector space Gf . It is clear that Gf , equipped with the
multiplication ∗, is isomorphic to the algebra R of proper rational functions with its
natural multiplication. This isomorphism provides the algebraic foundation of the
integral transform methods for the solution of functional equations. See [27].
The definition of the convolution ∗ yields
(f ♦ Ry,k) ∗ (f ♦ Rx,m) = f ♦ (Ry,kRx,m).
Therefore
(f ♦ u) ∗ (f ♦ v) = f ♦ (uv), u, v ∈ R.
From (5.10) we see that the dynamic solution associated with f is
gn = f˜λ0,m0 ∗ f˜λ1,m1 ∗ · · · ∗ f˜λr ,mr . (5.15)
The dynamic solution gn is also useful to find particular solutions of nonhomogene-
ous functional equations of the form w(L)u = v, where v ∈ Gf , because the map
that sends v to gn ∗ v is a right-inverse for the operator w(L). See [27,28].
In the case of f (t) = et we can find etA as follows. Compute gn(t) using (5.15)
and then find gk(t), for k = 0, 1, . . . , n − 1, by succesive differentiations of gn.
Compute also the matrices wk(A) using the recurrence formula (2.2). Then use (4.3)
to obtain etA. This procedure is an alternative to the one used in [18], which requires
the inversion of the confluent Vandermonde matrix V associated with the roots of w.
Finding the coefficients αj,k is the main step in the construction of the inverse of V .
See [26].
The convolution ∗ associated with the exponential function coincides on the space
of exponential polynomials with the well-known Duhamel convolution, which is
usually defined by an integral formula.
6. Final remarks
The literature on functions of matrices is very vast. Some interesting recent papers
on the subject are [10,13]. The classical approaches are presented in [12,16,9]. In
[23] the spectral decomposition of a matrix A is used to find functions of A. Other
relevant references are [17,20].
The standard proofs of the Cayley–Hamilton theorem use adjoint matrices, as in
[8, p. 176]. Some interesting proofs that do not make use of adjoint matrices can be
found in [5,7,17].
Formula (2.7) is probably very old. In the case of distinct λj ’s it expresses the
complete homogeneous symmetric polynomials of λ0, λ1, . . . λn in terms of the ele-
mentary symmetric polynomials and it also holds in the case of multiple roots. So it
is similar to Waring’s formula. It seems that (2.7) is not as widely known as it should
be. In [1,2] an equivalent formula, originally obtained from properties of linearly
recurrent sequences, is used to find expressions for the powers and the exponential
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of a matrix. In [24] the formula is also used to find an expression for Am equivalent to
our formula (3.4). Formula (2.7) also appears in [23]. In several papers, some results
related to (2.7) have been stated in terms of Bell and Lucas polynomials. See [4].
The connection of companion matrices with linear recurrences that we use in
Section 3 has been known for a long time. See [17]. Many interesting results about
companion matrices are proved in [6].
It is well known that the evaluation of etA is a difficult numerical problem. See
[19]. For this reason, finding explicit expressions for the entries of etA as linear com-
binations of exponential polynomials is a problem that has received a lot of attention.
The combination of formula (4.3) for the case of the exponential formula, with the
series (4.7) for the dynamic solution, constitutes an alternative way to evaluate etA,
since it requires only the evaluation of the series gk(t). Observe that the eigenvalues
of A are not needed to find the coefficients of the dynamic solution. If the sequence
|hk| grows relatively fast, the convergence of the series (4.7) for the dynamic solution
may be slow. This suggests that we should look for conditions on the coefficients bj
of w that imply that the sequence |hk| does not grow too fast.
The concept of dynamic solution appeared in the theory of linear systems, as a
tool for solving several kinds of differential equations. See [21,22].
The connection of our approach with the interpolation methods is easily explained
by means of the divided difference functionals. See [26]. For example, if w(z) de-
notes the divided difference with respect to the roots of w(z), then we can show
that
w(z)(z
n−kf (tz)) =
∞∑
m=0
amwz
n+m−ktm =
∞∑
m=0
amhm−ktm = gk(t).
In particular, if k = n then w(z)f (tz) is the dynamic solution associated with f . We
also have the interpolation formula
w(z)(f (tz)w[z,A]) =
n∑
k=0
wk(A)gk(t) = f (tA).
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