Abstract Two experiments investigated psychological representations of musical tonality in auditory imagery. In Experiment 1, musically trained participants heard a single tone as a perceptual cue and built an auditory image of a specified major tonality based on that cue; participants' images were then assessed using judgments of probe tones. In Experiment 2 participants imaged a minor tonality rather than a major one. Analysis of the probe tone ratings indicated that participants successfully imaged both major and minor tonal hierarchies, demonstrating that auditory imagery functions comparably to auditory perception. In addition, the strength of the major tonal image was dependent upon the pitch and tonal relations of the perceptual cue and the to-beimaged tonality. Finally, representations of minor tonal hierarchies were less robust than those of major ones, converging with perceptual evidence that minor tonalities are less psychologically stable than major tonalities.
Introduction
Mental imagery enjoys a longstanding history as a valuable tool to study human information processing. Because imagery draws upon memory processes and information manipulation, studying such images yields knowledge about the properties of the representations one employs. As humans are predominantly visual creatures, it is no surprise that research from vision dominates mental imagery work (e.g., Finke, 1980 Finke, , 1985 Finke, 1989; Kosslyn, 1980; Kosslyn, Thompson & Ganis, 2006) .
Behavioral studies of visual imagery have investigated its function in learning, memory, reasoning, and spatial judgments (Canellopoulou & Richardson, 1998; Cooper & Shepard, 1973; Currie, 1995; Dirkx & Craik, 1992; Finke & Shepard, 1986; Gordon & Hayward, 1973; Hartley, 1977 Hartley, , 1981 Kerst & Howard, 1978; Knauff & JohnsonLaird, 2002; Paivio, 1965 Paivio, , 1975 Paivio & Foth, 1970; Shepard & Chipman, 1970; Shepard, Kilpatric & Cunningham, 1975) , as well as identified the elements comprising mental images, how these elements can be manipulated, and whether they veridically represent real world perceptions. These studies have revealed that mental images contain accurate depictions of basic properties (Finke & Schmidt, 1977; Kosslyn, 1973; Kosslyn, Ball & Reiser, 1978; Pinker, 1980; Shepard & Metzler, 1971; Watkins & Schiano, 1982) , and, importantly, that they can be manipulated by transformations such as rotation (Cooper, 1975; Cooper & Shepard, 1973 Shepard & Metzler, 1971) and scanning (Denis, Goncalves & Memmi, 1995; Denis & Kosslyn, 1999; Finke & Pinker, 1982; Kosslyn, 1973; Kosslyn et al., 1978; Pinker, 1980) . For instance, Kosslyn (1973) showed participants drawings and then later asked them to verify pictorial features of those drawings from memory. The time it took for participants to verify a feature was linearly related to the spatial distance of that feature from an initial focus point, which demonstrated that participants were mentally scanning between the focus point and the feature of interest, just as they would in a perceptual context. This focus on vision ignores the fact that humans are also linguistic and musical creatures, and that auditory imagery is an important part of mental life (Reisberg, 1992) . Whereas research in the visual domain has generally taken for granted participants' abilities to imagine basic visual structure (e.g., color and shape), auditory imagery research has focused on examining the veridicality of basic auditory dimensions in auditory images. These dimensions include pitch (Crowder, 1989; Halpern, 1989; Schellenberg & Trehub, 2003) , timbre (Crowder, 1989) , loudness (Intons-Peterson, 1980 , and time (Halpern, 1988) , and studies have confirmed participants' abilities to accurately image these auditory perceptual attributes.
One consequence of this focus in auditory imagery is that some fundamental aspects of psychological processes investigated in visual imagery have received scant attention within the auditory domain. One such issue involves what many identify as an important degree of isomorphism between perceptual processing and imagery processing (Finke, 1980 (Finke, , 1985 (Finke, , 1989 Kosslyn, 1980; Shepard, 1978 Shepard, , 1982a . Researchers over the past decades have suggested that these two domains are highly similar, constrained by comparable factors, and even make use of the same neurological substrates (see Kosslyn, 1994 , for a review).
Interestingly, Hubbard (2010) , in a review of auditory imagery, highlights investigating the relation between auditory imagery and auditory perception as one (of many) as yet unanswered questions in this field. In this regard, specific questions might involve whether imagery interferes with or facilitates perception, whether imagery and perceptual processes are comparably instantiated neurologically, and so on. Thus, the relation between imagery and perceptual processes represents an important domain of inquiry.
One way to pursue this issue involves investigating whether auditory images capture complex structural organizations (as opposed to basic auditory dimensions) that are inherent in auditory perception. In this regard, musical structure represents a compelling candidate for study in that there have been extensive efforts devoted to investigating listeners' apprehension of complex structural organizations within musical contexts. Within the music cognition literature, probably the best place to start is the organization of the most salient musical dimension-pitch Schmuckler, 2004 Schmuckler, , 2009 . Within the pitch domain, the most thoroughly studied of such organizations involves "musical tonality" (Krumhansl, 1990 (Krumhansl, , 2000 Schmuckler, 2004 Schmuckler, , 2009 Schmuckler & Tomovski, 2005) . Simply described, tonality refers to the organization of the 12 chromatic pitches (the complete set of Western musical tones) around a reference pitch, such that the other tones are heard in relation to this focal pitch. These tones then form a hierarchy of importance, with some tones fitting well and other tones fitting poorly with this central pitch.
In Western music, this hierarchy has four levels (Schmuckler, 2004) . The top level contains the tonal centre or tonic and is the point of greatest stability within the key. The rest of the tones in the hierarchy are defined by scale degrees, which measure their position in semitones (the smallest unit of pitch distance employed in Western music) above the tonal centre. Thus, if the tonic is scale degree 0, the second hierarchical level contains scale degrees 4 and 7, and the third level contains scale degrees 2, 5, 9, and 11. Together, these first three levels comprise the scale tones in the key of interest. Finally, the lowest level of the hierarchy (notes outside the scale) contains the remaining five tones (scale degrees 1, 3, 6, 8, and 10), which are the least important tones of the chromatic set. This tonal hierarchy is shown in Table 1 .
Musical tonality contains two additional important properties. First, there are two categories of tonality in Western music: the major tonality, which follows the hierarchical structure just described, and the minor tonality, which embodies a modified version of the hierarchical positions of the tones (Table 1 ). There are actually three forms of the minor-natural, harmonic, and melodic-each with slightly different tonal hierarchies. Past research has largely ignored these distinctions, typically employing either the natural or harmonic minor; Table 1 presents the harmonic minor form, which was used in these experiments. The second property of tonality is that this pitch hierarchy can be built with any of the chromatic tones as the tonic. Combining the 12 chromatic tones with the two different forms produces 24 tonal organizations within Western music.
Over the years research has investigated the psychological reality of this theoretical hierarchy of stability. The most thorough of such work is by Krumhansl and colleagues (see Krumhansl, 1990 ; 2000 for reviews). In a now classic study, Krumhansl and Shepard (1979) presented listeners with tonality defining musical contexts, followed by a probe tone drawn from the 12 chromatic tones, and asked listeners to judge how the probe fit with C E Diatonic tones 2 5 8 11 B D F G# Non-diatonic tones 1 4 6 9 10 A# C# D# F# G the tonal contexts. Listeners' ratings for these probes matched the hierarchy just described, with the tonic receiving the highest rating, followed by tones at the second and third levels, and finally the tones at the bottom of the hierarchy. extended these findings to minor tonalities (the first property described earlier) and generalized across different tonal centers (the second property). The average ratings for the 12 probe tones following a major or minor context appear in Fig. 1 , and are called the tonal hierarchy. Tonality has been observed to have far-reaching effects on musical processing, with studies demonstrating tonal influences on perception (Bigand, Parncutt & Lerdahl, 1996; Krumhansl & Schmuckler, 1986; Marmel, Tillmann & Dowling, 2008; Warrier & Zatorre, 2002) , memory (Krumhansl, 1979; Krumhansl & Castellano, 1983; Leman, 2000) , and musical expectation (Bharucha, 1994; Bharucha & Stoeckig, 1986; Huron, 2006; Schmuckler, 1989 Schmuckler, , 1990 . Tonality has also been the focus of work in auditory imagery. Hubbard and Stoeckig (1988) , for instance, found that participants demonstrated priming results based on imagined musical stimuli that were comparable to the priming observed with actual sounded musical contexts, with the pattern of priming predictable from the tonal relatedness of the stimuli. Similarly, Janata and Paroo (2006) found that imagining a prototypical tonal context influenced participants' detection of pitch mistuning in target notes, with accuracy related to the hierarchical stability of the to-be-judged tone with reference to the imagined tonal context. These previously findings, then, suggest that imagined tonal contexts have comparable effects on auditory and/or musical processing as do sounded contexts. These results are limited, however, in that they do not explore the full structural organization of these images. In this case, the question is whether tonal images induce a comparable hierarchical organization on the perception of tones as observed with actual sounded tonal contexts. An affirmative answer to this question would provide strong evidence for the structural equivalence of musical imagery and perception, and would bring our understanding of auditory imagery into line with our understanding of visual imagery. Investigating these issues was the goal of this project.
Experiment 1: auditory imagery of major tonalities
Experiment 1 investigated the degree to which an imagined tonal context induces similar processing of tones as observed with sounded tonal contexts. This goal was accomplished by providing listeners with a cue (a single tone) to a given tonality and then instructing them to image this tonality. Success in imagery generation was determined by assessing the degree to which hierarchical structure could be observed in this image.
This study also addressed a series of secondary questions, including the flexibility of imagery generation and the role of additional factors on imagery generation. Flexibility was explored in two ways. First, flexibility was examined by providing listeners with different cues for imagery generation, with these cues varying in their presumed effectiveness in producing a tonal image, ranging from highly effective to very ineffective. Accordingly, this possibility addresses the ease of imagery generation as a function of cue validity.
If imagery formation does vary with the validity of the cue, then it becomes an interesting question to determine what additional factors drive this variation. Consideration of this issue reveals an array of possibilities. First, it may be that imagery variation is based on basic perceptual characteristics of the cue such as its actual physical pitch (in frequency), either on its own or in relation to the imaged tonality. The former suggests that imagery is driven solely by the pitch of the cue tone itself, whereas the latter implies that the physical difference (in frequency) between the pitch of the cue and the generated tonality would be critical. Intriguingly, this latter situation provides an auditory analogue for the visuospatial mental scanning effects described earlier (e.g. Kosslyn, 1973) .
Second, the effectiveness of the cue for imagery generation may vary in accordance with the musical relation between the cue and imaged tonality. Once again, there are multiple ways in which such a possibility might be evident. For instance, rather than acting as a signal to an experimentally-produced tonality, this cue might instead give rise to a tonal percept based on the cue itself. Or alternatively, it might be that the more musically related the cue is to the imagined tonality, the more effective it is as a cue. In both cases such an effect would indicate a role for long-term, internalized tonal representations in auditory imagery. Interestingly, such effects would be analogous to previous findings on tonal relatedness called "key distance effects," which have been observed in the music cognition literature across a range of perceptual and memory tasks (Bartlett & Dowling, 1980; Bharucha & Krumhansl, 1983; Krumhansl, Bharucha, & Castellano, 1982; Krumhansl & Castellano, 1983) . Accordingly, positive results along these lines would also tie together perceptual and imagery processing.
A second way in which flexibility was examined involved assessing listeners' abilities to shift the tonal image they produced. Along these lines, one could ask listeners to either maintain a consistent tonal image across the experimental session, or to modify their tonal image across the session such that they start by imaging one tonality, then change to imaging a different tonality, and so on. Generally, such a manipulation investigates the ease with which listeners can shift their imagined tonal representation, a question that is analogous to the perception of what is called "key modulation" in music. Previous work in music cognition (Schmuckler & Tomovski, 2005; Smith & Cuddy, 2003; Toiviainen & Krumhansl, 2003) has found that listeners can rapidly shift perceived tonal orientations, moving effortlessly between different tonalities. Accordingly, manipulating the consistency of the to-be-judged tonal image represents yet another point of contact in assessing the relation between perceptual and imagery processing.
Methods

Participants
Twenty-four individuals (M age = 21.2 years, SE = 0.5 years) from the University of Toronto Scarborough community participated in this study. Because this study required knowledge of Western musical structure all participants were required to have a minimum of five years of formal music instruction (M = 9.5 years, SE = 0.8 years). Participants also had an average of 3.9 years of musical theory (SE = 0.8 years), listened to music for 16.9 h/ week (SE = 4.8 h/week), and played music for 7.7 h/week (SE =1.6 h/week). One participant had participated in a music psychology experiment before, and two of the participants reported having absolute pitch.
Stimuli
The stimuli consisted of one second long piano tones ranging from A# 3 (233.08 Hz) to G# 5 (830.61 Hz) in semitone steps, synthesized using Finale 2005.r2 (Author, 2004) . These stimuli were presented to participants using an Intel Pentium 4 PC running MATLAB 7.0 (Moler, 2004) . The visual stimuli appeared on an LG Flatron L1710S monitor, while the auditory stimuli were heard through Sennheiser HD 280 pro headphones plugged into a Creative Sound Blaster Audigy 2 ZS soundcard.
Experimental task
All listeners participated in a modified version of the probe tone task Krumhansl & Shepard, 1979 ), which appears schematically in Fig. 2 . In this task, listeners heard a cue tone, which was used to generate the to-be-imagined tonality (henceforth called the imaged tonality), followed by a to-be-rated probe tone. The cue tones varied in their cue function and cue type. Cue Function refers to the fact that the cue tone could correspond to any of the seven scale tones (levels 1 to 3; see Table 1 ). Because these tones lie at different levels of the hierarchy, they differ in their relatedness to a given tonality, and thus represent cues of varying strength when instantiating a given tonality. As such, cue function operationalized the first means by which flexibility in imagery variation was tested. Cue Function was a withinsubjects variable.
Cue Type was comprised of two possible values; these values, with respect to cue function, appear in Table 2 . In the cue varied (CV) condition, the pitch (in Hz) of the cue changed in parallel with changes in cue function, taking on values consistent with the A major scale. For instance, when the cue tone was A 4 it was always designated as scale degree 0, and when the cue tone was B 4 it was designated as scale degree 2. Accordingly, although the pitch of the cue tone fluctuated, the imaged tonality was always A major. In the cue constant (CC) condition, the pitch of the cue was always A 4 (440 Hz), with the tonal function of this tone varying in accordance with the seven major scale tones. Thus, when the cue tone (A 4 ) was labeled as scale degree 0, the imaged tonality was A major. When this same cue was labeled as scale degree 2, however, the imaged tonality was G major. Cue Type, then, operationalized the second means of assessing the flexibility of tonal image generation, with the CC condition requiring listeners to shift their tonal image with each different cue, whereas the CV condition required a constant tonal image across cues (see Table 2 ). Cue type was a between-subjects variable, with listeners randomly assigned to either CC or CV conditions. Finally, the probe tones could be any of the 12 tones of the chromatic set, with the range of the set determined by the imaged tonality (see Table 2 ). In the CV block, because the imaged tonality was always A major, the probe tones ranged from A 4 to G# 5 . In the CC block, the probe tones varied in accordance with the imaged tonality. Thus, when the cue tone (A 4 ) was labeled as scale degree 0 (imaged tonality = A major), the probe tones ranged from A 4 to G# 5 . When the cue tone was labeled as scale degree 2 (imaged tonality = G major) the probes ranged from G 4 to F# 5 . Probe tone was a within subjects variable, and enabled the primary goal of this study-to determine whether imaged tonalities produce a comparable hierarchical organization of the chromatic set as found with sounded tonalities.
All listeners received seven randomized blocks of experimental trials corresponding to the seven cue functions. Within each block listeners heard a random ordering of the 12 probe tones. All participants received two repetitions of each cue function block. Overall, listeners received 168 trials in all (7 cue functions × 12 probe tones × 2 repetitions).
Procedure
Initially, participants were visually presented with the cue function for the upcoming cue tone (e.g., scale degree 5), 1 and then pushed a key to hear the cue tone. Participants were instructed to form an image of a musical tonality based on this cue and indicated cue function. For instance, if the cue function was "scale degree 5" listeners were to consider the cue as the fifth scale degree of a major tonality. Listeners were told that the image could be produced via any means they chose, short of singing aloud to themselves. After a self-determined interval of key imagining, participants pressed a key to hear the probe tone, and then rated how well the probe fit with the imagined tonality using a 1 (fits very poorly) to 7 (fits very well) scale.
Prior to beginning the experimental trials, participants received sample trials, and the experimenter remained in the room during the first five experimental trials. Upon finishing the experiment participants completed a music background questionnaire. The entire experiment lasted approximately one hour.
Results and discussion
To assess the stability of probe tone ratings across participants, intersubject correlations (ICs) were calculated separately for the CC and CV groups by averaging, for each listener, across the two repetitions, and then amalgamating across the 7 cue functions and 12 probe tones. Both groups produced significant ICs, with an average r(82) = 0.29 (SE = 0.02), p < 0.01, and r(82) = 0.45 (SE = 0.02), p < 0.01, respectively. To assess differences in ratings stability between groups, ICs were averaged for each group and then compared using Fisher's z' transformation; the ICs for the CV group were not significantly different from those for the CC group, z = 1.17, ns.
Because two participants in this study reported having absolute pitch (AP), it was important to determine whether the AP participants performed the experiment differently from the rest of the participants, based on the idea that AP possessors process pitch differently from non-AP possessors (Levitin & Rogers, 2005) . Accordingly, the averaged ICs for the AP participants (both of whom were in the CC condition) were compared to the averaged ICs for the remaining non-AP participants (from the CC condition). Fig. 2 Schematic diagram of the imagery probe tone procedure 1 In this experiment the cue tone was actually labeled using musical terminology (e.g., scale degree 5 is the "subdominant"). For simplicity of explication, and to reduce the amount of musical terminology, we have chosen not to employ this terminology throughout this paper. The musical name does, however, appear in Fig. 1 . This analysis failed to reveal any significant differences between these groups (mean IC non-AP for the CC group = 0.28; mean IC AP1 = 0.34, z = 0.42, ns; mean IC AP2 = 0.42, z = 1.01, ns), indicating that the AP participants performed the task comparably to the non-AP possessors.
To facilitate subsequent analyses, all probe tone ratings were transposed to a common imaged tonality of A major; this procedure affected ratings for the CC block but not for the CV block. Participants' ratings were analyzed using a four-way analysis of variance (ANOVA), with the withinsubjects factors of Cue Function (7 levels -see Table 2 ), Probe Tone (12 levels -see Table 2 ), and Repetition (1 versus 2), and the between-subjects factor of Cue Type (CV versus CC). Of the four main effects, the only significant finding occurred for Probe Tone, F(11, 242) = 33.18, MSE = 281.24, p < 0.001, η p 2 = 0.60. This effect indicates that different probe tones were rated differentially by participants. Of all the interactions produced by this design, the only significant effect occurred between Cue Function and Probe Tone, F(66, 1452) = 7.80, MSE = 22.52, p < 0.001, η p 2 = 0.26, suggesting that cue functions moderated changes in probe tone ratings. Interestingly, the fact that no significant effects involving Cue Type were observed is evidence for flexibility in image generation, with listeners able to effectively shift their tonal representations throughout the experiment.
Although this analysis demonstrates that the different probe tones elicited different ratings, it does not address whether the imaged tonality produced a comparable tonal hierarchy to a perceptual context. To answer this question, ratings were averaged across listeners and cue function, repetition, and cue type to produce a single set of ratings for the 12 probe tones. These averaged imagery ratings were then correlated with the 12 major and 12 minor tonal hierarchies . These ratings showed a better correspondence with the tonal hierarchy for the imaged key of A major, r(10) = 0.88, p < 0.001, than with any other tonal hierarchy. Figure 3 shows these averaged ratings in relation to the A major tonal hierarchy. Probe tone ratings were not strongly correlated with A minor, r(10) = 0.23, ns.
Subsequent analyses focused on understanding the aforementioned Cue Function x Probe Tone interaction. The goal was to examine how the various cue functions differentially influenced listeners' abilities to image a given tonality, along with assessing possible influences on tonal imagery; Table 3 provides an example of three potential factors when the cue function was scale degree 2 (B 4 ). These factors align with the various possibilities described earlier, and are based on characteristics of the cue tone itself. The first factor is the imaged tonality, and represents the tonality that should have been produced if listeners were accurately generating the requested tonality. Accordingly, this factor consisted of the tonal hierarchy for A major . The second factor was a cue pitch factor, and assessed whether listeners simply gave a higher rating to the probe tone having the same pitch as the cue. This factor consisted of a dummy profile with the pitch of the cue tone receiving a value of 1 and the remaining 
Belongingness Rating
Imagery Ratings (Exp. 1) Perceptual Ratings note name: scale degree: 0 1 2 3 4 5 6 7 8 9 10 11 Fig. 3 Mean ratings for the probe tones of Experiment 1, along with the A major tonal hierarchy tones receiving values of 0. The third factor was a cue tonality factor, and evaluated whether the cue tone itself was perceived as the tonic of a major tonality. For instance, if the cue tone was B 4 , listeners might have generated a tonal hierarchy based on B major. This factor consisted of the major tonal hierarchy having the cue tone as its tonic .
To assess the impact of these factors, 12-element probe tone profiles for each cue function were created for each participant, and were then correlated with each of the three predictors. This procedure produced 21 correlations for each listener. These correlations were then normalized using Fisher's z' and entered into a repeated-measures ANOVA with Predictor and Cue Function as withinsubjects factors. This analysis revealed no main effect for Predictor, F(2, 46) = 1.93, ns. In contrast, there was a significant main effect for Cue Function, F(6, 138) = 20.00, MSE = 1.68, p < 0.001, η p 2 = 0.47, demonstrating that different cue functions generally produced different correlations with these predictors. Most important was the significant interaction between Predictor and Cue Function, F(12, 276) = 6.03, MSE = 0.44, p < 0.001, η p 2 = 0.21, which illustrates that the relative strengths of each of the three predictors varied depending upon the tonal function of the cue. Figure 4 depicts the nonstandardized correlations, averaged over participant, as a function of these two factors.
This interaction was further probed using simple effects analyses to assess the effect of Predictor at each level of Cue Function. The effect of Predictor was significant for scale degree 0 [A], F(1, 23) = 34.71, MSE = 0.89, p < 0.001, η p 2 = 0.60, indicating that Imaged and Cue Tonality (which are identical for this cue function) were better predictors than Cue Pitch. The effect of Predictor was also significant for scale degree 7 [E], F(1, 23) = 5.06, MSE = 0.21, p = 0.01, η p 2 = 0.18, with Imaged Tonality a better predictor than Cue Pitch, t(23) = 3.25, p < 0.01 and marginally better than Cue Tonality, t(23) = 2.03, p = 0.055. Cue Tonality was significantly better than Cue Pitch, t(23) = 3.04, p < 0.01. None of the other cue functions were significant, all Fs < 2.50, ns. One reason this pattern of results is noteworthy is that the two scale degrees (0 [A] and 7 [E]) that produced the most differentiation between the predictors are scale degrees lying at the top of the tonal hierarchy (see Table 1 ). In contrast, those cues lying at lower Fig. 4 Averaged correlations between the probe tone ratings and imaged tonality, cue pitch factor, and cue tonality factors as a function of cue function for Experiment 1 levels of the tonal hierarchy (e.g., scale degrees 9 [F#] and 11 [G#] ) produced non-significant correlations between the imaged tonality and the probe tone ratings. Thus, when the cue was psychologically stable and hierarchically important, listeners were better able to produce the specified musical image; when the cue was psychologically unstable and hierarchically unimportant, imagery suffered. In other words, good cues make good images in a musical context. Subsequent analyses addressed additional explanations for why these cue functions may have varied in their imagery induction, again based on influences already identified. For instance, one previously discussed possibility was based on pitch distance, with the greater the pitch spread between the cue and the tonic of the imaged tonality the less accurate the image of that tonality. For instance, if the cue was scale degree 2 [B] (two semitones above the tonic) listeners should produce a more accurate tonal image than if the cue tone was scale degree 4 [C#] (four semitones above the tonic). Additionally, there is the possibility that the musical relatedness between the cue tonality and the imaged tonality played a role in auditory imagery, consistent with previously identified ideas of key distance. Accordingly, one might predict that the closer the tonal relation between the imaged and cue tonality the more successfully participants would produce the imaged tonality.
To assess these possibilities, pitch distance and key distance measures were created (Table 2) . Pitch distance was quantified in terms of the number of ascending semitones separating the tonic of the imaged tonality and the cue tone. Ascending semitone distance is important because the cue tone was always heard at or above the pitch of the tonic of the imaged tonality.
2 Key distance was quantified by counting the number of shared tones in the major scales of any two tonalities. For instance, the major scale built on scale degree 0 [A] consists of scale degrees <0, 2, 4, 5, 7, 9, 11>, or the notes <A B C# D E F# G#>, whereas the major scale built on scale degree 7 [E] consists of scale degrees <0, 2, 4, 6, 7, 9, 11>, or the notes <A B C# D# E F# G#>; these two scales share six of the seven tones. In contrast, the major scale built on scale degree 4 [C#] consists of scale degrees <1, 3, 4, 6, 8, 9, 11>, or the notes <A# C C# D# F F# G#>; thus, these scales share three tones. Accordingly, the tonality based on scale degree 7 [E] is more related in key distance to the imaged tonality than is the tonality based on the scale degree 4 [C#].
To predict imagery performance across cue function, the correlations between averaged probe tone ratings and imaged tonality were themselves correlated with pitch distance and key distance across the seven cue functions. This analysis revealed that imagery performance was significantly related to ascending pitch distance, r(5) = -0.76, p < 0.05, and key distance, r(5) = 0.90, p < 0.01. Thus, it was easier to generate a tonal image when the cue tone was close in pitch to the tonic of the imaged tonality and when the cue tonality was more musically related to the imaged tonality. A multiple regression predicting tonal imagery correlations from the pitch distance and key distance measures revealed a significant relation, R = 0.93, p < 0.05, with key distance contributing significantly, β = 0.71, p < 0.05, but not pitch distance, β = -0.30, ns.
In sum, three critical findings emerge from Experiment 1. First, and most importantly, listeners successfully produced an image of a major tonality, with this tonal image influencing ratings of subsequently sounded musical tones. This result provides an answer to the fundamental question underlying this project, namely, that imagery processing is strongly analogous to perceptual processing. Second, listeners demonstrated flexibility in imagery generation, showing little difference in producing a tonal image that remained constant across the experimental session versus a tonal image that varied across the experiment. This result is also consistent with findings in perceptual processing, arising from studies on key modulation (Schmuckler & Tomovski, 2005; Smith & Cuddy, 2003; Toiviainen & Krumhansl, 2003) . Third, the accuracy of the tonal images were multiply determined, based on both pitch and key distance factors. This final result also confirms the relation between perceptual and imagery processes, in that key distance effects have been observed in perceptual tasks involving both rating scales and memory for musical materials (e.g., Bartlett & Dowling, 1980; Bharucha & Krumhansl, 1983; Krumhansl, Bharucha, & Castellano, 1982; Krumhansl & Castellano, 1983; . Thus, perceptual and imagery processes do appear to be tapping similar mechanisms in musical processing.
It is important to note, however, that Experiment 1 tested the strongest possible situation for auditory imagery -the production of a major tonality. Previous research in music cognition distinguishes the major tonality in that it is a highly psychologically stable musical structure (Krumhansl, 1990; Krumhansl & Shepard, 1979) . Accordingly, it is of interest to examine the production of an auditory image of a less stable musical organization.
Experiment 2: auditory imagery of minor tonalities
Experiment 2 investigated listeners' abilities to generate an auditory image that is more difficult than the image used in 2 One can also quantify pitch distance using the minimum number of semitones between the imaged tonality tonic and the cue tone. Minimum pitch distance is of interest given the circular nature of musical tones (Revesz, 1954; Shepard, 1964 Shepard, , 1982a Shepard, , 1982b and based on the notion of octave equivalence (Deutsch, 1972 (Deutsch, , 1979 Sergeant, 1983) . Because analyses of minimum pitch distance in this project did not produce any significant results, they will not be discussed.
Experiment 1-a minor tonality. Previous work suggests that the perception of minor keys is less psychologically stable than the perception of major keys (Delzell, Rohwer & Ballard, 1999; Harris, 1985; Krumhansl, Bharucha, & Kessler, 1982) . Accordingly, investigation of imagery for minor keys provides an important test of the idea that auditory perception and imagery are comparable by assessing whether participants' abilities to produce such images will suffer from the same instability as their perceptual counterparts.
Methods
Participants
Fifteen musically trained participants (M age = 18.8 years, SE = 0.3 years) were recruited from the University of Toronto Scarborough community. All participants had a minimum of five years of formal music instruction, with a mean training of 8.9 years (SE = 0.6 years), had 3.4 years of musical theory training (SE = 1.0 years), listened to music for 15.6 h/week (SE = 3.1 h/week), and played music for 5.7 h/week (SE = 1.3 h/week). One participant had previously participated in a music psychology experiment and two participants reported having absolute pitch.
Stimuli, experimental task, and procedure
The hardware, software, and sound stimuli were identical to Experiment 1 and the experimental task was almost identical. Again, listeners were asked to image a tonality based on a cue tone, and to rate probe tones relative to this imaged tonality. The cue tone varied corresponding to the minor scale degrees, although given the results of Experiment 1 trials were restricted to the cue varied (CV) condition, with a constant imaged key of A minor. Listeners once again heard all 12 chromatic tones as probes, with this set matched to the range of the imaged tonality (see Table 4 ).
All participants received seven randomized blocks of trials, corresponding to each cue function. Each block consisted of the full set of randomized probe tones. All participants heard two repetitions of each cue function block, producing 168 trials in all (7 cue functions x 12 probe tones x 2 repetitions).
The procedure for Experiment 2 was the same as Experiment 1, except that participants were instructed to imagine a harmonic minor rather than a major tonality. The harmonic minor was chosen due to its general familiarity to listeners, and because it has been most commonly employed by researchers. After completing the experimental trials, listeners filled out a music background questionnaire. The experiment lasted approximately one hour.
Results and discussion
Intersubject correlations were calculated as in Experiment 1. As a group, participants produced low ICs, with an average r(82) = 0.11 (SE = 0.03), ns. To compare Experiment 1 and 2, ICs were transformed using Fisher's z'. Experiment 2 ICs were significantly less than ICs for the CV trials of Experiment 1, z = 2.35, p < 0.05, indicating far less consistency across participants when imagining minor keys. Once again, because two listeners reported absolute pitch, z'-transformed ICs for the absolute pitch participants were compared to those for all other participants. As before, the mean intersubject correlations for the AP possessors were not significantly different from those for the other participants (mean IC non-AP = 0.10; mean IC AP1 = 0.18, z = 0.51, ns; mean IC AP2 = 0.15, z = 0.32, ns).
Probe tone ratings were analyzed using a 3-way ANOVA, with Cue Function, Probe Tone, and Repetition as withinsubjects factors. This analysis produced one significant main effect, that of Probe Tone, F(11, 154) = 3.79, MSE = 20.0, p < 0.001, η p 2 = 0.21. The only significant interaction was between Cue Function and Probe Tone, F(66, 924) = 3.81, MSE = 11.57, p < 0.001, η p 2 = 0.17, suggesting that varying cue functions produced different probe tone ratings. Subsequent analyses explored whether the imaged minor tonality produced a comparable organization on the probe tones as a sounded tonal context. Accordingly, data were averaged across all participants and factors to produce a single set of 12 probe tone ratings. These averaged ratings, shown in Fig. 5 , were then correlated with the 12 major and 12 minor tonal hierarchies. The ratings matched the tonal hierarchy of the imaged tonality of A minor better than any other tonal hierarchy, r(10) = 0.79, p < 0.001, demonstrating global success at generating a minor tonal image. This result is qualified, however, by the strong relation with the A major hierarchy, r(10) = 0.66, p < 0.05. Despite the fact that a subsequent multiple regression analysis revealed that the A minor hierarchy significantly predicted probe tone ratings, β = 0.61, p < 0.05, whereas the A major hierarchy did not, β = 0.36, ns, the correlation with A major underscores a level of interference from this tonality that was not observed when imagining a major tonality.
Further analyses investigated the significant Cue Function by Probe Tone interaction by correlating each listener's averaged probe tone ratings for each cue function with the imaged tonality (A minor), cue pitch, and cue tonality factors employed in Experiment 1. These correlations were then used as dependent variables for a repeated-measures ANOVA with Predictor and Cue Function as withinsubjects factors. This analysis revealed a significant effect of Predictor, F(2, 28) = 4.42, MSE = 1.28, p < 0.05, η p 2 = 0.24, with planned contrasts showing a difference between Cue Pitch (M = 0.37, SE = 0.09) and Imaged Tonality (M = 0.16, SE = 0.05), F(1, 14) = 5.20, p < 0.05. Cue Tonality (M = 0.30, SE = 0.07) was a marginally better predictor than Imaged Tonality, F(1, 14) = 3.72, p = 0.07. These findings are important in demonstrating that pitch-based representations dominated over tonal hierarchy representations in this task, further evidence for difficulties in imaging a minor key. The only remaining noteworthy effect from this analysis was the significant Predictor by Cue Function interaction, F(12, 168) = 2.26, MSE = 0.14, p < 0.05, η p 2 = 0.14. Figure 6 presents the nontransformed correlations, averaged over participant, for the three predictors with respect to cue function, and shows that, converging with Experiment 1, the relative roles of the three predictors varied with the hierarchical stability of the cue.
Subsequent simple effects analyses revealed that effect of Predictor was non-significant for scale degrees 0 [A], 3 [C], and 7 [E], all Fs < 1.36, ns, but was significant or marginally significant for the remaining scale degrees, all Fs (2, 28) > 2.39, p < 0.11. Interestingly, this pattern also dissociates those scale degrees occupying the top two levels of the tonal hierarchy from the scale degrees at the next lower level (see Table 1 ), although it does so in an inverse fashion relative to Experiment 1. Additionally, Cue Pitch and Cue Tonality consistently out-predicted Imaged Tonality when the cue was at a lower level in the tonal hierarchy, but not at upper levels (see Fig. 6 ). Thus, these findings actually converge with the results for Experiment 1, with tonally important cues leading to better (albeit not great) imagery performance. In this case, however, the impact of tonally important cues was to reduce the influence of pitch information.
Finally, the impact of the pitch distance and key distance factors (described earlier) on imagery variation was assessed. In contrast to Experiment 1, neither measure correlated with the imaged tonality correlations.
This experiment expanded the results of Experiment 1 in two important ways. First, as evidenced by the correlation between the averaged probe tone ratings and minor tonal hierarchy for A minor, participants can imagine a minor tonality, although collapsing across all of the experimental factors was critical to this 
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scale degree: 0 1 2 3 4 5 6 7 8 9 10 11 finding. This caveat highlights the second principal finding of this study, i.e., that imaged minor tonal hierarchies were less stable psychologically than major tonal hierarchies. This result is important for two reasons. First, and relative to the fundamental aim of this project, this finding demonstrates again a close relation between perceptual and imagery processes, with this evidence taking the form of a limitation in the operation of these two processes. The second reason this finding is noteworthy is that it actually provides some much needed confirmatory evidence that minor tonalities are less psychologically stable than major tonalities. The idea that major versus minor tonalities are processed differently is common folklore in the music cognition literature, and is based on a number of studies demonstrating differences in perception of these two musical modes (e.g., Cook, 2009; Cook & Hayashi, 2008; Crowder, 1984 Crowder, , 1985 Crowder, Reznick & Rosenkrantz, 1991; Hunter, Schellenberg & Schimmack, 2010; Kastner & Crowder, 1990) , most typically in the form of musical emotion (see Hunter et al., 2010 , for a review). Very few studies, however, have actually demonstrated that the minor tonality is literally less psychologically stable than the major tonality. Thus, although Krumhansl and colleagues (1982) and Harris (1985) found that major tonics act as stronger cognitive reference points than minor tonics, and Delzell et al. (1999) observed that minor key melodic patterns were more difficult to play by ear than major key melodic patterns, these few studies form the bulk of the evidence for this assertion. Accordingly, these findings are important within the music cognition literature in supporting this idea.
General discussion
Two experiments examined listeners' abilities to produce images of a complex musical object-tonality. Both studies found that after being provided with a cue to this tonality, listeners produced the requested image as demonstrated by predictable variation in the perceived goodness-of-fit of a set of sounded probe tones. More importantly, this variation in the ratings following an imagined context mirrored what would typically be found when such probe tones were heard following a sounded tonal context. Accordingly, tonal imagery induced a comparable perceived hierarchy of stability as tonal perception.
Before considering the implications of this work it is important to address what appears to be an important limitation in these studies, namely, that this work did not explicitly include a sounded tonal context for direct comparison with the imaged tonal context. Given the continual emphasis in this work on the equivalence between perceptual and imagery processing, failing to include a sounded condition seems a curious oversight. However, it is important to recognize that throughout this project the "gold standard" ratings of were employed for comparison. Because these ratings have been replicated many times in a plethora of contexts, they are generally taken as definitive indicators of perceived tonal organization. Moreover, it is not clear what sounded context would have been most appropriate to employ in this work. Given that participants were not constrained as to how to best generate imagined tonalities, the choice of a specific tonal context in a "perception" condition would by definition have failed to be equivalent to the participant generated "imagery" context. As such, any context would have been suspect in its "match" to the imagery condition, meaning that we would have been left simply employing the classic ratings as comparators. Given that these ratings were themselves derived from multiple key-defining contexts, they are clearly the best indicator of the presence of tonal organization.
Moving beyond this concern, these studies have a variety of implications for our understanding of music processing specifically, and auditory and visual processing more generally. Beginning with the more specific, probably the most important issue in this work for music cognition involves the previously discussed evidence for the psychological instability of the minor tonality.
Of course, the demonstration of a difference in stability between major and minor keys begs the question of what factors underlie this differential stability in the first place. Although a definitive answer to this question cannot be determined, the current results do provide some insight into this issue. One possible explanation stems from the fact that, as described earlier, there are actually three different forms of the minor tonality, each with slightly different theoretical patterns of hierarchical importance. Given the simultaneous existence of multiple, highly similar cognitive structures, the instability of the minor might simply be due to an inherent ambiguity amongst these different representations.
Our studies provide mixed evidence for this explanation. On the one hand, inspection of the ratings from Experiment 2 (see Fig. 5 ) reveals that of the 12 probes, the ratings are the most differentiated for the first eight scale degrees, and are relatively flattened for the final four scale degrees. Importantly, it is these four final scale degrees that differentiate the different minor forms. Thus, this flattened pattern supports this ambiguity in the representation of these scale degrees, one that could contribute to the psychological instability of the minor.
On the other hand, if these four tones truly underlie this psychological instability, one might expect to see increased stability when looking at only the first eight scale degrees. Unfortunately, this prediction was not borne out in this study. Specifically, a series of analyses (not formally reported) focusing on the probe tone ratings of just the first eight scale degrees found the same evidence for psychological instability as reported for the complete set of probes, indicating that this instability did not emanate solely, or even primarily, from the final four scale degrees. Moreover, other research suggests that listeners have no difficulty in simultaneously representing the distinctions between the three forms of the minor (Vuvan, Prince & Schmuckler, under review) , undermining the idea that the mere existence of these highly similar tonal structures produces this psychological instability. Accordingly, the locus of this effect remains undetermined at the moment.
These studies also have implications for more general aspects of psychological processing. First, and most fundamentally, these results demonstrate a strong parallel between imagery and perceptual processes in the auditory domain, comparable to what has been observed in the visual domain (Finke, 1980 (Finke, , 1985 (Finke, , 1989 Kosslyn, 1980; Shepard, 1978 Shepard, , 1982a . According to Hubbard (2010) , insight into the relation between auditory perception and imagery is one area in which research has been lacking, and these results provide an important start in addressing this question. Along these lines, noteworthy results include the instantiation of a complex hierarchy of perceived/imaged stability, the importance of factors such as key distance in the perception/imagination of tonality, and the ability of listeners to perceive/image movement between tonalities or key modulation. Clearly, perception and imagery are tapping common psychological processes and mechanisms.
A second, and similarly noteworthy, implication of these results is that our findings also highlight a number of points of convergence between visual and auditory imagery literature. One such point of contact involves the idea that auditory images can contain sophisticated structural elements. As described earlier, previous work on auditory imagery has largely emphasized basic perceptual features, and has only sporadically investigated higher-order structural relations. In contrast, work in visual imagery has routinely demonstrated that visual images incorporate relatively complex structural features. Thus, the finding that participants could form pitch structures containing hierarchically organized information not only provides an important extension of work in auditory imagery, but also brings our conceptualization of the sophistication of auditory images more into line with our understanding of visual images.
Another way in which our studies highlight a convergence between auditory and visual imagery involves the mental transformations of these images. Again, earlier work on auditory imagery has only rarely investigated the viability of mental transformations of musical images (Cupchik, Phillips & Hill, 2001; Zatorre, Halpern & Bouffard, 2009) , although this work does support the idea that visual and auditory mental transformations are related (Cupchik et al., 2001) . Our studies add to this literature in demonstrating that increasing frequency distance away from a cue made it increasingly harder to produce an accurate major tonality image. Intuitively, this finding seems related to the idea of mental scanning (Denis et al., 1995; Denis & Kosslyn, 1999; Finke & Pinker, 1982; Kosslyn, 1973; Kosslyn et al., 1978; Pinker, 1980) in which the time required to scan between two points in a mental image is related to the physical distance between these points in a visual scene. And in fact, supporting this mental scanning idea, participants in these studies did report scanning strategies such as mentally "singing from the cue to the tonic of the scale" to accomplish the tonal imaging task. Accordingly, this project provides the first evidence that mental scanning can occur in pitch space, and suggests an analogy between visuospatial and auditory pitch distance (Gentner, 1983; Kubovy, 1988; Kubovy & Schutz, 2010; Kubovy & Van Valkenburg, 2001; McDermott, Lehr & Oxenham, 2008; . Of course, this interpretation must be seen as tentative given that the pitch distance effect was only observed for one of the two experiments. Clearly, though, this finding represents an intriguing avenue for future research.
In sum, our experiments have highlighted a neglected area of study by researchers, i.e., the investigation of higher-order auditory representations in imagery. This work has demonstrated that such higher-order auditory images do exist in listeners, and that they operate according to similar constraints as those based on perception. Moreover, these studies have identified some factors underlying the formation of these images. These studies, however, have also generated at least as many questions as they have answered, questions that have important implications for understanding auditory processes in particular, and basic imagery processes (cutting across modality) in general. Accordingly, future work on this topic has the potential of adding significantly to our understanding of a very basic component of mental life.
