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ABSTRACT 
Let u -+ c(a) be an arbitrary nonzero function from S,,, into a field K. If 
A = [Aij] is an m-square matrix over K, define 
We are concerned with the characterization of the group of (nonsingular) matrices A 
satisfying d,.(AX) = d,(X) for all m-square matrices X over K. The authors previ- 
ously defined [13] a Galois connection between the set A of left ideals of the group 
algebra K [S,,, 1, ordered by inclusion, and the set P of subgroups of the full linear 
group, also ordered by inclusion. We characterize the closed elements of A by the 
closure operation arising from this connection. 
1. INTRODUCTION 
Let K be an arbitrary field, and S, be the symmetric group of degree m. 
Let G be a subgroup of S,. The group algebra of G over K will be denoted 
*The work of both authors was supported by Centro de Agebra da Universidade de Lisboa, 
I.N.I.C. 
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by K[G]. The element of K[S,] 
c= 1 c(a)a 
0 E s, 
wiII be identified with the function c from S, into K. 
To each c E K [S,] we associate a generalized matrix function 
d,: M,,,(K) + K 
such that if A = (A i j) E M,(K) (the set of m x m matrices over K), 
dc(A) = C c(u> fIIAio(i)’ 
fJ E S”, 
Let V be an ndimensional vector space (n > m), and @ “V be the mth 
tensor power of V. Denote by T, the linear map from @O “V into @“V 
defined by 
T,( u,@ * * * @u,,)= c c(a)u,-l(,)@ ... @q-l(,), u,,...,u,EV. 
0 E s, 
The problem of finding conditions for equality of decomposable symme- 
trized tensors has recently attracted special attention in the literature [2, 3, 7, 
8, 12, 131. 
Denote by 9’(c) the subgroup of the fuIl linear group Gl( m, K), consist- 
ing of the matrices B satisfying the equalities 
d,(BX) = d,(X), X E M,(K). 
In [3] these groups were called *-groups. 
It is known [13, Theorems 1.1, 1.21 that if xi,. . ., xm are linearly indepen- 
dent vectors and 
x(s) = I 5 Bijxjv i=l >..., m 
j=l 
[B = (Bij)], then 
if and only if B E 9’(c). 
LINEAR GROUPS 167 
If x is a K-character of G and c is the function such that 
c]o = x and c]s,,_c = 0, 
then we use 2, Y(G, x), and d,G instead of c, Y(c), and d c, respectively. 
In [13] a description of 9’(G, x) was given. That description was generalized 
in [4] to 9’(b), where b is a nonnull self-adjoint idempotent of C[S,]. 
If u E S,, then P(a) denotes the m X m matrix over K whose (i, j) entry 
is SiO(j), i, j = l,..., m. 
If A is an m X m matrix, we denote the (i, j) entry of A (i, j = 1,. . . , m) 
by Aij. 
2. MAIN RESULT 
Our main result describes Y(c) for any c z 0. This description follows 
the one we have given in [4], for which the notions of Z(c) and HP) were 
necessary. These notions were introduced there when c(l) # 0. Then Z(c) 
was defined as the set of those (I E S, which satisfy 
c(l)c(ra) = c(r)c(u) 
for every 7 in S,, and HP) (also denoted by H, when no confusion arises) 
was defined as the subgroup of S, generated by the transpositions r that 
satisfy 
c(r) = -c(l). 
It was also noticed there that Z(c) is a subgroup of S, and the function 
X,: Z(c) + K defined by X,(u) = c(u)/c(l), u E Z(c), is a linear character 
of Z(c). In order to obtain the description of Y(c) for an arbitrary c we 
have to replace these two notions with more appropriate ones. 
Let c be an arbitrary nonnull element of K[S,] [c(l) may be zero]. For 
every u, rr E S, we have 
(UC)(T) = c(u-f). 
Choose u E S, such that ~(a-‘) it 0. We have (UC)(~) # 0 and so 
z(uc)= {7ESm: c(u-1)c(u-1a7) = c(u-1m)c(u-17), 71 E sm} 
is a subgroup of S,. It is straightforward to conclude that if v is another 
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permutation of S, such that C(V-‘) # 0, we have 
z(ac) = z(w) 
and A,, = A,,. Then if c # 0, all the groups Z(ac) and all the linear 
characters A,, [~(a-‘) # 0] are equal, and we will denote also by Z(c) this 
common group and by Xc this common linear character of Z(c). In order to 
get a notion which plays the role of HP) in this more general setting, we 
define H$(‘) (or H+ ‘f 1 no confusion arises) as the subgroup of S, generated 
by those transpositions r which satisfy 
C(7rT) = - c(7r) 0) 
for all r belonging to S,,. 
It is easy to see that Hi c Z(c) and that H; is also generated by the 
transpositions r E Z(c) satisfying 
where E(U) is the sign of (T. 
When c is a nonnull selfadjoint idempotent of C[S,], then H, = Hi, as 
we can deduce from Lemma 1 of [4]. 
We are now able to state the main theorem. 
THEOREM 2.1. Let c be an arbitrary rwnnull element of K[S,]. An 
m x m matrix B belongs to 9’(c) if and only if 
B=MP(y) 
with Mi j = 0 whenever i and j belong to different orbits of H& y E Z(c), 
and det M = X,(y). 
3. PROOFS 
LEMMA 3.1. Let c be an element of K[S,]. Then for every u E S, 
Y(c) = Y(uc). 
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AS P( u ) is nonsingular, we conclude using the definition that Y(c) = Y’( UC). 
H 
LEMMA 3.2. Let c be a nonnull element of K [S,]. Then: 
(a) X,1& = E. 
@I If ul,..., a, is a system of left coset representatives of H; relative to 
S t,, and c(u-‘) f 0, then we have 
Proof. If A is an m X m matrix over K, we have 
doc(A) = C 
n E s, 
c(ue1r)iijlAi7r(i) 
= nFs ‘CT> ifIlAim7r(i) 
n, 
= d,(AP(a)). 
d,,(B) = e UC(Uj)d~(BP(Uj)). 
j=l 
Proof. (a): Obvious. 
(b): We have, using the definitions, 
dot(B) = i C "('jr) fi Biojn(i) 
j=l aGH$ i=l 
= i C uc~uj~X~~~~i~~~~P~uj~~~~~i~ 
j=l nEHf 
= i uc(Oj)r~H E(r)ifIl(Bp(uj))ir(i) 
j=l 3 
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The second equality follows from the fact that H$ c Z(c), and the third from 
part (a). n 
LEMMA 3.3. Let c be a nonnull element of K [ S,]. Then 
Y(f& E) c Y(c). 
Proof. Take A in Y( Hi, E), and a system ui,. . . , a, of left coset repre- 
sentatives of H$ relative to S,. Let (I E S, such that c( a-‘) # 0. By Lemma 
3.2 we will have, for X arbitrary in M,(K), 
do,W ) = 2 uc(uj)dflf(AXP(uj) 
j=l 
= d,,(X). 
So A belongs to 9’( UC), and the result follows by Lemma 3.1. n 
LEMMA 3.4. Let c be a nonnull element of K [S,]. Assume Hi has orbits 
{l,..., ni} ,..., {n,+ **. +n,_,+l,..., n,+ ... +ni},..+, 
{ n,+ .** +n,_,+l,...,n,+ ... +n,} 
(the ni’s are positive integers satisfying n1 + . . . + n, = m). Let L be a 
nonsingular lower triangular m x m matrix. Suppose that for every u in S,, 
d ,,( LX) does not depend on X whenever X is an upper triangular matrix 
with nyzn,lXii = 1. Then if i and j belong to different orbits of Hi, we have 
Lij = 0. 
Proof. If i and j belong to different orbits of Hi, the transposition (ij) 
does not belong to Hi and so there exists a permutation 7~ in S, such that 
c( r(ij)) # - c( VT), i.e., such that c( r( ij)) + c(n) # 0. 
LINEAR GROUPS 171 
For each x E K, i, and j E {l,.. . , m}, denote by E’+*(j) the matrix 
obtained from the identity matrix by adding x times column j to column i. 
Consider u E S, such that 
c(a-‘)+c(a-‘(n,,n,+1))20 
and the matrices 
X = E(“L+~)+X(“I) x E K. 
Doing some easy computation, we get 
As, by hypothesis, d.JLX) does not depend on x and all Lii Z 0, we 
conclude that L,, + 1, “, = 0. 
Next using X = E(n1+2)+*(” )* and usuchthat c(u-‘)+c(u~‘(n,,n,+2)) 
f 0, we prove that Ln,+Z,n, = 0. Then with X = E(“I+~)+~(“~) and u such 
that ~(a-‘)+ c(u-‘(n,, n, +3)) # 0 we prove that Ln,+3,n, = 0, etc. n 
LEMMA 3.5. Let the assumptions concerning c and H+ be the same as in 
Lemma 3.4. Let R be a nonsingular upper triangular m x m matrix. Suppose 
that for every u in S,, d,,(RX) d oes not depend on X whenever X is a lower 
triangular matrix with ny=lXii = 1. Then if i and j belong to different orbits 
ofH$, we have Rij=O. 
Proof. The proof is similar to that of the preceding lemma. n 
LEMMA 3.6. Let the assumptions concerning c and Hi be the same as in 
Lemma 3.4. Then a matrix B is in 9’(c) if and only if 
B = MP( y ) 
with Mij = 0 whenever i and j belong to diffaent orbits of Hi, y E Z(c), 
and det M = X,(y). 
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Proof. Let B E 9’(c). As is well known, there is a permutation r in S,, 
such that 
BP( 7) = LR, 
where L is lower triangular with principal elements equal to 1 and R is 
upper triangular. Since B E 5“(c), then by Lemma 3.1, for each 7~ E S, 
L(w = L(X), x E M,(K). 
Since B = LRP(r-‘) we have for any +rr in S,, 
&,(LRP(+)X) =4,,(X), x E M,(K). 
Taking Z = RP(7 -‘)X, we obtain for each r E S,, 
d,,(LZ) = ~,,(P(T)R-~Z). (3) 
Since RP( r - ‘) is nonsingular, Z is arbitrary. Assume that Z is upper 
triangular with l-l?= iZii = 1. Then 
d,,( LZ) = d,,,( P( T)R-‘Z) 
=d,(P(7)R-‘ZP(m)) 
since R- ‘Z is upper triangular. 
Thus, for each r E S,, d,,( LZ) does not depend on Z, whenever Z is 
upper triangular with Jl~=rZii = 1. Lemma 3.4 now yields Lij = 0 whenever 
i and j belong to different orbits of H+. So, using Lemmas 2.2 and 2.3 of 
[13], we conclude that L E Y(H& E) and so by Lemma 3.3, L E 9’(c). 
Take Z = R W in (3) with W lower triangular and lly&Wii = 1. We 
obtain 
Lww = ~,CPbP)~ 
Since L E Y(c) = Y(m), it follows that 
d,,(RW) = &,(LRW) = d,,(P(~)w) = c(v++). 
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Therefore, for each +rr E S,, d,,( RW) does not depend on W, whenever 
W is lower triangular with n~=iWii = 1. By Lemma 3.5, Rij = 0 whenever i 
and j belong to different orbits of Hi. Let 
D=diag(R,,,..., R,,). 
Using Lemma 2.2 of [13], RD-'E Y'(H$,&). Thus M,= LRD-'E 
~'(H+,E)c Y'(c). Take M= LR. Then 
B=MP(T-'). 
By the earlier considerations, Mij = 0 whenever i and j belong to different 
orbits of Hi. 
Since B and M, belong to Y(c), it follows that DP( 7-l) E 9’(c). 
Recalling the definition of 9’(c), we get for every T E S,,, 
Then, for each 7~ E S,, 
C(T) = c(rr)det D, (4) 
since d,(DP(T- ')P(~+))=~,(DP(T- '71-l)) = c(rr)det D. If u is a per- 
mutation such that c(u) # 0, then, taking 71 equal to u and to UT in (4) and 
combining the resulting equalities, we obtain 
C(U)C(U?rT) =C(U7r)C(UT), 77 E s,, > 
and then r E Z(c) in the notation of Section 2, and so r- ’ E Z(c). Taking in 
(4) 7r=uTF1 and bearing in mind that M = M,D and M, E Y( H$, E), we 
conclude that 
det M= det D = 
c(u7-1) 
40) 
=x,(7+), 
again in the notation of Section 2. Thus B has the required form. 
Conversely, suppose B = MI'(y), with M and y as above. Take D 
diagonal with det D = det M. Then by Lemma 2.2 of [13], MD-' E Y( Hi, E) 
c Y(c). 
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Let X be arbitrary in M,,,(K). We have 
= C c(T) fi DiiXym’(i)n(i) 
n E S”, 
i=l 
= Js c(m)detD fIXirv(i) 
i=l 
.” 
= TFs c(T>Xc(Y) I? ‘iny(i). 
i=l 
m 
If we use the definition of A,, we get from the above equality 
dc(DP(Y)X) = C c(rY) ifilxi7ry(i) 
77 E S”, 
= d,(X). 
Since B = (MD- ‘)( DP( y)) with MD-’ and DP(y) in Y’(c) we have 
B E L“(c). w 
We now have alI the material needed to prove Theorem 2.1. Using the 
previous lemma and arguing as in Theorem 2.4 of [13], we conclude the 
theorem. 
4. THE VALUE OF det B 
M. Marcus proved in [7] that if x is a character of a subgroup H of S,, 
and B E 9’( H, x), then there exists a positive integer p such that 
(det B)P = 1. 
Theorem 2.1 enables us to generalize this result. In fact, we have as a 
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consequence of Theorem 2.1 the following result: 
THEOREM 4.1. Let c E K[S,] and assume c # 0. lf B E 9’(c), then 
there exists a positive integer p such that 
Proof. Let B = MP(y) as in Theorem 2.1. Then we have 
det B = XC(y)&(y). 
Take p equal to the order of y, and the result follows from the above 
equality. n 
We still assume 0 # c E K [S,]. Let J&‘(C) be the subset of Z(c) defined 
in the following way: 
d(c)= {TEZ(C):X,(T)=E(T)}. 
It is easy to see that d(c) is a normal subgroup of Z(c), and using the 
same arguments as we have used in [ 131, we get the normality of Y( &( c), E) 
in Y(c). Moreover, still using the arguments used in [13], we can show that 
the mapping 
h: Y(c)/.~‘(.=~(c), E)+Z(C)/.Q+), 
s(J449 GWY) + .&C)Y 
is a group isomorphism. Using once more the arguments in [13], we obtain: 
THEOREM 4.2. Let B E Y(c). Then det B = 1 if and only if B E 
9(&(c), E). 
COROLLARY 1. Let B = MP(y) E 9’(c), and let p(B) be the least posi- 
tive integer such that 
(det B)p(B) = 1. 
Then p(B) is the order of the element &(c)y of the group Z(c)/&(c). 
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COROLLARY 2. The range of p( B) as B runs over 9’(c) is the set of the 
orders of the elements of Z(C)/A?(C). 
COROLLARY 3. The range of p(B) is (1) if and only if d(c) = Z(c). 
THEOREM 4.3. The group Y(c) consists only of generalized permutation 
matrices if and only if H+ = {l}. 
5. GALOIS CONNECTIONS 
Let P and Q be partially ordered sets. Let x --, x * be a map from Q into 
P, and y --, yt a map from P into Q. 
If y + y + and x + r * define a Galois connection between Q and P, 
then x*(x*)’ and y+(y+)* are closure operations on Q and P respec- 
tively (see [l, p. 551). 
Let B be a matrix in Gl(m, K) (the group of m x m nonsingular matrices 
over K). We define D(B) as the subset of K[S,] consisting of the elements c 
satisfying 
d,(BX) = d,(X), 
for all m-square matrices X over K, i.e., 
D(B)= {cEK[S,]:BG”(C)}. 
It can be seen that D(B) is a left ideal of K[S,]. 
In [ 131, a Galois connection is defined between the set I of the subgroups 
of Gl(m, K) ordered by inclusion, and the set A of left ideals of K [S,] also 
ordered by inclusion, with the maps 
and 
G+G*= (-) D(B). 
BEG 
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Then, the maps * 0 + and + 0 * are closure operations on A and r respec- 
tively. Furthermore, it was proved in [13] that the closed elements of F are 
the subgroups Y’(c), c E K[S,]. 
If X is a K-linear character of G and the characteristic of K does not 
divide m!, we denote by t(G, A) the element of K[S,] 
t(G,h)=i c A(+. 
OEG 
In [4], the closed elements of A when K is the complex field were 
characterized by the following result. 
THEOREM 5.1. Let K = C. The set of the nonzero closed elements of A 
consists of the ideals of the form 
c[S,]t(G A)> 
where G is a subgroup of S, and X is a linear character of G. 
Theorem 2.1 will enable us to generalize this result to a field whose 
characteristic does not divide m!. 
THEOREM 5.2. Let K be a field whose characteristic does not divide m!. 
The set of the rwnzero closed elements of A consists of the ideals of the form 
K[%,]t(G, A)> 
where G is a subgroup of S, and X is a linear character of G. 
Proof. We begin with several lemmas. 
LEMMA 5.1. Let c be a nonnull element of K[S,]. Then 
Y(c) = 5qz(c), A,>. 
Proof. This result is a straightforward consequence of Theorem 2.1. n 
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LEMMA 5.2. If H and G are subgroups of S,, and x and X are K-linear 
characters of H and G respectively, then 
Y(H, x) = Y(G, A) 
ifandonlyifH=Gand x=A. 
This lemma was proved in [4] for the complex field, but it can be easily 
seen that it remains valid for any field. n 
LEMMA 5.3. Let K be a field whose characteristic does not divide m!. lf 
A is a K-linear character of G, then the left ideal 
l=K[S,]t(G,X) 
is a closed element of A. 
The proof of this lemma as well as the proof of Theorem 5.2 are similar to 
those of Lemma 6 and Theorem 1 of [4] respectively. W 
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