2 ) m − 1/2 on the unit ball, a closed formula of the reproducing kernel is modified to include the case −1/2 < m < 0. The new formula is used to study the orthogonal projection of the weighted L 2 space onto the space of polynomials of degree at most n, and it is proved that the uniform norm of the projection operator has the growth rate of n (d − 1)/2 for m < 0, which is the smallest possible growth rate among all projections, while the rate for m \ 0 is n
Recently, a closed formula of the reproducing kernel was discovered in [7, 9] This closed formula has been used in [9] to study the Cesàro summability of orthogonal expansions with respect to W m and in [10] for constructing cubature formulae. Because the integral has the weight function
, the formula does not hold for m < 0.
In [1] , another expression of K n (W m ; x, y) was found in the form of
The constant in front of the sum is different from that in [1] since we use the normalized weight function). The case m=1/2 was discovered earlier in [4] . We shall prove in the following section that (1.4) follows from (1.2) for m \ 0 by a very simple argument. Evidently, the single integral is easier to work with than the sum in (1.4). In [1] it was observed, based on the formula (1.4), that
for all m > −1/2 (throughout this paper, the notation A ' B means that there are two constants c 1 and c 2 such that c 1 [ A/B [ c 2 ); and it was pointed out that the use of (1.4) for estimating the Lebesgue function for ||x|| < 1 is hardly possible. On the other hand, the formula (1.2) can be used to prove the following result.
2 . In fact, the proof of this theorem follows exactly as in [9] in which the Cesàro summability is studied. Moreover, the proof shows that the maxi-
We shall derive an integral formula for the case of m < 0 through integration by parts and analytic continuation. The new formula is then used to prove the following result.
This result is interesting in light of the general result in [5] , which states that every projection L of the space of continuous functions onto 
where P k (W m ) is the reproducing kernel of the subspace of orthogonal polynomials of degree k. For m \ 0, we have ( [7, 9] )
is the Gegenbauer polynomial orthogonal with respect to the weight function
, the constant is different since we use the normalized weight function). The formula (1.2) follows from (2.2) and the second equality of (2.3). Moreover, using the first equation of (2.3), it follows from (2.2) that
; 1, Ox, yP
It is this formula that has been used for studying the summability of the orthogonal expansions with respect to W m .
We derive an integral formula of K n (W m ; x, y) for m < 0. For this purpose, let
.
Therefore, for m > 0, using integration by parts and the fact that c m /m=
Since the Gamma function C(z) is analytic if Rz > 0, the right hand side of this formula makes sense for − 1/2 < m < 0 as well. Analytic continuation shows that the above formula holds for m > −1/2. Hence, using the formula
REPRODUCING KERNELS AND LEBESGUE CONSTANTS
In particular, using (2.1) and (2.3), we get the desired formula of the reproducing kernel, which we summarize as a theorem.
Complicated as it is, the formula will help us to estimate the Lebesgue constant in the following section.
Next we show that (1.4) follows from (1.2) for m \ 0. The proof uses the following lemma.
Lemma 2.2. Let g be a polynomial of degree n in one variable and let m > 0. Then
Proof. The stated formula follows from the Taylor expansion of g(u+vt) at the point t=0 and the beta integral. L
Proof of (1.4). Let b=m+(d − 2)/2. Using Lemma 2.2 with g(t)= P
Using the formula (see [6, (4 
we end up with (1.4) for m > 0. The formula also holds under the limit (1.3) for m=0. L Let us point out that an analogue formula derived in [1] for the Hermite weight function W(x)=p
Then the following formula is proved in [1] .
where L a n denotes the Laguerre polynomial of index a defined by A family of orthogonal polynomials with respect to W(x) is given by the product Hermite polynomials
The reproducing kernel P n (x, y) of the orthogonal polynomials of degree n is given by
where 
REPRODUCING KERNELS AND LEBESGUE CONSTANTS which implies, upon multiplying by (1 − z)
Using (2.5) and the Taylor expansion, we obtain that the right hand side of the above equation is given by
where we have used the fact that 
A comparison with to the left hand side of (2.6) gives the desired formula (2.4).
NORM OF THE PROJECTION OPERATOR
For m \ 0, the estimate of the Lebesgue constant reduces to a problem of one variable. Indeed, we have
The proof of this theorem follows exactly the proof of Theorem 5.3 (the inequality) and the proof of Theorem 5.2 (the equal sign) of [9] by taking d=0 there. There is an easier and much more general proof in the framework of weight functions invariant under a reflection group, which essentially comes down to an integration formula ( [8] ) for the intertwining operator in Dunkl's theory of h-harmonics; see [2] . Theorem 1.1 follows from the above theorem upon using (2.3) and the estimate of the integral of |P (a, b) n | in [6, (7.34.1), p. 173]. For the case of m < 0, however, the above theorem no longer holds. In fact, we have 
. We will also use the following formula that holds for f: R W R, . The proof of Theorem 1.2 is divided into three parts, corresponding to the three terms in the formula of K n (W m ) in Theorem 2.1. In the rest of the paper we use c to denote a generic constant, which depends only on d and m and whose value may be different from line to line.
Proof. Using the formula (3.1) and the polar coordinates,
Changing variable rs=t in the inner integral and then the order of integration, we get
where the second equation follows from the beta integral. Hence, using (2.3) and C(n+2l+1)/C(n+l+1/2) ' n l+1/2 as well as Lemma 3.2, we conclude that 
The other term with Ox, yP −`1 − ||x|| 2`1 − ||y|| 2 s is similar. First we derive an upper bound of A n (x, y).
For the integral over [0, 1 − n
], we use the formula
and integrate by parts once to get
Using Lemma 3.2 and replacing s in the denominator by 1, which makes the rational expression larger, we conclude that the third term in A n, 1 is bounded by
, REPRODUCING KERNELS AND LEBESGUE CONSTANTS since m < 0. The lemma also shows that the first term is bounded by the same upper bound. Hence, we conclude that
2 |A n, 1 (x, y)| is bounded by the first two terms of the stated estimate of |A n (x, y)|.
Next, we use Lemma 3.2 and the fact that m < 0 to get that :
Multiplying the estimate by O(1) n
gives the third term in the stated estimate of |A n (x, y)|. The proof is complete. L 
Proof. The estimate of A n (x, y) in the previous lemma shows that J 2 (x) is bounded by three terms. The first term is the integral of n times D(x) and it suffices to prove the inequality
First we use (3.1) to get
For the first part, ||x|| \ r/4; the fact that 1 − r ||x|| s −`1 − r
Changing variables r=cos h and ||x||=cos f and enlarging the integral domain, we obtain
2 − m > 0 for m < 0 and 2m+1 > 0. In the case d=3, we have This completes the estimate of E(x) and the proposition. L
