Diffusion MRI (dMRI) provides rich information on the white matter of the human brain, enabling insight into neurological disease, normal aging, and neuroplasticity. We present BundleMAP, an approach to extracting features from dMRI data that can be used for supervised classification, regression, and hypothesis testing. Our features are based on aggregating measurements along nerve fiber bundles, enabling visualization and anatomical interpretation. The main idea behind BundleMAP is to use the ISOMAP manifold learning technique to jointly parametrize nerve fiber bundles. We combine this idea with mechanisms for outlier removal and feature selection to obtain a practical machine learning pipeline. We demonstrate that it increases accuracy of disease detection and estimation of disease activity, and that it improves the power of statistical tests.
Introduction
Even though nerve fibers are much too small to be observed with Magnetic Resonance Imaging (MRI) directly, their coherent organization hinders and restricts the natural Brownian heat motion of water in a characteristic manner. This can be probed at a macroscopic level by diffusion MRI (dMRI), making it a unique mechanism for studying white matter organization of the human brain in vivo [1] . However, dMRI sequences involve a large number of whole-brain images, taken with different measurement parameters, and biologically relevant quantities can only be derived by analyzing the relationship between those images.
This makes it challenging to leverage the rich information that diffusion MRI provides on white matter disease for the detection of disease or assessment of disease severity using supervised machine learning [2] [3] [4] [5] . In particular, it is desirable to derive features that are not only effective, but that should also be interpretable, indicating which anatomical structures are particularly relevant, and how they might be affected by a given disease.
We present a practical system that provides mechanisms for supervised classification, regression, and hypothesis testing of dMRI data based on features that we derive from diffusion parameters and anatomical structures whose interpretation is familiar to neurologists. The name of our method, BundleMAP, reflects the fact that it combines manifold learning using the ISOMAP method [6] with registration and clustering to achieve a joint parametrization of the fiber bundles in a group of subjects. Significantly extending a previous conference paper [7] , we combine this idea with methods for outlier removal and feature selection, and demonstrate that this allows us to detect disease, predict disease activity, and visualize diffusion parameters along major nerve fiber bundles, highlighting specific segments on fiber bundles that differ most between the populations.
The structure of our paper is as follows: After reviewing related work in Section 2, we present the individual steps of our BundleMAP approach in Section 3. In particular, Section 3.3 describes the core idea of using manifold learning for joint parametrization, and Section 3.5 describes a stable method to decide on the number of sections per bundle, and a method for imputing missing features.
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr Section 4 contains results and evaluations. In Section 4.2, we demonstrate that, compared to an earlier work [8] , BundleMAP shows superior accuracy in detecting Systemic Lupus Erythematosus, a neuroinflammatory disease that can affect cerebral white matter. In Sections 4.3 and 4.4, we report results of using our system for regression and localized hypothesis testing. In Section 4.6, we find that the fiber bundles that our method highlights as important for disease detection are in excellent agreement with previous findings from the literature [8, 9] . In Section 4.7, we discuss advantages of using manifold learning for bundle parametrization over a previously proposed alternative, and perform a direct comparison [10] . Finally, Section 5 concludes the paper.
Related work
Localized comparison of white matter structures requires their joint parametrization, i.e., anatomical correspondences between fiber bundles of different subjects. Previous methods for this require manual specification of start and end points [11, 12] or manual alignment of a cutting plane [10] , whereas BundleMAP works fully automatically. Some more automated methods fit deformable models [13] or match fibers to a tractography atlas [14] which, unlike our tool, makes prior assumptions on the bundle shape.
Among the existing alternatives, tract-based morphometry (TBM) [15] is the approach most similar to ours. However, it has not been used for supervised machine learning. Moreover, we take a novel perspective on the problem, leading to computational techniques that are completely different from those used in TBM. The exact relationship between BundleMAP and TBM is discussed in more detail in Section 3.3.
Method: our proposed bundlemap pipeline
The overall pipeline of our BundleMAP method consists of four steps, which are illustrated in Fig. 1 . First, the major nerve fiber bundles are automatically extracted. Since this is not fully reliable, a combination of outlier removal techniques is applied at the second stage. In the third and most important step, manifold learning is used to establish a joint parametrization of the remaining fibers by mapping them to the latent fiber bundle core. Finally, this parametrization is used to map some common diffusion parameters as a function of position along the bundles. Adaptive binning, in which feature selection determines the most suitable number of bins, creates our final feature vectors.
Tracking the fiber bundles
Different diffusion models are available to reconstruct nerve fiber bundles from dMRI data. Among them, Diffusion Tensor Imaging is the most widely used, and is employed in our study [16] . More elaborate methods, such as constrained spherical deconvolution [17] or multi-tensor models [18] , significantly increase accuracy especially in fiber crossings, and could easily replace Diffusion Tensor Imaging in our pipeline. Unfortunately, they cannot be used with our current data due to its limited angular resolution.
Even though rules exist on how to place seed points for tracking the major fiber bundles [19] , we want to avoid having to follow them manually for each individual subject. Therefore, we define seed regions in a template that represents the average of a large number of healthy normal brains. Since this template is aligned with a widely used brain atlas created at the Montreal Neurological Institute, its coordinates define the so-called MNI space.
For each subject, tractography is performed in its individual coordinate system, which allows us to sidestep the difficult problem of correctly adjusting local fiber directions while spatially transforming dMRI data [20] . Seed points are automatically transferred from the template using a nonlinear transformation obtained from an established algorithm for volumetric registration of Fractional Anisotropy [21] . The resulting fibers are warped back into MNI space using the inverse of that transformation.
Eliminating erroneous fibers
There are two main sources of error that can lead to the inclusion of erroneous fibers during tracking. The first is automatic placement of seed points using image registration, which is known to suffer from inaccuracies [22] . The second are imperfections in the tractography itself, which are known to occur where tracts run closely together or where, at the imaging resolution, two or more fiber bundles cross [23] .
We follow two strategies to remove erroneous fibers. First, anatomical knowledge imposes natural constraints on many bundles, and we filter out fibers that violate them. For example, bundles that are known to connect ipsilateral regions should not cross the mid-sagittal plane. Second, in the set of remaining fibers from all subjects, it is often quite obvious which of them are erroneous, since they follow trajectories that differ substantially from the majority of all reconstructed fibers. We use a one-class support vector machine (SVM) with a radial basis function kernel [24] to separate out those atypical fibers.
A one-class SVM treats its input data as samples from a probability distribution, and estimates the support of that distribution. In other words, it identifies a region in the input space that should Fig. 1 . The four main steps of the BundleMAP pipeline are fiber tractography, outlier removal, joint parametrization of a group of subjects, and derivation of spatially localized features that can be used for supervised learning, hypothesis testing, and visualization.
be as small as possible while containing most, but not necessarily all of the samples. Samples outside this core region can be treated as outliers. The most important parameter in one-class SVM is ν ∈ ( ] 0, 1 , which sets an upper bound on the fraction of samples that will be discarded.
To apply this technique to the identification of atypical fibers, we represent each streamline as a nine-dimensional vector, based on the mean and covariance of its vertices [25] . Values around ν = 0.1 worked well for most of the bundles. In order to ensure that results agree with anatomical knowledge, we allow a human analyst to adjust the exact setting of ν based on visual inspection (cf. Fig. 2 ).
Joint parametrization as a manifold learning problem
A key task within our method is to establish a joint parametrization of fiber bundles from different subjects. Finding such correspondences is a common problem in dMRI analysis. Some existing solutions are discussed in Section 2, but each of them has certain drawbacks.
BundleMAP is based on taking a novel perspective on this problem: We view the fiber bundles that have been reconstructed from individual subjects as manifestations of an abstract, idealized fiber bundle core, a latent low-dimensional manifold that is common to all subjects. Most bundles are tubular, and we consider their corresponding fiber bundle core to be a one-dimensional manifold, with the two brain regions connected by the bundle at the far ends.
Our implementation of this idea makes use of ISOMAP [6] , a classic nonlinear manifold learning algorithm. We first achieve a rough alignment of the fibers from different subjects by warping them to standard MNI space, as it was described in Section 3.1. We then build a k nearest neighbor graph (k ¼12) on all streamline vertices. The weights of edges that connect points on the same streamline are set to the arc-length distance between them. For edges that connect vertices v 1,2 on different streamlines, we average the projected distances onto the respective tangents t 1,2 , to eliminate the component orthogonal to the underlying manifold:
Performing multidimensional scaling on the distance matrix that results from computing all-pairs shortest path distances on this graph [6] assigns scalars to streamline vertices so that differences between them approximate geodesic distances on the underlying manifold.
However, the results are unique only up to adding constant values and multiplication by À 1. To achieve uniqueness and to facilitate interpretation in brains of different sizes, we obtain our final BundleMAP coordinates by normalizing the output of ISO-MAP to range [ ] 0, 1 , so that it specifies a relative position along the bundle. We fix the origin to be on the left for fiber bundles with a primary left-to-right orientation (such as sections of the corpus callosum), at the back for those that run back-to-front (such as the inferior fronto-occipital fasciculus (IFO)), and at the bottom for those that run bottom-to-top (the cortico-spinal tract (CST)).
We require a joint parametrization for all subjects, whose | | fibers are represented using | | vertices overall. Unfortunately, the need to build an (| | ) 2 distance matrix makes it prohibitive to simply apply ISOMAP to the union of all fibers. Therefore, we use clustering and interpolation: First, based on ℓ 2 distances between the same feature vectors as in Section 3.2, k means [26] selects a set of representative fibers on which ISOMAP is applied. Note that clustering operates on the streamlines, which are much fewer than the number of all vertices, | | << | |. For each vertex that was not part of the ISOMAP computation, we assign the weighted average of the values at the k ¼4 vertices that lie on representative bundles and are closest in MNI space, with inverse distance weights. Vertices are removed as outliers if their distance to the k-th nearest representative exceeds a threshold ( θ = 3 mm). An example that shows the resulting correspondences between five subjects is shown in Fig. 3 .
It is well-known that using image registration alone to match different subjects can lead to imperfect correspondences [22] . Visual inspection of the results, and the fact that feature vectors based on BundleMAP achieve higher classification accuracy than two state-of-the-art alternatives (cf. Section 4), suggests that combining registration with manifold learning yields automated correspondences with good accuracy.
Our strategy can be described as mapping each point in each individual subject to the corresponding point on an abstract fiber bundle core. This is in contrast to most previous techniques, which work by mapping the individual curves to each other. In particular, tract-based morphometry (TBM) [15] selects a prototype fiber from the input data, and matches other fibers to it. A connection to BundleMAP can be made by interpreting the TBM prototype fiber as an explicit representation of our fiber bundle core. However, in contrast to TBM, BundleMAP treats all input fibers equally, and Fully automated reconstruction of the anterior thalamic radiation erroneously includes some streamlines that actually belong to other bundles (a). Our approach uses a one-class SVM to remove them (b). We visually verify the choice of its parameter ν, since overly large values will remove legitimate parts of the bundle (c).
does not introduce a dependence on one particular representative, whose most suitable choice might not always be obvious.
Visualizing diffusion parameters as a function of bundlemap coordinate
Quantitative analysis of diffusion MRI is based on parameters such as Fractional Anisotropy (FA), the values of which are often affected by neurodegenerative or neuroinflammatory diseases. Combining our BundleMAP coordinates with Gaussian Process Regression [27] can be used to visualize how FA changes along major nerve fiber bundles, such as the left IFO (Fig. 4 (a) ) and the genu of the corpus callosum (b). Since FA depends not only on fiber integrity, but also on factors such as neuronal density, orientation dispersion [28] , and the crossing of different bundles on the voxel resolution, a dependence on position along the bundle can be seen even in a healthy population.
We performed Gaussian Process Regression (GPR) with a constant linear regressor and the squared exponential covariance function
To create the input of GPR, we subdivided the BundleMAP range [ ] 0, 1 into ten uniform bins. In each bin, means and variances of FA were computed in two groups, healthy controls (blue), and patients suffering from systemic lupus erythematosus with neuropsychiatric symptoms (NPSLE, red). We only use GPR for visualizations such as Fig. 4 ; the derivation of features for prediction will be described next. Fig. 4 illustrates that disease often does not affect all parts of a given nerve fiber bundle equally. Accounting for this helps us derive feature vectors that should be as effective as possible for the detection of disease, while maintaining anatomical interpretability.
Deriving feature vectors by data-adaptive binning
Our feature vectors are based on the four widely used diffusion parameters Fractional Anisotropy (FA), mean, axial and radial diffusivity, as well as the number of samples in the reconstructed bundle, which accounts for the fact that disease can make it more difficult to fully sample certain bundles. A simple way to derive a feature vector from a set of n fiber bundles would be to average those five parameters along each of the bundles, leading to a feature vector of size × n 5
. BundleMAP allows us to derive stronger features from smaller segments that are more specifically affected by the disease.
We uniformly subdivide the BundleMAP parameter range [ ] 0, 1 into b bins, and average data from streamline vertices whose coordinates fall into the same bin. If a fiber bundle could be reconstructed only partially in a subject, its BundleMAP coordinates may span only a subset of the full [ ] 0, 1 interval. When creating Fig. 4 , we simply excluded subjects without data from the computation of mean and variance in the respective bin.
When using classification and regression techniques that do not support incomplete data, we use the following scheme to fill in missing entries in the feature vectors: For each parameter and bundle, and for each subject i, we compute the average μ i over all Fig. 3 . A joint parametrization of the left corticospinal tract, shown from the left, has been created using our method, and is color coded on five example subjects. The success of our method can be seen from the fact that same colors indicate corresponding anatomical locations. available points in that bundle. If data is missing in some bin, we impute it from all subjects where it is available. In particular, we take the average of their values in the same bin, and correct it for the global difference in the current subject i by adding μ μ −ī , where the grand mean μ is taken over the μ j of all subjects from which data was taken. It is important to consider all subjects for imputation, since using only those with the same label could lead to overly optimistic estimates of accuracy, as will be discussed in Section 4.6. Features are strongest if bins are small enough so that some of them are dominated by the disease, but large enough to decrease the variance in the resulting features, and to introduce some tolerance against imperfect correspondences. A good tradeoff is difficult to guess, and can be expected to depend on the particular bundle and disease. Therefore, we follow a data-adaptive strategy in which we precompute features that correspond to different bin sizes, and use feature selection to decide on the number of bins b that is optimal for each task and bundle. In our experiments, we allowed the algorithm to select between = { … } b 1, 2, , 8 . We also tried setting the maximum to seven or nine, and found that it had little effect on accuracy.
From the large choice of techniques for feature selection [29] , we opt for two methods that are simple and fast to compute: Fisher's criterion for classification, and Pearson correlation for regression. Given a classification task, for each bundle, we select b so that the resulting features maximize the Fisher score This multivariate version of the Fisher score differs from the approach we took in our conference paper [7] , which computed Fisher scores independently for each coefficient of x, and took the maximum of the results. We found this new definition to be more robust to the fact that, as the number of bins increases, noise and outliers increase the probability of obtaining a spurious large Fisher score in at least one of them. This is analogous to the wellknown problem of performing multiple comparisons in statistical hypothesis testing.
We rate features for regression according to the absolute value of their Pearson correlation with the target variable. This is performed independently for each coefficient of x. To address the problem of multiple comparisons, we consider the mean rather than the maximum of the results. In the final feature vector, we include all features that correspond to the selected number of bins.
It has been demonstrated that, when cross-validation is used, performing feature selection as a pre-process can lead to a drastic overestimation of accuracy [5] . To avoid this, we select the number of bins as part of the cross-validation loop. We found that this choice was made in a stable manner, as shown in Section 4.5.
Results

Experimental setup
We applied BundleMAP to the dMRI data of 56 subjects, each acquired with 15 gradient directions at = b 800 s/mm 2 and one unweighted measurement at b¼0. Out of the 56 subjects, 38 were patients with systemic lupus erythematosus (SLE), 19 with neuropsychiatric symptoms (NPSLE), 19 without (non-NPSLE). There were no significant differences between the groups in terms of age, gender, or ethnicity. All diagnoses were made by an experienced rheumatologist according to criteria established by the American College of Rheumatology [30, 31] . Details on the cohort, clinical parameters, and criteria for inclusion can be found in [8] .
We reconstructed 17 different fiber bundles, including inferior fronto-occipital fasciculus (IFO l/r), inferior longitudinal fasciculus (ILF l/r), superior longitudinal fasciculus (SLF l/r), cingulum bundle (CING l/r), fornix (FOR l/r), anterior thalamic radiation (ATR l/r), and corticospinal tract (CST l/r). Since our method provides a one-dimensional parametrization, we deal with the corpus callosum, an important bundle that connects the two brain hemispheres and is distinctly two-dimensional, by breaking it down into splenium, body, and genu (SPLE / BODY / GENU), which are then approximated as being one-dimensional.
Our selection includes bundles from different parts of the brain. If prior knowledge exists on what regions are most affected by a given disease, it can make sense to apply BundleMAP to a smaller set of bundles. Even though several of our bundles are curved or fan out, they were adequately parametrized by our method.
Our current implementation is not optimized for speed. Total processing time on a recent workstation (3.3 GHz, 32 GB of RAM) was less than a day. The cross-validation loop that estimated classification or regression accuracy only took around one minute, while whole-brain tractography, outlier removal, and parametrization each took several hours.
Benefit for classification
The initial task was to reliably distinguish patients suffering from NPSLE or non-NPSLE from age-matched healthy controls (HC). This amounts to a supervised classification task, for which we used a linear support vector machine [32] .
Since the different parameters have vastly different scales, all features were normalized through a z transformation. Adjusting for the fact that subjects had a considerable age range (18 À 67) is a legitimate way to increase classification accuracy [8] . Since the effect of age on diffusion is known to differ between bundles [33] , age correction was done separately for each bundle. In each case, we performed a linear regression with subject age as the independent variable and the respective diffusion parameter, z normalized and averaged over the full bundle, as the dependent variable. All features from the same bundle and diffusion parameter were age corrected by subtracting the prediction from the respective linear fit.
Based on the normalized and age-corrected features, our method automatically selected the most suitable number of bins, as described in Section 3.5. Classification accuracy was estimated using leave-one-out cross-validation, with feature selection happening on the training data within the cross-validation loop. Classification accuracy was 73% for HC vs. non-NPSLE, and 76% for HC vs. NPSLE. Classification based on averaging all parameters over the full bundles resulted in an accuracy of only 54% (HC vs. non-NPSLE) and 70% (HC vs. NPSLE). This indicates that the anatomical localization enabled by BundleMAP indeed improved accuracy.
The results also improve over our previous work, in which we had applied support vector machines with feature vectors derived from the widely used Tract-Based Spatial Statistics (TBSS) skeleton [22] , and achieved an accuracy of 70% for both tasks on the same data [8] . In agreement with this previous work, we are still not able to reliably distinguish non-NPSLE from NPSLE patients based on the dMRI data alone (50% accuracy).
In our previous work [8] , feature scaling was required for a useful classification based on the 122,477 TBSS skeleton voxels, many of which are irrelevant to the classification task. We also applied several feature reduction techniques [5, 34] to our BundleMAP features, including the same feature scaling as in [8] , removing bundles that correlated only weakly with the target variable in the training data, or recursive feature elimination [35] . However, this did not lead to a significant and reliable improvement of classification rates, suggesting that the ≈200 features from BundleMAP provide, without additional post-processing, a sensible middle ground between the two extremes of "one feature per voxel" and "one feature per bundle".
We note that our conference paper reported an even higher accuracy of 84% for the HC vs. non-NPSLE task [7] . This reflects a programming error that had accidentally caused the use of data that came only from samples in the same class when filling in missing entries in the feature vectors, inflating the estimate of accuracy (cf. Section 3.5).
Benefit for regression
In a second task, we considered only the SLE patients, and attempted to predict the activity of their disease, as quantified by the Systemic Lupus Erythematosus Disease Activity Index (SLEDAI) [36] , from the dMRI data. Features were normalized and age corrected as for classification. Regression was performed based on the k ¼5 nearest neighbors, averaged with uniform weights.
SLEDAI values in our sample ranged between 0 (indicating no recent disease activity) and 24. When using the BundleMAP features to predict these scores in a leave-one-out manner, mean and standard deviation of the absolute prediction error was ± 4.78 3.61. Similar to the classification tasks, BundleMAP improved accuracy compared to using features from averages along the whole bundles ( ± 5.13 3.83). Our overall ability to predict SLEDAI scores from the data is limited by the fact that the index not only counts neurological symptoms, but also many symptoms like rash or hematuria, which are not directly related to the brain and are unlikely to be reflected in the dMRI data. Despite this, both ways of using the dMRI data gave more accurate results than a baseline regression that simply predicted the mean SLEDAI score from the training samples, without making any use of the features ( ± 5.43 3.49).
Benefit for statistical hypothesis testing
In clinical studies, dMRI is most commonly acquired to look for statistically significant differences between populations [5] . We will now demonstrate that BundleMAP also allows us to perform statistical hypothesis testing in an anatomically localized manner. This increases statistical power in cases where populations only differ along some subsection of a bundle.
Consider the bundles and groups shown in Fig. 4 . If we average FA along the whole bundle, a two-sided two-sample t test will compute a p-value of p ¼0.14 for the null hypothesis that FAs are the same in healthy controls and NPSLE patients in the left IFO. Therefore, at the common significance level α = 0.05, the difference along the bundle as a whole is not significant.
However, using BundleMAP to subdivide the bundle into three equal parts allows for hypothesis tests with more fine-grained localization, leading to p values p¼ 0.055, p¼ 0.527, and p ¼0.003 for the posterior, central, and anterior part of the left IFO. When interpreting these p values, we have to account for the fact that we now performed three rather than a single test, but even with suitable Bonferroni correction ( < p 0.016), the difference in the anterior region is clearly strong enough to be counted as significant. In the genu, a whole-tract t test yields p ¼0.03, localized analysis leads to p¼ 0.028, p ¼0.003, and p ¼0.09 for the left, central, and right parts. In this case, the p value of the central part, but not the p value from the global analysis, is small enough to survive the Bonferroni correction that would be required if we had investigated the genu together with the body and splenium of the corpus callosum.
Importance and stability of data-adaptive binning
We now report results that confirm that our scheme for dataadaptive selection of an optimal binning resolution, described in Section 3.5, selects a resolution that is specific both to the bundle and to the task at hand. Fig. 5 shows in what fraction of cross-validation folds each possible number of bins was selected. For each bundle, the left stack represent results from classifying HC vs. non-NPSLE, the right stack HC vs. NPSLE. The number of bins varies between one and eight and, in several cases, depends on the particular classification task. This confirms the importance of making the binning data-adaptive. Interestingly, the numbers for many homologous bundles (left/right) are correlated. If symmetry is broken, this may indicate that disease affects the two hemispheres differently. Fig. 5 also confirms stability of our adaptive binning. In most cases, one particular number of bins is chosen in most or even all cross-validation folds. This is reassuring, since instability has been linked to poor generalization accuracy [37] , and stability has been shown to be a necessary and sufficient condition for learnability [38] .
Using bundlemap to identify relevant bundles
Selecting the optimal binning resolution involves quantifying the importance of features based on their Fisher score (for classification tasks) or Pearson correlation (for regression). Averaging these scores over cross-validation folds allows us to rank the fiber bundles according to their relevance to the task at hand. Table 1 lists the five highest ranking bundles for distinguishing healthy controls from NPSLE or non-NPSLE patients. The results agree well with findings in independent data [9] , in which the diffusion properties in the white matter of SLE patients were found to be affected, among others, in the anterior thalamic radiation, the inferior fronto-occipital fasciculus, and the fornix.
Results also largely match our own statistical analysis of the same data with conventional methods [8] . A notable exception is the strong involvement of the fornix in non-NPSLE patients, which is suggested by BundleMAP and agrees with work from others [9] , but was not revealed by our own TBSS-based analysis of the same data. Interestingly, an independent recent study reported that TBSS suffers from reduced sensitivity in the fornix, due to difficulties in achieving a good spatial alignment [39] .
The bundles ranked most highly for predicting disease activity in the SLEDAI regression task overlap with those that were rated most useful for detecting the disease in the first place, but also prominently include the corticospinal tract, another bundle in which changes of FA in SLE patients were reported previously [9] .
Comparison to arc-length parametrization
Finally, we discuss and demonstrate the benefits of using manifold learning for bundle parametrization over a previously proposed alternative, which defines a cutting plane orthogonal to the bundle and uses the arc-length distance from its intersection with each streamline as a parametrization [10] .
Since we found it challenging to reliably orient a cutting plane in a three-dimensional view, we iteratively optimized our initial plane using principal component analysis to align its normal vector with the tangents of the intersected streamlines, then updating the points of intersection. This converged in a few steps and produced a plausible result in all cases.
Reliably sampling the full extent of some bundles, such as cingulum or fornix, required placement of seed points in more than one region. In these cases, no single cutting plane intersected all streamlines. We address this by finding, for each streamline that is not intersected, the point closest to a streamline that was parametrized, copying the corresponding parameter value, and starting the arc-length measurement from there.
Often, the arc-length parametrization, normalized to [ ] 0, 1 , was quite similar to our BundleMAP coordinates. However, we found that manifold learning based on a k nearest neighbor graph was more robust to erroneous streamlines that occasionally survive our outlier removal step. For example, some outliers in Fig. 6 bend back into the bundle instead of terminating, which is correctly dealt with by BundleMAP, but not by arc-length.
Due to this, replacing manifold learning with an arc-length parametrization, while leaving everything else unchanged, reduced the classification accuracy from 73%/76% (HC vs. non-NPSLE/ NPSLE) to only 68% in both cases.
Conclusion
We presented BundleMAP, a system for anatomically localized analysis of diffusion MRI data. Compared to related approaches [10, 15] , important contributions of our work include the use of manifold learning to achieve a robust joint parametrization of fiber bundles, the use of one-class SVMs for the automated removal of outliers, a data-adaptive mechanism for setting optimal bin sizes, and the application of supervised classification, regression, hypothesis testing, and data visualization in a single framework. We have demonstrated that our system enables improved prediction accuracy, statistical power, and retains anatomical interpretability.
In our future work, we plan to adapt BundleMAP to the processing of modern HARDI and multi-shell dMRI data [40] [41] [42] , and to integrate it into an even larger system that will fuse information from other modalities, such as fMRI.
