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We study Chebyshev’s bias in a ﬁnite, possibly nonabelian, Galois
extension of global function ﬁelds. We show that, when the
extension is geometric and satisﬁes a certain property, called,
Linear Independence (LI), the less square elements a conjugacy
class of the Galois group has, the more primes there are whose
Frobenius conjugacy classes are equal to the conjugacy class. Our
results are in line with the previous work of Rubinstein and Sarnak
in the number ﬁeld case and that of the ﬁrst-named author in the
case of polynomial rings over ﬁnite ﬁelds. We also prove, under
LI, the necessary and suﬃcient conditions for a certain limiting
distribution to be symmetric, following the method of Rubinstein
and Sarnak. Examples are provided where LI is proved to hold true
and is violated. Also, we study the case when the Galois extension
is a scalar ﬁeld extension and describe the complete result of the
prime number race in that case.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We study Chebyshev’s bias in a ﬁnite Galois extension of global function ﬁelds. This is a topic
which was originated by the observation of Chebyshev [5] that there seem to be less prime numbers
in the residue class of 1 modulo 4 than in that of 3 modulo 4. In other words, prime numbers seem
to be biased toward 3 modulo 4. Many authors have studied this phenomenon and its generalizations.
In particular, Rubinstein and Sarnak in [12] were able to justify the apparent bias of prime numbers
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recently, adapting the technique of Rubinstein and Sarnak, the ﬁrst-named author of the present paper
proved in [3] the existence of such biases in the setting of a one-variable polynomial ring over a ﬁnite
ﬁeld. We refer the readers to the introduction in the papers [12,3] and an excellent survey paper [8]
for a more detailed review on this topic.
Following the strategy of Rubinstein and Sarnak, we study a limiting distribution deﬁned by the
function EC (X), whose precise deﬁnition is given in Eq. (2). Roughly speaking, the function EC (X)
can be thought to measure how much more or less primes of degree  X there are whose Frobenius
conjugacy classes are equal to a given conjugacy class C of the Galois group than its fair share. By
studying the probability measure μ arising from this limiting distribution we will justify the exis-
tence of Chebyshev’s bias. To do so, it is necessary to assume a certain property for the given Galois
extension, which we call the Linear Independence (LI) (see Deﬁnition 2.3). LI states that the set of all
arguments of the zeros of Artin L-functions associated with irreducible representations of the Galois
group satisﬁes no linear relation over rationals, except for the obvious ones. Theorem 2.4 establishes,
under LI, the existence of the bias in the prime number race in any ﬁnite, possibly nonabelian, Galois
extension of global function ﬁelds. This means that we count the primes according to their Frobenius
conjugacy classes in the Galois group. In particular, we ﬁnd that the primes whose Frobenius conju-
gacy classes contain less squares in the Galois group predominate over the primes whose Frobenius
conjugacy classes contain more squares. What we mean by the number of squares of a conjugacy class
C of the Galois group G is encoded in the number c(G,C) deﬁned by
c(G,C) := −1+ #{g ∈ G | g
2 ∈ C}
#C
. (1)
This is the nonabelian analog of c(q,a) in [12]. Much of this process can be carried out along the
same line as described in [3], and we outline this in Section 2, highlighting only the modiﬁcations
from [3] necessary to adapt to our case.
In Section 3, we state and prove the necessary and suﬃcient conditions for the density function
of the measure μ to be symmetric, which again follows from an easy modiﬁcation of Rubinstein and
Sarnak. One new aspect in the prime number race when G is nonabelian arises in the case of a
two-way race between two conjugacy classes; it is possible for μ not to be symmetric, yet, the race
between the two conjugacy classes is even. See Proposition 3.3 for more detail.
Our LI is a function ﬁeld version of what Rubinstein and Sarnak call the Grand Simplicity Hypothesis
in [12]. It seems that the issue of conﬁrming LI is where the most contrast between the number ﬁeld
and the function ﬁeld cases lies. Currently, there is a very limited evidence known in support of LI
for the number ﬁeld case. On the other hand, Kowalski has given in [9] an evidence that most (but
not all) function ﬁelds of algebraic curves over ﬁnite ﬁelds satisfy LI. Also, there are known examples
in the function ﬁeld case, for example in [3], where one can conﬁrm LI, or can ﬁnd explicit relations
among the inverse zeros, thus to show that LI is violated. In Section 4 we offer two such examples in
a nonabelian setting.
The case of constant ﬁeld extensions is studied in Section 5. The prime number race in this case
is quite different from and easier than that in the geometric extension case. In particular, it does not
involve L-functions.
After the ﬁrst version of this paper was submitted, the authors learned that Ng’s thesis [10] studied
the bias in Galois group in the number ﬁeld case and obtained similar results.
The following notations will be used throughout the paper.
Notations.
F = Fq the ﬁnite ﬁeld of order q
K a global function ﬁeld whose scalars is F
gK the genus of the ﬁeld K
P a prime of K
B. Cha, B.-H. Im / Journal of Number Theory 131 (2011) 1875–1886 1877F a ﬁnite Galois extension over K
G = Gal(F/K ) the Galois group of F over K
χ an irreducible character of G
2. Geometric extensions
In this section, we assume that F/K is a geometric (ﬁnite Galois) extension over K , that is, the
ﬁeld of scalars of F is the same as that of K . Also, we ﬁx a conjugacy class C in G = Gal(F/K ). Deﬁne
the prime-counting functions π(N) and πC (N) by
π(N) := #{P ∣∣ deg(P ) = N}, and
πC (N) := #
{
P
∣∣ deg(P ) = N, P unramiﬁed, and Frob(P ) = C},
for any positive integer N . Also, we deﬁne a function EC (X) for positive integers X by
EC (X) := X
qX/2
X∑
N=1
(
#G
#C
πC (N) − π(N)
)
. (2)
We recall deﬁnitions and basic properties of zeta-functions and Artin L-functions. To give a def-
inition of an Artin L-function, we ﬁx an irreducible complex character χ of G . For a prime P of K ,
choose any prime P of F lying over P , and let D(P) and I(P) be the decomposition group and in-
ertia group of P, respectively. Then, for a positive integer n, we let χ(Pn) be the mean value of χ
on the n-th power of the Frobenius element in D(P)/I(P). In the case when P is unramiﬁed, χ(Pn)
is simply the value of χ at the n-th power of an element in Frob(P ). The Artin L-function L(s,χ)
associated to χ is deﬁned by the equation (cf. [13])
log L(s,χ) =
∑
P
∞∑
n=1
χ(Pn)q−ndeg(P )s
n
. (3)
As usual, this expression can be rewritten as an Euler product of local factors (see, for example, [11,
p. 127]). If χ = χ0 is the trivial character of G , we obtain the zeta-function ζK (s) := L(s,χ0) of K ,
which can be also written as
ζK (s) =
∑
A
q−sdeg(A),
where A runs over all effective divisors of K .
It is convenient to introduce the change of variable u := q−s and write L(u,χ) := L(s,χ). Using
this, by a theorem of Weil on Riemann hypothesis in function ﬁelds, we write
L(u,χ0) =
∏2gK
j=1(1− γ (χ0, j)u)
(1− u)(1− qu) , (4)
for some complex numbers γ (χ0, j) with j = 1, . . . ,2gK satisfying |γ (χ0, j)| = √q. Here, gK is the
genus of the ﬁeld K . If χ is a nontrivial character of G , then there exist a positive integer Mχ and a
set of complex numbers {γ (χ, j)}Mχj=1 with |γ (χ, j)| =
√
q such that
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Mχ∏
j=1
(
1− γ (χ, j)u). (5)
We will call γ (χ, j) an inverse zero of χ . Also, we write θ(χ, j) for the argument of an inverse zero
γ (χ, j), so that γ (χ, j) = √qeiθ(χ, j) .
Using the notations introduced so far, we can now give an asymptotic formula of EC (X), which
will serve as a basis of our results later.
Theorem 2.1. Let C be a conjugacy class in G and let Bq(X) be deﬁned by
Bq(X) =
{√
q/(q − 1), if X is odd,
q/(q − 1), if X is even.
Then, as X → ∞,
EC (X) = −c(G,C)Bq(X) − 2
2gK∑
j=1
eiθ(χ0, j)X
γ (χ0, j)
γ (χ0, j) − 1
−
∑
χ =χ0
χ(C)
Mχ∑
j=1
eiθ(χ, j)X
γ (χ, j)
γ (χ, j) − 1 + o(1).
Sketch of proof. The proof is essentially the same as that of Theorem 2.5 in [3]. We will give a brief
outline of the proof and point out some modiﬁcations to be made for our case, from which the full
details can be easily reconstructed, if desired, based on the computations given in [3, pp. 1355–1359].
For each positive integer N , we deﬁne cN (χ) by the following formal power series in u
u
d
du
logL(u,χ) =
∞∑
N=1
cN(χ)u
N . (6)
The key idea of the proof is to compute and compare in two ways the expression
∑
χ χ(C)cN(χ).
Firstly, a direct differentiation of Eq. (3) yields
∑
χ
χ(C)cN(χ) =
∑
d|N
#G
#C
dπC (d,N/d), (7)
following similar steps in [3], together with the orthogonality of irreducible characters χ (see, for
example, [11, Lemma 9.17]). Here, the expression πC (d,k) is deﬁned by
πC (d,k) := #
{
P
∣∣ P unramiﬁed, deg(P ) = d, and Frob(P )k ⊆ C},
for all positive integers d and k. The notation Frob(P )k ⊆ C above needs some clariﬁcation. For two
conjugacy classes D and C of G , we will write Dk ⊆ C to mean that gk ∈ C for any (or, equivalently,
all) g ∈ D .
The number c(G,C), whose deﬁnition is given in (1), is an analog of c(q,a) in [12] and c(m,a)
in [3]. From the deﬁnition (1), it is easy to see that
∑
D2⊆C
#D = #C(c(G,C) + 1).
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∑
χ
χ(C)cN(χ) = #G
#C
NπC (N) +
{
(c(G,C) + 1)qN/2 + O (qN/3), if N is even,
O (qN/3), if N is odd.
(8)
The other way of computing
∑
χ χ(C)cN(χ) is to use inverse zeros γ (χ, j) of L(u,χ) in (4)
and (5). An almost identical process as in [3] results in
∑
χ
χ(C)cN(χ) = −
2gK∑
j=1
γ (χ0, j)
N −
∑
χ =χ0
χ(C)
Mχ∑
j=1
γ (χ, j)N + qN + 1. (9)
Now, combining (9) and (8) and summing over for all N = 1, . . . , X will ﬁnish the proof of Theo-
rem 2.1. 
Next, we let C1, . . . ,Cr be distinct conjugacy classes in G . Deﬁne the vector-valued function
EC1,...,Cr (X) :=
(
EC1(X), . . . , ECr (X)
)
.
As in [3], Theorem 2.1 is used to deduce the existence of the limiting distribution deﬁned by
EC1,...,Cr (X), which is the content of the next theorem.
Theorem 2.2. There exists a probability measure μ := μC1,...,Cr on Borel sets in Rr such that
μ( f ) = lim
N→∞
1
N
N∑
X=1
f
(
EC1,...,Cr (X)
)
,
for all bounded continuous functions f on Rr .
Again, the proof is similar to that of [3, Theorem 3.2], which, in turn, comes from [12]. The only
change here is to accommodate the inverse zeros of the Dedekind zeta-function of the base ﬁeld K .
Deﬁnition 2.3 (Linear Independence). Let θ1, . . . , θn be the numbers with 0 θ j  π for all j = 1, . . . ,n.
We say that the set {θ1, . . . , θn} satisﬁes the Linear Independence (LI), if the set
{θ1, . . . , θn} ∪ {π}
is linearly independent over Q. Given a set I of irreducible characters of G , which is closed under
complex conjugation, we say that I satisﬁes LI if the set
{
θ
∣∣∣∣ γ =
√
qeiθ is an inverse zero with 0 θ  π
of L(u,χ) for some χ ∈ I
}
satisﬁes LI. Finally, we say that a Galois extension satisﬁes LI if the set of all irreducible characters of
the Galois group satisﬁes LI.
If we assume that the given extension F/K satisﬁes LI, we can deduce the following formula for
the Fourier transformation of μC1,...,Cr , following the same computations as in [12] and [3]. We state
the formula below without proof.
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the measure μC1,...,Cr in Theorem 2.2 is given by
μˆ(ξ) = BC1,...,Cr (ξ)
∏

(γ (χ0, j))>0
J0
(∣∣∣∣ 4γ (χ0, j)γ (χ0, j) − 1
∣∣∣∣
∣∣∣∣∣
r∑
l=1
ξl
∣∣∣∣∣
)
×
∏
χ =χ0
∏

(γ (χ, j))>0
J0
(∣∣∣∣ 2γ (χ, j)γ (χ, j) − 1
∣∣∣∣
∣∣∣∣∣
r∑
l=1
χ(Cl)ξl
∣∣∣∣∣
)
, (10)
where
BC1,...,Cr (ξ) :=
1
2
(
exp
(
i
√
q
q − 1
r∑
l=1
c(G,Cl)ξl
)
+ exp
(
i
q
q − 1
r∑
l=1
c(G,Cl)ξl
))
,
and
J0(z) =
∞∑
n=0
(−1)n(z/2)2n
(n!)2
is the Bessel function of the ﬁrst kind.
3. The symmetry
As before, we let C1, . . . ,Cr be distinct conjugacy classes of the Galois group G = Gal(F/K ). If we
deﬁne the set
PC1,...,Cr :=
{
X ∈ N: 1
#C1
X∑
N=1
πC1(N) > · · · >
1
#Cr
X∑
N=1
πCr (N)
}
,
and the number δC1,...,Cr by
δC1,...,Cr := limX→∞
#(PC1,...,Cr ∩ {1, . . . , X})
X
, (11)
then δC1,...,Cr measures the proportion of the primes that yield the particular ordering C1, . . . ,Cr in
the prime number race. Moreover, under LI, δC1,...,Cr can be obtained from the measure μ by
δC1,...,Cr = μ
({
(x1, . . . , xr) ∈ Rr
∣∣ x1 > · · · > xr}).
In this section we will give the necessary and suﬃcient conditions for the measure μC1,...,Cr to be
symmetric under the permutations on (x1, . . . , xr). Our methods are again based on those of Rubin-
stein and Sarnak in [12].
Lemma 3.1. Suppose that C1, . . . ,Cr are distinct conjugacy classes of G. The expression Bχ (ξ1, . . . , ξr) deﬁned
by
Bχ (ξ1, . . . , ξr) :=
∣∣∣∣∣
r∑
χ(Cl)ξl
∣∣∣∣∣
l=1
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(1) r = 2 and |χ(C1)| = |χ(C2)| for all χ , or
(2) r = 3 and, for each irreducible character χ of G, there exists a complex number ωχ with ω3χ = 1 such
that χ(C2) = χ(C1)ωχ and χ(C3) = χ(C1)ω2χ .
Proof. The proof is a variation of that of [12, Lemma 3.2], taking into account the fact that the values
of χ may not be roots of unity, as G can be nonabelian. If the conditions in (1) or (2) are satisﬁed
then Bχ (ξ1, . . . , ξr) is clearly symmetric in (ξ1, . . . , ξr). We now prove the converse.
First, suppose r = 2. Then Bχ (ξ1, ξ2) is symmetric in (ξ1, ξ2) for all irreducible characters χ if and
only if
∣∣χ(C1)ξ1 + χ(C2)ξ2∣∣2 = ∣∣χ(C2)ξ1 + χ(C1)ξ2∣∣2
for all χ , which is easily seen to be equivalent to |χ(C1)| = |χ(C2)| for all χ . This proves (1).
Assume now r = 3. From the equations Bχ (1,0,0) = Bχ (0,1,0) = Bχ (0,0,1), we see that
χ(C1),χ(C2) and χ(C3) have all the common modulus. In particular, if one of χ(C1),χ(C2) and
χ(C3) is zero, the remaining two must be also zero, satisfying the conclusion in (2). Suppose that
they are all nonzero. Then the expression
Bχ (ξ1, ξ2, ξ3)/
∣∣χ(C1)∣∣=
∣∣∣∣ξ1 + χ(C2)χ(C1) ξ2 +
χ(C3)
χ(C1)
ξ3
∣∣∣∣
is also symmetric in ξ1, ξ2, ξ3, and this implies that χ(C2)/χ(C1) and χ(C3)/χ(C1) have the same
real parts, as in the proof of [12, Lemma 3.2]. A similar argument shows that χ(C1)/χ(C2) and
χ(C3)/χ(C2) have the same real parts. Since χ(C1),χ(C2) and χ(C3) all have the same modulus, we
conclude that there must exist a complex number ωχ with ω3χ = 1 such that χ(C2) = χ(C1)ωχ and
χ(C3) = χ(C1)ω2χ .
Now we assume that r  4. The prior argument with r = 3 implies that, for each irreducible char-
acter χ , the value χ(C3) is determined by χ(C1) and χ(C2); if χ(C1) = χ(C2) then χ(C3) is equal
to this common value. Otherwise χ(C1),χ(C2),χ(C3) are related by a cubic root of unity as above.
This shows that χ(C3) = χ(C4) for all irreducible characters χ . Then the sum ∑χ χ(C3)χ(C4) would
be nonzero, which contradicts to our assumption that C1, . . . ,Cr are distinct. 
Theorem 3.2. Assume that the Galois extension F/K satisﬁes LI. Then the density function of μC1,...,Cr is
symmetric in (x1, . . . , xr) if and only if either
(1) r = 2, c(G,C1) = c(G,C2), and |χ(C1)| = |χ(C2)| for all irreducible characters χ of G, or
(2) r = 3, c(G,C1) = c(G,C2) = c(G,C3), and, for each irreducible character χ of G, there exists a complex
number ωχ with ω3χ = 1 such that χ(C2) = χ(C1)ωχ and χ(C3) = χ(C1)ω2χ .
Proof. The proof is the same as that of [12, Proposition 3.1], using Lemma 3.1 and Theorem 2.4. We
omit the proof. 
We note that, if G is abelian, the above theorem becomes equivalent to the corresponding result
in [12] and [3]. This is obvious when r = 2. And, for r = 3, the existence of the numbers ωχ for all
irreducible characters χ is equivalent to the existence of an element in G of order 3.
The part (1) of the statement in Theorem 3.2 suggests that it is possible that the measure μC1,C2
deﬁned in (11) may not be symmetric even if c(G,C1) = c(G,C2). This is a new phenomenon, not
possible in the abelian case in [12] and [3]. For example, choose a Galois extension (which satisﬁes LI
and) whose Galois group G is isomorphic to the alternating group A5 on ﬁve letters. Let C1 and C2 be
the conjugacy classes of A5 containing the cycles (1,2,3,4,5) and (1,2,3,5,4), respectively. It is easy
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some characters χ (precisely, for the ones whose degrees are three). Therefore, from Theorem 3.2, we
conclude that the density function of μC1,C2 is not symmetric. However, we prove in the next propo-
sition that the condition |χ(C1)| = |χ(C2)| is unnecessary in order to obtain δC1,C2 = 1/2, a weaker
result than μC1,C2 being symmetric.
Proposition 3.3. Assume that the Galois extension F/K satisﬁes LI. If c(G,C1) = c(G,C2), then δC1,C2 = 1/2.
Proof. The key point of the proof is that, in order to obtain δ := δC1,C2 = 1/2, it is suﬃcient to
have the weaker symmetry μˆC1,C2 (ξ,−ξ) = μˆC1,C2 (−ξ, ξ) for all ξ , instead of the full symmetry
dμC1,C2 (x1, x2) = dμC1,C2 (x2, x1).
The computation of δ comes from the (easiest) special case (r = 2) of [4, Theorem 2.1], which is
the function ﬁeld reformulation of the corresponding result in [6]. As in [6], we deﬁne the measure
ρ on R by
ρ(u) :=
∫
v∈R
dμ(u, v),
and let ρˆ(ξ) be its Fourier transform. Also, for each t > 0, deﬁne φt(ξ) := exp(tξ2). Then, the same
computation as in pp. 1053–1054 of [4] yields
δ = 1
2π
lim
t→0+
lim
c→0+
∫
ξ∈R
ρˆ(ξ)φt(ξ)
c + iξ
c2 + ξ2 dξ
= 1
2π
lim
t→0+
lim
c→0+
(
G(t, c) + iH(T , c)),
where
G(t, c) :=
∫
ξ∈R
ρˆ(ξ)φt(ξ)
c dξ
c2 + ξ2 ,
and
H(t, c) :=
∫
ξ∈R
ρˆ(ξ)φt(ξ)
ξ dξ
c2 + ξ2 .
Then, limc→0+ G(t, c) = π by the dominated convergence theorem (see p. 548 of [6]). Now, we claim
that ρˆ(−ξ) = ρˆ(ξ) for all ξ . This claim would easily imply that H(t, c) = 0, and the proof of δ = 1/2
would be then completed. From the deﬁnition of ρ , it is easy to show that ρˆ(ξ) = μˆ(ξ,−ξ). Under the
condition c(G,C1) = c(G,C2), Theorem 2.4 shows that μˆ(ξ,−ξ) = μˆ(−ξ, ξ), therefore, ρˆ(ξ) = ρˆ(−ξ),
as claimed. 
4. Examples
In this section, we give two examples of (geometric) nonabelian extensions over the rational func-
tion ﬁeld K := F7(t) with indeterminate t over the ﬁnite ﬁeld F := F7 with 7 elements. One of them
satisﬁes LI while the other violates LI. We construct an extension ﬁeld F over K whose Galois group
G := Gal(F/K ) is isomorphic to the symmetric group S3 on three letters.
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Deﬁne F := K (α) where α is an element in an algebraic closure of K whose minimal polynomial
over K is given by
f := x6 − (t2 + t + 5)x3 + 1. (12)
If one uses Magma [1], for example, then it can be easily shown that F is a Galois extension of K
with G  S3, the symmetric group on three letters. Without Magma, we can proceed as follows. First,
from (12),
α3 + 1
α3
= t2 + t + 5
in F . And, then we can show that over K
f = (x− α)(x− 2α)(x− 4α)
(
x− 1
α
)(
x− 2
α
)(
x− 4
α
)
,
by expanding the right side of the above equation, for instance. Deﬁne σ ,τ ∈ G by the relation
σ(α) = 2α and τ (α) = 1/α. Then G is generated by σ and τ and they satisfy the relation στ = τσ 2,
showing that G is nonabelian of order 6, therefore, isomorphic to S3.
We let C1, C2, C3 be the three conjugacy classes of G given by
C1 := {1}, C2 :=
{
σ ,σ 2
}
, and C3 :=
{
τ , τσ , τσ 2
}
.
There are three irreducible characters of G , which we denote by χ0, χ1, χ2:
χ0: the principal character of G ,
χ1: the character determined by the subgroup C1 ∪ C2,
χ2: the unique degree two character of G .
A simple Magma [1] routine can determine the zeta function ζF (s) of the ﬁeld F , which is given
by
ζF (s) = (1− 4 · 7
−s + 71−2s)(1+ 2 · 7−s + 71−2s)2
(1− 7−s)(1− 71−s) .
To obtain this result without Magma [1], one could follow the strategy described in [7, Chapter 7],
which is to transform the plane curve (over F) deﬁned by f = 0 in (12) birationally into another
curve with only ordinary singularities and then count the numbers of rational points to obtain ζF (s).
We omit the details of this approach. The character table of S3 and its Artin L-functions have been
worked out in detail in [2, pp. 226–227]. Applying these results we obtain
L(u,χ0) = 1
(1− u)(1− 7u) ,
L(u,χ1) = 1− 4u + 7u2 = (1− γ1u)(1− γ¯1u),
L(u,χ2) = 1+ 2u + 7u2 = (1− γ2u)(1− γ¯2u).
Here γ1 and γ2 are the inverse zeros of L(u,χ1) and L(u,χ2) respectively given by
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γ1 = 2+
√−3 = √7exp(iθ1),
γ2 = −1+
√−6 = √7exp(iθ2).
(13)
Now we prove that our extension F/K satisﬁes LI. Although the inverse zero γ2 has multiplicity
two in Z F (u) note that our deﬁnition of LI does not take into account the multiplicities of the inverse
zeros.
In order to conﬁrm the LI for θ1 and θ2, it is enough to show that there is no relation of the form
(
γ1√
7
)n1( γ2√
7
)n2
= 1, (14)
except for n1 = n2 = 0.
Suppose that such integers n1 and n2 exist. Then by squaring (14), we obtain Q(γ
2n2
2 ) = Q(γ 2n11 ).
But, from (13), Q(γ 2n22 ) = Q(
√−6 ) for n2 = 0. And, similarly, Q(γ 2n11 ) = Q(
√−3 ) for n1 = 0. And
these extensions are linearly disjoint over Q. So (14) implies n1 = n2 = 0.
As a ﬁnal application of this example we compute the density δC1,C2 deﬁned in (11) of the ﬁrst
section. From the deﬁnition (1) it is easy to see that c(G,C1) = 3 and c(G,C2) = 0. This means that
the class C2 contains less squares, therefore, we predict that the primes are biased toward C2. We
have everything necessary to write down EC1 (X) and EC2 (X) from Theorem 2.1. Straightforward cal-
culations, aided by the group character table of S3, give
EC1(X) = −3B7(X) −
√
7cos
(
θ1X − arctan(
√
3/5)
)− 4
√
7
10
cos
(
θ2X − arctan(
√
6/8)
)+ o(1),
and
EC2(X) = −
√
7cos
(
θ1X − arctan(
√
3/5)
)+ 2
√
7
10
cos
(
θ2X − arctan(
√
6/8)
)+ o(1).
From this, we see that EC1 (X) > EC2 (X) is equivalent to, except for ﬁnitely many X ,{
cos
(
θ2X − arctan(
√
6/8)
)
< −√10/12, if X is odd,
cos
(
θ2X − arctan(
√
6/8)
)
< −√70/12, if X is even.
So, we have
δC1,C2 =
[(
π
2
− arcsin(√10/12)
)/
π +
(
π
2
− arcsin(√70/12)
)/
π
]/
2
= 0.3347685 . . . < 1
2
.
Hence primes are biased toward C2, as predicted from the values of c(G,C1) and c(G,C2).
4.2. An example violating LI
We give another example of an S3-extension but now violating LI. Most computations are quite
similar to the previous subsection. Therefore, we use the same notations and omit most computations.
The extension ﬁeld F is deﬁned by F := K (α) where the minimal polynomial of α is given by
f := x6 − (t2 + t)x3 − 1.
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f = (x− α)(x− 2α)(x− 4α)
(
x+ 1
α
)(
x+ 2
α
)(
x+ 4
α
)
.
Deﬁne σ and τ by σ(α) = 2α and τ (α) = −1/α. Then, again, G is generated by σ and τ and that
they satisfy the relation στ = τσ 2, showing that G is nonabelian of order 6, therefore, isomorphic
to S3.
To compute ζF (s), we use Magma again and obtain that the Artin L-functions of χ1 and χ2:
L(u,χ1) = 1+ 4u + 7u2 = (1− γ1u)(1− γ¯1u),
L(u,χ2) = 1+ u + 7u2 = (1− γ2u)(1− γ¯2u),
where χ1 and χ2 are deﬁned as before. The inverse zeros γ1 and γ2 are given by
{
γ1 = (−1+ 3
√−3 )/2 = √7exp(iθ1),
γ2 = −2+
√−3 = √7exp(iθ2).
(15)
Observe that θ1 = arctan(−3
√
3 ) and θ2 = arctan(−
√
3/2). From this, it follows easily that tan(θ1+
θ2) =
√
3, or,
θ1 + θ2 = 4π
3
.
Therefore, LI does not hold in this case.
5. Constant ﬁeld extensions
In this section, we look at the case of constant ﬁeld extensions. Fix a positive integer d and let Kd
be the constant ﬁeld extension obtained from the extension of scalars by the ﬁnite ﬁeld Fqd with q
d
elements. Let G := Gal(Kd/K ) be the Galois group of Kd over K . Then there are isomorphisms
G  Gal(Fqd/F)  Z/dZ. (16)
Here, the ﬁrst isomorphism is simply the restriction to the scalar ﬁeld. The second isomorphism sends
the Frobenius map of Fqd over F to 1. This enables us to identify G with Z/dZ in a canonical way.
When an element C of G (which is itself a conjugacy class of G because G is abelian) is given, we
can and will regard C as the integer with 0 C < d representing the residue class in Z/dZ using the
above isomorphisms in (16). The context will make it clear whether C means an element of G or an
integer with 0 C < d.
As before, π(N) is the number of primes of K of degree N and, πC (N) is the number of primes
of K of degree N whose Frobenius in Kd/K is equal to C . We ﬁrst ﬁnd the expression for πC (N). We
claim that
πC (N) =
{
π(N) if N ≡ C mod d,
0 otherwise.
(17)
In other words, the Frobenius of a prime in a constant ﬁeld extension is completely determined by
the degree of the prime. To prove this claim, ﬁx a prime P of K of degree N . Let Pd be a prime of
Kd over P . To ease the notations, let us write F(n) for the ﬁnite ﬁeld Fqn with qn elements. Then the
residue ﬁeld at P is F(N) and the residue ﬁeld of Pd is F([N,d]) (see [11, Proposition 8.13]), where
1886 B. Cha, B.-H. Im / Journal of Number Theory 131 (2011) 1875–1886[N,d] is the least common multiple of N and d. Denote by φ the Frobenius map φ : x → xq (on an
algebraic closure of F) over F. If we write C to be the unique integer congruent to N modulo d, the
Frobenius of P induces φC in F(d)/F. Taking into the isomorphisms given in (16), the claim has now
been proven.
The implication of this claim is that the prime number race in a constant ﬁeld extension is char-
acterized by the following proposition.
Proposition 5.1. Let (C1, . . . ,Cd) be an ordered list of all elements of G. Then
δC1,...,Cd = 1/d,
if (C1, . . . ,Cd) is equal to one of the following,
(d − 1,d − 2, . . . ,1,0), (0,d − 1,d − 2, . . . ,2,1), (1,0,d − 1,d − 2, . . . ,3,2),
. . . , (d − 3,d − 4, . . . ,1,0,d − 1,d − 2), (d − 2,d − 3, . . . ,1,0,d − 1). (18)
Otherwise, δC1,...,Cd = 0.
The densities δC1,...,Cr with r < d can be also easily computed by the above proposition. In short,
one just needs to count the number of times for which (C1, . . . ,Cr) appears as a sub-list among all
the lists in (18). We describe this in more detail for the case r = 2. Fix two distinct elements C1 and
C2 of G and suppose that C1 < C2 (with the identiﬁcation G  Z/dZ via (16)). Then, in the d lists
in (18), there are (C2 − C1) lists where C1 comes ahead of C2. Therefore,
δC1,C2 =
C2 − C1
d
,
and
δC2,C1 = 1− δC1,C2 = 1−
C2 − C1
d
.
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