Strong coupling superconductivity due to massless boson exchange by Chubukov, Andrey V. & Schmalian, Joerg
ar
X
iv
:c
on
d-
m
at
/0
50
75
62
v1
  [
co
nd
-m
at.
str
-el
]  
25
 Ju
l 2
00
5
Strong coupling superconductivity due to massless boson exchange
Andrey V. Chubukov(1) and Jo¨rg Schmalian(2)
(1)Department of Physics and Condensed Matter Theory Center,
University of Maryland, College Park, MD 20742
(2)Department of Physics and Astronomy and Ames Laboratory, Iowa State University, Ames, IA 50011
(Dated: October 30, 2018)
We solve the problem of fermionic pairing mediated by a massless boson in the limit of large
coupling constant. At weak coupling, the transition temperature is exponentially small and super-
conductivity is robust against phase fluctuation. In the strong coupling limit, the pair formation
occurs at a temperature of the order of the Fermi energy, however, the actual transition temperature
is much smaller due to phase and amplitude fluctuations of the pairing gap. Our model calculations
describe superconductivity due to color magnetic interactions in quark matter and in systems close
to a ferromagnetic quantum critical point with Ising symmetry. Our strong coupling results are,
however, more general and can be applied to other systems as well, including the antiferromagnetic
exchange in 2D used for description of the cuprates.
I. INTRODUCTION
Strong coupling superconductivity due to the in-
teraction between electrons and lattice vibrations has
been successfully studied using the coupled Eliash-
berg equations1 for the frequency dependent normal and
anomalous self energies of superconductors2,3,4. The the-
ory finds its justification in the weakness of the cor-
rections to the electron-phonon vertex, caused by the
small ratio of the electron and ion masses5. This the-
ory inspired numerous efforts to describe superconduc-
tivity caused by other bosons6,7,8,9,10,11,12,13,14,15,16, even
though its justification turns out to be considerably more
subtle in some of those cases17,18,19. Important progress
has been made in the study of pairing due to the ex-
change of bosons that are collective excitations of the
fermions6,7,8,9,10,11,12,13,14,15,16. In this context, the inter-
play between superconductivity and quantum criticality
is particularly interesting20,21,22,23,24,25 as superconduc-
tivity in correlated electron systems often occurs in the
proximity of a quantum critical point (QCP)27,28,29,30,31.
At a QCP, the pairing boson becomes massless, and
new and unexpected behavior emerges20,25,32. A related
problem occurs in the theory of quantum chromodynam-
ics at high density where single-gluon exchange becomes
dominant33. The exchange of gluons is believed to cause
color superconductivity34,35,36. As was pointed out by
Son32, and later in Refs.37,38, the color magnetic interac-
tion in high density QCD is unscreened at low temper-
atures, i.e. the pairing is mediated by a gapless boson.
The pairing problem then becomes formally very similar
to superconductivity at a QCP, even though the transi-
tion temperatures may be different by a factor as big as
1012.
In previous studies of the pairing problem near a QCP,
the authors of Refs.20,25,32 assumed that the effective,
boson-mediated fermion-fermion interaction u is much
smaller than the fermionic bandwidth, W (which is gen-
erally of the same order as EF ), i.e.,
g ∼ u
W
≪ 1. (1)
The limit g ≪ 1 is often called weak coupling. This
notation is not quite correct, as near a QCP the smallness
of g doesn’t imply that the system behaves as a weakly
coupled Fermi liquid – the mass renormalization due to
the exchange of a gapless boson is still singular in D ≤
3 and destroys the Fermi liquid behavior at the QCP
(see below). To simplify the notations, we nevertheless
refer to g ≪ 1 as weak coupling and g ≫ 1 as strong
coupling. With this notation the Eliashberg theory for
superconductivity due to electron-phonon interaction2,3,4
is in the ”weak coupling” limit since g ∝ vsvF λ is small.
This is due to the smallness of the ratio vsvF of the sound
and Fermi velocities, while the product λ = ρFVep of the
electron-phonon interaction Vep and the density of states
at the Fermi level ρF can be of order unity.
The condition g ≪ 1 implies that the pairing comes
only from fermions in a tiny range of momenta around
the Fermi surface, i.e., that the system behavior at en-
ergies comparable to EF is irrelevant for the pairing.
This makes the pairing problem universal and allows
one to use well-established computational techniques, e.g.
the Eliashberg theory1. However, for various systems
of interest the interaction is not necessarily small. In
particular, the same interaction that leads to the pair-
ing is often also responsible for the onset of order at
the QCP. Generic density-wave instabilities come from
fermions with energies O(EF ) and require g to be of or-
der unity39. In the cuprate superconductors, to which
the ideas of collective-mode mediated d−wave pairing
was applied15,16,24, the Hubbard interaction U is at least
comparable to W as is evidenced by e.g. the Heisenberg
antiferromagnetism at half-filling. For color supercon-
ductivity, the effective coupling u is also not necessarily
small compared to EF , and g well may be larger than 1.
These arguments call for an understanding of the pair-
ing problem beyond the “weak coupling” limit. In the
present paper we extend previous “weak-coupling” stud-
ies of the pairing mediated by a gapless boson to the truly
strong coupling limit g ≫ 1. For definiteness we con-
sider pairing of 3D electrons mediated by a scalar boson
which is gapless at q = 0. This model describes p-wave
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FIG. 1: Schematic phase diagram for the superconducting
transition temperature Tc and the pairing instability temper-
ature Tpair as function of the dimensionless coupling constant
g. While Tc ≃ Tpair for weak coupling, an intermediate regime
Tc < T < Tpair with phase (and amplitude) fluctuations oc-
curs in the strong coupling limit.
superconductivity near a ferromagnetic Ising QCP, and
color superconductivity of quarks. However, the results
at strong coupling are quite general and can be applied
to other systems as well, including the antiferromagnetic
exchange in 2D used for description of the cuprates. We
discuss applications to other systems in a separate sec-
tion. There is also a connection between our model and
the interaction between conduction electrons, mediated
by transverse photons 42,43. However, as shown in43, the
exchange of transverse photons does not lead to super-
conductivity.
A word of caution. In the context of quark pairing
mediated by gluons, the equation for the pairing vertex
has only been derived in a gauge invariant manner at
weak coupling.41. At strong coupling, antiparticle pair-
ing, neglected in our model, may come into play. Still,
qualitatively, the results obtained assuming only parti-
cle pairing likely remain valid at both weak and strong
coupling.
The main results of this paper are summarized in the
phase diagram, Fig.I. In the weak coupling limit, we
find, in agreement with Son32 and others37,38, that the
transition temperature behaves, to leading exponential
order, as
log
ω0
Tc
=
pi
2
√
g
, (2)
where ω0 ∼ EF /g. This result is parametrically larger
than the usual BCS result40: logω0/Tc ∝ 1/g, and the
difference is due to the gapless nature of the pairing boson
(see below). Still, Tc is exponentially small at small g.
At g = O(1), Tc becomes of order EF , although the
prefactor for Tc is a small number. At even larger g, we
find two characteristic temperatures. The larger temper-
ature, Tpair, sets the onset of pairing, and is of order EF
(again, with a small prefactor). The smaller temperature,
Tc is of order
√
ω0EF ∼ EF /√g ≪ EF . This temper-
ature is determined by the superfluid stiffness, and sets
the scale for phase coherence, i.e., of the actual supercon-
ductivity. In between Tc ∼ EF /√g and Tpair ∼ EF , the
system displays pseudogap behavior: pairs of fermions
are already formed, but do not move coherently.
The accuracy of the computations is a central is-
sue for the theoretical analysis near a QCP. At small
g, one can use Eliashberg theory since the relevant
bosonic and fermionic frequencies are much smaller than
EF . Although the frequency-dependent self-energy is
not small due to the near-criticality, vertex corrections
and the momentum-dependent self-energy are exponen-
tially small (see below). At g = O(1), typical frequen-
cies become of order EF , vertex corrections become O(1),
and the momentum-dependent self-energy becomes of the
same order as the frequency-dependent self-energy. In
this situation, no reliable theoretical scheme is possible.
A naive expectation would be that at strong coupling,
vertex corrections get even stronger. We show, however,
that at larger g, vertex corrections actually saturate at a
value O(1) and do not grow with g. At the same time, the
momentum dependent term in the self-energy again be-
comes small compared to its frequency dependence, this
time the relative smallness is in 1/g. Furthermore, the
pairing problem at g ≫ 1 still involves fermions with en-
ergies below EF for which the density of states can be
approximated by a constant. As a result, the new version
of the Eliashberg theory (more accurately, the local the-
ory) becomes qualitatively valid. This new local theory is
different from the original Eliashberg theory in that the
lattice cannot be neglected, and the existence of a finite
bosonic bandwidth now plays a crucial role. Still, like in
the Eliashberg theory, we derive closed-form equations
for the fermionic self-energy and the pairing vertex. To
justify the local approximation at g > 1 quantitatively,
we extend the model to N fermion flavors and consider
the limit of large N24. In this case, vertex corrections
become of order 1/N and can be safely neglected.
The structure of the paper is as follows. In the next
section we set up the model and define the large N limit
used to perform the strong coupling calculation. In Sec.
III we briefly discuss the weak coupling limit and present
an alternative derivation of Son’s result32 for Tc. In Sec.
IV we solve the pairing problem at strong coupling. In
Sec. V we analyze gap fluctuations and demonstrate the
existence of two characteristic temperature scales. In Sec
VI we justify our computational procedure. In Sec VII
we discuss other systems, including the cuprates. The
last section presents our conclusions. Several technical
details are presented in the Appendix.
II. MODEL AND LARGE N EXPANSION
We consider the pairing problem in which 3D fermions,
ψk, interact via exchanging a massless, bosonic mode
3with a static propagator D
(0)
q = 1/q2:
Hint = − u
kF
∑
k,k′,q
ψ†k+qψ
†
k′−qD
(0)
q ψk′ψk. (3)
Here u> 0 is the effective interaction (with the dimen-
sion of energy), and kF is the Fermi momentum. Note
the overall sign in (3) is opposite to that in systems with
Coulomb interaction26. Another energy scale in the prob-
lem is the fermionic bandwidth W (roughly, the scale up
to which the fermionic dispersion εk can be linearized
around Fermi surface, εk = vF (k − kF )). The ratio of
the two characteristic energies defines the dimensionless
coupling constant g in Eq. (1).
The interaction (3) leads to pairing, and also gives
rise to fermionic and bosonic self-energies, Σk(ω) and
Πq(Ω), respectively. The two self-energies are related to
fermionic and bosonic propagators via
G−1k (ω) = iω − vF (k − kF )− Σk(ω)
D−1q (Ω) = q
2 +Πq (Ω) . (4)
In order to perform a controlled calculation at strong
coupling, we generalize the model of Eq. (4) to N fermion
flavors and rescale vF → vFN and u →uN . In what
follows, we assume that the new vF and u are constants,
independent on N .24
The generalized Eliashberg theory is a set of three cou-
pled integral equations for the pairing vertex Φ and the
self-energies Σ and Π. We will primarily be interested
in the onset of the pairing and consider the linearized
equation for Φ, and normal state expressions for Σ and
Π. Then the system of three coupled equations has the
form
Φ (ω) =
u
kF
∫
q,ω′
Dq (ω − ω′)Φ (ω′)
×GkF+q (ω′)GkF+q (−ω′) ,
Σ (ω) =
u
kF
∫
q,ω′
Dq (ω − ω′)GkF+q(ω′),
Πq (Ω) =
u
kF
∫
k,ω
Gk(ω)Gk+q(ω +Ω). (5)
We used the notation
∫
q,ω
... =
∫
d3q
(2pi)3
T
∑
ωn
... with
Matsubara frequencies Ωn = 2npiT and ωn =
(2n+ 1)piT for bosons and fermions, respectively.
Eqs. (5) neglect vertex corrections and the momen-
tum dependence of Σ and Φ. We will argue below that
at large N , both approximations hold both at weak and
at strong coupling. Physically, these approximations are
based on the (verifiable) assumption that bosons are slow
modes compared to fermions. This allows one to factor-
ize the momentum integration in Eqs.(5). Namely, for
every given kF along the Fermi surface, the integration
over the component q⊥ transverse to Fermi surface in the
equations for Φ and Σ involves only fast fermions, while
integrating over the remaining two momentum compo-
nents q‖ in the bosonic propagator, one can set q⊥ = 0.
This implies that the boson propagator actually only ap-
pears in Eqs. (5) through the ”local” interaction
d (Ω) =
∫ q0
0
q‖dq‖Dq‖,q⊥=0(Ω), (6)
where q0 ∼ kF is the upper cutoff in the integral over q‖.
As a result, the equations for Φ and Σ in (5) reduce to
Φ (ω) =
3g
2
∫
dω′
Φ (ω′) d (ω − ω′)
|ω′ + iΣ (ω′)|
Σ (ω) = −i3g
2
∫
dΩsign (Ω + ω) d (Ω) , (7)
where the factor of 32 is for further convenience and the
coupling constant g is given as
g =
u
24pi2E∗F
, (8)
with E∗F = vF kF /2. Without further approximation we
can explicitly solve for Π (Ω) and find24
Π(q,Ω) = γ
|Ω|
q
, (9)
where
γ = 12pi2k3F
g
E∗F
. (10)
Note that γ does not depend on N , despite the fact that
the Landau damping term contains a flavor index N as
an overall factor. The N -independence of γ is the result
of our rescaling: in rescaled variables γ → N uNkF
(vFN)
2 stays
finite.
For the ”local” interaction (6), we obtain from Eqs.
(4) and (9):
d (Ω) =
1
3
log
(
1 +
ω0
|Ω|
)
, (11)
where ω0 is the characteristic frequency of the bosonic
degrees of freedom:
ω0 =
q30
γ
=
EF
g
(12)
and we introduced
EF =
E∗F
12
(
q0
pikF
)3
. (13)
Below we will refer to EF as to Fermi energy. We should
keep in mind however that our EF depends on the choice
of the upper momentum cut off q0 and is only of the
same order of magnitude as a actual Fermi energy of the
system.
Substituting Eq.(11) into Eq.(5) and integrating over
frequency, we obtain
iΣ (ω) = ωg
(
ω0
|ω| log
ω0 + |ω|
ω0
+ log
ω0 + |ω|
|ω|
)
=
{
ωg log ω0|ω| |ω| ≪ ω0
sign (ω) gω0 log
|ω|
ω0
|ω| ≫ ω0 . (14)
4We see that ω0 sets the scale at which the momen-
tum cutoff in the bosonic propagator begins affecting the
fermionic self-energy. At low energies, the cutoff is ir-
relevant, and the self-energy has the form typical for a
marginal Fermi liquid45. At ω > ω0, the self energy al-
most saturates and only logarithmically depends on fre-
quency. At weak coupling, ω0 = EF /g > EF , and the
crossover is meaningless as Eq. (14) only holds up to
ω ∼ EF (we recall that in obtaining Eq.(14) we approxi-
mated the density of states by a constant). The marginal
Fermi liquid behavior then extends all the way up to EF .
At strong coupling ω0 ≪ EF , and the crossover in Σ(ω)
occurs well below EF . In this situation, marginal Fermi
liquid behavior only holds at small frequencies ω < EF /g,
while at EF /g < ω < EF , Σ(ω) depends logarithmically
on frequency (see Fig. II).
The crossover in the self-energy at strong coupling par-
allels the crossover in the “local” bosonic propagator d(ω)
in Eq.(11)
d (Ω) =
{
1
3 log
ω0
|Ω| |Ω| ≪ ω0
1
3
ω0
|Ω| |Ω| ≫ ω0
. (15)
Like for the self-energy, this crossover is meaningful only
at strong coupling, when ω0 < EF .
Substituting the self-energy and d(Ω) into the equation
for the pairing vertex, we obtain
Φ (ω) =
g
2
∫
dω′
Φ (ω′)
|ω′ + iΣ(ω′)| log
(
1 +
ω0
|ω − ω′|
)
.
(16)
Strictly speaking, we have to evaluate this equation at
finite T , because the linearized equation for Φ is only
valid at the onset temperature for the pairing. By rea-
sons that we outline below, we label this temperature as
Tpair rather than Tc. As we will only be interested in the
order of magnitude estimate for Tpair, we adopt a sim-
plified approach, and instead of performing the discrete
Matsubara sum, use Eq.(16) at finite T , but introduce
a lower frequency cutoff at ω ∼ T . In the weak cou-
pling limit, this procedure was shown earlier38 to yield
the same Tpair (modulo a numerical prefactor), as one
would obtain by performing an explicit summation over
discrete Matsubara frequencies. In Appendix B we show
that the same holds for large g. With this simplification
we have to solve
Φ (ω) = g
∫ ∞
Tpair
dω′
Φ (ω′)
|ω′ + iΣ(ω′)| K (ω, ω
′) , (17)
with bosonic kernel
K (ω, ω′) =
1
2
log
[(
1 +
ω0
|ω − ω′|
)(
1 +
ω0
|ω + ω′|
)]
.
(18)
In what follows we solve this equation, first in the weak
coupling limit g ≪ 1, where we reproduce the results of
Ref.32, and then in the strong coupling limit g ≫ 1.
g<<1
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EF
energyEF
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FIG. 2: Characteristic energy scales for the weak (g ≪ 1),
intermediate (g ∼ 1) and strong (g ≫ 1) coupling limit.
While at weak coupling, ω0 ≃ EF/g is large compared to EF
and thus irrelevant, it emerges as a new low energy scale in
the strong coupling limit.
III. PAIRING PROBLEM AT WEAK
COUPLING
At weak coupling, one obviously expects Tpair to be
much smaller than ω0 (see Fig.II). This in turn implies
that only frequencies ω ≪ ω0 are relevant. For these
frequencies, the self-energy Σ(ω) and the kernelK (ω, ω′)
in (18) can be simplified to
Σ (ω) = −iωg log ω0|ω|
K (ω, ω′) = log
ω0√
|ω2 − ω′2| . (19)
Eq. (17) then becomes
Φ (ω) = g
∫ ω0
Tpair
dω′
Φ (ω′) log ω0√|ω2−ω′2|
ω′(1 + gω′ log ω0ω′ )
. (20)
This equation yields Tpair for the pairing in a marginal
Fermi liquid. Eq. (20) was solved numerically in Ref.44.
We show that an analytic solution is also possible. Our
computational procedure is similar to the one used by
Son32. In addition to the approach of Ref.32 we also
analyze the pairing susceptibility.
If the two logarithmic terms in the r.h.s. of Eq.(20)
were absent, the equation for the pairing vertex would
be the same as in BCS theory40, and Tpair would scale as
ω0e
−1/g. However, as Son demonstrated32, the presence
of the logarithm in the pairing kernel substantially en-
hances Tpair at weak coupling and changes its functional
form to Tpair ∝ ω0e−pi/(2
√
g). The easiest way to see
this is to introduce logarithmic variables: x = log
(
ω0
ω
)
,
x′ = log
(
ω0
ω′
)
, xT = log
(
ω0
T
)
, and re-write Eq. (20) with
logarithmic accuracy as
Φ(x) = g
∫ x
0
dx′
x′Φ (x′)
1 + gx′
+ gx
∫ xT
x
dx′
Φ (x′)
1 + gx′
. (21)
Differentiating both sides of Eq. (21) over x, we find
dΦ (x)
dx
= g
∫ xT
x
Φ (x)
1 + gx
. (22)
5Differentiating one more time, we find that the integral
equation for the anomalous vertex reduces to a second-
order differential equation:
d2Φ (x)
dx2
= −g Φ (x)
1 + gx
. (23)
The gx term in the r.h.s. of Eq. (23) is due to the
fermionic self energy. We assume and verify afterwards
that gx ≪ 1 for all relevant x, and drop this term from
(23). The solution of Eq. (23) is then elementary:
Φ (x) = A cos (
√
gx) +B sin (
√
gx) . (24)
The two boundary conditions
Φ (x = 0) = 0, (25)
dΦ(x)
dx
∣∣∣∣
x=xT
= 0
follow from (21) and (22), respectively. They yield A = 0,
and
cos(
√
gxT ) = 0. (26)
The onset temperature Tpair corresponds to the smallest
xT that satisfies (26), i.e. to xT
√
g = pi/2. Ignoring pre-
exponential factors, we then reproduce Son’s result32:
Tpair ≃ ω0e−
pi
2
√
g . (27)
The relevant value of x are xT ∝ 1/√g, i.e., gx ∼
gxT ∼ √g ≪ 1. This justifies dropping the gx term
(i.e., fermionic self-energy) from (23). The first order
correction to Tpair due to the self-energy was analyzed in
Ref.46 in the context of color superconductivity.
To get more insight into the pairing instability, it
is also instructive to analyze the pairing susceptibility
χpp(ω, T ). This is done by adding an infinitesimally small
external pairing field Φ0 to the r.h.s. of (20)
47. The pair-
ing susceptibility is
χpp(ω, T ) =
∂Φ(ω, T )
∂Φ0
∣∣∣∣
Φ0→0
=
Φ(ω, T )
Φ0
.
At T > Tpair, Φ(ω) ∝ Φ0, and the pairing susceptibil-
ity is finite. If the transition is of second order, χpp(ω, T )
diverges at Tpair. In BCS theory, Φ(ω, T ) does not de-
pend on frequency, and χpp(ω, T ) =
1
g log(T/Tpair)
. This
pairing susceptibility is obviously positive above Tpair,
diverges at Tpair for all ω, and is negative below Tpair,
implying that the normal state is unstable against pair-
ing. In our case χpp can easily be obtained from the
solution of (23) by changing the boundary condition at
x = 0 to Φ (x = 0) = Φ0. We then obtain Φ(x) given by
(24) with
A = Φ0, B = Φ0 tan(
√
gxT ) (28)
1 1.01 1.02 1.03 1.04 1.05
T/Tpair
0
1×103
2×103
χ p
p(ω
,T
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2×103
3×103
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p(ω
,T
)
FIG. 3: Particle-particle response function χpp (ω, T ) for g =
0.1 as function of T for various energies. Insert: χpp (ω, T ) as
as function of energy for T = 1.001Tc.
and
χpp(ω, T ) =
cos
(√
g log ωT
)
cos
(√
g log ω0T
) . (29)
Note that T and ω0 are lower and upper limits of the
integration over ω in (20), hence the pairing susceptibility
is only defined in the interval T < ω < ω0. We see from
(29) that at the upper boundary, ω = ω0, χpp = 1 at any
T . This is a clear distinction to the BCS limit. As long
as T > Tpair, the pairing susceptibility remains positive
everywhere in the interval T < ω < ω0 despite the fact
that the solution of the differential equation (23) for Φ (ω)
is formally an oscillating function of frequency. At Tpair,
log ω0T =
pi
2
√
g , and χpp diverges for all ω, except ω = ω0.
Below Tpair, χpp is negative at low frequencies, implying
that the system is unstable towards pairing. We show
the behavior of χpp(ω, T ) as function of temperature and
frequency in Fig.III.
IV. PAIRING PROBLEM AT STRONG
COUPLING
We next analyze the strong coupling limit g ≫ 1. In
distinction to the weak coupling regime, we now have
two characteristic energy scales in the problem, ω0 =
EF /g ≪ EF , and EF , which is the ultimate upper cutoff
in the theory (see Fig.II). The issue then is which of the
two scales determines the onset of the pairing.
Suppose momentarily that only frequencies ω ≤ ω0
contribute to the pairing. At ω < ω0, the pairing ker-
nel and the self-energy can still be approximated by Eq.
(19), and the equation for the pairing vertex can still be
reduced to the differential equation (23). In distinction
to the weak coupling case, however, the term gx, coming
from the self-energy, is now the dominant term in the de-
nominator in the r.h.s. of (23). Leaving only this term,
6we arrive at
d2Φ (x)
dx2
= −Φ (x)
x
. (30)
Note that g drops from this equation because of cancel-
lation between g factors in the effective interaction and
the self-energy.
The solution of Eq.(23) with Φ (x = 0) = 0 is Φ (x) ∝√
xJ1 (2
√
x), where J1 is a Bessel function. Substituting
this solution back into (21) and assuming that the upper
limit in the frequency integral in (21) is still xT (i.e.,
that only ω < ω0 are relevant for the pairing), we obtain
xT = 3.670(5). This leads to Tpair ≃ 0.025ω0, i.e., to a
pairing instability at a temperature which is a fraction of
ω0.
This result is similar to McMillan’s Tpair ∼
ωDe
−(1+g)/g ∼ ωD for strongly coupled phonon super-
conductors3 (ωD is Debye frequency). However, like for
phonons, there is actually no reason to restrict the fre-
quency integral to ω < ω0 ∼ EF /g, since for strong
coupling there also exists a wide frequency range ω0 <
ω < EF where, on the one hand, the pairing kernel and
the self-energy are different from (19), and, on the other
hand, typical frequencies are still below EF , i.e., a low-
energy description is at least qualitatively valid. The
existence of this extra range raises the possibility that
the onset of pairing may occur at a temperature of or-
der EF , not of order ω0 ∼ EF /g. Note that for the
electron-phonon case, the scale which sets the ultimate
upper cutoff for the pairing (the analog of EF in our case)
is ωD
√
g.48,49,50,51
To verify whether Tpair scales as EF , not as ω0, we an-
alyze the equation for Φ(ω) assuming that all character-
istic frequencies are larger than ω0. At these frequencies,
the pairing kernel and the self-energy are given by
Σ (ω) = −isign (ω) gω0 log |ω|
ω0
K (ω, ω′) =
ω0
2
(
1
|ω − ω′| +
1
|ω + ω′|
)
. (31)
Now the pairing kernel scales as 1/ω, while the self-
energy is nearly a constant, and only logarithmically de-
pends on frequency.
Substituting the pairing kernel and the self-energy into
(17) and using the fact that for all ω < EF the self-energy
Σ(ω) exceeds the bare ω, we obtain
Φ (ω) =
∫ EF
T
dω′Φ (ω′)
2 log ω
′
ω0
(
1
|ω − ω′| +
1
|ω + ω′|
)
. (32)
The logarithmic divergence in the r.h.s. of (32) at ω = ω′
can easily be regularized as the 1/|ω − ω′| form of the
kernel is only valid at |ω − ω′| > ω0.
We see that the dimensionless ratio T/EF is the only
parameter in Eq.(32), except for the log ω
′
ω0
-term in the
denominator in (32). Hence, if this equation has a solu-
tion at some finite value of this parameter, the pairing
instability should occur at T ∼ EF .
The analysis of Eq. (32) requires special care because
of the interplay between the 1/ω dependence of the pair-
ing kernel and logarithmic behavior of the self-energy.
The discussion is somewhat technical, and we moved it
into Appendix A. We find there that the solution of (32)
at frequencies between T and EF is
Φ (ω) = A
EF√
ω
cos
[
β log
ω
EF
+ φ
]
, (33)
where β = 0.7923(2) is determined from the solution of
a transcendental equation, and A, φ are real constants.
Like at weak coupling, the two limits of the integration
over ω′ in Eq. (32) for Φ imply two boundary conditions
for Φ(ω) from (33). One of them determines the phase
φ, while the other determines the pairing instability tem-
perature (the overall factor A in (33) cannot be deter-
mined from the linearized gap equation). For a simple
estimate of Tpair, we use the same boundary conditions as
in the weak coupling limit, i.e., (i) assume that frequen-
cies larger than EF are irrelevant for the pairing and set
Φ(ω = EF ) = 0, and (ii) assume that
dΦ(ω)
dω |ω=Tpair = 0.
We then obtain φ = pi2 and
Tpair = EF e
− 1
β∗ ≃ 0.0676EF , (34)
where 1/β∗ = (1/β) arccos
(
− 1√
1+4β2
)
≃ 10.371 . In Ap-
pendix B we demonstrate that the same result, modulo a
numerical prefactor, is obtained by solving explicitly the
linearized gap equation for discrete Matsubara frequen-
cies.
We see therefore that at strong coupling, the pair-
ing instability temperature Tpair is indeed of the order
of the Fermi energy EF , although numerically it is still
much smaller than EF . This temperature is larger by
a factor g than the McMillan-type estimate, Tpair ≃ ω0,
which ignores the pairing interaction at energies larger
than the characteristic bosonic frequency. We empha-
size that in order to obtain Eq. (34), it was crucial that
we included into consideration the normal state self en-
ergy renormalization. Had we ignored it, an oscillating
solution for Φ(ω) at ω > ω0 would not have been pos-
sible, i.e., no pairing instability would occur at T > ω0
(see Ref.38). Alternatively speaking, Tpair ∼ EF is the
result of the interplay between a non-Fermi liquid behav-
ior of the fermions caused by the logarithmic self energy
Σ (ω) ∝ gω0 log |ω|ω0 , and a retarded pairing interaction
governed by a “local” boson susceptibility d(ω) ∝ 1ω .
Since Tpair ∼ EF , it is inevitable that the magnitude of
Tpair is affected by the system behavior at high energies,
i.e. at lattice scales in the condensed matter context. We
assumed above that the fermionic density of states is a
constant. This is indeed only approximately valid at ω ∼
EF . To determine Tpair beyond an order of magnitude
estimate, one then needs to solve the full microscopic
problem. Still, lattice effects only modify the prefactor
in Tpair; the relation Tpair ∼ EF is generic and survives
lattice corrections.
7V. THE ROLE OF GAP FLUCTUATIONS
A. Phase fluctuations
In the weak coupling limit it is known that the tran-
sition temperature, determined from the linearized gap
equation, coincides with the temperature where global
phase coherency sets in. This can easily be seen by eval-
uating the phase stiffness ρs defined as
Ephase = ρs
∫
d3x (∇ϕ)2 . (35)
At weak coupling, ρs ≃ EF kF . Eq. (35) can then be con-
sidered as the continuum limit of an XY - spin model on
a three dimensional lattice with lattice constant ≃ k−1F
and exchange interaction ≃ EF . Fluctuation effects in
this model become effective at temperatures comparable
to the exchange interaction, i.e., at temperatures com-
parable to the Fermi energy. Since Tpair ≪ EF , fluctu-
ations at T ∼ Tpair are ineffective, and phase coherency
is established as soon as Cooper pairs are formed, i.e.,
Tpair = Tc.
Consider next the strong coupling limit, where Tpair ∼
EF . In what follows we argue that at strong coupling,
ρs/kF ≃ EF /√g ≪ Tpair. In this situation, phase fluctu-
ations become relevant well below the onset of the pair-
ing, and by conventional reasoning52,53,54, phase coher-
ence sets in at
Tc ≃ EF /√g ≪ Tpair ≃ EF . (36)
This new energy scale is the characteristic energy of a
boson in the gaped state below Tpair. In between Tpair
and Tc, the systems displays a pseudogap behavior: the
density of states develops a maximum at a finite fre-
quency (the tunneling gap), and the spectral weight is
transformed from frequencies below the gap to frequen-
cies above the gap. However, the superconducting order
parameter only develops at Tc.
We now show how we arrived at ρs/kF ≃ EF /√g. The
superfluid stiffness at T = 0 is obtained by evaluating the
sum of fermionic bubbles made of normal and anomalous
Green’s functions, and is given by
ρs = ρ
0
s
∫ ∞
0
dω
Φ2 (ω)[
(ωZ (ω))
2
+ Φ2 (ω)
]3/2 , (37)
where ρ0s ∼ EFkF is the stiffness of a BCS supercon-
ductor. Φ(ω) is the pairing vertex at T = 0 and we
introduced
Z(ω) = 1− Σ(ω)
iω
. (38)
Using the relation between Φ(ω) and the gap function
∆ (ω) = Φ(ω)Z(ω) , one can write Eq.(37) as
ρs = ρ
0
s
∫ ∞
0
dω
Z(ω)
∆2 (ω)
[ω2 +∆2 (ω)]3/2
. (39)
For a BCS superconductor, Z = 1, and ∆ does not de-
pend on frequency. The frequency integration in (39)
then yields ρs = ρ
0
s, independent on ∆. This essentially
implies that at T = 0, the superfluid density equals the
full density.
To obtain ρs at strong coupling, we need to know
∆(ω, T = 0) and Z(ω, T = 0). The gap ∆(ω, T = 0) =
∆(ω) is obtained by solving the nonlinear gap equation
∆(ω) =
3g
2
∫ ∞
−∞
(
∆(ω′)−∆(ω)ω′ω
)
dsc(ω − ω′)√
ω′2 +∆(ω′)2
dω′.
(40)
where dsc(Ω) is the “local” boson propagator in a su-
perconductor. In the normal state, d(Ω) is given by Eqs.
(11,15). In the presence of ∆, the bosonic spectrum itself
changes due to feedback from the gap opening, and the
Landau damping transforms into Π (Ω) ∼ γ Ω2q∆ ≃ γ Ω
2
qEF
(Ref.24). This leads to
dsc (Ω) =
1
3
log
(
1 +
ω20,sc
Ω2
)
, (41)
where
ω0,sc ∼
√
ω0EF ∼ EF /√g (42)
is the characteristic energy of the bosons in a state where
fermions are gaped – it has the same physical meaning
as ω0 above Tpair. For frequencies EF > |Ω| > ω0,sc we
have
dsc(Ω) ≃ 1
3
(ω0,sc
Ω
)2
. (43)
Despite the 1/Ω2 dependence of dsc(Ω), the integral over
ω′ in Eq. (40) remains convergent since the numerator
vanishes at ω = ω′. We can then safely use Eq. (43)
for dsc(Ω) and drop the restriction that this form is only
valid above ω0,sc. The gap equation then contains only
EF as the energy scale. Accordingly, ∆(ω) can only be of
order EF , if the gap equation indeed has a solution. We
verified that the solution of (43) does indeed exist and
yields ∆(ω) = EF f(ω/EF ).
The expression for Z(ω) follows from the formula for
the self-energy
Z (ω) = 1 +
3 g
2ω
∫ ∞
−∞
d (ω − ω′)ω′dω′√
ω′2 +∆(ω′)2
. (44)
Here the restriction that Eq. (43) is only valid at frequen-
cies above ω0,sc becomes crucial, otherwise the integral
over ω′ in Eq. (44) would diverge. Beyond this, the eval-
uation of the integral is straightforward, and we obtain
Z (ω < EF ) ≃ g1/2, Z (ω ≫ EF ) ≈ 1. (45)
Substituting this Z into (39), we find
ρs(T = 0) ≃ ρ0s/
√
g ≃ ω0,sckF . (46)
8We see that ρs(T = 0)/kF is much smaller than Tpair.
The exchange constant of the XY -model (35) is therefore
ω0,sc ≪ EF . This leads to our estimate of Tc in Eq. (36).
This estimate is further supported by the fact that a finite
T , we found that the leading temperature dependence of
the stiffness varies as a function of Tω0,sc , i.e., thermal
corrections to the stiffness indeed become relevant at T
≃ ω0,sc.
B. A relation to Eliashberg theory
We emphasized above that our strong coupling theory
is a local theory, but not an Eliashberg theory. Indeed, in
our case, the interaction is larger than the Fermi energy,
and the presence of the momentum cutoff in the bosonic
propagator is crucial. This distinction becomes particu-
larly important if we compare our result for ρs with the
conventional Eliashberg theory. There EF is the largest
scale in the problem, even if the “local” interaction d(ω)
scales as 1/ω or even faster (as, e.g., 1/ω2 for phonon
superconductors). Once EF is the largest energy scale,
ρs/kF is always larger than Tpair, and phase fluctuations
are weak. Indeed, according to Eq. (37), ρs scales as
ρs ∼ ρ0s
∆
Σ(ω ∼ ∆) , (47)
where, as before, ρ0s ∼ EF kF is the stiffness of the weak
coupling limit. The ratio ∆/Σ can be quite small if the
pairing occurs in the quantum-critical regime and in-
volves near-massless bosons. In particular, for phonon
superconductors, when the Debye frequency ωD is much
smaller than electron-phonon interaction u, ∆ ∼ Tpair ∼
u (see Ref.48), and Σ(ω ∼ u) ∼ u2/ωD >> ∆. Then
ρs ∼ ρ0s(ωD/u) ≪ ρ0s. Still, the condition that EF is
the largest energy scale implies that Σ(ω) < EF , i.e.,
u2/ωD < EF . Then, even though ρs is reduced from its
weak coupling value, it still holds that
ρs/kF ∼ TpairEFωD
u2
> Tpair. (48)
This implies that the exchange coupling in the corre-
sponding XY model is still larger than the onset tem-
perature for the pairing. As a result, within Eliashberg
theory one can expect at most modest changes in the
transition temperature due to phase fluctuations. In our
case, we remind, at strong coupling EF is no longer the
largest energy scale in the problem, and the 1/ω form of
d(ω) in the strong coupling limit emerges once one im-
poses a cutoff in the integration over bosonic momenta.
C. longitudinal gap fluctuations
In previous subsections we discussed the role of phase
fluctuations. They are sufficient to destroy superconduct-
ing order between Tc and Tpair. There also exist, how-
ever, longitudinal fluctuations of the pairing gap, and it
is instructive to consider how strong they are.
Longitudinal gap fluctuations generally reflect how
shallow the profile of the free energy with respect to de-
viations of ∆(ω) from its equilibrium value is. A shallow
profile implies that the superconducting order is weak as
different ∆(ω) have almost the same condensation energy.
A situation with a shallow profile emerges when, in real
frequencies, the attractive part of Redsc(ω) is weak, and
the pairing predominantly comes from Imdsc(ω). The
imaginary part of a “local” interaction describes purely
retarded interaction between fermions. This interaction
then does not contribute to the superconducting order
parameter, which is an equal time correlator. Accord-
ingly, the slope of the free energy is determined only by
a weak Redsc(ω).
A simple estimate of the energy scale at which longitu-
dinal gap fluctuations become relevant can be obtained
by analyzing the form of Redsc(ω). Converting Eq.(41)
to real frequencies yields
dsc (Ω) =
1
3
log
(
|1− ω
2
0,sc
Ω2
|
)
(49)
+i
pisignΩ
3
θ
(
Ω2 − ω20,sc
)
We see that Redsc(ω) remains attractive up to a fre-
quency ω0,sc/
√
2, and is repulsive at larger frequen-
cies. This means that frequencies above ω0,sc/
√
2 do
not contribute to the superconducting order parame-
ter, although they do contribute to the pairing itself via
Imdsc(ω). This in turn implies that longitudinal gap fluc-
tuations become strong at T ≥ ω0,sc ∼ EF /√g. Com-
paring this result with Eq.(36), we see that in our strong
coupling limit, phase and amplitude fluctuations of the
gap are equally important, as the corrections to the su-
perconducting order parameter from both fluctuations
become O(1) at T ∼ Tc ∼ EF /√g. One can equally ar-
gue that Tc ≪ Tpair is the result of strong phase fluctu-
ations, or the result of soft longitudinal gap fluctuations
brought about by the absence of a repulsive component
of Redsc(ω) at Ω > ω0,sc.
VI. MIGDAL PARAMETER
As we discussed in the Introduction, the coupled equa-
tions (5) for the pairing vertex and fermionic and bosonic
self-energies are valid if vertex corrections and the mo-
mentum dependent part of the self energy can be ne-
glected. In case of electron-phonon interaction, this ap-
proximation was justified by Migdal5.Below we evaluate
the leading corrections to our local theory, both in the
Eliashberg limit, and at strong coupling. For definiteness,
we focus on vertex corrections δΓ of the total vertex
Γ =
√
u
kF
(1 + δΓ) .
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FIG. 4: Leading correction of the fermion boson vertex
Γk,q (ω,Ω). The solid lines stand for the fermionic propagator
and the wiggly lines for the bosonic propagator, respectively.
Generally, the correction to the interaction vertex be-
tween fermions and gapless bosons, depend on the in-
terplay between the bosonic momentum and frequency.
In particular, Ward identities imply that vertex correc-
tions in the limit of vanishing bosonic momentum are
of the same order as the fermionic self-energy, and not
necessary small55. However, for the pairing problem, we
need to analyze vertex corrections for typical bosonic en-
ergies, Ωtyp, and for typical bosonic momenta, qtyp, that
contribute to the pairing.
The leading vertex correction in the normal state is
presented in Fig.VI and is given by:
δΓq (ω,Ω) =
Nu
kF
∫
k′ω′
Dk−k′ (ω − ω′)Gk′ (ω′)
×Gk′+q (ω′ + Ω) . (50)
Here, ω is the external fermionic frequency. In principle,
δΓ depends on two momenta – the bosonic momentum
q and the external fermionic momentum k. However,
the dependence on k is weak and thus irrelevant, and we
will neglect it. Performing the momentum integration in
(50), we obtain
δΓq (ω,Ω) ≃
3g
∫ Ω
0
d (ω + ω′) dω′√
Ω2 + (NvF q)
2
. (51)
The factor N in the denominator is a consequence of the
rescaling that we performed in Sec. II. In the limit q → 0
δΓq→0 (ω,Ω) =
3g
Ω
∫ Ω+ω
ω
d (ω′) dω′ (52)
=
Σ (Ω + ω)− Σ (ω)
−iΩ .
This is the Ward identity relating the homogeneous ver-
tex with the self energy. We see from (52) that static
vertex corrections do not depend on N and are not small
at moderate and strong coupling. The situation, how-
ever, changes when we evaluate δΓq (ω,Ω) at qtyp and
Ωtyp relevant to the pairing problem. In what follows we
evaluate δΓ for weak, intermediate and strong coupling,
and specify in each case the relevant bosonic momentum
and frequency.
A. Vertex corrections at weak coupling
We first consider the limit of weak coupling, g ≪
1. The typical bosonic energy Ωtyp is of order Tc ≃
(EF /g)e
−pi/(2√g). On the other hand, typical momenta
qtyp are obtained from the condition that the momentum
and frequency dependent term in the bosonic propagator
D(q,Ω) are of the same order, i.e. qtyp ≃ (γΩtyp)1/3.
Together with Eq.(10) for γ this yields
vF qtyp ≃ EF e−pi/(6
√
g). (53)
Comparing Ω and vF q, we see that
vF qtyp ≃ Ωtyp
[
gepi/(3
√
g)
]
≫ Ωtyp. (54)
We then obtain from Eq.(51)
δΓ ≃ g
∫ Ωtyp
0 log
(
ω0
ω
)
dω′
NvF qtyp
=
pi
2N
e
− pi
3
√
g
√
g
. (55)
We see that vertex correction is exponentially small for
small g. The extension to large N is in fact not needed
as vertex corrections are already negligible.
B. Vertex corrections at intermediate coupling
At intermediate g = O(1), ω0 and EF become of the
same order, i.e., there is only one characteristic energy
scale in the problem. Vertex corrections are O(1) for
N = 1, but are still small in 1/N if we extend the theory
to large N .
C. Vertex corrections at strong coupling
A naive expectation would be that vertex corrections
gradually increase with g and eventually overcome the
overall smallness in 1/N . This would invalidate our local
theory at sufficiently large g. It turns out, however, that
vertex corrections freeze at O(1/N) and do not grow with
g. The saturation originates from the form of the bosonic
propagator D(q,Ω), which is determined by the self en-
ergy ≃ γ |Ω|q . As γ by itself scales with the boson-fermion
coupling, D(q, ω) scales inversely with g and cancels out
the overall factor g in Eq.51.
To see this explicitly we note that at strong coupling,
qtyp is of order kF , hence vF qtyp is of order EF . Typical
frequencies Ωtyp are also O(EF ). The external fermionic
frequency ω in Eq. (51) is also of order of the Fermi
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energy. Evaluating the vertex correction diagram using
d (Ω) ≃ ω03|Ω| , we obtain for these qtyp and Ωtyp
δΓ ≃ g
∫ EF
0
ω0
EF+ω′
dω′
EF
√
1 +N2
≃ 1
N
(56)
We see that vertex corrections indeed do not depend on
g and remain small (at large N) for arbitrary strong cou-
pling.
At large N , vertex corrections remain small for all val-
ues of g, i.e., our local theory is valid both in the weak
and the strong coupling limit.
VII. OTHER SYSTEMS
As we discussed in the introduction, the problem dis-
cussed in this paper describes p−wave superconductiv-
ity in condensed matter systems close to a ferromagnetic
quantum critical point with Ising symmetry56, and super-
conductivity due to color magnetic interactions in dense
quark matter32,37,38. As pointed out above, for color su-
perconductivity, antiparticle pairing that has been ne-
glected in Eqs. (5), (7), may come into play at strong
coupling41. We nevertheless believe that the main re-
sults of this paper are still relevant to this case.
However, the results obtained in the strong coupling
limit are much more general. The key aspect of our the-
ory is that the boson propagator D(q‖, q⊥,Ω) becomes
completely local above a certain frequency. We consid-
ered a particular case when boson dynamics is set by
Landau damping, and
D (Ω) ∝ ω0|Ω| , (57)
where ω0 is a characteristic upper cut off scale of the
boson system. However, our results will be equally valid
for any D(Ω) in the form D(Ω) ∝ 1/ |Ω|γ with γ ≥ 1.
One of the possible applications of our strong cou-
pling result is pairing by antifereromagnetic fluctuations,
which has been discussed in great detail in the context of
cuprate superconductors24. That analysis was, however,
performed within the low-energy spin-fermion model,
which is only valid at u < EF , i.e., in the weak coupling
limit, as we defined it in this paper. In the cuprates,
as is well known, the Hubbard interaction is comparable
to EF , i.e., g ≥ 1. Our finding that a large pseudogap
regime with phase incoherent pairs is inevitable at strong
coupling is quite intriguing in view of the numerous ob-
servations of pseudogap physics in this class of materi-
als. To make a connection to other studies of pseudogap
within Hubbard model, we note that our effective inter-
action u ≃ U2/t and EF ≃ t, where U and t are the local
Coulomb repulsion and tight binding hopping element,
respectively. Then g =
(
U
t
)2
and ω0 ∼ EF /g ∝ tU J , and
ω0,s ∼ EF /√g ∼ J , where J = 4t2U is the antiferromag-
netic exchange interaction between spins. Accordingly,
it follows from our analysis that the pairing sets in at
Tpair ∼ t, and the pairing gap is ∆ ∼ t, while coherent
superconductivity occurs at Tc ∝ J . We note in this
regard that numerical investigations of variational wave
functions designed to cover the strong coupling limit57
do indeed yield a zero temperature gap ∆ ∼ t and a
considerably reduced superfluid stiffness ρs
58,59,60. Also,
our result Tc ∼ J is consistent with the observation that
Tc in underdoped cuprates scales with the neutron peak
frequency. The latter turns out to be of order J , if, e.g.,
one extends the exciton scenario for the resonance peak
to the strong coupling limit61.
There exists some similarity between our results and
those obtained for the crossover from BCS-type behavior
at weak coupling and Bose Einstein condensation (BEC)
of pairs at strong coupling62,63,64,65. In particular, for
large g, when ∆ is or order EF , our pair coherence length
ξ ≃ vF /∆ becomes of the order of the typical distance
between fermions (∼ k−1F ). This is similar to the find-
ings for the BCS-BEC crossover62,63,64,65. An important
distinction between the two theories is that in BCS-BEC
crossover,the pairing interaction is static, while in our
case it is dynamic and strongly retarded. The transition
at large g in our case should therefore not be considered
as condensation of almost free bosons.
VIII. CONCLUSION
In this paper we considered pairing of 3D fermions, due
to an exchange of massless bosons. The model we con-
sidered describes p−wave superconductivity in itinerant
fermionic systems close to a ferromagnetic quantum crit-
ical point with Ising symmetry, and superconductivity
due to color magnetic interactions in quark matter.
At weak coupling, we find that an exchange of a mass-
less boson enhances Tc compared to the BCS expectation
TBCSc ∝ e−
1
g , and the actual transition temperature is
Tc ≃ ω0e−
pi
2
√
g , where ω0 = EF /g is a characteristic en-
ergy scale of the bosons. This result agrees with previous
calculations32,37,38.
At strong coupling, we find that pairing emerges at a
temperature Tpair ≃ 0.06EF , which is only numerically
smaller than the Fermi energy. In addition, we find that
the phase stiffness behaves as ρs ∼ Tpair/√g, i.e. the
typical energy scale where phase fluctuation become im-
portant is parametrically smaller than Tpair. The small
phase stiffness implies that coherent superconductivity
only emerges at Tc ≃ Tpair/√g ≪ Tpair. In between Tc
and Tpair the system displays pseudogap behavior with
preformed pairs. The width of the pseudogap regime
widens as g grows.
We further argued that several aspects of the strong
coupling solution, particularly the existence of two tem-
peratures Tpair and Tc, are valid for a much larger class of
problems in which boson propagator becomes completely
local above a certain frequency. The existence of a cut
off energy scale, which corresponds to the finite lattice
11
constant in the condensed matter context or to the large
density in case of color superconductivity, is crucial for
the relevance of phase fluctuations. For the cuprates, our
results imply that Tpair and the pairing gap ∆ scale with
the hopping integral t, while Tc scales with the exchange
interaction J .
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APPENDIX A: PAIRING WITH 1
|ω−ω′| KERNEL
In this appendix we obtain the solution of the Eliash-
berg equation, Eq.(32), in the strong coupling regime.
The analysis of a pairing problem with a kernel 1|ω−ω′| is
nontrivial and it is useful to solve a more general problem
first66. We consider:
hγ (ω) =
1− γ
2
∫ ∞
0
dω′hγ (ω′) kγ (ω, ω′)
(ω′)1−γ
(A1)
with
kγ (ω, ω
′) =
1
|ω − ω′|γ +
1
|ω + ω′|γ (A2)
and argue below that Φ (ω) ≃ limγ→1 hγ (ω).
The integral equation (A1) is scale invariant suggesting
a power-law solution
hγ (ω) = Aω
−b. (A3)
Inserting this ansatz into Eq. (A1) we obtain
1 =
1− γ
2
∫ ∞
0
dt
1
t1+b−γ
(
1
|t− 1|γ +
1
|t+ 1|γ
)
, (A4)
where t = ω
′
ω . This determines the exponent b (γ). The
integral over t can be performed explicitly. In the limit
where γ is close to 1, Eq. (A4) reduces to
1 = 1 + (1− γ) y (b) , (A5)
where y (b) = γE + ψ (b) − pi2 tan
(
bpi
2
)
, and ψ (b) is the
di-gamma function. While b is undetermined for γ = 1
it must hold that y (b) = 0 for any γ 6= 1. For real b the
condition y (b) = 0 cannot be fulfilled. However, for a
complex b = α + iβ, we find that the imaginary part of
y (b) vanishes if α = 12 , i.e. if y
(
1
2 + iβ
)
is purely real.
Using this fact and substituting b = 1/2 + iβ into (A5),
we obtain that β is determined from
Re
(
γE + ψ
(
1
2
+ iβ
))
=
pi
2
tan
(
pi
4
+ i
piβ
2
)
. (A6)
This equation is easily solved graphically and yields β =
±0.7923(2). Therefore
hγ (ω) = A ω
− 1
2
−iβ +A∗ω−
1
2
+iβ . (A7)
The overall constant A is chosen such that hγ (ω) is real.
In order to show that Eq.(A7) is indeed the solution
of Eq.(32) we discuss more carefully why limγ→1 hγ (ω)
gives the desired Φ (ω). Eq. (32) can be re-expressed as
Φ (ω) = lim
γ→1
1− γ
2
∫ EF
T
dω′Φ (ω′) kγ (ω, ω′)
ω′1−γ − ω1−γ0
. (A8)
This equation coincides with (A1) if we neglect ω1−γ0 in
the denominator. We now recall that at strong coupling,
Tpair ≫ ω0. Then for all ω′ > T in (A8)holds that ω′ ≫
ω0, and we can safely neglect ω
1−γ
0 for any γ 6= 1.
APPENDIX B: LINEARIZED GAP EQUATION
FOR DISCRETE MATSUBARA FREQUENCIES
In the computation of Tpair in the main text we im-
posed the lower cutoff in the zero-temperature equation
for the pairing vertex. In the weak coupling limit, this
procedure was shown earlier38 to yield the same Tpair
(modulo a numerical prefactor), as one would obtain by
performing an explicit summation over discrete Matsub-
ara frequencies. In this appendix we demonstrate that
the same is true in the strong coupling limit.
The most straightforward way to analyze the linearized
pairing problem is by considering the gap function
∆n =
Φ(ωn)
Z (ωn)
, (B1)
where Z (ωn) = 1− Σ(ωn)iωn and determine the temperature
at which ∆n 6= 0 for the first time. The advantage of ana-
lyzing ∆ instead of Φ is that the corresponding linearized
gap equation does not explicitly contain the fermionic
self-energy and can more easily be solved numerically.
The equation for ∆n is straightforwardly obtained from
the equations for Φ (ωn) and Σ (ωn):
∆n = 3pigT
∑
m
(
∆m
ωm
− ∆n
ωn
)
×sign (ωm) d (ωm − ωn) . (B2)
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In the limit where Tpair > ω0, relevant |ωn| > ω0, we can
approximate d(Ωn) by d (Ωn) ≃ ω03|Ωn| . Then
∆n =
EF
4piTpair
∑
m 6=n
(
∆m
m+ 1/2
− ∆n
n+ 1/2
)
× sign (m+ 1/2)|m− n| . (B3)
The summation over discrete Matsubara frequencies is
convergent for large n. Thus, no regularization or cut off
is needed to solve for ∆m. The only dimensionless pa-
rameter in (B3) is EF /Tpair, and the non-trivial solution
of (B3), if it exists, appears at Tpair ≃ EF as we found
earlier. We verified numerically that the solution of Eq.
(B3) does indeed exist at Tpair ≃ 0.064EF . This is even
quantitatively close to the estimate Tpair ≃ 0.0676EF ob-
tained in the main text.
1 G. M. Eliashberg, Sov. Phys. JETP 11, 696 (1960); Sov.
Phys. JETP 16, 780 (1963).
2 D. J. Scalapino in Superconductivity, Vol. 1 p. 449, Ed. R.
D. Parks, Dekker Inc. N. Y. 1969.
3 W. L. McMillan, Phys. Rev. 167, 331 (1968).
4 F. Marsiglio and J. P. Carbotte, in The Physics of Super-
conductors, Vol.1, Ed. K. H. Bennemann and J. B. Ketter-
son, Springer 2003.
5 A. Migdal, Soviet Phys. JETP 7, 996 (1958).
6 V. J. Emery, Ann. Phys. (N.Y.) 28, 1 (1964).
7 N. F. Berk and J. R. Schrieffer, Phys. Rev. Lett. 17, 433
(1966).
8 P. W. Anderson and R. F. Brinkman, Phys. Rev. Lett. 30,
1108 (1973).
9 P. W. Anderson and P. Morel, Phys. Rev. 123, 1911
(1961).
10 A. J. Leggett, Rev. Mod. Phys. 47, 331 (1975).
11 V. J. Emery, Synthetic Metals 13, 21 (1986).
12 K. Miyake, S. Schmitt-Rink, and C. M. Varma, Phys. Rev.
B 34, 6554 (1986).
13 D. J. Scalapino, E. Loh, Jr., and J. E. Hirsch, Phys. Rev.
B 34, 8190 (1986).
14 P. Monthoux, A. V. Balatsky, and D. Pines, Phys. Rev.
Lett. 67, 3448 (1991).
15 D.J. Scalapino, Phys. Rep. 250, 329 (1995).
16 P. Monthoux and D. Pines, Phys. Rev. Lett. 69, 961
(1992). D. Pines, Z. Phys. B 103, 129 (1997).
17 J. R. Schrieffer, J. of Low Temp. Phys. 99, 397 (1995).
18 A. V. Chubukov, Phys. Rev. B 52, R3840 (1995).
19 B. L. Altshuler, L. B. Ioffe, and A. J. Millis, Phys. Rev. B
52, 5563 (1995).
20 Ar. Abanov, A. Chubukov, and A. Finkel’stein, Europhys.
Lett. 54, 488 (2001).
21 R. Roussev and A. J. Millis, Phys. Rev. B 63, 140504
(2001).
22 Z. Wang, W. Mao, and K. Bedell, Phys. Rev. Lett. 87,
257001 (2001).
23 M. Dzero and L. P. Gor’kov, Phys. Rev. B 69, 092501
(2004).
24 A. Abanov, A. V. Chubukov, and J. Schmalian, Adv.
Phys. 52, 119 (2003); A. V. Chubukov, D. Pines, and J.
Schmalian, in The Physics of Superconductors, Vol.1 p.
495, Ed. K. H. Bennemann and J. B. Ketterson, Springer
2003.
25 A. Chubukov, A. Finkelstein, R. Haslinger, and D. Morr,
Phys. Rev. Lett. 90, 077002 (2003).
26 A. Chubukov, V, Galitski and V. Yakovenko, Phys. Rev.
Lett. 94, 046404 (2005).
27 N. D. Mathur, F. M. Grosche, S. R. Julian, I. R. Walker,
D. M. Freye, R. K. W. Haselwimmer, G. G. Lonzarich,
Nature (London) 394, 39 (1998).
28 Y. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fu-
jita, J. G. Bednorz, F. Lichtenberg, Nature (London) 372,
532 (1994).
29 S. Saxena, P. Agarwal, K. Ahilan, F. Grosche, R. Hasel-
wimmer, M. Steiner, E. Pugh, I. Walker, S. Julian, P. Mon-
thoux, G. Lonzarich, A. Huxley, I. Sheikin, D. Braithwaite,
and J. Flouquet, Nature (London) 394, 39 (1998).
30 D. Aoki, A. Huxley, E. Ressouche, D. Braithwaite, J. Flou-
quet, J.-P. Brison, E. Lhotel, and C. Paulsen, Nature (Lon-
don) 413, 61 (2001).
31 Z. Fisk and D. Pines, Nature (London) 394, 22 (2001).
32 D. T. Son, Phys. Rev. D 59, 094019 (1999).
33 D. J. Gross and F. Wilczek, Phys. Rev. Lett. 30, 1343
(1973); H. D. Polizer ibid. 30, 1346 (1973).
34 D. Bailin and A Love, Phys. Rep. 107, 325 (1984).
35 M. Alford, K. Rajagopal, and F. Wilczek, Phys. Lett. B
422, 247 (1998).
36 R. Rapp, T. Schafer, E. Shuryak and M. Velkovsky, Phys.
Rev. Lett. 81, 53 (1998).
37 T. Scha¨fer and F. Wilczek, Phys. Rev. D, 60, 114033
(1999).
38 R. Pisarski and D. Rischke, Phys. Rev. D 61, 051501(R)
(2000).
39 The condition g ≪ 1 near SDW or CDW instabilities can
still be valid in some cases, but requires extra assumptions
about the behavior of the interaction u(r) in real space 23.
40 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev.
108, 1175 (1957).
41 R. Pisarski and D. Rischke, Nucl. Phys. A 702, 177 (2002).
42 T. Holstein, R. E. Norton and P. Pincus, Phys. Rev. B 8,
2649 (1973).
43 M. Yu. Reizer, Phys. Rev. B 40, 11571 (1989).
44 P.B. Littlewood and C.M. Varma, Phys. Rev. B 46, 405
(1992).
45 C. M. Varma, P. B. Littlewood, S. Schmitt-Rink, E. Abra-
hams, A. E. Ruckenstein, Phys. Rev. B 64, 1996 (1989).
46 Q. Wang and D. Rischke, Phys. Rev. D 65, 054005 (2002).
47 Physically, a finite Φ0 can be realized by coupling our sys-
tem to another superconductor through a weak Josephson
junction.
48 P. B. Allen and R. C. Dynes, Phys. Rev. B 12, 905 (1975).
49 J. P. Carbotte, Rev. Mod. Phys. 62, 1027 (1990).
50 F. Marsiglio and J. P. Carbotte Phys. Rev. B 33, 6141
(1986).
51 R. Combescot, Phys. Rev. B 51, 11625 (1995).
52 V. L. Pokrovski, JETP Lett. 47, 629 (1988).
53 V. L. Emery and S. A. Kivelson, Nature (London) 374,
13
434 (1995).
54 M. Franz and A. J. Millis, Phys. Rev. B 58, 14572; H. J.
Kwon and A. T. Dorsey, Phys. Rev B 59, 6438 (1999).
55 A. V. Chubukov, preprint, cond-mat/0411039.
56 The restriction to Ising systems is important as the tran-
sition becomes otherwise of first order 25.
57 P. W. Anderson, Science 235, 1196 (1987).
58 C. Gross, R. Joynt, and T. M. Rice, Z. Phys. B 68, 425
(1987); C. Gros, Phys. Rev. B 38, 931 (1988).
59 A. Paramekanti, M. Randeria, N. Trivedi, Phys. Rev. Lett.
87, 217002 (2001); ibid Phys. Rev. B70, 054504 (2004).
60 J. Liu, J. Schmalian, and N. Trivedi, Phys. Rev. Lett. 95,
127003 (2005).
61 In the exciton scenario, the resonance peak frequency is
Ωres ∼ (∆ωsf )
1/2 where ∆ is a gap, and ωsf is the spin-
fluctuation frequency. At weak coupling, ∆ ∼ g¯, and ωsf ∼
v2F ξ
−2/g¯, where vF ∼ t is Fermi velocity, g¯ ∼ u
2/t, and ξ is
a magnetic correlation length. Accordingly, Ωres ∼ vF ξ
−1.
At strong coupling, ∆ ∼ t, ωsf ∼ t
3/u2, and Ωres ∼ Jξ
−1.
62 A. J. Leggett, in Modern trends in the theory of condensed
matter ed. by A. Pekalski and R. Przystawa (Springer-
Verlag, Berlin, 1980).
63 P. Nozieres and S. Schmitt-Rink, J. Low Temp. Phys. 59,
195 (1985).
64 R. T. Scalettar, E. Y. Loh and J. E. Gubernatis, A. Moreo,
S. R. White, D. J. Scalapino, and R. L. Sugar, E. Dagotto,
Phys. Rev. Lett. 62, 1407 (1989).
65 C. A. R. Sa de Melo, M. Randeria, and J. R. Engelbrecht,
Phys. Rev. Lett. 71, 3202 (1993).
66 Ar. Abanov, B.L. Altshuler, A. Chubukov and E.
Yuzbashyan, unpublished.
