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Abstract
Let G be a graph with vertex set V (G) and edge set E(G),
and f be a 0−1 labeling of E(G) so that the absolute difference
in the number of edges labeled 1 and 0 is no more than one.
Call such a labeling f edge-friendly. The edge-balanced index
set of the graph G, EBI(G), is defined as the absolute dif-
ference between the number of vertices incident to more edges
labeled 1 and the number of vertices incident to more edges la-
beled 0 over all edge-friendly labelings f . In 2009, Lee, Kong,
and Wang [5] found the EBI(Kl,n) for l = 1, 2, 3, 4, 5 as well as
l = n. We continue the investigation of the EBI of complete
bipartite graphs of other orders.
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1 Introduction
1.1 Definitions
For basic graph theoretic notation and definition see Diestel [1]. The
complete bipartite graph with n and m vertices partitioned into the
first and second parts, respectively, where no pair of vertices in the
same part are adjacent and all other pairs are adjacent, is denoted
Kn,m. The neighborhood of a vertex v, denoted N(v), is the set of
all vertices adjacent to v. A labeling of a graph G with H ⊆ G, is a
function f : H → Z2, where Z2 = {0, 1}. If H = E(G) (H = V (G))
and f is surjective, call the labeling an edge labeling (vertex labeling).
Denote by f(e) the label on edge e, and let ef (i) = card{e ∈ E :
f(e) = i}. For a vertex v, let N0(v) = {u ∈ V : f(uv) = 0} and
N1(v) = {u ∈ V : f(uv) = 1}. A labeling f is said to be edge-friendly
if |ef (0) − ef (1)| ≤ 1. An edge-friendly labeling f : E → Z2 induces
a partial vertex labeling f+ : V → Z2 defined by f
+(v) = 0 if the
number of 0-edges incident to v is more than the number of 1-edges
incident to v and f+(v) = 1 if the number of 1-edges incident to v is
more than the number of 0-edges. If the number of 1-edges incident
to v is equal to the number of 0-edges then f+(v) is not defined,
and we say that v is unlabeled. For i ∈ Z2 let vf (i) = card{v ∈ V :
f+(v) = i}. The edge-balanced index set of the graph G, EBI(G), is
defined as {|vf (0)− vf (1)| : the edge labeling f is edge-friendly}.
1.2 History and Motivation
The study of balanced vertex labelings was introduced by S.M. Lee,
A. Liu, and S.K. Tan [6] in 1992. Three years later, M. Kong and
S.M. Lee [3] continued work in balanced edge labelings. In the second
labeling problem, the authors attempted to classify the EBI(G),
which proved to be quite difficult. For more information, J. Gallian’s
dynamic survey of graph labeling problems in the Electronic Journal
of Combinatorics [2] provides an excellent overview of the subject.
There have been many attempts to classify EBI(G) by looking
at different families of graphs. A common problem in attempting to
find the EBI(G) for a particular graph family is in the search for the
maximal element in the set. Often after such an element is found,
the authors produce an algorithm for the lesser terms.
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For complete bipartite graphs, Lee, Kong, and Wang [5] found
the EBI(Kl,n) for l = 1, 2, 3, 4, 5 as well as l = n. In particular, they
found EBI(Kn,n) = {0, 1, 2, 3, . . . , 2n− 8} for even n and {0,2,4,. . . ,
2n-4} for odd n. Little more is known for other graph families, as the
edge-balance index set of regular graphs has been found for 2-regular
graphs, however, even for cubic graphs it is only known in some
cases (Mo¨bius Ladders). We continue this inquiry by attempting to
determine the EBI of unknown cases of Kn,m, following the methods
of [4].
2 Complete bipartite graphs with two odd
parts
2.1 An Example
We consider some special cases of the form Kn,n−2 where n is small.
Example 2.1 EBI(K3,5) = {0, 2}
(a) |vf (0)− vf (1)| = 2.
(b) |vf (0)− vf (1)| = 0.
2.2 Parts differing by two
We begin by showing our general method in the simplest case.
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Theorem 2.2 EBI(Kn,n−2) = {0, 2, . . . , 2n−10, 2n−8} for odd
n > 5
Proof.
We label edges of G = Kn,n−2 for maximum EBI. Vertices will
be of two types, those which are incident to many more 0-edges than
1-edges, called dense, and those which are incident to marginally
more 1-edges than 0-edges, called sparse. To find the maximum
element of EBI, our goal is to minimize the number of dense vertices
and maximize the number of sparse vertices. Call the vertices of the
first part A of G, {u, u1, . . . , un−3} and those of the second part B,
{v, v′, v1, . . . , vn−2}. Set D = {u, v, v
′} and S = V (G)−D.
The vertices u, v, v′ will be dense, so that all incident edges will
be labeled zero, the rest of the vertices will be sparse. We will make
half the sparse vertices in the larger part less sparse by one edge
labeled 1.
Define a cyclic order on the vertices in S so that for positive i <
n−3 and ui, the succeeding vertex, s(ui), is ui+1 and for i = n−3 the
succeeding vertex is u1. For positive i < n− 2 and vi, the succeeding
vertex, s(vi), is vi+1 and for i = n − 2 the succeeding vertex is v1.
For positive i ≤ n−3 and vi, the next vertex is ui, the next vertex of
vn−2 is u1. For any positive integer k, the nextk(vi) = s(s(. . . s(ui)))
where the number of iterations of s is k. For i ∈ {1, . . . , n − 2}
define the set Ui = {next(vi), next1(vi), . . . , nextn−1
2
−1(vi)} so that
the cardinality of Ui is
n−1
2 . For i ∈ {1, . . . , n − 2} define the set
U ′i = {next(vi), next1(vi), . . . , nextn−1
2
(vi)} so that the cardinality
of U ′i is
n+1
2 .
For 1 ≤ i ≤ n−32 label the edges in S between the vertices in
Ui and vi by 1 and the remaining edges incident to vi by 0. For
n−1
2 ≤ i ≤ n− 2 label the edges in S between the vertices in U
′
i and
vi by 1 and the remaining edges incident to vi by 0.
Notice that under this labeling,
e(0) = 2(n − 3) +
n− 3
2
n− 5
2
+
n− 1
2
n− 3
2
e(1) =
n− 3
2
n+ 1
2
+
n− 1
2
n− 1
2
and e(0) − e(1) = −1. Labeling the edges uv and uv′ by 0 produces
the edge friendly labeling and the maximal EBI term.
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To verify that larger values of EBI are impossible, we consider
fewer dense vertices and count the maximum number of 1-edges, to
show that the graph cannot be edge-friendly. Suppose G is labeled
with 2 dense vertices, say u, v. The maximum number of 0-edges is
attained by making the rest of the vertices sparse. Therefore,
e(1) ≥
n− 1
2
(n − 1)
e(0) ≤ n− 3 +
n− 3
2
(n− 1)
The difference in the above quantities is greater than 1 for n ≥ 5,
so any labeling with 2 dense vertices is not edge-friendly.
To attain the smaller values of EBI we relabel the graph and
switch 0 and 1 labels of pairs of edges incident to the same vertex.
The vertices u, v, v′, v′′ will be dense, so that all incident edges
will be labeled zero, the rest of the vertices will be sparse.
Define a cyclic order on the vertices in S so that for positive
i < n−3 and ui, the succeeding vertex, s(ui), is ui+1 and for i = n−3
the succeeding vertex is u1. For positive i < n − 3 and vi, the
succeeding vertex, s(vi), is vi+1 and for i = n − 3 the succeeding
vertex is v1. For positive i ≤ n − 3 and ui, the next vertex is vi.
For any positive integer k, the nextk(ui) = s(s(. . . s(vi))) where the
number of iterations of s is k. For i ∈ {1, . . . , n − 3} define the set
Vi = {next(ui), next1(ui), . . . , nextn−1
2
(ui)} so that the cardinality
of Vi is
n+1
2 .
For 1 ≤ i ≤ n− 3 label the edges in S between the vertices in Vi
and ui by 1 and the remaining edges incident to vi by 0.
Next we count the number of edges labeled 0 and those labeled
1 to verify that the labeling is edge-friendly.
e(0) = 4(n − 3) +
n− 7
2
(n− 3) =
n+ 1
2
(n− 3)
e(1) =
n+ 1
2
(n − 3)
To complete the labeling, let (u, v) and (u, v′) be labeled 0 and
(u, v′′) be labeled 1.
Next we switch edge-labels so that every pairwise switch decreases
|v(1) − v(0)| by 2.
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• ((v, u2), (u2, v2)), . . . , ((v, un−1
2
), (un−1
2
, vn−1
2
))
reducing the 1-degree on v2, . . . , vn−1
2
by one.
• ((v′, u1), (u1, v2)), ((v
′, u2), (u2, v3)), . . . ,
((v′, un−3
2
), (un−3
2
, vn−1
2
)) switching the labels on v2, . . . , vn−1
2
from 1 to 0.
• ((u, vn+1
2
), (vn+1
2
, un+1
2
)), . . . , ((u, vn−4), (vn−4, un−4)) switching
the labels on un+1
2
, . . . , un−4
Hence, we have produced the required EBI.
✷
2.3 General Case
We use the method of the previous section to find the EBI of Kn,n−2a
for a > 1.
Theorem 2.3 EBI(Kn,n−2a) = {0, 2, . . . , 2n−2a−8, 2n−2a−6}
for 1 ≤ a ≤ n−34 and odd n > 5
Proof. We follow the structure and notation of the proof
of Theorem 2.2. For a chosen as in the statement of the theo-
rem and 2 ≤ c ≤ 2a + 1, call the vertices of the first part A of
G = Kn,n−2a, {u, u1, . . . , un−2a−1} and those of the second part B,
{v1, v2, . . . , vc, v1, . . . , vn−c}. Set D = {u, v
1, v2, . . . , vc} and S =
V (G) − D. As before, the vertices of D will be dense, so that all
incident edges will be labeled 0. The vertices of S we will call sparse.
We verify that a smaller dense set where c = 1 would not produce
an edge-friendly labeling and hence that the EBI is no larger than
2n − 2a − 6. We ignore the edge (u, v), performing our edge-label
count on the graph G\(u, v), and reintroduce it after the calculation.
If D = {u, v} with u ∈ V (A) and v ∈ V (B), then
e(0) ≤ n− 2a− 1 +
n− 2a− 1
2
(n− 1)
e(1) ≥
n− 2a+ 1
2
(n− 1)
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and
e(1) − e(0) ≥ 2a.
The edge (u, v) can be labeled 0, but nonetheless, the labeling is not
edge-friendly for any a > 1.
Define a cyclic order on the vertices in S so that for positive
i < n − 2a − 1 and ui, the succeeding vertex, s(ui), is ui+1 and for
i = n − 2a − 1 the succeeding vertex is u1. For positive i < n − c
and vi, the succeeding vertex, s(vi), is vi+1 and for i = n − c the
succeeding vertex is v1. For positive i ≤ n − 2a − 1 and vi, the next
vertex is ui. For i = n−2a−1+j, 1 ≤ j ≤ 2a+1−c, the next vertex
of vi is uj . For any positive integer k, the nextk(vi) = s(s(. . . s(ui)))
where the number of iterations of s is k.
We consider the labeling where sparse vertices in S ∩ B are in-
cident to exactly n−2a+12 1-edges. We define K to be the maximum
number of times we can relabel an 0-edge incident to every vertex in
S ∩B (but not to u) as a 1-edge, so that e(1) ≤ e(0) + 1. Note that
if we ignore all edges between D ∩A and D ∩B,
e(1) = (n − c)(
n − 2a+ 1
2
+K)
e(0) = c(n− 2a− 1) + (n− c)(
n − 2a− 1
2
−K)
Notice that K cannot exceed the number of available 1-edges at
each vertex in A∩S, so K ≤ n−2a−32 . By applying this upper bound
to the above expressions to calculate e(1) − e(0), we see that there
are enough 1-edges so long as a ≤ n−32 .
If c is odd, then K is the maximum integer so that N = 2ac −
n(c− 1)+2K(n− c) ≤ 1, where N is the difference e(1)− e(0). Note
that switching a label on an edge from 0 to 1 increases N by 2.
For i ∈ {1, . . . , n− c} define the set
Ui = {next(vi), next1(vi), . . . , nextn−2a−1
2
+K(vi)}.
For i ∈ {1, . . . , n− c} define the set
U ′i = {next(vi), next1(vi), . . . , nextn−2a+1
2
+K(vi)}.
Step 1 : If
⌊
−N
2
⌋
= 0, then continue to Step 3.
Step 2 : For 1 ≤ i ≤
⌊
−N
2
⌋
label the edges in S between vertices
in U ′i and vi by 1 and the remaining edges incident to vi by 0.
Step 3 : For
⌊
−N
2
⌋
+ 1 ≤ i ≤ n − c label the edges in S between
vertices in Ui and vi by 1 and the remaining edges incident to vi by
0.
Concluding the labeling, we label the edges (u, v1), . . . , (u, v
c−1
2 )
by 0 and the edges (u, v
c+1
2 ), . . . , (u, vc) by 1.
Notice that this labeling is edge-friendly by construction.
If c is even, then we define K,N,Ui, and U
′
i as above and repeat
Steps 1-3. We conclude by labeling the edges of (u, v1), . . . , (u, v
c
2 )
by 0 and the edges (u, v
c+2
2 ), . . . , (u, vc) by 1.
Again, this labeling is edge-friendly by construction.
For both the odd and even case, we justify that such a labeling is
possible by counting the number of 1-edges incident to any vertex vi
in our labeling and showing that this does not exceed the number of
vertices uj in the other part of G. Notice that it is enough to perform
such a count for the case when c = 2a+1, since the 1-degree of vi is
maximized. We must show
n− 2a− 1 ≥
n− 2a+ 1
2
+ a(2a+ 1− n)
which is true when
a ≤
n
2
−
3
4
and this inequality is satisfied by the range of a.
Thus, we have produced the following values of the EBI: {2n −
6a− 4, . . . , 2n− 2a− 6}.
To show the lesser values, we switch 0 and 1 labels of pairs of
edges incident to the same vertex in the case where c = 2a + 1
so that every pairwise switch decreases |v(1) − v(0)| by 2. By this
procedure, we switch the labels on n− 3a− 2 vertices in B ∩ S from
1 to 0.
For ease of notation we define a cyclic order on the vertices in
B ∩D so that for positive i < 2a + 1 and vi, the succeeding vertex,
s1(v
i), is vi+1 and for i = 2a + 1 the succeeding vertex, s1(v
i), is
v1. For any positive integer k, we define the kth succceding vertex
as sk(v
i) = s1(sk−1(v
i)).
Note that
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1. deg1(vi) =
n−2a+3
2 +K for 0 ≤ i ≤
⌊
−N
2
⌋
2. deg1(vi) =
n−2a+1
2 +K for
⌊
−N
2
⌋
+ 1 ≤ i ≤ n− 2a− 1
For 1. each vertex in B ∩ S requires K + 2 switches of labels on
incident edges from 0 to 1 so that the label on the vertex becomes
0. For 2. each vertex in B ∩ S requires K + 1 switches of labels on
incident edges from 0 to 1 so that the label on the vertex becomes 0.
If n− 3a− 2 ≤ ⌊−N2 ⌋, we switch the labels on the following edges
from 0 to 1:
• Edges from vertices (v1, s1(v
1), . . . , sK(v
1)) to v1 reducing the
1-degree on v1 by one.
• Edges from vertices (sK+1(v
1), . . . , s2K+1(v
1)) to v2 reducing
the 1-degree on v1 by one.
and so on until we reach vertex vn−3a−2.
If n− 3a− 2 > ⌊−N2 ⌋, we switch the labels on the following edges
from 0 to 1:
• Edges from vertices (v1, s1(v
1), . . . , sK(v
1)) to v1 reducing the
1-degree on v1 by one.
• Edges from vertices (sK+1(v
1), . . . , s2K+1(v
1)) to v2 reducing
the 1-degree on v2 by one.
...
• Edges from vertices (s(⌊−N
2
⌋−1)(K+1)(v
1), . . . , s(⌊−N
2
⌋)(K+1)−1(v
1))
to v⌊−N
2
⌋ reducing the 1-degree on v⌊−N
2
⌋ by one.
• Edges from vertices (s(⌊−N
2
⌋)(K+1)(v
1), . . . , s(⌊−N
2
⌋+1)(K+1)(v
1))
to v⌊−N
2
⌋+1 reducing the 1-degree on v⌊−N
2
⌋+1 by one.
and continuing with sets of succeeding K + 2 vertices of B ∩D
until we relabel v1, . . . , vn−3a−2.
Lastly, to show that such switches are possible, we calculate the
number of edges incident with B ∩D that we would need to switch,
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and show that this amount does not exceed the number of available
edges. This is done by showing that (K+2)(n−3a−2) ≤ n−2a−12 (2a+
1) holds for a ≤ n−34 .
Hence, we have produced the required EBI.
✷
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