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Interconnection networks in parallel platforms can be made of thousands of nodes and hundreds of
switches. The communication cost between tasks of a parallel application varies significantly with their
actual location in such platforms. Topology-aware process mapping consists in matching the application
communication pattern with the network topology to improve the communication cost by placing related
tasks close on the hardware.
We show that our Netloc tool for gathering network topology in a generic way can be combined
with the state-of-the-art Scotch partitioner for computing topology-aware MPI process placement. Our
experiments with a stencil application on a fat-tree machine show that we are able to significantly improve
the runtime in the vast majority of cases.
1 Introduction
Parallel platforms are increasingly complex. They feature deep memory hierarchies as well as multi-level
interconnection networks that cause locality to severely impact application performance. Topology-aware
process placement is a widely used optimization technique for improving the overall application time by
reducing communication overheads. It requires knowledge of the hardware organization, of the application
needs, and algorithmics to make them match.
The internals of nodes are nowadays well modeled thanks to software tools such as hwloc [5]. However,
there is still a need for a generic way to model networks and map processes to different compute nodes. We
present in this paper the implementation of topology-aware process placement using the Netloc tool and the
Scotch graph partitioner.
2 Generic Network Topology Discovery
On the road to exascale, parallel platforms are growing. Computing nodes now contain tens of cores. There
is also an increasing number of nodes interconnected with various network technologies and fabric topologies,
such as InfiniBand or Intel Omni-Path fat-trees, or Cray Aries dragonfly. Understanding the organization
of these networks is required for administration, debugging, and performance optimization.
The topology inside nodes is well understood problem. It was solved by using software such as hwloc [5]
which builds a hierarchical model of each host by organizing processors, cores, caches, NUMA nodes and
hardware threads as a tree. Although this strategy is only a structural model of the hardware without per-
formance information such as physical distances between components, it still provides valuable information
for describing hardware affinities and easing locality-aware task placement [8, 9, 11].
On the network side, each technology has its own custom command-line administration tools (ibnetdiscover,
opareport, xtprocadmin, etc.) with different outputs or even different notions of nodes, ports and links.
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(a) InfiniBand fabric with 6000 nodes. (b) Plafrim 2 cluster with 88 nodes.
Figure 1: Network topologies of two machines. Nodes in red and switches in grey.
Some technology-specific tools have been proposed [12] for exposing the network topology in a convenient
manner. However, they cannot be extended to other technologies because of these different management
tools, query APIs, and fabric topologies.
The Netloc project was designed to manage network topologies in a generic manner [6]. It uses hardware-
specific tools to discover the entire fabric topology (nodes, switches, and links) and exposes it to HPC
applications and runtimes through an abstracted API. This enables visualization of the topology as depicted
on Fig. 1. However, Netloc was mostly developed for improving the performance of applications by taking
the network locality into account in HPC runtimes. Possible optimizations include selecting the best route
between peers or building neighborhoods for mapping hierarchical algorithms to the hierarchy of nodes and
switches. We discuss in the next sections the use of Netloc for topology-aware process placement.
3 Topology-aware Mapping in Fat-Trees
In an MPI application, the communication cost between two ranks depends on where the processes are
mapped on the machine. If a task sends a message to a task on the same processor, it will be faster than
if they are on two different nodes connected to different switches. Hence, it is important to consider the
topology of the machine when placing tasks on a parallel platform. In order to reduce the communication
time, it seems obvious to map processes on close cores if they communicate a lot. Some applications may also
have been optimized for other criteria (e.g. placing specific tasks near GPUs or I/Os), which can fortunately
usually be combined with our policy.
The vast majority of message-passing applications can potentially benefit from communication-aware
task placement. This has been the subject of several research projects [7, 8, 12]. Nevertheless, none of
these approaches provide state-of-the-art network topology discovery tools that can be used on a variety of
hardware, neither state-of-the-art graph partitioning techniques for computing a good mapping. We propose
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Figure 2: Example of the topology of a node, given by hwloc.
3.1 Scotch
Scotch [10] is a widely-used library for graph partitioning and mapping. It can operate on very large graphs
(up to billions of vertices) using thousands of cores in parallel.
In our work, we use Scotch Graphs to model applications (communication patterns) and Scotch Ar-
chitecture Graphs to represent platforms. Scotch can deal with random architectures but works best with
regular structures such as fat-trees, torus, meshes, hypercubes, etc. Scotch is also able to deal with partial
architectures, i.e. a restriction of a regular architecture, for instance to represent the subset of cluster nodes
that were actually allocated by the resource manager.
3.2 Using Scotch from Netloc
The whole topology of a machine is given by the network topology but also by the node topology. The latter
is generally a tree as depicted in the example in Fig 2.
Consequently, the whole topology of a platform interconnected through a fat-tree fabric is a tree as shown
in Fig. 3. Thus, we only need to give the right tree to Scotch.
The architecture graph needed by Scotch to compute the mapping is then created from Netloc by export-
ing the network topology as well as the node topology provided by hwloc into the Scotch format. Moreover,
Netloc is able to find the currently allocated resources and export them into a Scotch partial architecture.
We have integrated a tool in Netloc that builds a Scotch architecture representing the topology of the
machine and uses Scotch to generate a good process mapping. Then, it converts the mapping returned by
Scotch into a rank file for MPI. Thus, if a user provides a communication matrix between the MPI ranks, we
can give him a rank file that will be used to launch the MPI application in a topology-aware-optimized way.
Instead of manually building a communication matrix, the user can generate it using existing monitoring
tools [4].
4 Evaluation
To see the relevance of our topology-aware mapping, we have conducted tests and compared our mapping
to the default mapping of MPI that is round-robin.
3
Figure 3: Example of a fat-tree with node topologies nodes.
4.1 Setup
The experiments were carried out using Plafrim 2, an 88 node machine with a fat-tree network, as shown in
Fig. 1b. It is an InfiniBand QDR fat-tree network made of four leaf switches with 22 nodes each. There are
2 spine switches although they were combined into a single virtual switch on the figure. Each node contains
two Intel Xeon E5-2680 v3 processor (24 cores total, split in 4 NUMA nodes with 6 cores each).
The tested application was miniGhost [3], a miniapp doing stencil computations. It allows to set a lot of
different parameters that will change the communication pattern.
We use Open MPI with monitoring [4] to build our communication matrices. Each value in the matrices
corresponds to the volume of communication between a pair of ranks during the overall execution.
4.2 Results
We have run miniGhost with more than 300 parameter sets to see the influence of our mapping in different
configurations. We have changed grid sizes, stencil patterns, schemes of communication, number of variables,
etc. The gain is measured when using the mapping given by Netloc with Scotch compared to the default
mapping of the MPI implementation. To summarize the gains and make that more readable, we have
computed the percentage of test cases that have a gain at least greater than a specific value. These results
are presented in Fig. 4.
In 92.5% of the test cases, our mapping is at least as good as round-robin mapping. It means that we
lose performance in only 7.5% of the cases. The largest loss is 3.6%. It can be due, for instance, to cache
pollution from more shared memory communication. Our mapping shows a gain at least equal to 10.1%
for 50% of the tested cases, at least 20% for 24.9% of the cases, and at least 30% for 5.7% of cases. The
maximum gain is 33.6%.
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Figure 4: Percentages of test cases with gain greater than x-value.
5 Mapping on complex Topologies
As we use Scotch to do the mapping, the architecture of the machine must be a topology handled by Scotch.
Scotch can handle a lot of different structures, as shown in Section 3.1. Nevertheless, the whole topology
must be a single topology and not an aggregation of different kinds. However, as we saw in Fig. 3, the whole
topology is composed of the network topology and the node topologies. Since the node topology is generally
a tree, to have a topology handled by Scotch, it imposes to the network topology to be a fat-tree.
To tackle this problem, we propose a method to handle architectures composed of different topologies.
5.1 Expression of the topology
The mapping is done on the cores allocated by the resource manager. Therefore, to build the mapping, we
need to get only the part of the topology with the current resources. Thus, our description of the topology
will contain the lists of available nodes. For that we chose a hierarchical format, with one line for one level
of the global topology:
<type> <number of dimensions> <dimension1 size> <dimension1 speed>
... <dimensionD size> <dimensionD speed> <number of nodes> <node1
index>...<nodeN index>
The field called type designates the type of topology. For now, it can only be tree or torus. With that
we can handle fat-trees and Cray XE [2]. However, we will extend it with composition of simple topologies
such as alltoall or ring to handle more topologies like, for instance, Dragonfly with Cray XC [1]. The
node indices represent the available elements in the topology. The index is a way to identify the position of
the element in the topology. Moreover, if the line describes a compute node, we prefix it with:
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node <hostname>
To make it clearer, we consider an example with a 3d torus of size 4 for each dimension. On each point
of the torus, we have a router that connects 6 other routers (two neighbors in each dimension) and 4 local
nodes together. This topology is quite similar to Cray XE but with 4 nodes in a router instead of 2. A node
contains two processors split in 2 NUMA nodes with 4 cores each.
Assuming the resource manager gives us 3 nodes, two on the same router and the third on another one,
this network topology is represented in Fig 5.
This topology will be described by the following lines:
torus 3 4 1600 4 1600 4 1600 2 32 52
tree 1 4 800 1 0
node n129 tree 4 2 80 2 40 4 20 2 10 -1
tree 1 4 800 2 0 1
node n208 tree 4 2 80 2 40 4 20 2 10 -1
node n210 tree 4 2 80 2 40 4 20 2 10 -1
The first line (torus) indicates the 3D torus with 4 nodes in each dimension. 32 and 52 indicate the
indices of the two used routers in our allocation.
Each line starting with tree describes what is connected to each coordinate of the torus. Since we have
a router with 4 nodes, it is modeled as a tree with 4 leaves. For the first occurrence of the tree line we have
1 0 to indicate that we have a single node on this router at the index 0. For the other occurrence, 2 0 1
shows that the router has two nodes of indices 0 and 1.
The lines beginning with node give us the hostname of the nodes followed by their structures that are
trees with 4 levels: 2 processors, with 2 NUMA nodes each, 4 cores each. The value −1 is to avoid putting
the complete list of the cores, it simply means that the node is fully available.
The values 10, 20, 40, 80, 800 and 1600 represent the costs of communication of their corresponding links.
5.2 Handling Hierarchical Topology
There are two ways to process complex topologies. The first strategy that we propose is to compute the
mapping recursively. We do not create the general graph of the platform but rather keep the information
that it is composed of a torus of trees on our example. First, we compute a mapping for the top topology.
Usually this is network fabric. On our example, this step consists in mapping processes to routers on the
torus (torus partitioning). Then, we recursively compute the mapping inside sub-topologies. In our example,
this consists in considering all ranks selected for a router actually mapping them to individual cores on nodes
connected to that router (tree partitioning). This approach has the advantage of using optimized partitioning
technique for each step since both torus and trees are regular and well-known Scotch architectures.
Unfortunately, it is not possible in Scotch to put weight on nodes on the predefined architectures and it
can lead to unbalanced mapping. In our torus example, if you use this technique without any weight on the
routers, both routers will have the same amount of processes when the one with only one node needs one
third of the processes, not half.
The other strategy is not concerned with this issue. The principle is to describe the entire topology,
including switches, torus, routers, nodes and cores as a single graph. Scotch can handle such graphs using
the deco architecture but it is more complex to compute than for regular topologies such as fat-trees or torus.
Nonetheless, the time of computation is very low, since the complexity depends only on the number of used
cores, and the quality of the mapping is preserved.
6 Conclusion
We showed how to perform a topology-aware mapping using state-of-the-art topology discovery and graph
partioning tools, Netloc with Scotch, and a communication matrix. Tests on a stencil application showed
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Figure 5: Example of a 3d torus machine with 3 allocated nodes.
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the relevance of this approach on this kind of applications since we are able to significantly decrease the
runtime in the vast majority of cases.
We are now running more tests with different applications and network technologies to further show the
genericity and usefulness of our proposal. As we have proven the utility of our model, we are extending
Netloc to handle more process placement algorithms. In the meantime, the user can get the discovered
topology by exporting into a Scotch architecture and converting it into his desired format.
Our implementation is freely available in the current Netloc development code that can be found in the
hwloc git repository at https://github.com/open-mpi/hwloc. It will be officially released in the upcoming
hwloc 2.0 release in the next months.
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