We explore the role of personalization for assistive navigational systems (e.g., service robot, wearable system or smartphone app) that guide visually impaired users through speech, sound and haptic-based instructional guidance. Based on our analysis of real-world users, we show that the dynamics of blind users cannot be accounted for by a single universal model but instead must be learned on an individual basis. To learn personalized instructional interfaces, we propose PING (Personalized INstruction Generation agent), a model-based reinforcement learning framework which aims to quickly adapt its state transition dynamics model to match the reactions of the user using a novel end-to-end learned weighted majority-based regression algorithm. In our experiments, we show that PING learns dynamics models significantly faster compared to baseline transfer learning approaches on real-world data. We find that through better reasoning over personal mobility nuances, interaction with surrounding obstacles, and the current navigation task, PING is able to improve the performance of instructional assistive navigation at the most crucial junctions such as turns or veering paths. To enable sufficient planning time over user responses, we emphasize prediction of human motion for long horizons. Specifically, the learned dynamics models are shown to consistently improve long-term position prediction by over 1 meter on average (nearly the width of a hallway) compared to baseline approaches even when considering a prediction horizon of 20 seconds into the future.
Introduction
We consider the design of an assistive navigational system (e.g., service/portable robot, wearable system or smartphone) to help guide a blind person walk along a planned path through precisely timed turn-by-turn instructions (Fig. 1) . The ability of a navigational system to give appropriately timed instruction is especially critical for guiding blind people, as a slight delay or premature signaling of a turn can result in collision or confusion (e.g., missing a turn in Fig. 1 ). The appropriateness of the timing of an instructional signal however, is very hard to gauge, as each person can have different responses to the same instructional guidance. Based on the observation that reaction times and response to instructional feedback depend greatly on the user, we believe that it is imperative that assistive navigational systems learn personalized user models to provide the most appropriate form of instructional guidance.
Towards a more personalized interaction experience, we envision an assistive navigational system that is able to automatically identify, accommodate, and adapt to the user's behavioral states and personal characteristics. In this work, we propose such system and term it PING (Personalized INstruction Generation agent). To facilitate such adaptive abilities in a navigation system, the system must be able to quickly build a model of a users behavior by observing how the user reacts to various instructional guidance. To this end, we frame the interaction between the assistive navigational system and the user with a Markov Decision Process (MDP). The navigational system must solve the MDP to obtain an optimal policy π(a|s), which maps the user's state s (e.g., user position and orientation, spatial context) to an instructional guidance action a (e.g., 'turn left' or 'proceed forward'). Obtaining the solution to the MDP however, requires access to the state transition dynamic of the environment P (s |s, a), which in our scenario is the model of how a specific user will Predicting future user motion for adaptive assistive navigation interfaces. Towards a more personalized interaction experience, our approach (termed PING) employs long-term prediction of user-specific behavior to plan for an appropriate sequence of instructions (in pink) for arrival to the navigation goal. The proposed personalized dynamics learning process quickly adapts to new users and their individual response characteristics (e.g., mobility skills, walking style) to the interface. In the figure, given the current position and orientation (in green), the prediction model is based on the user's motion history (in solid blue), past instructional guidance, the environmental layout (top-down map shown), and a planned sequence of instructions.
react to instructional guidance. The problem is: we do not know a priori a user's state transition dynamic. Instead we must learn it on the fly by observing the user.
While model-free reinforcement learning (RL) algorithms do exist for learning optimal policies by sampling state-action transitions during interaction with the environment [1, 2, 3] , those approaches can require much time and exploration (i.e., trial and error) to find the optimal policy. In the context of navigating a blind person through a new environment, we simply do not have the capacity for such costly exploration of the policy space. Instead, we must develop a technique that can adapt as fast as possible to the user's behavior.
To quickly adapt to a user's behavior, we propose an efficient model-based RL approach that estimates the state transition dynamics model specific to the user with minimal data. PING utilizes a set of previously learned person-specific dynamics models, and weighs their predictions while jointly learning the parameters of a full person-specific model for a new user. Initially, the state transition dynamic is estimated using the weighted majority algorithm where weights are maintained over the predictions of a set of previously learned, person-specific dynamics models. As more transitions of a new user are observed, a more robust person-specific model can be learned, increasing the expressiveness of the overall dynamics model. Therefore, the weights over the previously learned 'experts' and the current user model can gradually shift to prefer the new user model. In this way, our model-based RL algorithm is able to quickly adapt a dynamics model to the user through an adaptive combination of known dynamics models, while also learning a more accurate and capabale user-specific dynamics model over time.
As far as we are aware, this work is the first to analyze the significant role of personalized dynamics models for assistive navigation of blind people in real-world settings. While recent studies in indoor navigation interfaces [4, 5, 6, 7, 8, 9] describe static interfaces, the information needs of each user are dynamic with respect to the user's navigation techniques, personal interpretation of the interface, situational context, previous experience, etc. [10, 11, 12] . By highlighting the role of personalization, this work reveals design opportunities towards the next generation of assistive navigation technologies.
Related Research
Our work is related to the modeling of human motion, model-based learning of interactive systems, and adaptive instruction generation. In this section, we survey related works to our MDP framework for personalizing navigation interfaces, while emphasizing challenges specific to our application domain of assistive navigation for blind people.
Predicting Human Dynamics. The goal of this work is to adapt an assistive interface to the current user by learning a personalized dynamics model. The dynamics model is used to inform an instructional guidance planner with long-term predictions of user behavior during interaction with the interface and the surrounding environment. Modeling the dynamics of people is an important problem in Human-Robot Interactivity (HRI) [13, 14, 15, 16, 17] , with much attention given to predicting human behavior under passive observation (e.g., surveillance or social settings [18, 19, 20, 20, 21, 22, 23, 24, 25, 26, 27, 28] ). While relevant, such approaches do not emphasize prediction under interactivity, nor do they model behavior of blind users during assisted navigation. Such behavior includes a variety of unique challenges, such as delayed reactions, large veering, highly non-linear trajectories, and high variability across users (as will be shown).
Our proposed approach leverages user-specific dynamics model to quickly adapt to new users. Here, the model is constrained to be a weighted combination of predictions from learned user-specific models (i.e., experts), but other forms of data clustering are possible (e.g., unsupervised clustering with mixture models [29, 30] ), and potentially useful for quick model adaptation.
Complementary to such studies, we find personalized dynamics models to work well in practice while providing a meaningful and interpretable clustering choice for assistive navigation settings (i.e., each user has a unique set of mobility style, skill, technological experience, etc.).
Learning to Generate Instructional Guidance. We are ultimately concerned with adapting instructional timing and content to better meet the information needs of the end-user. Hence, our research is related to dialogue and human-robot communication systems [31] . Specifically to users with visual impairments, speech output is known to be the preferred modality for navigational interfaces [32] . Designing the appropriate instructional guidance for such users has been extensively studied in research [33, 34, 35] . In particular, a diverse set of factors is known to contribute to navigation performance, including perceptions towards technology and previous experience, confidence, Orientation and Mobility (O&M) skills and the ability to deal with unknown environments, age, learning style, level of impairment, and more [9, 36, 37, 38, 39, 8, 10, 40, 41, 11, 42, 43, 44] .
Related studies often emphasize instructional content selection for general navigation (i.e., for sighted users) in an MDP framework [45, 46, 47, 48] , where the instructional policy is optimized to provide clear and concise navigation. To select and realize human-like instructions, methods may also employ a database of human-generated instructions [49, 50] . Complementary to these studies, our method involves learning a user dynamics model for informing the instructional guidance generation process.
Reinforcement Learning for Assistive Interfaces. RL is a suitable framework for interactive learning with a user, in particular for assistive applications [3, 51, 52, 53, 54] . By formulating assistive navigation with instructional guidance in a model-based framework, our work is related to other data-efficient RL frameworks [55, 56, 57, 58, 59, 60, 61, 62] . In this work, we also emphasize practical challenges in assistance to blind users during navigation in real-world settings not discussed in related research (i.e., personalization with person-specific expert models). While related studies in navigation interfaces often emphasize localization error, overall route statistics (e.g. total completion time, total incidents), and subjective user reports [4, 5, 6, 7, 63, 9] , our study empirically validates the significance of personalized models while developing means to accommodate such individual differences. Also, modeling user behavior provides a step towards an interface with a basic understanding of how the blind user which it communicates and collaborates with behave. Efficiently learning a function for mapping instructional guidance to user responses (i.e., the system's dynamics, also referred to as 'System Identification' in literature) which may be highly delayed or variable is the main challenge tackled in our work.
Navigational Instruction Generation
We first formalize learning an adaptive navigation system (the PING agent, Algorithm 1) as an MDP defined by a tuple (T , R, I, S, γ). S and I are the sets of states and possible actions (i.e., navigation instructions). Given a state s t ∈ S at time t, the instructional system performs an action a t ∈ I and observes a reward and an updated state s t+1 = T (s t , a t ). The learning goal is to solve for a policy, π(s t ) = p(a t |s t ), which is a mapping from state to action. Actions taken should maximize the 
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end while 23: end procedure discounted sum of future rewards, t+H−1 t =t γ t −t r(s t , a t ), where γ ∈ (0, 1] is a discount factor and 1 < L < ∞ a time horizon for planning.
States. The state definition reflects the fact the blind user is reacting to the instructions provided by the interface as well as the environmental context. We therefore decompose the system observations to two components, a human user component s H , and a surrounding occupancy component s O . The state is then defined as
where the state of the human is the position and heading of the user (x, y, α), and the surrounding state s O includes occupancy and landmark features. Here, the obstacle descriptor o is a binary vector encoding obstacles in discretized ego-centered and ego-oriented polar spatial bins around the user (we use 8 orientation and 3 distance bins). A similar encoding is used to represent landmark types (annotated in the floor plan) l as one-hot vectors.
Actions. We define a set of 15 actions for the interface to provide instructional guidance. While current state-of-the-art assistive turn-by-turn navigation systems [8] select audio instructions from a fixed vocabulary of about 100 possibilities, adding these in different combinations while adding arguments specific to the user's position and environment (e.g., distance amounts and landmark types) leads to a problematically large number of possible combinations. Instead of directly employing such a large action space, the instructions are clustered into a set of 15 types of semantically similar groups including 'Landmark,' 'Forward,' and 'Approaching,' 'Turn,' 'Diagonal Turn,' 'Slight Turn,' 'Obstacle,' 'Information,' and 'Distance from Point of Interest.' These types may be joined with two additional arguments, such as an ego-centered direction (e.g., 'Left' or 'Right') or quantity value of the turn (e.g., 'Diagonal'). The actions a ∈ I are therefore encoded as a concatenation of three one-hot vectors,
We also add two types of vibration feedback occurring during turns, once at a turn onset notification, and again when correct heading is achieved.
In this work, this semantically clustered and reduced language space is used to efficiently learn dynamics models. While it is commonly employed in related studies when learning navigational interfaces, decoding it further into natural language form can be studied in the future [49] .
Reward. This work focuses on the role of personalization in learning dynamics models, with the overarching goal of keeping a blind user along a planned path and achieving timely arrival to the destination. A suitable reward function (a function of the current state, a planned path, and floor plan layout) for encouraging path-following behavior is defined, with full details described in the supplementary. While the focus is kept on the learning of the dynamics model-an essential step in model-based RL-a simple domain-specific reward function is also defined to study the impact of the improved dynamics learning process on instructional planning.
From Instructions to Motion: Modeling Dynamics of Blind Users
In model-based RL, a model of T is used for sampling future trajectories (i.e., unrolling) to find the sequence of actions which maximizes the sum of future rewards. The process by which each blind user listens to an instruction, interprets it, and uses it to inform their navigation decision making is known to be complex [64, 8] . Nonetheless, the interface should develop a basic understanding of how the blind user which it communicates and collaborates with behave. The approximation of T , denoted as f θ , is a function parameterized by a set of weights (θ) which are being updated over incoming observations.
Providing assistance to a blind user requires reasoning over future behavior of the current user. We train a function to predict the next state of the user given the current state,
Formulated as a regression task, prediction employs a Recurrent Neural Network (RNN) with LongShort Term Memory (LSTM) units [65, 66] . LSTMs are often employed in modeling temporal phenomena and have recently emerged as a powerful general learning tool [67] . The ability to reason over a history of observations makes LSTMs particularly relevant to our application where blind users exhibit delayed responses to instructions (e.g., a reaction to an instruction may only occur a few seconds following its utterance).
Efficiently updating the dynamics models for quick adaptation over incoming observations is challenging. While weight updates are commonly done with gradient descent over the hidden layers of f (i.e., fine-tuning a pre-trained model), we investigate techniques for learning a good dynamics model quickly. In particular, we propose two effective methods for achieving faster training by (1) enforcing prior knowledge regarding our application in the form of a reparameterization of the state space, and (2) learning person-specific models (including the new user) and combining them with a weighted majority algorithm. In this work, we contrast (2) with conventional fine-tuning, which does not employ person-specific models' output, but instead learns a single general dynamics representation (i.e., hidden layers) which is consequently adapted as a whole over incoming data. We also contrast (2) with the architecture of the common weighted majority algorithm, which only employs updating a combination module on top of the experts, without the additional joint training of a new expert model. These contributions can be thought of as better 'low-shot' learning (i.e., less experiment time and data required) of dynamics models for our domain.
Reparameterization for Efficient State Regression
The parameterization of the state space can significantly impact the training of a predictor. Learning to regress raw orientation and position values of the user is difficult, especially when data is limited. Hence, we change the regression output space to result in a more efficient LSTM training process. First, regressing the difference in s H (i.e., user velocity),ṡ
, is more meaningful for learning general user behavior. Nonetheless, we still encountered issues in predicting such state differences, especially around the non-linear yet critical components of the navigation (i.e., turns or veering were smoothed instead of sharp and realistic). We further modify the state space to better accommodate learning user behavior during such events.
While similar turn types (e.g., 'turn left') result in similar values ofα (in radians per second), this is not the case for [ẋ,ẏ] throughout a turn, which depend on the starting heading. For instance, in Algorithm 2 Update Personal and Weighted Experts Dynamics Model
Updating the personalized experts dynamics model. Fig. 1 , the changes in the x and y positions over an entire turn will change depending on the starting heading of the user. Instead, an invariant turn representation can be achieved via polar coordinates, [ρ, β] (linear velocity magnitude and orientation). Nonetheless, the dynamics in an initiated turn should still be invariant to any current orientation, β, and so the reparameterized label space becomeŝ s H = [ρ,β,α]. To summarize, with this parameterization all coordinates are invariant to the original state values, but only vary with the turn amount and turn direction. This straightforward modification was found to impact the learning performance of the regressor, especially around the highly nonlinear parts of the motion. Training is now defined over
where we minimize the Mean Squared Error (MSE) of the three predicted values inŝ H t+1 . We perform long-term prediction by re-applying the dynamics function over the previously predicted values and the updated instruction (sampled from the policy) at the next time step.
Personalized Dynamics Models
To personalize the dynamics model by updating its weights over incoming observations, we consider three different options.
Training From Scratch. As a comparative baseline, we learn a person specific RNN modelf P θ without random weight initialization. Learning in this fashion involves updating the weights θ with the loss in Algorithm 2 over incoming observations without utilizing previous data from other users.
Person-Agnostic Fine-Tuning. Common transfer learning approaches [68] train a network over the source data (in our case, all other users in the dataset), and then fine-tune the network to a new target data (i.e., incoming data from the new user). In this case, although initial pre-training is done in a person-agnostic manner, the fine-tuning mechanism personalizes the weights for the new user's motion dynamics. While this approach can learn to leverage shared motion patterns across different users, it does so automatically and hence can be prone to issues, especially when the data is scarce. Nonetheless, fine-tuning the model in this manner is the most straightforward and widespread approach for updating the weights over incoming data.
Personalized Experts Model. We employ a weighted majority algorithm [69] over previously trained person-specific models (i.e., experts). Here, the problem is cast as learning a weighted combination module over the pre-trained models with weights frozen. To emphasize, the same off-line dataset is utilized as in the person-agnostic fine-tuning approach, but the model architecture is different. In fine-tuning a direct regressor, we rely on back-propagation to learn a good representation for the prediction. Here, we cluster the off-line dataset first to train M person-specific dynamics models, and the learning simply learns to weight the predictions of the M models to produce the new user's dynamics predictions.
Formally, when adapting to a new user, we learn a combination module (θ W ) of a weighted sum (i.e., a fully-connected layer) over the previous user models' output (f θi ),
where we drop the input notation of state and action at the current time for convenience.
This common form of the weighted majority algorithm is limited in several ways. While learning to weight predictions could result in an easier learning task compared to fine-tuning the parameters of a single RNN model, it is restricted in its modeling capacity as it does not have access to the original input in the weighting process. Also, it relies on having a set of useful experts, but this cannot be easily guaranteed, in particular when only a small amount or highly similar other users' data have been previously observed.
To address limitations in the weighted majority algorithm while leveraging its data efficiency, we propose to update the weights of an additional expert model which is being learned jointly with the combination model (i.e., jointly learn a model from scratch). The weights of this additional personal model, θ M +1 are updated jointly with the weighted combination module θ W (while the rest of θ i remain frozen), and both are supervised by the output layer, so that
The modification provides a more expressive model (even under a small or poor off-line dataset) while still enjoying the data-efficiency of the original weighted majority algorithm. Now that the combination module is learned over this one additional expert, it can initially weight the well-trained person-specific models, and gradually increase the weight for the newly learned person-specific modelf θ M +1 as it becomes more reliable. The joint training process also results in a person-specific model which complements the combination module (as opposed to trained separately). We refer to this modified version of weighted experts as the Personalized Experts model. We demonstrate this approach to be highly data efficient when learning dynamics of a new user in real-world settings, outperforming the de-facto standard in transfer learning of fine-tuning. Furthermore, it is shown to generally converge to a better solution even after many iterations of updating on the novel user's data.
Instructional Guidance Planning with Model Predictive Control
To evaluate the impact of the improved dynamics modeling on instructional guidance in a complete system, we pair the updating of the dynamics model with a Model Predictive Control (MPC)-based planner [57, 15, 70] . Model-based planning employs the dynamics approximation functionf θ to make future predictions and consequently, with the navigation task's reward function r, select the instructions provided by the interface. While our action space is discrete, the state space is continuous, and so instead of exact solution methods (i.e., value iteration [71] ) we employ the approximate solution method described next.
Given a finite planning horizon (L), we aim to find the sequence of actions which maximizes, arg max A=(at,...,a t+L−1 )
where 'Integrate' is the inverse set of operations described in Section 4.1 (i.e., recover the original parameterization and add to state values in the previous time step) and p is a planned path. The MDP's discount factor is taken to be γ = 1.
We approximate the solution to Equation 7 by sampling a set of plausible instructional sequences and choose the one which maximizes expected cumulative reward. Specifically, we unroll the trajectory with the current policy to obtain an initial action sequence, A 0 , and use A 0 with random sampling and time-shifting to generate additional plausible sequences. This approximate solution to Equation 7 can be used to select the next action to be executed, observe the resulting state, and re-plan the instructions. In case the walker drifts off from the path too much, we re-plan the planned path (i.e., 'DistanceThreshold' in Algorithm 1).
Experimental Setup
Our experiments focus on quickly personalizing a dynamics prediction function in realistic navigation scenarios. Since learning a robust dynamics model is essential to model-based planning, the main results involve long-term future prediction with increasing amount of observations from a new user. By predicting the motion of blind users during assisted navigation in real-world data, we can better understand the impact of the proposed approach on the final experience of the end-user.
While it is possible to simulate different behaviors of users, the lack of related research in data-driven analysis within our domain motivated us to study real-world data. Moreover, we felt that the role of personalization can be studied in a more concrete manner with variations due to personal characteristics of actual users. Following our main goal of studying long-term prediction of user data, we also evaluate the impact of the improved dynamics learning process on instructional planning.
User Study Description
Apparatus. To analyze and model dynamics of real users, we employ a dataset collected with the smartphone app of [8, 72] . While several other assistive navigation solutions have been proposed, including portable/service robot [41] or a carriable robot [73] , the open-source smartphone app [8] can be quickly disseminated across researchers and blind users. Besides the possibility of reaching wide-spread adoption, we made efforts to keep our formulation as general as possible, so that it may be useful across platforms and applications. For instance, studying adaptation of the dynamics model may not be just relevant to transferring to new users, but also for different use modes and platforms. Using a smartphone also allows users to use their preferred mobility aid while navigating without much difference to their daily mobility.
Settings. In the study, the blind participants were asked to navigate three planned routes in a large public space that consists of three multi-floor buildings, covering an area of 21,000m
2 with over 100 points of interests (landmarks, shops, etc.). Participants were asked to navigate across three floors, an overall length of 407 meters, including open spaces, obstacles, doors, elevators (the routes involved multiple floors). Data from 9 blind participants (ages 38-65) was collected, with 8 using white cane and 1 using a guide dog. The environment was instrumented with a total of 218 beacons positioned at 5-10 meter intervals. The smartphone's IMU and environment's Bluetooth beacon sensors are fused using a particle filter [74] to provide continuous user pose (position and heading) information. As in any real-world system, the measurements contain some inherent noise (localization rate was determined to average 1.8m and ∼5 degrees error for the gyroscope/heading).
Long-Term Prediction of Real-World Data. PING (Algorithm 1) is composed of two main components of updating the dynamics model and using the dynamics to generate instructions. As the main task in model-based RL of learning a dynamics model have not been addressed in related studies of blind navigation (instead emphasizing system performance or overall route statistics), we contribute by a comprehensive analysis of long-term user prediction in the real-world. As users navigate to their destination, they interact with the navigation interface and the environment, and such data can be used to better understand the role of personalizing the dynamics model, discuss limitations of current static navigation interfaces, and and enable realistic simulation of user motion for evaluating instructional planners.
Data Processing
Each obtained trajectory was resampled to 500 milliseconds intervals. Given over two hours of total data analyzed, this results in about 15K samples overall. Prediction is fixed at T = 20 seconds into the future for the majority of the experiments (we will be using T to denote future prediction time). A window of 20 seconds is a suitable range for our application as reaction alone for certain instructions may span multiple seconds. Also, we must also allow the interface sufficient time to plan ahead. When visualizing motion during this time span (Fig. 1 and Fig. 5) we can see how the time horizon takes into account the approaching, onset, re-orientation, and motion continuation along turns. Long-term prediction is also essential for evaluating the model capacity for reasoning over the overall motion trend throughout the navigation task, and not just immediate reaction.
When adapting to new users, the data from a test user is partitioned into two disjoint sets, an adaptation set and a test set. As the dynamics model observes more from the adaptation set, the test set remains fixed. This procedure provides a constant measure for the improvement (as opposed to a batch error), and a meaningful way to benchmark the impact of personalization. In these experiments, an 18-fold cross validation is performed (9 participants, 2 folds for each participant). For evaluation, we employ average displacement error (in meters) across all points along the predicted and actual trajectories, the end-point displacement error between the trajectories, and the average end-point orientation error.
Experimental Analysis
We evaluate components of the proposed approach, including (1) choice of dynamics model, (2) personalization analysis, and (3) instructional generation with the proposed dynamics model, as detailed below.
Model Choice and State Space
Predicting the motion of blind users could be done in a variety of ways. We first sought to validate our choice of the state space and dynamics model on real-world data. By comparing different prediction approaches, including a simple constant velocity model, Kalman filter [75] , Logistic regression [76] , we can better understand the impact of our results on the end-user's experience. Our findings, visualized in the supplementary, demonstrate discriminative training to be particularly useful, with large gains over the baseline models due to better handling of highly non-linear trajectory components, where users may reach full stops for multiple seconds or encounter obstacles and veer in different directions. We notice how reparameterization of the regression output space (ŝ H instead ofṡ H [60] for the other baselines) is beneficial for better prediction, both in end-point prediction of the trajectory (error drops significantly from 10.5 to 9.1 meters on average at T = 20), as well as orientation prediction. Learning a rotational and initial-state invariance from the data automatically can be difficult (in particular without samples at all initial orientations), but can be easily alleviated with an appropriate parameterization.
Dynamics Personalization Analysis
We are mainly interested in studying the role of personalization in predicting user motion and adapting the dynamics to a new user.
Prediction T=20s
All Events Turn Events EPE -All Events EPE -Turn Events Is Personalization Needed? As shown in Fig. 3 (additional analysis in the supplementary), our data-driven analysis of user motion revels significant inter-user variability during the most crucial elements of the navigation (e.g., turning and encountering obstacles). These findings show why accounting for walking pace alone (i.e., constant velocity model) is insufficient for long-term prediction. Specifically, Fig. 3(c,d ) depicts how two cane users with similar initial speeds may respond very differently to the same instructions based on personal mobility skill/style (i.e., one slows down to a near stop, another maintaining pace). Fig. 3(b) shows the full extent of this phenomena across the users (U4 employed a guide-dog).
Impact of Personalization on Long-Term Prediction. In the following experiment, evaluation is performed on a large held-out test set for each user and results are summarized over all users. The experiment follows a real-world adaption scenario. As the model observes the new user's motion (from the onset of the experiment at time 0), we collect the transitions, update the model weights, discard the collected data, and repeat (Algorithm 2). To provide learning stability for identifying clear performance trends, we update the weights in batches of 30 second intervals (this update rule can be modified as needed in practice).
Our findings in Fig. 4 show large prediction accuracy improvement at convergence, regardless of the personalization technique. Specifically, all techniques show about 1 meter in reduction across event type and prediction horizon. This finding provides a strong validation to our hypothesis on the importance of accounting for variability among different users, with significant gains in prediction accuracy. We note that the 'training from scratch' model is doing well compared to the other two even at the onset of the experiment with much less data. We explain this with two reasons, first, the availability of user data from the first 30 seconds of the experiment (i.e., highly useful user-specific motion data), and second, use of data from a short pre-experiment trial intended to familiarize users with the interface (i.e., a calibration trial) which we add to the initial training for a fairer comparison. Nonetheless, we can see how these mostly benefit the model's short-term prediction capabilities (T = 5 seconds, Fig. 4(e) ). The results in Fig. 4 not only show large prediction accuracy gains due to personalization, but also the difficulty in matching new user's responses given other users' data (e.g., fine-tuning struggles to obtain good personalized weights).
Results with fine-tuning-based adaptation, where a single model is trained over the entire data of previous users and fine-tuned to the incoming data from the new user, demonstrate some effectiveness when compared to the 'from scratch' model in terms of lower error rates initially (first 4 minutes of user data) at long-term prediction (T = 20). Although we observe an ability to leverage previous users' data, the model often converges to a worse solution. This phenomenon can be explained by visualizing the predicted trajectories (Fig. 5) . While some fine-tuning benefits the model, it is unable to fully capture user-specific nuances in future prediction, instead resolving to a generic or averaged motion model. For instance, in Fig. 5(c) , the model over estimates the user's reaction time, leading (in combination with a pillar) to large error in prediction compared to the actual trajectory. Also, we find that the lack of accurate user-specific mobility modeling leads to an excessive prediction of veering ( Fig. 5(b,d,f) ). Another possible explanation for the higher error rates and possible overfitting (i.e., an increase in the prediction error with availability of more training data in Fig. 4) is the larger size of this model. Considering that this model required a larger number of parameters (i.e., another hidden layer) to reach best performance in offline validation, we experimented with a smaller model with less parameters but the adaptation results did not improve.
The person-specific experts model shows significant data-efficiency in Fig. 4 , often converging in under 3 minutes with minimal overfitting thereafter. In terms of long-term prediction, we find in Fig. 4 (d,h) that this architecture is well suited to handling difficult cases of turning motion, outperforming other personalization baselines by nearly an entire meter for end-point displacement.
By better reasoning over the current navigation task, employing the proposed model could mean the difference between a successful turn or a early/late turning (and consequently, slower arrival to destination).
By weighting predictions of previously learned user-specific models, the experts model can quickly achieve good long-term prediction for new users. The notion of user-specific models utilized by the experts model is found to be particularly advantageous in modeling individual motion characteristics across users, and consequently better personalization. As more data from the new user becomes available, we expect the model to learn to weight more the user-specific model's output which is trained jointly, and less the previously trained other users' models. Instead, we find that the model learns to match or improve over a user-specific 'from scratch' model in most cases.
We note that at times, predictions may pass through walls or obstacles. Despite the high accuracy indoor navigation system used in our study, there is still an inherent localization error which leads to these in the training data. Since observed transitions sometimes go through walls (especially thin walls or wall corners), the trained models also predict such behavior. Nonetheless, we find that the models do learn a notion of interactivity between obstacles and blind users. For instance, certain mobility strategies by users such as tracing along poles and walls can be observed (e.g., Fig. 5(f) ). Fig. 6 shows cases of failure, where the model overestimates a veering or incorrectly predicts interaction of the user with obstacles. Although even minimal veering can lead to large differences over the prediction horizon, the proposed model still produces plausible predictions. For instance, in Fig. 6 (c) the model considers the orientation of the current user to assume veering to the left, which is reasonable. Also, the response to a 'turn diagonally to the left' instruction and the interaction with the wall could occur under such a possible future scenario.
Implications for Personalized Instruction Generation
Our study emphasizes modeling the dynamics of blind users to perform long-term prediction for adaptive navigation interfaces. To analyze the impact of the improved dynamics on the final instructions with the performance of the complete PING, we follow Section 5 and create simulated walkers in the same floor plan as the real-world studies. The motion statistics of the walkers are informed by the statistics of the real-world study, and used to create a larger variety of walking types in the same real-world settings. Motivated by our data-driven analysis, we emphasize timing of instructions in the experiment. Walking parameters are randomized over reaction time for instructions, average speed during turns, and amount of veering from the planned path. All experiments begin with 30 seconds of data collection with the static (distance-based) baseline policy of [8] . Results (averaged over 100 random trails) are shown in Fig. 7 . Next, as new user data is observed, we use the MPC planner with the fine-tuning and personalized experts dynamics learning schemes. The improved dynamics due to the personalized experts model is shown to translate into longer periods of the user staying on the path, and therefore a higher cumulative reward as the experiment progresses. A similar observation can be made for the person-agnostic fine-tuning technique, but since it has been shown to have a slower adaptation rate, it initially under-performs the baseline policy. 
Conclusion
We addressed challenges in modeling the dynamics of blind users following a turn-by-turn assistive navigation interface. Informed by a real-world navigation study, we proposed learning personalized dynamics models, which were utilized to efficiently adapt dynamics models to new users. The dynamics models can be used to learn personalized instructional agents, hence taking a step towards reducing the need to heuristically design generic interfaces that fail to flexibly accommodate large variability in blind user behavior.
The real-world study performed in this work focused on learning user dynamics, with several possible future directions. First, we would like to continue and study issues in scalability of navigation interfaces, where the personalization must efficiently deal with an ever increasing pool of users. A practical realization must therefore involve additional sampling mechanism over the experts. An interesting next step would be to extend the personalized navigation interface framework to plan over the path and the instructions concurrently, thereby allowing it to choose more user-friendly routes. While we emphasized prediction and timing during the most critical navigation task of turning, we can see how a more elaborate instruction generation planner (i.e. natural language) could be added. Handling of dynamic obstacles and pedestrians [77] can also be incorporated into the state. While this work highlights the need for personalization in assisted navigation of blind people, the formulation could benefit from further validation in real-world, large-scale studies of mobility in the future. 
User Motion Statistics -Overall

Supplementary
Data-Driven Analysis of Personal Motion Characteristics of Users
The paper discussed the need for personalization of the dynamics model for long-term prediction, motivating our study by findings of variability across users for turn events. We also find variability for other instruction types, as shown in Fig. 8 for completeness. The variation among users is statistically significant (verified with ANOVA, p < .05) for all the instruction types (see [78] for more details). This affirms the importance of accounting for personal mobility skills and style.
Reward Function.
We employ a straightforward reward function to study the impact of the learned dynamics models on instructional guidance. The navigation task reward is a function of the current state, a planned path, and floor plan layout. First, we plan a global path by reducing the map into a graph of connected links and nodes (e.g. corridors are reduced to a single link placed at the center of the corridor). The planned path is then generated with an A* [79] search. In addition to positively rewarding (+1) the arrival to the navigation goal, we encourage path-adherence as well. The task is decomposed into sub-goals (e.g., completing a turn), defined at fixed distance thresholds after turns and landmarks, and arrival to within a radius distance around them with the correct heading results in a trivial reward (0). The agent incurs a negative reward (-1) at every time step, to encourage timely arrival to the destination, and penalized at a high negative reward when the human user is off the planned path or at obstacles.
Model Training Details
To handle sensitivity to hyper-parameter settings, the best model architecture was determined by a grid search over layer sizes and depths. All training objectives used the MSE between model's prediction and observed (reparameterized) transitions. The learning rate was varied over a range of {10 0 , 10 −1 , . . . , 10 −5 }. For person-specific models, a single layer LSTM with 50 hidden units was used, followed by a fully connected layer. The person-agnostic model (learned over data from all users) was found to benefit from increased model capacity, hence we used two stacked LSTM layers of 100 hidden units each. All models were trained with Stochastic Gradient Descent (SGD) with momentum. Fig. 9 shows the benchmarking of different model choices for user motion prediction. Here, we perform cross-validation without separation over participants. The models were all trained to predict velocity measurements, as in [60] , besides the final proposed LSTM-ŝ H . When we modify the out- put space with our proposedŝ H , we gain additional improvement in end-point and end-orientation prediction results.
Model Choice and State Space
