ABSTRACT. Could we somehow go back in time before bacteria developed resistance to antibiotics? Mira et al. famously cast antibiotics resistance as an optimization problem called the "antibiotics time machine." We show that such a strategy is NP-hard to compute.
Antibiotics Time Machines
Resistance to antibiotics in bacteria is a central problem of modern medicine. The work of Mira et al. [MCG + 15], a group of biologists and mathematicians, cast undoing or avoiding antibiotics resistance as an optimization problem, dubbed the "antibiotics time machine." Their novel approach received wide press coverage. In this article, we define such a time machine mathematically, show that such strategies are NP-hard to compute, and discuss the implications.
Let us think of an antibiotic as a sieve: it kills bacteria with a certain genotype. Repeated applications of the same antibiotic result in a population without this genotype, which renders the antibiotic ineffective. Furthermore, the course of antibiotics has altered the distribution of genotypes, or, in biological terms, the fitness landscape, of our bacterial species. This is a critical problem: imagine that the pre-antibiotics bacterial population is held in equilibrium by various factors, such as natural predators, competition for resources, and so on. A new fitness landscape disrupts this equilibrium, potentially leading to a population explosion of these bacteria. One way to mitigate these consequences is to rotate the use of antibiotics that target the same genes but select for different genotypes.
Mira et al.
[MCG + 15] considered the following model. Suppose we have a population of bacteria, all of the same unmutated genotype (called the "wild type"). We are given a set of antibiotics. For each bacterium of a given type, an antibiotic mutates it to another type with some known probability. The problem is to find a sequence of antibiotics (called a treatment plan) that maximizes the fraction of bacteria returning to the wild type. This optimal plan is called an antibiotic time machine by Mira et al., alluding to the idea of reversing unnecessary mutations induced in the bacterial population through antibiotic treatments.
Here is a concrete description of the model. is a vector in the standard ( − 1)-dimensional simplex Δ −1 = {( 1 , 2 , … , ) ∈ ℝ | ∑ =1 = 1 and ≥ 0 for all }, where for s = (s 1 , s 2 , … , s ) ∈ Δ −1 , s represents the fraction of the population with genotype ∈ . A × matrix is a transition matrix if each entry belongs to the interval [0, 1] and each row sums to 1. Let be a finite set consisting of transition matrices, each corresponding to the effect of a given antibiotic on the genotypes of the bacterial population. That is, if = ( ) is the transition matrix corresponding to some antibiotic, then is the probability that a single bacterium of genotype will have genotype after being treated with the antibiotic. As our population consists of millions of bacteria, we can assume that the population evolves deterministically; that is, can be seen as the fraction of bacteria that go from genotype to after treatment. Thus, if the population distribution is s ∈ Δ −1 and we apply an antibiotic with transition matrix , then the population distribution after treatment will be s .
Let s, t ∈ Δ −1 be the starting and targeted population distributions, respectively. Let ∈ ℕ be the length of the treatment plan. The time machine ℳ( , , ) is the solution to the following optimization problem:
As a concrete example, suppose s = t = (1, 0, … , 0) ∈ Δ −1 . Then s 1 2 ⋯ t ⊤ is the fraction of bacteria that end up as the wild type after the application of antibiotics. Our goal is to choose a sequence of antibiotics that will maximize this number.
Complexity of the Time Machine
How do we solve this problem numerically? Mira et al.
[MCG + 15] used brute force: they enumerated all possible treatment plans. With antibiotics, there are many treatment plans of length , so this algorithm is not efficient. Mira et al. raised the question of whether an efficient algorithm exists. Unfortunately, we show that the problem is NP-hard; that is, there is likely no polynomial-time algorithm for solving such a problem.
Theorem 1. The time machine optimization problem in (1) is NP-hard.
We first consider an easier decision problem: for a given threshold ∈ (0, 1], decide whether there exists a treatment plan of length such that
Clearly if one can solve (1) in polynomial time, then one can also solve (2) in polynomial time. Our main result states that the latter problem is NP-hard, and thus Theorem 1 follows as a corollary.
Theorem 2. The time machine decision problem in (2) is NP-hard.
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Notices of the AMSOur proof relies on reducing the 3-satisfiability problem (3-SAT) to a special instance of (2) where = 1. Since 3-SAT is NP-hard, we have that (2) is also. Biologically, this means that there are certain inputs where computing an exact solution is likely very time consuming. Furthermore, if is rational, we may modify our construction to first "discard" a (1 − )-fraction of the population, so (2) is hard for infinitely many values of . We provide the details in the appendix.
Robots and Bacteria
Optimization problems like the time machine also arise in large-scale robotics control. One can equate each bacterium to a robot; each genotype is one of possible states (such as standing or walking), and each antibiotic is an instruction which changes each robot's state independently at random. The goal is to get all robots to the same state. The difficulty is that one instruction is broadcast to the whole robot population, and thus one cannot optimally control each individual robot. Indeed, if there were only one bacterium instead of a population, then one could apply an antibiotic, check the new state of the bacterium, and repeat. In this case, the time machine is a Markov decision process (MDP) on states, which can be solved by dynamic programming. When there is a population of bacteria, the population state is a point in the standard ( − 1)-dimensional simplex Δ −1 , so our MDP has uncountably many states.
In the optimal control literature, our problem is an instance of a finite-horizon, unobservable MDP with belief-dependent, time-dependent reward function. This is a controlled stochastic system on finitely many states , with finitely many possible actions . At discrete time = 0, 1, …, the system is assumed to be in some true but unknown state, and the controller sees only a belief distribution over the set of states . Based on , the controller can select an action ∈ , which transits the system to time step + 1 with belief distribution +1 = ( , ) and gives reward ( +1 ). A policy is a sequence of actions. In finite-horizon problems, the goal is to choose a policy that maximizes the total expected reward after time steps. In the antibiotics context, a state is a genotype, is the distribution of genotypes in the bacterial population at time , and an action is an antibiotic. The reward function is identically zero for < , while ( +1 ) = ( +1 ) 1 . Finite-horizon unobservable MDPs are known to be NP-hard [LGM01] , with a reduction to -SAT similar to our proof of Theorem 2.
How to Build a Time Machine Anyway
Exact algorithms for unobservable MDPs use incremental pruning, and this idea also yields an exact algorithm for the antibiotics time machine. The premise is to enumerate by brute force but eliminate suboptimal treatment plans early. To illustrate, suppose we are able to solve the antibiotics time machine with = 1 for each possible starting state s ∈ Δ −1 . Let be an antibiotic that does not achieve the maximum in (1) for any s. Then for the antibiotics time machine with any ≥ 1 and any starting point, the optimal treatment plan cannot end with . If there are ′ such suboptimal antibiotics, then the total number of treatment plans to consider is now −1 ( − ′ ), as opposed to . Repeated application of this argument for = 2, 3, … amounts to enumerating the treatment plans in backward time steps while discarding suboptimal branches early.
One can also save computation time by restricting or approximating the belief space. Let us again consider the time machine in one step. As a function of the starting state s, the objective function in (1) is the maximum of linear functions, so it is convex and piecewise linear. Its graph subdivides Δ −1 into at most fulldimensional polytopes, where all starting points s in the same polytope are optimized by the same antibiotic unique to that polytope. Now, suppose we know that s can only lie in some strict subset Δ ′ of Δ −1 . If is an antibiotic whose polytope does not intersect Δ ′ , then is also suboptimal. Combined with pruning, this reduces the set of possible optimal treatment plans even further.
Practical Considerations: The Efficient, Approximate Time Machine?
Real-life instances of the time machine make exact computations prohibitive. To put the problem scale into perspective, the particular time machine of Mira et al. 
another significant contribution of mathematics to society
This is where connections to robotics could be very valuable. Unobservable MDPs are special instances of partially observable MDPs (POMDPs), which find extensive applications in robotics and motion planning [DS13] . Large-scale approximation algorithms for these problems use a combination of belief space approximation and early pruning of suboptimal policies, as discussed above. However, their reward functions are not time or belief dependent. If such approximation algorithms can be adapted to the antibiotics time machine, one could solve real-life instances with tens of thousands of states and antibiotics. That would be yet another significant contribution of mathematics to society, one that even has a cool name. 
Proof of Reduction
We shall prove that with the above time machine constructed from the 3-SAT problem, (2) solves the 3-SAT problem with the given clauses. Since the latter is NP-hard, this implies that (2) is also. We refer to the fraction of the bacterial population in a given state as its weight. First, suppose ( = ) is a satisfying assignment. Apply to s. For each = ( , , ) ∈ , apply , , , which exists as is satisfied. Finally, apply .
Lemma 3. The sequence of matrices given above sends all weight back to s. That is, it is a solution of (2) for = 1.
Proof. For each ∈ , the matrix sends some weight to x. The weight is moved to x the first time ± occurs in a clause and is moved back to s by at the end. For each ∈ , the matrix sends some weight to c. This weight is moved to f by , ,
and is moved back to s by at the end. Therefore all the weights return to s, as desired. □ Conversely, suppose there is a sequence 1 , 2 , … , of transition matrices so that
The aim is to extract a satisfying assignment. Consider the process of applying the transition matrices to s sequentially in steps. Note that any weight at d stays at d forever. As such, to achieve full weight at s after steps, the state d cannot receive weight at any point in the process.
1 Consequently, it is clear that the first matrix to apply has to be , as we have (s) = d for ∈ ∖ { }. The only way for s to gain weight is to apply . Prior to applying for the first time, all weights must be supported on the x ± and f, so as to avoid losing any weight to the death state d. In particular, for each clause = ( , , ) ∈ , state c must no longer carry weight at this point. That is, after c receives some weight by in the first step, it must subsequently lose the weight, which can only be achieved by applying an associated matrix , , for some choice of ( , , ). This takes (at least) one step for each clause. Since the sequence of matrices is of length precisely = + 2, we conclude that the sequence starts with , finishes with , and contains precisely one matrix corresponding to each clause.
When is applied, the full weight at s is split into + packets, each of weight = 1/( + ). Since no other matrices split weights, we may consider the remaining process as a discrete system moving each packet as a unit. We already saw that the packets associated to the clauses are moved to f during the middle steps. It remains to analyze the remaining packets associated to the variables. To avoid moving any weight to the death state d, the packet at x can only be moved to x + or x − . Once this happens, the packet can only be moved again by at the last step. So at the penultimate step, there is a packet on x̃for exactly one choice of̃for each . The following lemma finishes the proof. 
