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Abstract: We determine the complete conjugate locus along
all geodesics parallel or perpendicular to the center (Theorem
2.3). When the center is 1-dimensional we obtain formulas in all
cases (Theorem 2.5), and when a certain operator is also diag-
onalizable these formulas become completely explicit (Corollary
2.7). These yield some new information about the smoothness
of the pseudoriemannian conjugate locus. We also obtain the
multiplicities of all conjugate points.
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1 Introduction
Let N denote a nilpotent Lie group with a left-invariant metric tensor. The
study of the conjugate locus in these spaces began with O’Sullivan’s proof
in 1974 that when N is not abelian, there exist conjugate points [9]. In
1981, Naitoh and Sakane showed [7] that some first conjugate points must
lie in the center Z of N . If N is 2-step nilpotent, they showed that there
are no closed geodesics and the cut locus of the identity element 1 ∈ N is
nonempty. Finally, when N is the 3-dimensional Heisenberg group H3, the
cut locus of 1 is precisely the set of first conjugate points to 1 and lies in
the center of H3. Since then, all results that have been published were for
2-step nilpotent Lie groups. This class includes the groups of H-type; see
the introduction of [5] for a brief history of the latter.
Eberlein’s 1994 paper [2] sparked a continuing increased interest in 2-
step nilpotent Lie groups. As he noted, they provide examples in which
explicit calculations are frequently feasible and which differ minimally from
flat (pseudo-) Euclidean spaces. He obtained only one result on conjugate
points, determining conditions under which geodesics tangent to the center
contain conjugate points. So far, only Riemannian (positive-definite) metric
tensors had been considered. Cordero and Parker [1] extended much of this
work to pseudoriemannian (indefinite) metric tensors, including the result
on conjugate points; cf. Proposition 1.1 infra.
Meanwhile, in 1997, Walschap [11] showed that for a certain class of such
Riemannian groups (nonsingular with 1-dimensional center), the cut locus
and the conjugate locus coincide, and he made an explicit determination
of all first conjugate points in them. Jang and Park [3] later gave explicit
formulas for all conjugate points on geodesics either parallel or perpendicular
to the center in any Riemannian 2-step nilpotent Lie group, and on all
geodesics when the center is 1-dimensional. The present paper extends these
results to pseudoriemannian geometries, while providing shorter, simpler,
and more conceptual proofs. We also obtain some new information about
the smoothness of the conjugate locus which are valid even when there are
degenerate [6] conjugate points, which is precisely when the well-known
results of Warner [12] do not apply. Indeed, Warner’s property (R2) is
equivalent to conjugate points being nondegenerate, as is easily seen from
his interpretation of it on p. 577f (and proof on p. 603) of [12].
By an inner product on a vector space V we shall mean a nondegenerate,
symmetric bilinear form on V , generally denoted by 〈 , 〉. Our convention
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is that v ∈ V is timelike if 〈v, v〉 > 0, null if 〈v, v〉 = 0, and spacelike if
〈v, v〉 < 0.
Throughout, N will denote a connected, simply connected, 2-step nilpo-
tent Lie group with Lie algebra n having center z. This means the Lie group
exponential map exp : n→ N is a global diffeomorphism, and we may work
in what are usually called “exponential coordinates,” making calculations
in n and taking the result to be in N . We shall use 〈 , 〉 to denote either
an inner product on n or the induced left-invariant pseudoriemannian (in-
definite) metric tensor on N . Note that we shall not be using the geodesic
(pseudoriemannian) exponential map in this article.
The only general result on conjugate points is Proposition 4.18 from [1];
cf. Proposition 3.10 in Eberlein [2].
Proposition 1.1 Let N be a simply connected, 2-step nilpotent Lie group
with left-invariant metric tensor 〈 , 〉, and let γ be a geodesic with γ˙(0) =
a ∈ z. If ad†
•
a = 0, then there are no conjugate points along γ.
In this paper we make the additional assumption that the center z of n
is nondegenerate. (In the notation of [1], this means U = V = {0}, Z = z,
E = v = z⊥ and n = z⊕ v.)
Theorems 2.3 and 2.5 and Corollary 2.7 generalize and extend the results
of [3] to pseudoriemannian spaces. See also [10] for results on the topology
of the set of conjugate points along a single geodesic.
Corollaries 2.4 and 2.6 and Proposition 2.8 give some new information
on the smoothness of the conjugate locus.
Finally, we also obtain a new formulation of the Jacobi equation for these
geometries in Proposition 2.1, of some interest in its own right.
We denote the adjoint with respect to 〈 , 〉 of the adjoint representation
of the Lie algebra n on itself by ad†. In the case of a nondegenerate center,
the involution ι of [1] is merely given by ι(zα) = εα zα and ι(ea) = ε¯a ea
where 〈zα, zα〉 = εα and 〈ea, ea〉 = ε¯a on an orthonormal basis of n. Then
the operator j : z→ End (v) is given by j(z)x = ι ad†xιz. We refer to [1] and
[8] for other notations and results.
For convenience, we shall use the notation Jz = ad
†
•
z for any z ∈ z. (The
involution ι does not play much of a role when the center is nondegenerate,
and in fact may be omitted.)
We begin by specializing Theorems 3.1 and 3.6 of [1] to the case of a
nondegenerate center.
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Proposition 1.2 For all z, z′ ∈ z and e, e′ ∈ v we have
∇zz′ = 0 ,
∇ze = ∇ez = − 12Jze ,
∇ee′ = 12 [e, e′] .
Proposition 1.3 For all z, z′, z′′ ∈ z and e, e′, e′′ ∈ v we have
R(z, z′)z′′ = 0 ,
R(z, z′)e = 1
4
(JzJz′e− Jz′Jze) ,
R(z, e)z′ = 1
4
JzJz′e ,
R(z, e)e′ = 1
4
[e, Jze
′] ,
R(e, e′)z = − 1
4
(
[e, Jze
′] + [Jze, e
′]
)
,
R(e, e′)e′′ = 1
4
(
J[e,e′′ ]e
′ − J[e′,e′′]e
)
+ 1
2
J[e,e′]e
′′ .
To study conjugate points, we shall use the Jacobi operator.
Definition 1.4 Along the geodesic γ, the Jacobi operator is given by
R γ˙ • = R( • , γ˙)γ˙ .
In physics, this operator measures the relative acceleration produced by
tidal forces along γ [8, p. 219]. For the reader’s convenience, we recall that a
Jacobi field along γ is a vector field along γ which is a solution of the Jacobi
equation
∇2γ˙Y (t) +R γ˙Y (t) = 0
along γ. The point γ(t0) is conjugate to the point γ(0) if and only if there
exists a nontrivial Jacobi field Y along γ such that Y (0) = Y (t0) = 0.
Next, we specialize Proposition 4.8 of [1] to our present setting. As there,
Ln denotes left translation in N by n ∈ N .
Proposition 1.5 Let N be simply connected, γ a geodesic with γ(0) = 1 ∈
N , and γ˙(0) = z0 + x0 ∈ n. Then
γ˙(t) = Lγ(t)∗
(
z0 + e
tJx0
)
where J = Jz0 .
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As in [3], we shall identify all tangent spaces with n = T1N . Thus we regard
γ˙(t) = z0 + e
tJx0
as the geodesic equation. Using Proposition 1.3, we compute
Lemma 1.6 The Jacobi operator along the geodesic γ in N with γ(0) = 1
and γ˙(0) = z0 + x0 is given by
R γ˙(z + x) =
3
4
J[x,x′]x
′ + 1
2
JzJx
′ − 1
4
JJzx
′ − 1
4
J2x
− 1
2
[x, Jx′] + 1
4
[x′, Jx] + 1
4
[x′, Jzx
′]
for all z ∈ z and x ∈ v, where x′ = etJx0 and J = Jz0 . 
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2 Main results
For later convenience, we separate out the principal part of the necessary
computations for Jacobi fields. This yields a new formulation (due to CJ)
of the Jacobi equation for these geometries.
Proposition 2.1 Let γ be a geodesic with γ(0) = 1 and γ˙(0) = z0 + x0 ∈
z ⊕ v = n. A vector field Y (t) = z(t) + etJv(t) along γ, where z(t) ∈ z and
v(t) ∈ v for each t, is a Jacobi field if and only if
z˙(t)− [etJv(t), x′(t)] = ζ ,
etJ v¨(t) + etJJv˙(t)− Jζx′(t) = 0 ,
where x′(t) = etJx0 with J = Jz0 and ζ ∈ z is a constant.
Proof: Using Proposition 1.2 and Lemma 1.6, we compute ∇γ˙Y,∇2γ˙Y and
R γ˙Y for such a Y .
∇γ˙Y (t) = z˙(t)− 12Jz(t)x′(t) + JetJv(t) + etJ v˙(t)
− 1
2
JetJv(t) + 1
2
[x′(t), etJv(t)]
= z˙(t)− 1
2
Jz(t)x
′(t) + 1
2
JetJv(t) + etJ v˙(t) + 1
2
[x′(t), etJv(t)],
∇2γ˙Y (t) = z¨(t)− 12Jz˙(t)x′(t)− 12Jz˙(t)x′(t)− 12Jz(t)Jx′(t)
+ 1
4
JJz˙(t)x
′(t)− 1
4
[x′(t), Jz(t)x
′(t)] + 1
2
J2etJv(t)
+ 1
2
JetJ v˙(t)− 1
4
J2etJv(t) + 1
4
[x′(t), JetJv(t)] + JetJ v˙(t)
+ etJ v¨(t)− 1
2
JetJ v˙(t) + 1
2
[x′(t), etJ v˙(t)] + 1
2
[Jx′(t), etJv(t)]
+ 1
2
[x′(t), JetJv(t) + etJ v˙(t)]− 1
4
ad†x′(t)[x
′(t), etJv(t)]
= z¨(t)− Jz˙(t)x′(t)− 12Jz(t)Jx′(t)
+ 1
4
JJz˙(t)x
′(t)− 1
4
[x′(t), Jz(t)x
′(t)] + 1
4
J2etJv(t) + JetJ v˙(t)
+ 3
4
[x′(t), JetJv(t)] + etJ v¨(t) + [x′(t), etJ v˙(t)]
+ 1
2
[Jx′(t), etJv(t)] − 1
4
ad†x′(t)[x
′(t), etJv(t)] ,
R γ˙Y (t) = R γ˙z(t) +R γ˙e
tJv(t)
= 1
2
Jz(t)Jx
′(t)− 1
4
JJz(t)x
′(t) + 1
4
[x′(t), Jz(t)x
′(t)]
+ 3
4
ad†x′(t)[e
tJv(t), x′(t)]− 1
4
J2etJv(t) − 1
2
[etJv(t), Jx′(t)]
+ 1
4
[x′(t), JetJv(t)]
Thus Y is a Jacobi field if and only if
∇2γ˙Y (t) +R γ˙Y (t) = z¨(t)− Jz˙(t)x′(t) + JetJ v˙(t) + [x′(t), JetJv(t)]
+ etJ v¨(t) + [x′(t), etJ v˙(t)] + [Jx′(t), etJv(t)]
+ ad†x′(t)[e
tJv(t), x′(t)]
=
d
dt
(
z˙(t)− [etJv(t), x′(t)]
)
+ etJ v¨(t) + etJJv˙(t)
− ad†x′(t)
(
z˙(t)− [etJv(t), x′(t)]
)
= 0 .
Separating this into z and v components yields the desired result. 
Definition 2.2 Let γ denote a geodesic and assume that γ(t0) is conjugate
to γ(0) along γ. To indicate that the multiplicity of γ(t0) is m, we shall
write multcp(t0) = m. To distinguish the notions clearly, we shall denote
the multiplicity of λ as an eigenvalue of a specified linear transformation by
multev λ.
Let γ be a geodesic with γ(0) = 1 and γ˙(0) = z0+x0 ∈ z⊕v, respectively,
and let J = Jz0 . If γ is not null, we may assume γ is normalized so that
〈γ˙, γ˙〉 = ±1. As usual, Z∗ denotes the set of all integers with 0 removed.
We adapt the usual notation from number theory and write a|b to denote
that b is a nonzero integral multiple of a for real a, b.
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Theorem 2.3 Under the preceding assumptions:
1. if J = 0 and x0 = 0, then there are no conjugate points along γ;
2. if J = 0 and x0 6= 0, then γ(t) is conjugate to γ(0) along γ if and only
if −12/t2 is an eigenvalue of the linear operator
A : z→ z : z 7→ [x0, Jzx0]
and multcp(t) = multev(−12/t2) ≤ dim z.
3. if J 6= 0 and x0 = 0, then γ(t) is conjugate to γ(0) along γ if and only
if
t ∈
q⋃
k=1
2pi
λk
Z
∗,
where the −λ2k are the negative eigenvalues of J2, and
multcp
(
2pi
λk
n
)
=
∑
λk
n
∣∣λh
multev
(−λ2h) ≤ dim v .
If there are no negative eigenvalues in Part 3, then there are of course no
conjugate points.
Consider the conjugate points from Part 2 of the preceding theorem for
which z0 = 0. Denoting this set by Z, we have Z ⊆ exp v (the Lie group
exponential map). Using standard results from analytic function theory, we
immediately obtain the next result.
Corollary 2.4 This part Z of the conjugate locus is an analytic variety in
the submanifold exp v in N . 
For the convenience of the reader, we sketch one way to prove this using
results in the well-known text of Whitney [13]. Complexify. By Theorem
V.4A, the mapping of coefficients of the characteristic polynomial of a ma-
trix, thus of the entries, to the eigenvalues is continuous and proper; cf.
the map τ on p. 355 in item (D), second paragraph. We take v as our
domain, via the composition of τ with the map {components of x0} →
{coefficients of the characteristic polynomial of A}. So we think of the set
of eigenvalues as the image of a multifunction of x0 ∈ v. Now the results in
Section 1.7 (pp. 21ff) show that τ is a holomorphic multifunction, whence so
is our composition just defined. Theorems 4.6F, 5.4A, and/or 7.11B yield
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analyticity of the image of (a subset of) the eigenvalues, by the composition
of our multifunction with the mapping defined by the geodesic parametriza-
tion. (Since τ is proper, this last composition is at least semiproper, which
suffices for the use of Theorem 7.11B.) Finally, our conjugate locus is the
real part, thus (real) analytic itself. In the Riemannian case, stronger results
follow from Warner [12].
Theorem 2.5 In addition, assume that dim z = 1. Then:
1. if z0 6= 0 and x0 = 0, then γ(t) is conjugate to γ(0) along γ if and only
if
t ∈
q⋃
k=1
2pi
λk
Z
∗
where the −λ2k are the negative eigenvalues of J2 and
multcp
(
2pi
λk
n
)
=
∑
λk
n
∣∣λh
multev
(−λ2h) ≤ dim v ;
2. if z0 = 0 and x0 6= 0, then γ(t) is conjugate to γ(0) along γ if and only
if
−12
t2
= ε〈Jzx0, Jzx0〉,
where z ∈ z is a unit vector with ε = 〈z, z〉, and multcp(t) = 1;
3. if z0 6= 0 and x0 6= 0, then γ(t) is conjugate to γ(0) along γ if and only
if either
t ∈
q⋃
k=1
2pi
λk
Z
∗
where the −λ2k are the negative eigenvalues of J2, or t is a solution of
t〈Jx0,
(
e−tJ − I)−1 x0〉 = 〈γ˙, γ˙〉
in which case multcp(t) = 1. For t = 2pin/λk, the multiplicities are as
follows. If x0 /∈ im(e−tJ − I), then
multcp(t) =
∑
λk
n
∣∣λh
multev
(−λ2h)− 1 .
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If x0 ∈ im(e−tJ − I), then choose v such that (e−tJ − I)v = tx0 and
multcp(t) =


∑
λk
n
∣∣λh
multev
(−λ2h)+ 1 if 〈Jx0, v〉 = 〈γ˙, γ˙〉 ,
∑
λk
n
∣∣λh
multev
(−λ2h) if 〈Jx0, v〉 6= 〈γ˙, γ˙〉 .
As we now assume z is 1-dimensional, Corollary 2.4 simplifies. (Recall that
we are using the Lie group exponential map.)
Corollary 2.6 The part Z of the conjugate locus is an analytic submanifold
of the hypersurface exp v in N . 
Alternatively, one could prove this directly from the equation in Part 2.
In the next result, we use the orthogonal direct sum decomposition⊕m
j=1 wj where J leaves each wj invariant and each wj is an eigenspace
of J2. Further, J2 is negative definite for 1 ≤ j ≤ q and positive definite for
q + 1 ≤ j ≤ m.
Corollary 2.7 If J2 is moreover diagonalizable, then Parts 2 and 3 can be
made completely explicit.
2. if z0 = 0 and x0 6= 0, then γ(t) is conjugate to γ(0) along γ if and only
if
12
t2
=
m−q∑
l=1
λ2q+lε〈Bq+l, Bq+l〉 −
q∑
k=1
λ2kε〈Ak, Ak〉,
where x0 =
∑
k Ak +
∑
lBq+l, Ak ∈ wk, Bq+l ∈ wq+l, −λ2k and λ2q+l
are the eigenvalues of J2 with J = Jz for z ∈ z a unit vector, and
ε = 〈z, z〉;
3. if z0 6= 0 and x0 6= 0, then γ(t) is conjugate to γ(0) along γ if and only
if either
t ∈
q⋃
k=1
2pi
λk
Z
∗
or t is a solution of
q∑
k=1
〈Ak, Ak〉λkt
2
cot
λkt
2
+
m−q∑
l=1
〈Bq+l, Bq+l〉λq+lt
2
coth
λq+lt
2
= 〈γ˙, γ˙〉
where the Ah, Bi are as in the preceding part and ±λ2j are the eigen-
values of J2 with J = Jz0 now.
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We finish this section by investigating more closely the smoothness of
this conjugate locus near (i. e., in a tubular neighborhood of) the set Z.
Continue with dim z = 1, z ∈ z a unit vector with 〈z, z〉 = ε, and J2z diag-
onalizable. Consider x0 ∈ v decomposed as x0 =
∑p
k=1 Ak+
∑m
l=p+1 Bl where
Ak and Bl are eigenvectors of J
2
z with corresponding eigenvalues −λ2k, λ2l
where λj > 0 and 〈x0, x0〉 =
∑
k〈Ak, Ak〉 +
∑
l〈Bl, Bl〉 = ±1 or 0 according
as x0 is unit timelike, unit spacelike, or null, respectively. Note that the Ak,
Bl, and eigenvalues depend analytically on x0.
We shall study 1-parameter families of geodesics whose initial velocities
approach x0. So for the parameter a consider the geodesic γa emanating
from 1 ∈ N with γ˙a(0) the appropriate linear combination of z and x0 so
that γa is unit speed if x0 is nonnull.
〈x0, x0〉 γ˙a(0) a range 〈γ˙a, γ˙a〉
ε az +
√
1− a2 x0 −1 ≤ a ≤ 1 ε
−ε az +
√
1 + a2 x0 a ∈ R −ε
0 az +
√
1 + a2 x0 a ∈ R a2ε
By Corollary 2.7, γa(t) is conjugate to γa(0) = 1 along γa if t solves, for
example,
(1∓ a2)
∑
k
〈Ak, Ak〉λkat
2
cot
λkat
2
+ (1∓ a2)
∑
l
〈Bl, Bl〉λlat
2
coth
λlat
2
= 〈γ˙a, γ˙a〉 (2.1)
for a 6= 0, or if t solves
12
t2
=
∑
l
λ2l ε〈Bl, Bl〉 −
∑
k
λ2kε〈Ak, Ak〉 = ∆2
for a = 0. Since there are no real solutions (hence no conjugate points)
unless the quantity is positive, we have written it as ∆2 with ∆ > 0. Note
that the left-hand side of (2.1) and ∆ both depend analytically on x0.
We claim that for sufficiently small a, equation (2.1) has a unique (up
to sign), bounded solution t(a, x0) such that
lim
a→0
t(a, x0) = ±2
√
3
∆
(2.2)
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analytically in x0. We shall only write out the case where |z| = |x0| = 1 and
t > 0; the other cases can be handled similarly.
First, note that the functions x cot x and x coth x have removable singu-
larities at 0. Thus we may consider their Maclaurin expansions. To simplify
notation, we shall supress explicit x0 dependence for a little while.
λkat
2
cot
λkat
2
= 1− (λkat)
2
12
+ a4fk(a, t)
λlat
2
coth
λlat
2
= 1 +
(λlat)
2
12
+ a4fl(a, t)
Here a4fn(a, t) denote the remainders obtained by summing the rest of the
series, with fn(0, t) 6= 0. Next, substitute these into equation (2.1) with
〈γ˙a, γ˙a〉 = 1.
f(a, t) = (1− a2)
∑
k
〈Ak, Ak〉
[
1− (λkat)
2
12
+ a4fk(a, t)
]
+ (1− a2)
∑
l
〈Bl, Bl〉
[
1 +
(λlat)
2
12
+ a4fl(a, t)
]
− 1 = 0
Using
∑
k〈Ak, Ak〉+
∑
l〈Bl, Bl〉 = 1, we obtain
a2
(
1− t
2
12
∆2 + a2R(a, t)
)
= a2g(a, t) = 0 , (2.3)
where a2R(a, t) is the combination of all remaining terms with R(0, t) 6= 0.
Observe that g(0, 2
√
3/∆) = 0 and
∂g
∂t
(
0,
2
√
3
∆
)
= − ∆√
3
6= 0 .
Thus we may apply the Implicit Function Theorem to conclude that, near
(0, 2
√
3/∆), there exists a unique, positive, analytic solution t = t(a, x0).
It follows from (2.3) that this t satisfies (2.2). Now we use Corollary 2.6
to conclude the proof of the next result. (Recall that we are using the Lie
group exponential map.)
Proposition 2.8 The conjugate locus is smooth (indeed, analytic) across
(or through) the hypersurface exp v in N .
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Proof: Let n = dimN and consider p ∈ Z. Since Z is smooth, there are
n − 2 smooth coordinate functions centered at p comprising a chart in Z.
Now t = t(a, x0) provides another independent, smooth coordinate function
centered at p. Together with the n−2 we already have, we now have a chart
in the conjugate locus centered at p. Thus near Z, the conjugate locus is a
smooth, codimension-1 submanifold. 
Note that this applies only in a (possibly very small) tubular neighborhood
of Z in N . Away from Z (outside this tubular neighborhood), the conjugate
locus is merely an analytic variety in N . In the Riemannian case, stronger
results follow from Warner [12].
3 Proof of Theorem 2.3
The first part is an immediate consequence of Proposition 1.1 (4.18 in [1]).
For the second part, let Y (t) = z(t)+etJv(t) = z(t)+v(t) be a nontrivial
Jacobi field along γ with Y (0) = Y (t0) = 0 for some t0 6= 0. Then by
Proposition 2.1 and J = 0, we have
z˙(t)− [v(t), x0] = ζ , (3.1)
v¨(t)− Jζx0 = 0 . (3.2)
for some constant vector ζ ∈ z. By (3.2) and v(0) = v(t0) = 0,
v(t) = 1
2
t(t− t0)Jζx0 . (3.3)
Substituting this into (3.1), integrating, and using z(0) = 0 yields
z(t) = (1
6
t3 − 1
4
t0t
2)[Jζx0, x0] + tζ . (3.4)
Using z(t0) = 0 on (3.4) we find
[x0, Jζx0] = −12
t20
ζ . (3.5)
If ζ = 0, then (3.3) and (3.4) imply that Y (t) = 0 for all t, contradicting
the nontriviality of Y . Thus ζ 6= 0 whence (3.5) implies that −12/t20 is
an eigenvalue of the linear map A : z → z : z 7→ [x0, Jzx0]. Conversely, if
−12/t20 is an eigenvalue of A there is an eigenvector ζ ∈ z satisfying (3.5).
Then Y (t) = z(t) + v(t), where z(t) and v(t) are given by (3.4) and (3.3),
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respectively, is a nontrivial Jacobi field along γ with Y (0) = Y (t0) = 0. The
multiplicity is obvious.
We turn now to the proof of the third part of Theorem 2.3. Assume that
γ(t0) is conjugate to γ(0) along γ. Then there exists a nonzero Jacobi field
Y (t) = z(t) + etJv(t) along γ with Y (0) = Y (t0) = 0. By Proposition 2.1
and x0 = 0 we have
z¨(t) = 0 , (3.6)
v¨ + Jv˙ = 0 . (3.7)
From (3.6) and z(0) = z(t0) = 0, we see that z(t) = 0.
Let
p(t) =
p∏
j=1
(
t2 − 2ajt+
(
a2j + b
2
j
))kj q∏
j=1
(
t2 + λ2j
)lj r∏
j=1
(t− µj)mj · ts
be the characteristic polynomial of J where aj 6= 0, bj 6= 0, λj > 0, and
µj 6= 0 are all real. Then equation (3.7) can be split into
v¨1 + Jv˙1 = 0 , (3.8)
v¨2 + Jv˙2 = 0 , (3.9)
where v = v1 + v2 with v1 ∈ k for
k = ker
p∏
j=1
(
J2 − 2ajJ +
(
a2j + b
2
j
)
I
)kj q∏
j=1
(
J2 + λ2jI
)lj r∏
j=1
(J − µjI)mj
and v2 ∈ ker Js. Applying Js−1 to both sides of (3.9), we have Js−1v¨2 = 0.
This and Js−1v2(0) = J
s−1v2(t0) = 0 imply that J
s−1v2 = 0. Next, ap-
plying Js−2 we have Js−2v¨2 = 0, which similarly implies that J
s−2v2 = 0.
Continuing this process, we conclude that v2 = 0. Note that J is invert-
ible on k, essentially because ker J ⊆ ker Js; see [4] for some more detailed
computations of this type.
Lemma 3.1 Let A be a real nonsingular matrix and 0 6= t ∈ R. Then
ker (etA − I) =⊕tλj∈2πZ∗ ker(A2+λ2jI) where the −λ2j are the negative eigen-
values (if any) of A2.
Proof: Let v ∈ ker(A2 + λ2jI) with tλj ∈ 2piZ∗. Then etAv = (cos tλj)v +
(sin tλj)Jv/λj = v so (e
tA − I) v = 0 and v ∈ ker (etA − I).
The converse follows via a straightforward computation using the Jordan
canonical form of A; cf. [4] for similar work. 
12
Using v1(0) = 0, from (3.8) we get v1(t) = (e
−tJ − I)v for some constant
vector 0 6= v ∈ k. Since v1(t0) = 0, we conclude from this and the lemma
that t0 ∈
⋃q
j=1(2pi/λj)Z
∗ and
v ∈ ker (et0J − I) ∩ k = ⊕
t0λj∈2πZ∗
ker(J2 + λ2jI) .
Moreover, any Jacobi field vanishing at 0 and t0 is easily seen to be of
the form
Y (t) =
(
e−tJ − I) v for some v ∈ ⊕
t0λj∈2πZ∗
ker(J2 + λ2jI) ,
so the mulitplicity follows by noting that t0λh ∈ 2piZ∗ for t0 = 2pin/λk is
equivalent to λh = mλk/n for some nonzero integer m.
4 Proof of Theorem 2.5
Again the first part is immediate, this time by the third part of Theorem
2.3. The second part follows from the second part of Theorem 2.3 upon
noting that A is now a 1× 1 matrix and that
〈[x0, Jzx0], z〉 = 〈Jzx0, Jzx0〉.
For the third part, let Y (t) = α(t)z0 + e
tJv(t) be a Jacobi field along γ
with Y (0) = Y (t0) = 0. Then by Proposition 2.1 we have
α˙(t)z0 − [etJv(t), etJx0] = cz0 ,
etJ v¨(t) + etJJv˙(t)− cJetJx0 = 0
for a constant c. Note that [etJx, etJy] = [x, y] since dim z = 1, and recall
that J commutes with etJ . Using these, we simplify the preceding equations
as
α˙(t)z0 − [v(t), x0] = cz0 , (4.1)
v¨ + Jv˙ − cJx0 = 0 . (4.2)
Taking the inner product of (4.1) with z0 and rearranging,
α˙+
〈Jx0, v〉
〈z0, z0〉 = c (4.3)
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and the general solution of (4.2) satisfying v(0) = 0 is
v(t) =
(
e−tJ − I) v0 + ctx0 (4.4)
for some constant vector v0 ∈ v.
Assume that γ(t0) is conjugate to γ(0) and
t0 ∈
q⋃
k=1
2pi
λk
Z
∗. (4.5)
We distinguish two cases according as x0 is or is not in the image of e
−t0J−I.
If x0 /∈ im (e−t0J − I), then v(t0) = 0 and (4.4) imply v0 ∈ ker (e−t0J − I)
and c = 0. Using (4.3) and integrating under α(0) = 0,
α(t) +
〈Jx0, (−J)−1 (e−tJ − I) v0 − tv0〉
〈z0, z0〉 = 0 .
Since α(t0) = 0, it follows that 〈Jx0, v0〉 = 0. Thus if Y is a Jacobi field
along γ such that Y (0) = Y (t0) = 0, then (4.5) implies that
v(t) =
(
e−tJ − I) v0 ,
for some v0 ∈ ker (e−t0J − I) with 〈Jx0, v0〉 = 0, and
α(t) =
〈Jx0, tv0 − (−J)−1 (e−tJ − I) v0〉
〈z0, z0〉 .
Lemma 4.1 For x ∈ v, 〈x, v〉 = 0 for all v ∈ ker (e−t0J − I) if and only if
x ∈ im (e−t0J − I).
We omit the proof, which is a reasonably straightforward computation in
linear algebra. One does need to note that x0 /∈ im (e−t0J − I) if and
only if Jx0 /∈ im (e−t0J − I), to use the orthogonal decomposition v =(⊕
t0λi∈2πZ
ker(J2 + λ2i )
li
)⊕ v′ where v′ is a J-invariant, nondegenerate sub-
space of v on which (e−t0J − I) is invertible, and to use an appropriate
block-diagonal representation of J on subspaces of the kernel summands.
See, for example, [4] for several similar such computations.
This lemma now yields multcp(t0) = dimker (e
−t0J − I)−1 and the mul-
tiplicity formula follows as previously.
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If x0 ∈ im (e−t0J − I), then we can take v1 ∈ v such that (e−t0J − I) v1 =
t0x0. Using (4.4) and v(t0) = 0, we obtain v0 = v2 − cv1 for some v2 ∈
ker (e−t0J − I). From (4.3), integrating under α(0) = 0 yields
α(t) +
〈Jx0, (−J)−1 (e−tJ − I) v0 − tv0〉
〈z0, z0〉 = ct .
Using α(t0) = 0, Lemma 4.1, and the skewadjointness of J , a short compu-
tation shows
c (〈Jx0, v1〉 − 〈γ˙, γ˙〉) = 0 . (4.6)
By Lemma 4.1, 〈Jx0, v1〉 is independent of the choice of such a v1. We
distinguish two subcases according as 〈Jx0, v1〉 is or is not equal to 〈γ˙, γ˙〉.
If 〈Jx0, v1〉 = 〈γ˙, γ˙〉, then we have
v(t) =
(
e−tJ − I) (v2 − cv1) + ct0x0 ,
α(t) = ct− 〈Jx0, (−J)
−1 (e−tJ − I) (v2 − cv1) + tcv1〉
〈z0, z0〉
for v2 ∈ ker (e−t0J − I) and arbitrary scalar c, whence
multcp(t0) = dimker
(
e−t0J − I)+ 1
and the multiplicity formula follows as before.
If 〈Jx0, v1〉 6= 〈γ˙, γ˙〉, then (4.6) implies c = 0 and we find
v(t) =
(
e−tJ − I) v0
for some v0 ∈ ker (e−t0J − I),
α(t) = −〈x0, (e
−tJ − I) v0〉
〈z0, z0〉 ,
and multcp(t0) = dimker (e
−t0J − I), from which the desired formula follows
as before.
Now assume that γ(t0) is conjugate to γ(0) and
t0 /∈
q⋃
k=1
2pi
λk
Z
∗. (4.7)
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If c = 0, then v(t0) = 0 implies (e
−t0J − I) v0 = 0 in (4.4). But then (4.7) and
Lemma 3.1 forces v0 = 0 in (4.4). Thus u = 0 and 〈Jx0, u〉 = 0, so together
with (4.3) and α(0) = α(t0) = 0 these imply that α = 0. Consequently,
Y = 0 which contradicts our assumption that Y is a nontrivial Jacobi field.
Therefore c 6= 0.
Using (4.4) and v(t0) = 0, we get
v(t) = ctx0 −
(
e−tJ − I) (e−t0J − I)−1 ct0x0 . (4.8)
Substituting this into (4.3), we find
α˙(t)− 〈Jx0, (e
−tJ − I) (e−t0J − I)−1 ct0x0〉
〈z0, z0〉 = c .
Integrating with α(0) = 0 yields
α(t) = ct (4.9)
+
〈Jx0, (−J)−1 (e−tJ − I) (e−t0J − I)−1 ct0x0 − t (e−t0J − I)−1 ct0x0〉
〈z0, z0〉 .
Since α(t0) = 0, from (4.9) we obtain
0 = 1 +
〈Jx0, (−J)−1x0 − t0 (e−t0J − I)−1 x0〉
〈z0, z0〉 .
Thus
0 = −〈z0, z0〉 − 〈x0, x0〉+ t0〈Jx0,
(
e−t0J − I)−1 x0〉
or
〈γ˙, γ˙〉 = 〈z0, z0〉+ 〈x0, x0〉
= t0〈Jx0,
(
e−t0J − I)−1 x0〉 .
Therefore, if γ(t0) is conjugate to γ(0) along γ and (4.7) holds, then t0 is a
solution of
t〈Jx0,
(
e−tJ − I)−1 x0〉 = 〈γ˙, γ˙〉 . (4.10)
The multiplicity follows from the fact that v in (4.8) and α in (4.9) are
uniquely determined by the scalar c.
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5 Proof of Corollary 2.7
For Part 2, let z be a unit vector in z and consider the inner product
〈[x0, Jzx0], z〉. In this part of the proof J denotes Jz. Thus,
〈[x0, Jx0], z〉 = 〈Jx0, Jx0〉
= 〈−J2x0, x0〉.
Since J2 is nonsingular and diagonalizable, v =
⊕q
k=1 wk⊕
⊕m−q
l=1 wq+l where
wk is the eigenspace of −λ2k and wq+l is the eigenspace of λ2q+l. Writing
x0 =
∑q
k=1 Ak +
∑m−q
l=1 Bq+l with Ak ∈ wk and Bq+l ∈ wq+l, we have
〈[x0, Jx0], z〉 = 〈−J2x0, x0〉
=
q∑
k=1
λ2k〈Ak, Ak〉 −
m−q∑
l=1
λ2q+l〈Bq+l, Bq+l〉.
This implies that
[x0, Jx0] = ε
(
q∑
k=1
λ2k〈Ak, Ak〉 −
m−q∑
l=1
λ2q+l〈Bq+l, Bq+l〉
)
z
where ε = 〈z, z〉. By the second part of Theorem 2.5, γ(t0) is conjugate to
γ(0) along γ if and only if
−12
t20
= ε
(
q∑
k=1
λ2k〈Ak, Ak〉 −
m−q∑
l=1
λ2q+l〈Bq+l, Bq+l〉
)
.
Finally, we give the proof of Part 3 of Corollary 2.7. Now we have
γ˙(t) = z0 + e
tJx0 with z0 6= 0 6= x0 and J = Jz0 again, as usual. We shall
continue with the notations for eigenvalues, eigenspaces, and components of
x0 as in the preceding Part 2.
It will suffice to show that
t〈Jx0,
(
e−tJ − I)−1 x0〉 =
q∑
k=1
〈Ak, Ak〉λkt
2
cot
λkt
2
+
m−q∑
l=1
〈Bq+l, Bq+l〉λq+lt
2
coth
λq+lt
2
.
Using the J-invariance of each wj and the orthogonality of the direct sum
decomposition, we have
t〈Jx0,
(
e−tJ − I)−1 x0〉 =
t
q∑
k=1
〈JAk, (e−tJ − I)−1Ak〉+ t
m−q∑
l=1
〈JBq+l, (e−tJ − I)−1Bq+l〉.
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If Ak 6= 0, then [[Ak, λ−1k JAk]] is a 2-dimensional complement in wk of a
J-invariant subspace w′k. On this planar subspace, the matrix of e
−tJ − I is[
cos tλk − 1 sin tλk
− sin tλk cos tλk − 1
]
so the matrix of (e−tJ − I)−1 is
− 12 csc2(tλk/2) − 12 cot(tλk/2)
1
2
cot(tλk/2) − 12 csc2(tλk/2)


and it follows that
〈JAk,
(
e−tJ − I)−1Ak〉 = 〈JAk,− 12 csc2 tλk2 Ak + 12 cot tλk2 JAkλk 〉
=
λk
2
cot
tλk
2
〈Ak, Ak〉 (5.1)
Now assume JBq+l 6= ±λq+lBq+l. Then Bq+l and JBq+l are linearly
independent, so we may consider the plane [[λ−1q+lJBq+l +Bq+l, λ
−1
q+lJBq+l −
Bq+l]] in wq+l. Here the matrix of e
tJ − I is
 e−tλq+l − 1 0
0 etλq+l − 1


so the matrix of (e−tJ − I)−1 is

1
e−tλq+l − 1 0
0
1
etλq+l − 1


and we obtain
(e−tJ − I)−1Bq+l =
1
2
e−tλq+l − 1
(
1
λq+l
JBq+l +Bq+l
)
−
1
2
etλq+l − 1
(
1
λq+l
JBq+l −Bq+l
)
whence
〈JBq+l, (e−tJ − I)−1Bq+l〉 = λq+l
2
〈Bq+l, Bq+l〉
(
1
etλq+l − 1 −
1
e−tλq+l − 1
)
=
λq+l
2
〈Bq+l, Bq+l〉 coth tλq+l
2
. (5.2)
18
Finally, assume JBq+l = ±λq+lBq+l. Then
(e−tJ − I)Bq+l = (e∓tλq+l − 1)Bq+l ,
(e−tJ − I)−1Bq+l = 1
e∓tλq+l − 1Bq+l .
Using 〈JBq+l, Bq+l〉 = 0, it follows much as before that
〈JBq+l, (e−tJ − I)−1Bq+l〉 = λq+l
2
〈Bq+l, Bq+l〉 coth tλq+l
2
. (5.3)
Combining (5.1), (5.2), and (5.3) we obtain
t〈Jx0, (e−tJ − I)−1x0〉
= t
q∑
k=1
〈JAk, (e−tJ − I)−1Ak〉+ t
m−q∑
l=1
〈JBq+l, (e−tJ − I)−1Bq+l〉
=
q∑
k=1
〈Ak, Ak〉tλk
2
cot
tλk
2
+
m−q∑
l=1
〈Bq+l, Bq+l〉tλq+l
2
coth
tλq+l
2
as desired.
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