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RÉSUMÉ
Dans cette thèse, on présente un système innovateur permettant de décomposer des si
gnaux électromyographiques (EMG) intramusculaires en trains de potentiels d’action
d’unité motrice (PAUM). L’analyse peut se faire autant sur des enregistrements acquis en
configuration simple canal qu’en configuration multi-canaux. Le système, qui ne requiert
aucun ajustement de paramètres de la part de l’utilisateur; se divise en deux modules : un
module d’extraction visant à obtenir les gabarits de PAUM et un module d’identzjlcation
visant à localiser toutes les occurrences de PAUMs dans un signal. Ainsi, lorsque les
gabarits de PAUM sont difficiles à obtenir, l’usager peut lui-même en suggérer et passer
directement au module d’identification.
Le système comporte plusieurs nouveaux éléments qui le distinguent des autres systèmes
que l’on trouve dans la littérature. Premièrement, on utilise une nouvelle mesure de simi
larité, la pseudo-corrélation (PsC), un croisement entre la corrélation traditionnelle et la
norme Li entre deux vecteurs. La PsC est plus spécifique que la distance Euclidienne en
ce qu’elle entraîne moins de faux positifs lors de l’identification de PAUMs. Deuxième
ment, l’extraction d’attributs se fait à partir d’arbres squelettiques, une technique ayant
fait ses preuves dans la vérification automatique de signatures manuscrites qui permet
une catégorisation rapide des PAUMs semblables. Enfin, un algorithme génétique com
biné à une descente de gradient permet de résoudre des superpositions complexes dont
la composition est inconnue et renfermant jusqu’à 6 PAUMs.
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Le système développé est robuste, performant et rapide. Il a été validé en utilisant des si
gnaux synthétiques et des enregistrements réalisés chez des sujets sains. Le taux d’iden
tification de PAUMs est supérieur à 90 % pour la plupart des signaux de densité infé
rieure ou égale à 120 PAUMs/s et 300 PAUMs/s, en configuration simple canal et multi
canaux, respectivement. En configuration simple canal, la majorité des signaux peuvent
être décomposés en un temps inférieur à leur durée, ce qui témoigne du potentiel du
système pour des applications en temps réel. Les performances diminuent toutefois en
présence de variabilité importante des PAUMs d’une même unité motrice (UM) et/ou de
similarité entre PAUMs provenant d’UMs distinctes, les deux principales limites rencon
trées. Le système est utilisé avec succès dans d’autres laboratoires et il fait maintenant
partie du logiciel EMGlab disponible sur le site de l’Université Stanford (http ://em
glab.stanford.edu).
Mots clés: Algorithme génétique, appariement de gabarits, multi-canaux, optimi
sation, potentiel d’action d’unité motrice, résolution de superpositions, reconnais
sance de formes.
ABSTRACT
This thesis presents an innovative system intended to decompose eiectromyographic
(EMG) signais acquired with indwelling electrodes into their motor unit action potentiai
(MUAP) train constituents. Single- and multi-channel recordings alike are supported.
The signais are processed automatically so that the user is not required to adjust any pa
rameters. The system consists of two main modules: an extraction module intended to
obtain the MUAP templates and an identification module intended to locate the MUAP
occurrences throughout the signai. For complex signais where MUAPs are difficuit to
extract, the extraction module can be bypassed by the user who can provide the templates
and go directÏy to the identification module.
The system features many new elements that distinguish it from others mentioned in the
literature. First, a new similarity measure, the pseudo-correlation (PsC), which is a mix
between cross-correiation and the Li norm of vectors is introduced. More specific than
the more commonly used Euclidean distance, the PsC leads to fewer false positives in the
identification module. Secondiy, skeletal trees are proposed as a novel feature extraction
paradigm in the MUAP extraction module. Borrowed from the application of signature
verification, this technique leads to a fast clustering of MUAPs with similar features.
Thirdly, a genetic algorithm combined with a gradient descent method is proposed as a
robust way to resolve complex superimpositions of up to 6 MUAPs, where the identity
of the MUAPs involved is unknown.
Ail these developments make the system robust, accurate and fast. The system has been
validated using both simulated and real signais. Decomposition accuracy is greater than
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90 % for most signais with a density of up to 120 MUAPs/s and 300 MUAPs/s in single
and muhi-channel settings, respectively. In the single-channel case, most signais are
decomposed in less time than the signal’s duration, thus showing the systems’s potential
for on-une applications. Two of the system’s main limitations are experienced in the
presence of significant MUAP shape variabiiity andlor shape simiiarity among MUAPs
from distinct motor units. The decomposition system lias been used successfuliy in other
laboratories and is now part of the EMG1ab software package availabie at no cost on the
Stanford University website (http://emglab.stanford.edu).
Keywords: Genetic aigorithm, motor unit action potential, multi-channel, opti
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CHAPITRE 1
INTRODUCTION
1.1 Mise en situation
La réalisation de nos activités quotidiennes, qu’il s’agisse de faire du vélo ou de sim
plement maintenir une posture droite, implique la contraction simultanée de plusieurs
muscles. Ces contractions musculaires, à leur tour, sont le fruit de commandes en prove
nance du système nerveux central (SNC) et différentes stratégies peuvent être employées
par le SNC pour produire un mouvement donné. L’électromyographie (EMG), technique
qui consiste à enregistrer les courants électriques émanant des muscles, permet d’étu
dier en périphérie et de façon relativement peu invasive les mécanismes à la base de
ces contractions. L’étude de l’EMG permet également d’identifier la source d’éventuels
traumatismes, à savoir si c’est le SNC qui a des difficultés de communication avec la
périphérie ou si ce sont les muscles qui ne peuvent donner suite aux commandes du cer
veau. Les signaux EMG sont souvent complexes et leur interprétation est alors difficile.
C’est pourquoi l’on a de plus en plus recours à des méthodes informatisées afin d’en
faciliter l’analyse.
La force exercée par un muscle est régie par deux mécanismes: 1) le recrutement d’uni
tés motrices (UMs), groupes de fibres musculaires innervées par un motoneurone (MN)
—
plus le nombre d’UMs actives est élevé, plus la force déployée est grande; 2) la mo
dulation de la fréquence à laquelle ces UMs peuvent être activées — la force déployée
augmente avec la fréquence [57, 58, $9j. Pour étudier les mécanismes donnant lieu à une
2contraction musculaire, l’approche classique est celle d’enregistrer le signal EMG avec
des électrodes de surface ou des électrodes intramusculaires implantées dans le muscle.
Comme les électrodes de surface ont quelques millimètres de diamètre et qu’elles sont
placées à une certaine distance des muscles actifs, elles sont très peu sélectives et l’acti
vité d’un grand nombre d’UMs peut ainsi être captée en même temps. De plus, dû aux
effets de filtrage passe-bas de la peau, le signal subit d’importantes distorsions. Pour
ces raisons, l’EMG de surface est difficile à analyser [211. Dans cette thèse, il ne sera
question que de signaux acquis à l’aide d’électrodes intramusculaires.
Chaque décharge d’une UM donne lieu à un potentiel d’action d’unité motrice (PAUM)
et si l’activité se situe dans la zone de captation de l’électrode implantée, un signal sera
enregistré. D’une décharge à l’autre, la forme d’un PAUM est relativement constante
lorsque les relations spatiales entre l’électrode d’enregistrement et l’UM demeurent
fixes. Par contre, les PAUMs associés à des UMs distinctes ont habituellement des formes
distinctes, ce qui facilite leur identification [761. On désigne par train de PAUMs la sé
quence temporelle de PAUMs correspondant à une même UM.
Les signaux EMG recèlent deux informations d’intérêt pour les cliniciens 1) la fonrie
des PAUMs correspondant aux UMs actives [71 et 2) le patron de décharge de ces UMs
[III]. À partir de ces informations, les cliniciens peuvent poser un diagnostic sur le
fonctionnement neuromusculaire de leurs patients [11, 43, 441. Le diagnostic est d’au
tant plus probant que le groupe d’UMs captées par les électrodes est un échantillon
représentatif de la population d’UMs actives lors d’une contraction. Ces informations
peuvent être obtenues par le biais d’une analyse désignée décomposition, où il s’agit de






Figure 1.1 — Décomposition d’un EMG (en haut) où 4 UMs sont actives.
1.2 Problématique
La décomposition automatique de l’EMG s’inscrit dans un contexte de reconnaissance
de formes. Cette même problématique a été abordée à l’aide de l’ordinateur depuis des
décennies pour plusieurs autres types d’enregistrements extracellulaires [1, 25, 27, 29,
47, 88, 92, 105, 1091. Lorsque seulement quelques UMs sont actives, la décomposition
est relativement simple, mais à mesure que le nombre d’UMs augmente, cette tâche de
vient rapidement complexe en raison du nombre accru de PAUMs issus d’UMs distinctes
qui interfèrent les uns avec les autres. Ces interférences sont désignées superpositions et
donnent lieu à des formes d’onde inhabituelles qui représentent la somme algébrique de
tous les PAUMs impliqués [1171. La résolution de ces superpositions relève d’un pro
blème d’optimisation où il s’agit de déterminer l’identité des PAUMs impliqués ainsi
t
t t t t t
4que leur décalage relatif qui donnera un signal minimisant les différences avec l’onde
superposée [83J.
La décomposition comporte plusieurs étapes, illustrées au schéma bloc de la Fig. 1.2 et
décrites plus en détail au chapitre 2. Tout d’abord, I’EMG est filtré à l’aide d’un filtre
passe-haut afin de faire ressortir les PAUMs correspondant aux UMs à proximité des
sites d’enregistrement, et ce au détriment des PAUMs des UMs éloignées et qui consti
tuent le bruit de fond. La décomposition comme telle s’amorce à l’étape de segmentation
où il s’agit de délimiter dans le signal les zones renfermant une activité électrique ap
préciable. Ensuite, à l’étape d’extraction d’attributs, les segments actifs sont transformés
en vecteurs d’attributs qui seront regroupés en catégories de PAUMs semblables. L’ob
jectif de l’étape de catégorisation est de déterminer le nombre d’UMs actives et de faire
l’assignation de chaque PAUM à sa catégorie respective. Seuls les PAUMs qui ne se
chevauchent pas peuvent être catégorisés, donnant ainsi un patron de décharge qui n’est
que partiel. Ce n’est qu’après l’étape de résolution de superpositions que l’on obtient un
patron de décharge plus ou moins complet pour chaque UM.
À ce jour, plusieurs systèmes de décomposition existent, mais aucun d’entre eux ne fait
l’unanimité auprès de la communauté scientifique, de sorte que leur utilisation demeure
souvent confinée aux laboratoires qui les développent [101. Parmi les obstacles rencon
trés, il y a le fait que certains systèmes exigent un appareillage spécifique et/ou des
paramètres d’acquisition fixes. D’autres requièrent que l’usager modifie des paramètres.
La majorité est incapable de traiter plusieurs signaux simultanément et est donc limitée
à une configuration simple canal. Ensuite, certains systèmes sont peu performants, c’est














Figure 1.2 — Schéma bloc d’un système de décomposition typique.
des superpositions composées de plus de 3 PAUMs. Enfin, les importants temps de cal
cul, qui pour plusieurs systèmes peuvent aller jusqu’à quelques minutes par seconde de
signal, exigent une analyse en temps différé.
1.3 Objectifs
À la lumière de ce bilan, notre objectif était de développer notre propre système de dé
composition de signaux EMG intramusculaires. Le système se devait d’être robuste, per
formant et rapide afin d’augmenter ses chances d’être adopté par d’autres laboratoires.
Plus spécifiquement, notre système devait être en mesure de
1. traiter les signaux sans que l’usager n’ait à ajuster de paramètres;
62. maintenir un taux d’identification élevé pour les signaux d’une densité moyenne;
3. décomposer les signaux en un temps inférieur à leur durée.
Précisions toutefois qu’aucun de ces objectifs n’est vraiment critique pour le fonction
nement d’un système de décomposition. Cependant, nous rejoignons Stashuk [117] qui
dresse une liste des caractéristiques souhaitables pour tout bon système de décomposi
tion, parmi lesquelles on retrouve:
1. maintenir une bonne performance en un temps minimal sur un grand éventail de
signaux EMG;
2. utiliser un minimum de seuils arbitraires et avoir une faible sensibilité par rapport
aux seuils requis;
3. obtenir des patrons de décharge précis et complets.
Une exigence additionnelle propre à ce projet était d’offrir à l’usager la possibilité de
retracer des PAUMs détectés préalablement dans d’autres signaux dans le but d’étu
dier de plus près le comportement de certaines UMs ciblées à différents niveaux de
contraction. Pour ce faire, il fallait que le système puisse accepter comme input non
seulement le signal mais aussi un ensemble de PAUMs. Par conséquent, l’analyse a
été séparée en deux modules indépendants : un module d’extraction de la forme des
PAUMs et un module d’identification de toutes leurs occurrences dans le signal. Le
schéma bloc de la Fig. 1.3 illustre cette approche modulaire. Ainsi, le système com
bine apprentissage non-supervisé et classification supervisée. Lorsque les PAUMs sont
déjà disponibles, qu’ils aient été obtenus manuellement ou à partir d’un autre signal,
on passe directement au module d’identification (supervisé) sans passer par le module
7d’extraction (non-supervisé). Cette approche en deux temps offre l’avantage de pouvoir
se pencher séparément sur l’étude de la morphologie des PAUMs et sur le patron de dé
charge des UMs sous-jacentes, les deux types informations généralement d’intérêt pour
les cliniciens. Un approche semblable est d’ailleurs préconisée par d’autres chercheurs











Figure 1.3 — Schéma bloc du système de décomposition présenté de ce projet.
L’atteinte des objectifs de ce projet reposait sur la vérification des hypothèses suivantes:
1. l’utilisation d’arbres squelettiques permet de catégoriser les PAUMs de façon
fiable à partir de seulement trois attributs;
2. lapseudo-corrétatioiz mène à un taux d’identification de PAUMs supérieur au taux









$Les arbres squelettiques [28, 591 sont générés à partir d’une forme d’encodage symbo
lique compacte qui a fait ses preuves dans plusieurs applications dont le domaine de
vérification de signatures manuscrites [1011, tandis que la pseudo-corrélation est une
nouvelle mesure de similarité mise au point dans ce projet qui se veut un croisement
entre la corrélation traditionnelle et la norme LI entre deux vecteurs. Ces deux tech
niques seront décrites plus en détail à partir du chapitre 3. La vérification des hypothèses
s’est faite à partir de résultats de décomposition de plusieurs centaines de signaux EMG
réels acquis dans différents laboratoires ainsi qu’à partir de signaux synthétiques. En
effet, bien que notre système ait été développé pour traiter les signaux réels, seules des
simulations à l’aide de signaux synthétiques permettent d’en juger les performances de
façon absolue [55, 771. Ainsi, il était possible de d’évaluer objectivement la validité des
catégories de PAUMs extraites à l’aide d’arbres squelettiques de même que de la vali
dité des identifications de PAUMs à l’aide de la pseudo-corrélation comme mesure de
similarité.
1.4 Contenu
Cette thèse comporte 7 chapitres. Le chapitre suivant est consacré à la revue de la littéra
ture. On y présente des concepts de base en physiologie neuromusculaire, en électromyo
graphie de même que les principales étapes de décomposition. Suivent trois chapitres qui
représentent chacun un article et qui constituent le corps de notre recherche. Le premier
article (chapitre 3) décrit le système de décomposition alors qu’il était à un stade inter
médiaire de développement. Il est question, entre autres, des arbres squelettiques et de
la pseudo-corrélation comme mesure de similarité entre formes d’onde. Le deuxième ar
ticle (chapitre 4) traite de la résolution de superpositions de PAUMs, notamment les cas
9difficiles ayant trait aux interférences destructives et constructives. Nous y présentons un
algorithme génétique combiné à une descente de gradient. Le troisième article (chapitre
5) est dédié à la décomposition de signaux EMG acquis en configuration multi-canaux.
Puisqu’il s’agit d’une extension du système existant, l’accent est plutôt mis sur les stra
tégies à adopter afin de tirer profit des perspectives additionnelles pour parvenir à une
décomposition plus robuste et plus performante. Ces articles sont suivis d’une Discus
sion et d’une Conclusion où nous interprétons les résultats obtenus, faisons le point sur
l’atteinte de nos objectifs et énumérons des aspects qui restent à être améliorés.
CHAPITRE 2
REVUE DE LA LITTÉRATURE
2.1 Anatomie et physiologie du muscle
Les muscles squelettiques sont composés d’un grand nombre de fibres musculaires (FM)
de forme cylindrique et dont le diamètre est de l’ordre du micron. Une FM ne se contracte
jamais seule, mais plutôt de façon solidaire au sein d’un ensemble fonctionnel désigné
unité motrice (UM), un concept introduit par Liddell et Sherrington [78j. Une UM est
constituée de plusieurs FMs innervées par un même motoneurone (MN) (voir Fig. 2.1).
Un MN est une cellule de la corne intérieure de la moelle (ventral horn celi) et dont les
axones sont connectés aux FMs à une terminaison spécifique désignée jonction neuro
musculaire ou plaque motrice. Les inputs provenant du système nerveux central (SNC)
sont transmis au MN sous forme de trains de potentiels d’action (PA) et le MN les trans
met à son tour à chacune des fMs auxquelles il est connecté au niveau de la jonction
neuromusculaire. Lorsqu’un PA atteint cette jonction, la FM dont le potentiel est au re
pos se dépolarise et un signal se propage de part et d’autre vers ses extrémités. Ce signal,
désigné potentiel d’action de fibre musculaire (PAFM) s’accompagne d’une contraction
mécanique de la fibre. Les PAFMs se propagent à une vitesse variant de 3 à 5 m/s se
lon le diamètre de la FM plus le diamètre est grand, plus la vitesse est élevée. Suite à
sa dépolarisation, une FM retourne progressivement à son potentiel de repos et en deçà
d’un certain temps suivant la dépolarisation, désigné période réfractaire, la FM ne pourra
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se contracter à nouveau. Ce n’est qu’après avoir retrouvé son potentiel de repos qu’elle
pourra à nouveau être dépolarisée.
Figure 2.1 — Anatomie du muscle au niveau macroscopique et microscopique. Tiré
du site http ://www.etsu.edu/cpahlhsci/forsman/Histologyofmuscleforweb.htm (30 mars
2007).
Lorsqu’une FM est stimulée électriquement, une contraction appelée secousse (twitch)
en résulte. Les FMs se subdivisent en trois types selon leur résistance à la fatigue et les
caractéristiques de la secousse [1041. On retrouve les FMs de type S à secousse lente et
résistantes à la fatigue, les FMs de type FF à secousse rapide mais rapidement fatigables
et les FMs de type FR à secousse rapide et résistantes à la fatigue. Selon la nomenclature
utilisée, les FMs de type S peuvent également être désignées comme étant de type I ou
B, celles de type FF comme étant de type lia ou C et celles de type FR comme étant
de type 11h ou A. Les fMs de type S sont importantes en activité aérobique où un effort
Motor euron
ceII body axon
2001 fln[ Di in inpriflt ? WGy Lr19iin. Ini.
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soutenu est demandé comme par exemple dans le maintien de la posture. À l’opposé, les
FMs de type FF sont utilisées en activité anaérobique où l’on vise un effort important
mais de courte durée comme par exemple à l’arrachée en haltérophilie. Enfin, les FMs de
type FR ont des propriétés qui se situent entre celles de type S et de type FF. La plupart
des muscles referment les trois types de FMs.
Une fibre donnée ne peut être innervée par plus d’un MN. Ainsi, toutes les FMs d’une
même UM sont simultanément actives ou au repos. Dans un muscle, les FMs d’une UM
donnée sont dispersées et peuvent être relativement éloignées tandis que les FMs d’UMs
distinctes peuvent être voisines [9, 321.
La force générée par une UM est directement liée au nombre de fMs qu’elle innerve.
Certaines UMs peuvent compter peu de FMs (<10), notamment dans les petits muscles
comme ceux de l’oeil où la masse déplacée est petite mais où la précision du position
nement est importante [123], tandis que d’autres peuvent en compter jusqu’à plusieurs
centaines, notamment dans les gros muscles où de fortes contractions sont requises [38].
Le niveau de contraction d’un muscle entier est contrôlé par le SNC de deux façons. La
première consiste à recruter ou dérecruter des UMs, ce qui contribue à augmenter ou di
minuer la force produite. La deuxième façon consiste à moduler la fréquence de décharge
des PAs associés aux MNs en activité. Lorsqu’une UM donnée est recrutée, sa décharge
est plutôt irrégulière et de faible fréquence. Au fur et à mesure que la force augmente,
la fréquence augmente également en plus de se stabiliser. Au début d’une contraction,
le recrutement d’UMs a généralement préséance sur la modulation de fréquence. Les
UMs sont recrutées en fonction de la taille de leur motoneurone: les UMs ayant un petit
motoneurone au début et les UMs ayant un gros motoneurone ensuite. D’ordinaire, les
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dernières UMs recrutées sont les premières à être dérecrutées dès le relâchement de la
contraction. Ce mécanisme est désigné principe de grosseur (size principle) [57, 58, 891.
Le nombre d’UMs actives dans un muscle est variable au même titre que le nombre de
FMs par UM. Le tableau 2.1, tiré des travaux de Buchtal et Schmalbruch [121, montre
pour certains muscles chez humain, le nombre d’UMs, le nombre total de FMs et le
nombre moyen de FMs par UM. À type de fM équivalent, les muscles composés d’un
plus grand nombre d’UMs sont ceux capables de déployer la plus grande force.
Muscle # UMs # FMs #UMs I FM
Biceps brachii 774 580000 750
Brachioradialis 330 130000 390
Interosseus dorsalis 1 119 41000 340
Lumbricalis 1 98 10000 110
Opponens pollicis 133 79000 595
Masseter 1020 1000000 980
Temporalis 1 150 1500000 1300
Gastrocnemius medius 580 1000000 1720
Tibialis anterior 445 270000 610
Tableau 2.1 — Caractéristiques anatomiques de certains muscles chez l’humain. Nombre
d’unités motrices (UMs) et nombre moyen de fibres musculaires (FMs) par UM. Tiré de
Buchtal et Schmalbruch ([121).
Le PA émanant d’un MN atteint toutes les FMs de l’UM mais pas nécessairement en
même temps puisque les axones du MN ne sont pas toutes de même longueur et les jonc
tions neuromusculaires ne sont pas toutes situées au même endroit. Ainsi, les PAFMs
d’une UM donnée ne sont pas parfaitement en phase. Ces derniers se superposent pour
donner une forme d’onde caractéristique désignée potentiel d’action d’unité motrice
(PAUM) qui reflète la sommation dans le temps et dans l’espace des PAFMs de l’UM.
La durée d’un PAUM est donc supérieure à celle d’un PAFM et sa forme est aussi plus
complexe. La majorité des PAUMs sont bi- ou triphasiques mais on en trouve ayant plus
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de trois phases qui sont alors désignés comme étant polyphasiques. Les PAUMs sont par
fois composés de deux formes d’onde distinctes séparées par une durée fixe et on parle
alors de potentiel satellite [721. Par rapport au positionnement d’une électrode intramus
culaire, la contribution relative des FMs éloignées sera beaucoup moindre sur la forme
du PAUM que celle des FMs qui sont proches. De plus, comme les tissus environnant les
UMs constituent un volume conducteur qui agit comme un filtre passe-bas, le contenu
des PAFMs sera d’autant plus de basse fréquence que les fibres sont éloignées du point
d’enregistrement. Ainsi, la forme et l’amplitude d’un PAUM dépendent de la répartition
des FMs par rapport au point d’observation et ne peuvent être déterminées a priori.
À chacune des décharges d’une UM correspond un PAUM et dans le temps on obtient un
train de PAUMs. Lorsque la position du point d’observation par rapport à celle de l’UM
demeure inchangée, les PAUMs d’un train donné ont une forme similaire. Toutefois, on
retrouve de légères différences en raison du vacillement (jitter), c’est-à-dire que d’une
stimulation à une autre, le déclenchement des PAs d’une UM n’est pas toujours exacte
ment le même [1151. Plus le vacillement est important, plus la variabilité de forme d’un
PAUM est grande.
2.2 Électromyographie
Le but premier de l’électromyographie est d’évaluer la fonction neuromusculaire d’un
patient et de diagnostiquer d’éventuelles pathologies. Parmi ces dernières, les plus fré
quentes sont les neuropathies qui surviennent lorsque le muscle ne répond plus aux com
mandes volontaires du cerveau à cause de problèmes de transmission au niveau des MNs,
ou les myophaties où le problème se situe au niveau des FMs qui ne sont plus en mesure
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de se contracter en dépit d’une commande nerveuse normale. Pour poser un diagnostic,
on procède à l’analyse de la forme des PAUMs et du patron de décharge des UMs, car
la forme d’un PAUM reflète indirectement l’architecture de son UM tandis que le patron
de décharge témoigne des stratégies de recrutementldérecrutement ainsi que de modula
tion de fréquence adoptées par le SNC. Pour obtenir le signal requis, on peut utiliser des
électrodes implantées dans le muscle sous étude. Il s’agit d’une procédure invasive mais
relativement peu compliquée pour obtenir de l’information sur le SNC puisque seuls des
muscles périphériques sont impliqués.
En réadaptation, l’EMG est souvent acquis pour évaluer l’implication musculaire lors de
contractions qui sont habituellement de nature isométrique ou isotonique. Une contrac
tion est dite isométrique lorsque la longueur du muscle reste inchangée et isotonique
lorsque le tonus musculaire demeure au même niveau. Il est à noter que pour une contrac
tion isotonique, la force peut changer selon l’angle parcouru et que la vitesse n’est pas
nécessairement contrôlée. Parfois, pour une longueur de muscle donnée, on augmente
ou diminue progressivement le niveau de la contraction pour obtenir une contraction
en rampe. Enfin, on retrouve également dans la littérature des contractions où le niveau
croît durant un certain temps, se stabilise à un niveau donné et décroît progressivement
vers un état de repos [94]. Ces dernières sont des contractions trapézoïdales. Le niveau
de contraction est souvent quantifié par rapport à la contraction maximale volontaire
(CMV) qui représente 100 %. On dira par exemple que le niveau d’une contraction iso
tonique est de 30 % CMV. Pour un niveau de contraction soutenu, les UMs déchargent à
un rythme assez régulier qui peut varier entre 5 et 40Hz [12, 42, 89, 103].
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L’EMG est la somme des trains de PAUMs de toutes les UMs situées dans le champ de
captation de l’électrode. Parmi les UMs actives, celles qui sont près de l’électrode auront
une influence plus marquée sur le signal enregistré que celles qui en sont éloignées et
dont l’activité constituera le bruit de fond dans l’EMG. On parle alors de sélectivité
de l’électrode. Plus une électrode est sélective, plus son champ de captation est petit
et, par conséquent, moins d’UMs seront visibles dans le signal. Parmi les électrodes
intramusculaires, le niveau de sélectivité varie grandement. L’électrode aiguille de fibre
unique (single fiber needle etectmde) est la plus sélective. Comme son nom laisse sous-
entendre, on peut mesurer les PAFMs individuels, sans voir l’effet de FMs avoisinantes.
Les électrodes à aiguille concentrique ou les fils conducteurs laissés dans un muscle
après leur introduction avec une aiguille hypodermique (fine-wire) ont une sélectivité
moyenne et peuvent capter l’activité de plusieurs UMs.
Lorsque peu d’UMs sont actives à proximité d’une électrode, la forme de leurs PAUMs
peut être facilement distinguée mais il arrive régulièrement que les PAUMs associés à
deux ou plusieurs UMs distinctes se chevauchent. L’onde résultante est alors la superpo
sition de tous les PAUMs présents à un instant donné. Le taux avec lequel se produisent
les superpositions dépend du nombre d’UMs ainsi que de leur fréquence moyenne de
décharge. En présence de plusieurs UMs ou de fréquences élevées de décharge, l’EMG
est dense et les PAUMs individuels sont difficilement identifiables.
2.3 Décomposition
À partir d’enregistrements intramusculaires, l’analyse de l’EMG consiste à déterminer
la forme des PAUMs associés aux UMs actives et de localiser toutes leurs occurrences
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dans le signal. Ce processus est désigné décomposition, puisqu’il s’agit de décomposer
1’EMG en la somme des trains de PAUMs qui le constituent. L’EMG peut être modélisé
selon l’expression mathématique suivante [1161:
EMG(t) =LTPAUMk (2.1)
où chaque train de PAUMs (TPAUMk) est modélisé à son tour comme suit:
TPAUMk(t) PAUMkI(t—tkI) (2.2)
et où t est l’instant où la k UlvI décharge, est le nombre de PAUMs au sein du k
train et N est nombre total de trains. En clair, l’objectif de la décomposition est d’esti
mer correctement la forme des N PAUMkj et de repérer les tki. La décomposition n’est
possible que si l’on peut reconnaître les PAUMs individuels dans le signal. Les signaux
trop denses ne peuvent être décomposés.
La décomposition comporte plusieurs étapes dont les 5 plus importantes sont : 1) la
segmentation du signal EMG en zones d’activité, 2) l’extraction d’attributs des zones
d’activité segmentées, 3) la catégorisation (clustering), 4) la classification des PAUMs
(pour les systèmes comme le nôtre où l’on préconise une approche en deux temps) et 5)
la résolution de superpositions de PAUMs. Dans les sections suivantes, nous décrivons
en quoi consiste chacune de ces étapes et présentons les principales approches qui ont
été proposées dans la littérature pour arriver au but recherché.
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2.3.1 Segmentation
À cette étape, on cherche à morceler I’EMG afin d’en isoler les portions montrant l’acti
vité électrique significative des UMs situées à proximité des électrodes. On néglige ainsi
le bruit ambiant provenant de l’activité d’UMs éloignées, dont les PAUMs de basse am
plitude et au faible contenu fréquentiel sont difficilement repérables. Chaque zone d’acti
vité peut renfermer soit la totalité d’un PAUM, une portion de PAUM (par exemple, dans
le cas de potentiels satellites) ou une superposition de plusieurs PAUMs. Afin de facili
ter la segmentation, il est d’usage de filtrer les signaux à l’aide de filtres passe-bande ou
passe-haut qui atténuent les PAUMs à peine distinguables qui constituent le bruit de fond.
Le filtrage peut aussi se faire à l’aide d’ondelettes [1081. En plus de rehausser le rapport
signal sur bruit, ce filtrage a pour effet de diminuer la durée des PAUMs, ce qui réduit
le chevauchement entre PAUMs voisins. Plus de zones d’activité seront alors constituées
de PAUMs authentiques. Un exemple de segmentation est illustré à la Fig. 2.2.
Figure 2.2 — Segmentation d’un signal EMG (haut) en zones d’activité (bas).
Pour tous les algorithmes de segmentation, une zone d’activité est considérée lorsqu’un
ou plusieurs échantillons dépassent un seuil d’amplitude etlou de pente. Les algorithmes
diffèrent toutefois entre eux au niveau de la longueur des zones et de la façon dont
4f î
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les seuils sont déterminés. On préconise souvent des zones d’activité de longueur fixe
[13, 901, mais la longueur choisie n’est jamais optimale, puisque les PAUMs ont durée
très variable; ainsi, elle peut varier de 5 à 15 ms seulement au niveau du biceps brachial
[97J. C’est pourquoi dans certains algorithmes on utilise des zones d’activité de longueur
variable. L’approche est plus complexe à gérer mais elle est mieux adaptée à la réalité.
Quant aux seuils de détection, on utilise dans certains algorithmes des valeurs prédéter
minées [1141 mais l’approche n’est pas robuste étant donnée la grande plage d’ampli
tudes admissibles et de niveaux de bruit. Dans la plupart des algorithmes, on détermine
lets) seuil(s) automatiquement à partir de la moyenne ou la variance du signal global.
Pour un signal donné, les méthodes à seuil unique sont d’ordinaire biaisées envers les
PAUMs de grande amplitude de sorte que plusieurs UMs peuvent ne pas être détectées
lorsqu’il y a une disparité importante au niveau de l’amplitude des PAUMs. Pour remé
dier à ce problème, on peut employer plusieurs seuils [1321.
2.3.2 Extraction d’attributs
À partir des zones d’activité segmentées, qui seront simplement désignées segments dans
ce qui suit, on extrait un vecteur d’attributs (feature l’ector) avant d’entamer l’étape de
catégorisation. Chaque vecteur d’attributs deviendra un point dans un espace multidi
mensionnel. Idéalement, les vecteurs d’attributs associés aux PAUMs issus d’une même
UM devraient être regroupés dans l’espace de façon à être facilement distinguables
de ceux correspondant aux PAUMs issus d’UMs différentes et qui devraient se situer
ailleurs dans l’espace.
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Plusieurs chercheurs préfèrent avoir des vecteurs d’attributs qui correspondent direc
tement aux échantillons temporels des segments [15, 46, 76, 116]. Or, l’information
contenue dans ces vecteurs d’attributs est souvent redondante et leur grande taille peut
constituer un obstacle à l’efficacité de la catégorisation (section 2.3.3). En effet, plu
sieurs méthodes de catégorisation impliquent de longs calculs qui accroissent exponen
tiellement avec la longueur des vecteurs d’attributs. C’est pourquoi certains chercheurs
préfèrent extraire un petit nombre d’attributs basés sur des propriétés morphologiques
[45, 79, 114, 125]. Il faut toutefois s’assurer que ces attributs décrivent de façon ex
haustive et non-équivoque chaque segment, sans quoi leur catégorisation donnera lieu à
des erreurs. À la Fig. 2.3, on illustre la vulnérabilité de l’approche avec deux segments
différents (l’un étant l’opposé de l’autre) s’apparentant à des PAUMs biphasiques, mais
qui seraient mis dans la même catégorie si l’on utilisait les propriétés morphologiques
usuelles que sont l’amplitude crête à crête, la durée, l’aire sous la courbe, le périmètre et
le nombre de phases.
Figure 2.3 — Deux segments différents qui seraient regroupés dans la même catégorie
suite à l’extraction d’attributs provenant de propriétés morphologiques.
Bien que l’extraction d’attributs s’effectue le plus souvent dans le domaine temporel, cer
tains chercheurs préfèrent extraire des attributs du domaine fréquentiel. Pour chaque fré
quence spatiale, un segment peut alors être décrit par des coefficients de Fourier [49, 84]
ou de puissance spectrale [11$]. En raison du théorème d’échantillonnage de Nyquist
Shannon, les principaux coefficients sont limités à une bande restreinte et les autres
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peuvent être laissés de côté, sans grande perte d’information. Ainsi, les vecteurs d’at
tributs peuvent avoir une petite taille. D’autre chercheurs extraient les attributs à l’aide
d’ondelettes [26, 34, 1301. Vu la ressemblance entre les PAUMs et certaines ondelettes
mères, il est possible de décrire fidèlement les segments à partir de peu d’attributs. La
Fig. 2.4 montre quelques ondelettes mères qui s’apparentent à des PAUMs.
Figure 2.4 — Ondelettes mères dont l’allure s’apparente à de PAUMs. De gauche à droite:
Gaussian, Mexican hat, Meer, Monet.
2.3.3 Catégorisation (tiré de [30, 1171)
Les vecteurs d’attributs obtenus à la section 2.3.2 sont les objets qu’il faut regrouper en
catégories. Le but de la catégorisation est de partitionner l’ensemble de tous les objets
de façon à ce qu’un objet d’une catégorie donnée soit plus similaire aux autres objets
de sa catégorie qu’à ceux de n’importe quelle autre catégorie. Or, le nombre de catégo
ries n’est pas connu et aucun des objets disponibles ne décrit parfaitement la catégorie à
laquelle il appartient, puisque chaque PAUM, même lorsque considéré comme authen
tique, est entaché de bruit et affiche un certain vacillement. Il s’agit donc d’un problème
d’apprentissage non supervisé où aucun prototype étiqueté n’est disponible a priori. Une
difficulté additionnelle vient de la nécessité de devoir identifier les objets valides parmi
le grand nombre d’objets atypiques qui constituent les anomalies (outiiers) du problème.
Ces anomalies sont issues de segments constitués de bruit, de portion de PAUM ou de
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superposition de PAUMs. La seule façon de déterminer qu’une catégorie est valide, et
par conséquent qu’elle correspond à des PAUMs authentiques, doit se faire ici a poste
riori en se basant sur la cardinalité des catégories. Celles-ci seront considérées valides
si elles renferment un nombre minimal d’objets, ce qui s’explique par le fait que seuls
les PAUMs authentiques répètent régulièrement dans un signal. La fig. 2.5 montre un
exemple de catégorisation réussie pour le signal de la fig. 2.2.
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La catégorisation comporte deux objectifs t I) déterminer le bon nombre de catégories,
c’est-à-dire le nombre d’UMs contribuant de façon significative au signal, et 2) pro
duire des catégories homogènes, c’est à dire où tous les objets d’une même catégorie
sont bel et bien similaires, de façon à pouvoir créer de bons prototypes. Pour faciliter
l’assignation de segments à leur catégorie respective, on exploite souvent le fait que
les UMs déchargent de façon assez régulière en utilisant les informations sur le patron
de décharge [46, 51, 53, 54, 65, 76, 79, 84, 1181. Ici, les catégories sont mutuellement
exclusives, de sorte qu’un objet ne peut appartenir qu’à une seule catégorie. Encore une
fois, les superpositions de PAUMs sont considérées comme des anomalies et non comme
des objets ayant un degré d’appartenance à plusieurs catégories simultanément.
Figure 2.5 — Catégorisation de PAUMs extraits du signal de la Fig. 2.2.
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Dans le domaine de l’apprentissage non supervisé, on retrouve deux familles de mé
thodes de catégorisation les méthodes hiérarchiques et celles non-hiérarchiques (parti
tional). Une méthode est dite hiérarchique lorsqu’elle consiste en une séquence de par
titions dans laquelle chaque partition est imbriquée (nested) dans une autre. En décom
position de signaux EMG intramusculaires, plusieurs méthodes de catégorisation sont
de ce type [19, 34, 46, 52, 79, 97, 102, 108, 126, 1341. Ces méthodes peuvent être réa
lisées à l’aide de stratégies agglomératives ou par division (divisive). Dans le premier
cas, on commence en assignant à chaque objet une catégorie distincte. Ceci constitue
la première partition. Ensuite, tour à tour, on fusionne les catégories similaires selon un
critère de distance pour former les partitions successives, et ce jusqu’à tous les objets
soient regroupés dans une seule catégorie. À l’opposé, une stratégie par division débute
avec tous les objets formant une seule catégorie et procède de façon inverse jusqu’à ob
tenir des catégories formées d’un seul objet. Pour la comparaison entre catégories, on
peut employer une approche à liens simples (single Ïinkage), où la distance est calculée
par rapport à un seul objet par catégorie, ou encore une approche à liens complets (coin
plete linkage), où chaque catégorie nouvellement formée est désignée par la moyenne
de tous les objets qui la composent. Les méthodes hiérarchiques donnent lieu à des den
dogrammes, arbres qui reflètent la structure de la séquence de partitions. Un exemple
de dendogramme est illustré à la Fig. 2.6. Il s’agira donc de déterminer où couper le
dendogramme pour obtenir des catégories uniques et homogènes.
La deuxième famille de méthodes de catégorisation est formée de méthodes non-hiérar
chiques qui, contrairement aux méthodes hiérarchiques, ne génèrent qu’une seule parti
tion de l’ensemble des objets. Il s’agit ici de générer une partition qui minimisera globa
lement une fonction objective donnée, souvent la variance au sein de chaque catégorie.
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Figure 2.6 — Dendogramme issu d’une méthode de catégorisation hiérarchique où la
stratégie est agglomérative. Tiré de [97j.
Cette variance tend à diminuer lorsque le nombre de catégories augmente et ne peut être
minimisé que pour un nombre fixe de catégories. Dans ces méthodes, il faut donc dis
poser d’un estimé initial du nombre de catégories et de leur centroïde (moyenne). Les
centroïdes peuvent soit être choisis au hasard ou au moyen d’heuristiques. Ensuite, les
objets sont assignés tour à tour à la catégorie dont le centroïde est le moins distant. Les
centroïdes de chaque catégorie peuvent être mis à jour après chaque assignation ou en
core seulement après l’assignation de tous les objets. Plusieurs itérations peuvent être
nécessaires avant que les centroïdes des catégories ne se stabilisent, ce qui signifie que
les objets ne changent plus de catégories. Les méthodes non-hiérarchiques sont sensibles
à l’ordre dans lequel les objets leur sont présentés, mais la complexité est grandement
réduite du fait qu’un seul objet à la fois est considéré pour la comparaison avec les cen
troïdes. Dans le domaine de décomposition de signaux EMG intramusculaires, plusieurs
systèmes emploient une méthode de catégorisation basée sur une approche semblable
[5, 14, 67, 76, 84, 93, 106, 114, 122, 1251. Autrement, on retrouve aussi des réseaux de
neurones artificiels [13, 54, 62, 100, 131], particulièrement des cartes auto-organisatrices
(seif-organizing featitre maps) [15, 451, des réseaux ART (adoptive resonance tÏieorv)
[991 et des réseaux de Hopfield [128].
25
2.3.4 Classification
La plupart des systèmes de décomposition n’utilise que l’étape de catégorisation pour
l’assignation des PAUMs à leur UM respective [117]. Toutefois, certains systèmes uti
lisent la catégorisation pour construire leurs prototypes de PAUMs et, dans un deuxième
temps utilisent ces même prototypes maintenant étiquetés pour une classification super
visée de tous les PAUMs contenus dans un signal [19, 46, 51, 54, 116]. Une méthode
de classification simple et très répandue en décomposition et l’appariement de gabarits
(temptate niatching), où l’on compare tous les segments aux prototypes de PAUM dis
ponibles [6, 25, 46, 49, 53, 63, 76, 110, 129, 132]. Comme il s’agit de repérer toutes les
occurrences de PAUMs dans le signal, il faut composer avec leur variabilité de forme
et, dans certains cas, la similarité de forme entre PAUMs correspondant à des UMs dis
tinctes. Seuls les PAUMs qui ne se chevauchent pas peuvent être classifiés à cette étape
alors que les superpositions sont laissées pour plus tard.
2.3.5 Résotution de superpositions
Lorsque des PAUMs d’UMs distinctes se chevauchent, la portion de signal résultante
est la somme de tous les PAUMs individuels, lesquels voient leur forme être distordue.
Les superpositions sont désignées partielles lorsque les PAUMs ne se chevauchent qu’en
leurs extrémités et elles sont désignées complètes lorsque les PAUMs se chevauchent
complètement. Dans la catégorie des superpositions complètes, on compte les interfé
rences constructives qui se produisent lorsque les PAUMs se retrouvent en phase, don
nant lieu à des formes d’onde ayant une plus grande amplitude, et les interférences des
tructives lorsque les phases s’annulent et que la forme d’onde résultante est de faible
amplitude. Ainsi, ces PAUMs ne peuvent être assignés à leur UM respective lors l’étape
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de classification. Selon le nombre d’UMs dans le signal et leur fréquence, le nombre de
superpositions peut être plus ou moins élevé et, par conséquent, le patron de décharge
obtenu jusqu’ici sera incomplet. Afin de repérer un maximum d’occurrences de PAUMs
dans un signal, il faut pouvoir résoudre de telles superpositions, c’est-à-dire déterminer
les PAUMs impliqués ainsi que leur décalage relatif. On passe alors d’un problème de
classification à un problème d’optimisation où l’espace de recherche croît exponentiel
lement avec le nombre de gabarits et de décalages admissibles.
Mentionnons que la solution recherchée est toujours unique puisqu’en pratique une su
perposition donnée est nécessairement générée par une combinaison précise de PAUMs
et de décalages temporels. Toutefois, il peut arriver en présence de bruit que la solution
réelle ne soit pas celle qui minimise la fonction objective choisie [$31. D’autres com
binaisons de PAUM5/décalages peuvent alors donner des formes d’onde qui épousent
mieux la superposition. Même dans ces cas extrêmes, si l’identité des PAUMs de la so
lution finale est erronée ou encore si les décalages dépassent la tolérance permise, on
jugera qu’il y a erreur d’identification (faux négatifs et/ou positifs).
Les stratégies de résolution de superpositions se subdivisent en deux catégories. La pre
mière qui est plus répandue est le peeling séquentiel (peet-offapproach) [15, 34]. Elle
consiste à choisir le gabarit de PAUM qui ressemble le plus à la superposition, soustraire
ce gabarit de la superposition à un endroit donné et répéter l’exercice avec le signal
résiduel jusqu’à ce qu’un critère d’arrêt soit atteint. L’assignation des PAUMs à leur ca
tégorie respective s’effectue soit au fur et à mesure aussitôt après chaque soustraction ou
encore en bloc à la toute fin une fois qu’il a été déterminé que la superposition originale
ressemble à l’addition de tous les gabarits sélectionnés. La deuxième stratégie en est une
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de modélisation. Il s’agit de synthétiser des formes d’onde s’apparentant à la superpo
sition originale en essayant plusieurs combinaisons de gabarits et de décalages [$31. Le
signal synthétique qui est le plus près de la superposition est choisi et les assignations de
PAUMs à leur catégorie respective sont faites en conséquence. La stratégie de peeling
séquentiel est efficace en présence d’interférences partielles, alors que certains gabarits
sont bien corrélés avec la superposition. Cependant cette même stratégie ne fonctionne
pas bien en présence d’interférences destructives ou constructives. La stratégie de modé
lisation est en principe capable de résoudre tous les types de superpositions. En contre
partie, le peeling séquentiel est beaucoup plus rapide que la modélisation puisque les
gabarits ne sont considérés qu’un seul à la fois. En effet, il faut un maximum de 2NM
tentatives pour résoudre une superposition par peeling séquentiel [1171 et un maximum
de j(i) x M’ tentatives par la modélisation, où N est le nombre total de gabarits
et M le nombre total de décalages admissibles pour l’appariement. C’est pourquoi on
Limite d’ordinaire le nombre de gabarits admissibles à un maximum de N = 3 ou 4 afin
de réduire l’espace de recherche et donc le temps consacré aux tentatives de résolution
de superpositions.
CHAPITRE 3
ARTICLE I - DÉCOMPOSITION AUTOMATISÉE DE SIGNAUX EMG
INTRAMUSCULAIRES
3.1 Situation de l’article dans la thèse
Ce premier article jette les bases du système de décomposition que nous avons déve
loppé. Toutes les étapes de décomposition, telles que répertoriées dans le chapitre précé
dent à la section 2.3, sont présentées 1) la segmentation, 2) l’extraction d’attributs, 3)
la catégorisation, 4) la classification et 5) la résolution de superpositions. Les méthodes
utilisées pour les étapes 1, 4 et 5 se retrouvent déjà dans la littérature. Ainsi, la seg
mentation s’effectue par une approche à deux seuils alors que la classification s’effectue
par appariement de gabarit. Quant à la résolution des superpositions, elle s’effectue par
peeling séquentiel (peet-off). Dans le système, nous avons utilisé deux modules indé
pendants : un pour l’extraction non-supervisée des gabarits (étapes I à 3) et un autre
pour l’identification des PAUMs (étapes 4 et 5). Le système se distingue de ce qui a déjà
été publié par l’utilisation d’arbres squelettiques. Empruntés au domaine de vérification
de signatures manuscrites, ils permettent de décrire les PAUMs de façon fiable à partir
de seulement 3 attributs la séquence des maxima et des minima locaux, la séquence
d’amplitudes de ces extrema et la séquence de leurs décalages relatifs. Ce petit nombre
d’attributs se traduit par une grande vitesse d’exécution, ce qui constitue un avantage par
rapport à d’autres méthodes. Les arbres squelettiques sont ensuite catégorisés s’ils sont
identiques ou s’ils le deviennent suite à un nombre limité d’opérations élémentaires, à
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savoir la suppression, l’ajout et la substitution de noeuds. Ceci permet une catégorisation
rapide des PAUMs similaires. Notre autre contribution originale est la mesure de simila
rité utilisée pour comparer les formes d’onde entre elles : la pseudo-corrélation (PsC). Il
s’agit d’une nouvelle mesure mise au point spécifiquement pour le problème sous étude
et qui se veut un croisement entre la corrélation traditionnelle et la norme LI entre deux
vecteurs. L’avantage de la PsC est qu’elle permet d’identifier les PAUMs de façon plus
fiable qu’avec la distance Euclidienne qui est habituellement utilisée.
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3.2 Abstract
We present a nove! method for extracting and ciassifying motor unit action potentiais
(MUAPs) from one-channel eiectromyographic recordings. The extraction of MUAP
tempiates is carried out using a symbolic representation of waveforms, a common tech
nique in signature verification applications. The assignment of MUAPs to their spe
cific trains is achieved by means of repeated tempiate matching passes using pseudo
correlation, a new matched-filter-based similarity measure. Identified MUAPs are peeied
off and the residual signal is analyzed using shortened templates to facilitate the resolu
tion of superimpositions. The program was tested with simulated data and with experi
mental signais obtained using fine-wire electrodes in the biceps brachii during isometric
contractions ranging from 5 to 30 % of the maximum voluntary contraction. Analyzed
signais were made of up to 14 MUAP trains. Most templates were extracted automati
cally, but complex signais sometimes required the adjustment of 2 parameters to account
for ail the MUAP trains present. Classification accuracy rates for simulations ranged
from an average of 96.3+0.9% (4 trains) to 75.6+11.0% (12 trains). The classification
portion of the program neyer required user intervention. Decomposition of most 10-s-
long signais required less than 10 s using a conventionai desktop computer, thus showing
capabilities for real-time applications.
Index terms: electromyography, decomposition, template matching.
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3.3 Introduction
Investigation of the electricai signais at the origin of muscular contractions can provide
valuabÏe information on the functioning of the nervous system, which can eventually be
used for diagnostic purposes. Muscles are set in action following the activation of mo
toneurons (MNs). Each MN innervates a specific group of muscle fibers, the ensemble
forming a motor unit (MU). When a MN is active, it generates a train ofdischarges. Each
discharge produces a volley of action potentials (APs) in the innervated muscle fibers.
At a given recording site, the sum of the extracellular potentials associated with the vol
ley prcduces a waveform cafled a motor unit action potential (MUAP). Morphoiogical
characteristics of the MUAPs remain fairly constant for a MU but are usually different
for each MU [76, 77, 118]. Such activity can be recorded with indweiling electrodes and
the electromyographic (EMG) signal coÏÏected is composed of MUAPs recorded within
the pick-up volume of these electrodes. The force produced during a contraction is mod
ulated by the firing rate of the MUs and by the number of simuitaneously active MUs.
It is thus possible during iow to moderate contractions to extract the constituent MUAP
waveforms of the recorded signal and then track individual MUAP occurrences.
Intramuscular EMG signal decomposition, a field whose history spans more than three
decades, lias challenged scores of researchers over the years and many algorithms are
now available. Recent advances in computer technology have led to tremendous progress
in automation of this process, a considerabie improvement from the earÏy days where de-
composition was carried out manually. Stiil, most algorithms show limitations that have
so far prevented their widespread acceptance in clinical settings. Algorithms designed
to decompose signais made of no more than 6 trains [15, 1321 do flot exploit the entire
scope of this diagnostic tool since they are limited to weak contractions andlor the use of
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electrodes with highly restricted pick-up zones. Some algorithms suitable for stronger
contraction levels are either time consuming [761 or require extensive user input [341.
Others are relatively fast but do flot attempt to resolve superimpositions [84, 118] re
suiting in rather low overail accuracy rates. Incidentally, superimposition resolution, for
a long time the stumbiing block of decomposition, seems to have evoived into an own
independent fleid with recent work aiming at tackiing this problem separateiy [69, $31.
Presentiy, few algorithms, if any, combine speed, accuracy and complete autonomy.
Whule these qualities are desirable for any decomposition program, the purpose of this
work was to meet these requirements for EMG recordings typically encountered in re
search protocols where signais are recorded in a controled fashion. To rapidly obtain
reliable templates with which individual MUAP occurrences could be detected, our
method incorporates a symbolic representation of MUAPs and pseudo-correlation, a
novel matched-filter-based similarity measure [13, 34, 50]. Symboiic representation isa
technique used in signature verification [1011 and other shape recognition applications
[2$, 59]. As for pseudo-correlation, it lias shown higher specificity in classifying MUAPs
than cross-correiation and the normalized Euclidean distance. We consider that the use
of these techniques couid help develop new strategies for the EMG decomposition prob
lem. The approacli appears to be promising since intramuscular EMGs recorded at leveis
ranging from 5 to 30 % of the maximum voluntary contraction (MVC) have been decom
posed with littie parameter adjustment. Processing times were roughiy equivalent to the
duration of the recorded signais, suggesting that the technique lias the potentiai to be




The decomposition program is made of an extraction module, meant to determine the
EMG signal’s constituent MUAP waveforms. and a classification module, which con
sists in assigning MUAP occurrences to their respective trains. The extraction of tem
plates runs through 4 steps: the segmentation of the signal into MUAP candidates, the
cÏtistering of these candidates, the winciowing of the clustered waveforms and the prtm
ing/merging of the clusters.
ï) Segmentation. The EMG input signal is first broken down into non-overlapping seg
ments of different lengths isolating regions of relevant MU activity (Fig. 3.1(a)). A
MUAP candidate begins when an amplitude or a slope threshold is exceeded and con




[Ç’1 ,Ç’2,.. . , Q] is the set of local extrema whose magnitude is comprised
within the range [0.5 Vf?Ms, VMs’] and where V11?MS is the root-mean-square (RMS) value
of the complete signal. The upper value reduces the bias towards large MUAPs, while
the Iower one ensures the baseline remains above the recorded noise level. The siope
threshold, which amounts to a minimum amplitude variation of B1 within a l-ms slid
ing time window [5, 52J, prevents wrongfully discarding zero crossings where MUAPs
show rapid transitions. To avoid deaHng with spurious spikes or incomplete waveforms,
only segments larger than 3 times the window width of 1 ms are considered, and these
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waveforms are removed from the signal. After this first pass, if the average magnitude of
the remaining local extrema exceeds the ensuing RMS value, V,RM, by a factor> 2, the
residual signal is segmented once more with B1 = 2VM as the new baseline, otherwise
the segmentation stops. A two-threshold approach ( [Bi, 32]) optimizes segmenta
tion results for complex signais, focusing on separating large MUAPs that only interfere
at their extremities (sec Fig. 3.1 (a), candidate #4) while detecting smaii MUAPs that
would otherwise be overlooked.
1 2 3 4 5 6 7 8 9 JC
r JUd. I’ iI’% •i ‘II.• ‘U’W, ‘f ‘iiu1
V VI
5 ms
Figure 3.1: Segmentation procedure on an EMG signal collected at 20% MVC. ta) Por
tion of the signal showing 10 identified MUAPs candidates obtained from a single B
baseiine. (b) Zoom on the dashed 20-ms-wide window centered about MUAP #9 in (a).
Portions of the neighboring MUAPs #8 and #l0 (dotted), which partiaÏly appear at the
window extremities, are set to zero (bold). (c) MUAP cluster obtained as a result of
our ‘windowing’ scheme. (d) The solid une represents the template obtained by aver
aging the MUAPs in the cluster shown in (c); the dotted line represents a template with
distorted extremities resuiting from the average of unprocessed 20-ms-long MUAPs.
.llL
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ii) Chistering. Each MUAP candidate detected following the segmentation procedure is
described symbolicatly using 3 features. An example of our symbolic waveform repre
sentation is shown in Fig. 3.2 ta). The first feature is the sequence of extrema separated
by a baseline crossing, whereby peaks and valleys are respectively Iabeled with the digit
2 and 1. ‘Baseline’ will henceforth refer to the B1 or B2 value with which a given
candidate was detected. For the second feature, each extremum is assïgned an integer
between 1 and 9, corresponding to the rounded ratio of its magnitude divided by the
baseline. Double-digit ratios are set to the maximum value of 9. The third symbolic
feature is the time separating each consecutive extrema pair, which is also assigned an
integer between 1 and 9. This value corresponds to the rounded timing ratio with respect
to a quarter of the segmentation window width (i.e. 0.25 ms). Each of these 3 features is
given a label corresponding to the number generated by the concatenation of the singLe
digits. Candidates sharing identical labels for all three features are grouped together. To
account for shape variability and possible round-off discrepancies, label editing is also
allowed [80, 1131. Candidates whose magnitude or timing labels have the same length
but differ by at most one unit for one digit are considered almost identical and are dus
tered. In Fig. 3.2 (a) for example, the timing label ‘64683’ is almost identical to ‘64783’
but not to ‘65583’ or ‘6468’. Since a two-threshold approach is used, label comparison is
performed exclusively amongst MUAPs produced by the same baseline, i.e. B1 -MUAPs
caillot be clustered with B2-MUAPs.
iii) Winclowing. MUAP candidates of a given cluster are aligned and centered about
their Iargest peak in a window large enough to encompass the lengthiest waveform en
countered ( 20 ms). Candidates that may appear near the window extremities are re
moved, i.e. their locations are fihled with zeros (Fig. 3.1 (b)). This way, the clusters
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Figure 3.2: (a) MUAP candidate to which symbolic labels are attributed. Upward and
downward pointing triangles hold numbers assigned to valleys (1) and peaks (2) sep
arated by a baseline crossing (sequence: 121 121). Circ1es hold numbers correspond
ing to the rounded magnitude ratio with respect to the baseline (magnitude: 497444).
Numbers between dashed unes indicate the rounded inter-extrema ratio with respect to
the segmentation window size (timing: 64683). (b) Pseudo-correlation (PsC) similarity
measure with the MUAP-like shaped template x(t) cos(t) exp(—0.2t2) (thick une) and
the waveformsy(t) = fxcosQ)exp(—0.2t2), with a = [0.5,0.8,1.01.
are made of candidates that are flot distorted at their extremities from the presence of
other MUAPs (Fig. 3.1 (c)), and templates can be obtained through conventional aver
aging (Fig. 3.1(d)). This technique is similar to the interference cancellation algorithm
proposed in [841.




















may contain MUAPs belonging to more than one train. For a given MUAP waveform, it
3$
is also possible that its occurrences appear in more than one cluster. To guarantee intra
cluster homogeneity and inter-cluster uniqueness, pseudo-corretation (PsC) is used. It
is defined as:
PSCk
x3 ÷max H’ (3.2)
(max [xj, Yk+j])
where k = 1.2 n, = [xi .X2 i = {yI,y2 v] and in < n. Vector is the
sought-after template within the signal and the PsC vector holds similarity values at
different lags of with respect to . The term XJVk+j provides phase information while
absolute differences are penalized by subtracting x Yk+j max(x, yk+JD. Resulting
values are normalized with respect to maxjx, yt+D2 and negative values are
set to zero. PsC is thus comprised between O (littie similarity) and 1 (perfect match).
Fig. 3.2 (b) shows an example of PsC values obtained between a MUAP-like shaped
template x(t) cos(t)exp(—O.2t2) and waveforms y(t) = acos(t)exp(—0.2t2), with
= [0.5,0.8, 1.0]. PsC outperforms standard cross-correlation-based matched filters,
which would fail to distinguish between these in-phase yet dissimilar waveforms. When
compared with the normallzed Euclidean distance (NED):
NED= (3.3)
PsC shows comparable sensitivity but once again better specificity, as will be shown in
the classification section.
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In a given cluster, each MUAP candidate must share with the average template a PsC
greater than a threshold E, otherwise the candidate is considered an outiier and is re
moved. The average template is then updated using the remaining candidates. Separate
clusters whose average templates share a PsC E are merged. provided no minimal re
fractory period violations arise and a new average template is obtained following the
merge. To check for clusters that may be time-locked with each other [54, 55], fir
ing times are exarnined and, in such circumstances, redundant clusters are combined.
Finally, only templates from clusters holding a minimum of 10 candidates (for a 10-s
signal) are kept.
3.4.2 MUAP C]assification
The classification of MUAPs runs through 2 steps: the tracking of MUAPs that are flot
interfered with and the resolution of superimpositions.
j) Inteiference-Jree tracking. In this first stage, templates are used to localize MUAPs
that do flot overlap with each other or only at their extremities. An example is given in
Fig. 3.3, where the 4 templates in Fig. 3.3 (a) were extracted from a signal in Fig. 3.3 (b)
where hale overlap exists. Each of these templates is pseudo-correlated with the sig
nal and the resulting PsC curves are shown in Fig. 3.3 (c). PsC values are generally
zero except when there is a valid match. When the PsC exceeds a classification thresh
old, a MUAP is peeled off, i.e. its matching template is subtracted from the signal at
the detected location, and the time of occurrence is stored. For comparison purposes,
the matched-filter approach was tested with NED using the data in Fig. 3.3 (b), and the








Figure 3.3: Intefference-free MUAP tracking on an EMG signal collected at 5 % MVC.
ta) MUAP templates. (b) Portion of the EMG signal. (c) Overlaid PsC curves obtained
between each template and the signal. (d) Overlaid curves obtained with a normalized
Euclidian distance (NED) based similarity measure. Markers relate to the templates
shown in (a) at their specified locations.
results are similar to those obtained with PsC, the NED measure produces several spuri
ous matches (Fig. 3.3 (d)), suggesting an edge in specificity for PsC.
ii) Superimposition resotution. At this point, most remaining MUAPs are involved in
either partial or complete superimpositions, meaning that a recognition strategy focused
on tracking template portions would be preferable. Therefore, templates are considered
as being made of two separate entities: a rear and a front part, consisting of a MUAP’s
first and last halves, respectively. We have found that these 2 portions suffice to resolve






their middle, is flot efficient. The resolution process is similar to the techniques de
scribed in [33, 341. For example, let us take the 3 MUAPs (Fig. 3.4 ta)) involved in the
compound waveform shown as a solid line on the left-hand side of Fig. 3.4 (b). Initially,
the rear of MUAP #2 is found to have the highest PsC with the waveform and the entire
template is peeled off at the appropriate lag. Then, the front end of MUAP #3 shows
high similarity with part of the residual waveform (middle of row (b)) and this template
is peeled off as well. This leaves a waveform (right of row (b)) that best matches the
front end of MUAP # 1. Removing these 3 MUAPs leaves only noise (flot illustrated)
and the process is stopped. To refine the initial alignment, an iterative process using
sub-sampling-interval precision obtained through interpolation is used [13, 85]: each
template is pseudo-correlated with the initial compound waveform, from which the ai
gebraic sum of the other templates is subtracted (Fig. 3.4 (c)). The template is shifted
to the Iag that produces the highest PsC, and the same operation is carried out repeat
edly with the other templates until the algorithm converges to an optimal alignment.
Templates (rear and front parts combined) showing a PsC greater than the classification
threshold are permanently peeled off, otherwise the unmatched waveforms are left for
another analysis. Complete superimpositions, for which even template portions are not
recognizable, require a slightly different approach. We first try to peel off templates at
the most important peaks and valleys of the compound waveforms in hope of revealing
familiar MUAP landmarks. When this strategy succeeds, the PsC of the reduced tem
plate portions is resumed, otherwise peel-offs are attempted until alt peak and valley
locations have been exhausted.
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(c)
Figure 3.4: Superimposition resolution procedure for a compound waveform invoiving
3 MUAPs. ta) Templates separated into two portions, front and rear. (b) Resolution se
quence using reduced template portions. (c) Comparison between the compound wave
form (solid), from which 2 tempiates are peeied off, and the remaining third tempiate
(boid).
3.4.3 Experimental Protocol
Experimentai EMG signais were obtained from two heaithy subjects (SI and 52) using
fine-wire electrodes (Chaïgren, USA) during 10-s isometric contractions of the biceps
brachii [821. Electrodes were inserted into the muscle beiiy at a depth of iOmm and the
reference electrode was Iocated on the subject’s wrist. Monopolar signais were ampiified
and bandpass fiitered (3 Hz — 3 kHz) before being sampied at 8 kHz. Bipolar signais
used for decomposition were obtained through software differentiation. The contraction

















trials conducted per level. To minimize the effects of fatigue, 2-minute rest periods were
ailowed between levels. The experiments were repeated on 5 separate occasions within
a two-week period, with a minimum interval of 2 days. Thirty experimental EMGs, ail
chosen among different sets of 5 trials, were thoroughly examined to produce accuracy
rate estimates. Ten signais acquired at 5—10% MVC came from SI and 20, acquired
at 15—30% MVC, came from S2. This disparity is the consequence of a much higher
torque output generated by Si at 100 % MVC (20 kg vs. 10kg for 52), which resulted in
complex interference pattems that could flot be decomposed at contraction levels >10%
MVC.
3.4.4 Simulation Protocol
To corroborate the findings made from real data, simulated data were used. Synthe
sized signals were generated using MUAPs from the extracted clusters (see Fig. 3.1 (c)).
These waveforms were scattered randomly throughout the signal in such a way that the
mean and standard deviation (SD) of the resulting MU inter-discharge intervals (IDIs)
would roughly match the mean and SD of the IDIs found experimentally. For example,
if MUs from real data had firing rates of 10.0+1.0Hz and 12.0+2.0Hz, the simulated
MUs would also have firing rates of 10.0+1.0Hz and 12.0+2.0Hz. The entire set of
extracted MUAPs (flot the templates) was used to account for MUAP shape variability
as well as for asynchrony, meaning that no additional distortion or sub-sampling-interval
interpolation was needed. However, this technique was optimistically biased since ex
tracted MUAPs shared a relatively high PsC. Signais recorded during our subjects’ rest
periods were added as background noise. In total, 25 signais were synthesized and as-
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Extraction accuracy was computed with respect to the total number of 225 MUs, which
were manually identified over the entire set of 30 EMG recordings. This represents an
average of 7.5 MUs per recording. The number of extracted templates for each individ
ual recording was added and the sum was divided by 225 to produce global accuracy
estimates. The extraction threshold E was set to 0.60, a trade-off between lax tolerance
of MUAP variability and stringent intra-cluster similarity constraints. With E 0.60,
t90 MU templates out of the 225 (84.4%) were accurateiy extracted, Le. MUs were
accounted for only once and the clusters were homogeneous. Extraction errors consisted
of 31 missing templates (13.8 %), 2 listed more than once (0.9%) and 2 inhomogeneous
clusters that held MUAPs belonging to more than one MU (0.9 %). E was then adjusted
andlor the automatic determination of fl was manually overridden to ensure extraction
resuits would be entirely accurate before resuming classification. The mean processing
time was 0.4+0.1 s on a 2.66 GHz Pentium IV computer.
The classification module was tested for its ability to decompose signais without param
eter adjustments from the user. The PsC thresholds were set to [0.75, 0.60, 0.501, as 3
successive passes with monotonically decreasing similarity requirements were carried
out to facilitate the tracking of distorted MUAPs. Classification rates steadily declined
with increasing signai complexity, ranging from of 92.6+5.0 % at 5 % MVC to an esti
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mated 72.3+13.4% at 30% MVC. Processing times were more variable than for extrac
tion, with the mean time being 5.2±5.6 s and the fastest and slowest times being 0.2s
and 17.4 s, respectively. Visual inspection of the MUAP train markers (see Fig. 3.3 (b)),
of the firing patterns and of the residual signal were the only means of assessing the va
lidity of the decomposition. While extraction resuits could be verified with a high level
of confidence, classification accuracy rates could only be estimates, reliable when the
MUAP train count 5, but rough at best when> 8.
Decomposition results for one of the most complex signals encountered are given in
Fig. 3.5, with a 500-ms portion shown in Fig. 3.5 (a) and the residual signal after com
pletion of the classification procedure presented in Fig. 3.5 (b). The finng pattems of the
14 detected MUAP trains for the first 5s of the recording are shown in Fig. 3.5 (c), while
the extracted MUAP templates ranked by their peak-to-peak amplitude are presented in
Fig. 3.5 (d). In this signal, the aggregate number of MUAPs per second was estimated at
about 170. The highest accuracy rate was estimated at 96.7% (117 of 121) for MUAP
#l and the lowest at 45.3% (63 of 139) for MUAP #14, the latter flot detectable with a
B1 baseline level.
3.5.2 Simulated Data
With a mean total number of MUAPs per second ranging from 42.4 to 155.0, decomposi
tion results for simulated data were similar to those obtained with real data of comparable
complexity. The 25 signals considered featured a total of 200 simulated MUs (5 trials x
[4+6+8+10+121 MUs). 0f these 200 MUs, 174 were extracted (87.0%) with no param
eter adjustments, 25 were overlooked (12.5 %) and 1 was duplicated (0.5 %). No cases






Figure 3.5: Decomposition resuits for an EMG signal collected at 30 % MVC and made
of 14 MUAP trains. (a) 500-ms portion of the input signal. (b) Corresponding portion of
the residual signal remaining after completion of the classification procedure. (c) Firing
pattems for 5 s of the 10-s recording. (d) Extracted MUAP templates. Ail templates
could be detected with a B1 baseline level except for MUAPs #13-14, which required a
B2 baseline. Same amplitude scale in (a), (b), and (d).
classification accuracy rates (Table 3.1), ranged from 96.3+0.9 % to 75.6+11.0 %. Here,
accuracy was defined as the ratio of good assignments less the number of false assign
ments over the total number of MUAPs. Missed assignments accounted for 94.6+6.0 %
fa)
of the classification errors. Processing times showed variability once again at 4.6+5.0 s.
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Accurac False negatives False positives lime#trains MUAPs
t ¾)
475 ± 43 96.3 ± 0.9 0.0 ± 0.0 3.8 ± 0.8 0.7 ± 0.1
(324-532) 949-971) 100-02) (23-51) (95-99)
6 752 ± 29 92.9 ±4.0 0.3 ± 0.4 6.9 ± 3.7 1.5 ± 0.7(709-789) t864-069) (00-00) 31-127) (08-25)
998 ± 71 $9.4 ± 4.2 0.9 ± 0.8 9.5 ± 3.8 2.8 ± 1.1
(905-1082) 1040-949) (0O-21t 45-139) ((5-48)
10 1253 ± 52 82.0 ± 9.0 1.5 ± 1.8 16.6 ± 8.5 7.0 ±4.4(1174-1301) (697-045) (02-46) (54-206) (25-143)
1505 ± 60 75.6 ± 11.0 1.9 ± 1.5 22.5 ± 9.6 10.6 ± 6.4
(1430-1550) (596-879) (06-36) (115-368) (48-212)
Table 3.1: Classification resuits obtained from simulations. Mean and standard deviation
values for each set of 5 signals are listed in bold, while values in parentheses indicate
the minimum and the maximum values encountered.
3.6 Discussion
Written in Matlab with 3 subroutines in C, the program was able to decompose most
10-s-long signals in less than 10 s. Although flot automatic per se, it could operate
without user intervention, which, when needed, was limited to aUj usting 2 parameters
in the unsupervised extraction. The modular structure allowed studying MUAP mor
phology and MU firing patterns independently, as well as editing the set of extracted
templates before resuming classification. This approach inevitably created redundan
cies, namely as MUAPs gathered in the extraction module had to be deait with anew
during classification. However, this small overhead had no significant bearing on the
overail performance. The high extraction speedwas the resuit of our symbolic rep
resentation, which allowed for reliable description of MUAP candidates with only 3
features and rapid clustering of those sharing recurring labels. These features sufficed
to produce one homogeneous cluster for each train when waveforms stemming from
distinct MUs had noticeably different shapes. With increasing inter-MU MUAP similar
ity, as symbolic representation alone became error-prone, intra-cluster homogeneity and
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inter-cluster uniqueness were assured through PsC. Extraction could have been achieved
solely using PsC, but with typically hundreds of MUAPs to ciassify, the algorithm would
flot have been as efficient. The use of PsC was better suited for verification purposes,
ensuring a fast and accurate extraction for most signais.
Extraction accuracy was ascertained through visual inspection of the MUAP clusters, the
residual signal and the MU firing patterns. Ail errors could be rectified by adjusting the
extraction (E) and/or the baseline () thresholds in accordance with the situation encoun
tered. In cases of similarly shaped MUAPs coming from distinct trains, clusters could
hold MUAPs beionging to more than one train. Tncreasing E then reestabiished intra
ciuster homogeneity. When MUAPs from a given MU displayed significant variability,
different ciusters could show an overwhelming shape similarity and the conesponding
MU firing pattems were irregular. Decreasing E then reestablished inter-ciuster unique
ness. When both situations occurred concurrently, extraction had to be carried out in
successive steps, cadi time adjusting E to focus on groups of templates at once. Finaliy,
even when clusters and firing pattems did flot show cause for concem, inspection of the
residuai signai couid reveal MUAP trains that had been overlooked. This situation caiied
for a user-defined set ofbaseline thresholds, thus overriding the parameter determined
automatically. The extraction threshold could also be decreased, in hope of gathering the
minimum required number (10) of waveforms sharing a PsC > E to consider a MUAP
cluster as being valid. In ail, 24 of the 55 signais analyzed required user intervention: E
was increased 3 times, decreased 6 times and É was adjusted 15 times.
The classification of MUAPs proved to be fast and reliable for signais of moderate com
plexity. With Iess than 100 MUAPs/s (< 8 trains), classification was fast, taking less
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than 5 s for 10-s recordings to achieve overail accuracy rates >85 %. Accuracy rates for
signais of similar complexity are on a par with resuits listed in [34, 52, 55], although
the performance comparisons between algorithms would be more revealing if subjected
to standardized methods [36]. In order to speed up the first classification phase, only
a few strategic starting locations from the signal were tried, namely peaks and valleys
of reasonable magnitude. for example, from $0000 sampie points, typically iess than
1000 starting locations needed to be thoroughly investigated, which was enough to find
ail interference-free matches in Iess than 0.5 s. This strategy prevents processing times
from increasing dramaticaiiy at higher sampiing rates, since, barring an excessive level
of high frequency noise, the number of extrema should remain roughly the same. When
signais showed an extensive degree of overlap, the second classification phase was heav
ily relied upon to resoive many superimpositions. Other than for the refractory period
violation criterion, no assumptions were made regarding the identity of MUAPs using
firing statistics. Consequently, lengthier processing times were sometimes observed due
to the imposing number of template and shift combinations attempted.
Lower classification rates were obtained for signais with low signai to noise ratios (SNR)
and involving several MUs, where, in addition, MUAPs from distinct trains showed sig
nificant amplitude disparity (amplitude ratios > 10). for example, smail B2-MUAPs
couid be classified when not interfered with, but were neariy impossible to track when
invoived in superimpositions with much larger MUAPs. In such cases, even the siight
est discrepancy between a large MUAP and its template caused the residuai waveform
obtained after peei-off to be irreparabiy distorted, paving the way for several missed as
signments. This partiy explains the accuracy drop-off observed at MUAP train counts
>8, where the number of MUAPs per second was typically >100. Another explana
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tion wouid be our algorithm’s current inabiÏity to resolve complete superimpositions
involving several MUAPs, especially cases of destructive interference (e.g. [831 Fig. 1).
Finally, the classification thresholds were fixed to [0.75, 0.60, 0.501, but no single PsC
set could be optimal over such a wide range of signais. Individuaily fine-tuning the
similarity requirements should improve the overali accuracy.
Despite the promising resuits obtained, some aspects of the proposed method need to
be addressed before it can be of use in a clinicai setting. First, MUAPs were assumed
to be lime invariant since the isometric and isotonic contractions were of short dura
tion and of moderate intensity. This assumption no longer holds for situations such as
prolonged ramp-like contractions, during which the recording site(s) are likeiy to move
relatively to the MU territories. Future work will involve tracking MUAP shapes with
time: this could be achieved by providing a set of templates [50, 1341 for each extracted
MUAP instead ofjust one. By the same token, the program cannot deal with patholog
ical MUAP shape variability because it relies soleiy on template matching. Reiiability
of the classification will have to be improved through the use of firing statistics to cor
roborate the outcome of ambiguous waveforms [5, 76, 77, 118]. Firing statistics could
allow us to relax our high similarity requirements and reduce processing times during
the superimposition resolution phase by quickly discarding temporally improbable tem
plate combinations. Finally, a more efficient superimposition resolution scheme should
be devised or an already existing method [69, 831 could be implemented and used as an
add-on. Efficiently classifying MUAPs involved in the superimpositions left unresolved
could significantly improve the overail accuracy rates obtained at the higher contraction
levels.
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In conclusion, we have presented a new method capable of decomposing high-SNR ex
perimental EMG recordings comprising up to 170 MUAPs/s (--14 trains). Simulations
were also carried out to produce objective performance figures. The unsupervised ex
traction of templates could be achieved without user intervention for most signais of
moderate complexity. When extraction errors occurred, these were rectified by adjusting
at most two parameters. The low processing times observed ( 0.5 s) were due to the
symbolic representation used to characterize waveforms. The classification of MUAPs
was relatively fast (l0 s) and no user inputs were needed over a wide range of signais.
The high specificity that was attained was the result of pseudo-correlation, a matched
filter that optimizes both phase and absolute value information to produce reliable simi
larity measures. The program limitations have to do with intra-MU waveform variability,
inter-MU waveform similarity and cases of complete superimpositions involving several
MUAPs, although new developments are currently being carried out to overcome these
problems.
3.7 Addendurn
Cette section vise à clarifier le concept d’arbre squelettique décrit sommairement à la
section 3.4.1. L’ extraction d’attributs se fait uniquement à partir des extrema locaux qui
dépassent le seuil d’amplitude et qui sont séparés par un passage par zéro. De cet en
semble d’extrema, 3 attributs sont extraits les séquences de phases, d’amplitudes et de
décalages relatifs entre extrema. Pour la séquence de phases, un minimum est étiqueté
‘1’ et un maximum ‘2’. Pour la séquence d’amplitudes, la valeur associée à chaque ex
tremum est le résultat de la division de l’amplitude par le seuil et le nombre fractionnaire
obtenu est arrondi à l’entier le plus près. Pour la séquence de décalages relatifs, la valeur
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associée à chaque paire d’extrema consécutifs est le résultat de la division du décalage
temporel par la valeur fixe de 0.1 ms arrondi à l’entier le plus près. Puisque des paires
d’extrema sont considérées, la séquence de décalages compte toujours un élément de
moins que les séquences de phases et d’amplitudes.
Ce n’est qu’une fois ces séquences obtenues que l’arbre squelettique peut être construit.
À la Fig. 3.6 (a), on peut voir le segment polyphasique de la Fig. 3.2 ta) auquel nous
avons superposé son arbre squelettique équivalent. Chaque arbre est constitué de bran
ches dont la phase et le nombre de noeuds sont liés aux diverses séquences. Cette re
présentation est équivalente à celle de la Fig. 3.6 (b), où l’on peut voir les valeurs de
phases (triangle), d’amplitudes (cercle) et de décalages relatifs (bande grise) correspon
dant à chacun des extrema. Les étiquettes individuelles peuvent être concaténées afin
de décrire chaque séquence à l’aide d’un seul nombre. Ainsi, l’arbre de la Fig. 3.6 (a)
peut être décrit simplement par le vecteur d’ attributs suivant: [121121, 497444, 646831.
En reconnaissance de formes, cette approche s’inscrit dans la famille des méthodes syn
taxiques, où l’on mise sur des suites ordonnées de primitives [301. L’avantage de cette
approche est que les primitives, en l’occurrence les extrema locaux de chaque segment,
sont plus faciles à reconnaître que les PAUMs eux-mêmes.
L’étape de catégorisation débute en regroupant tous les vecteurs d’attributs composés des
mêmes trois éléments. Puisque les PAUMs authentiques se répètent assez souvent dans
un signal, leurs vecteurs d’attributs se répéteront également, tandis que les superpositions
qui ne se répètent jamais de la même façon auront des vecteurs d’attributs uniques. Ces
anomalies peuvent alors être écartées rapidement. En raison de la variabilité intrinsèque
aux PAUMs de même qu’à d’éventuelles erreurs de quantification, il arrive souvent que
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Figure 3.6 — (a) Arbre squelettique correspondant à un segment polyphasique. (b) Re
présentation symbolique : les étiquettes dans les triangles réfèrent à la phase d’un extre
mum, celles dans les cercles à l’amplitude et celles dans la bande grise au décalage entre
extrema successifs.
des PAUMs associés à une même UM, même s’ils ont une forme similaire, soient décrits
par des vecteurs d’attributs légèrement différents. Afin de remédier à cette situation,
les catégories pour lesquelles les arbres squelettiques sous-jacents sont similaires sont
fusionnés. Deux arbres seront considérés similaires s’ils peuvent être ramenés à un seul
et même arbre à l’aide d’un nombre limité de d’ajouts et/ou de suppressions de noeuds.
Ici le nombre maximal de transformations est 2. Une fois toutes les catégories semblables
fusionnées, seules celles renfermant un nombre suffisant d’éléments, l’équivalent d’un







ARTICLE II - RÉSOLUTION DE SUPERPOSITIONS À L’AIDE D’UN
ALGORITHME GÉNÉTIQUE
4.1 Situation de l’article dans la thèse
Ce deuxième article porte sur la résolution de superpositions de PAUMs dans le but
d’augmenter le taux d’identification des PAUMs. Ces superpositions peuvent être par
tielles, constructives ou destructives. Les deux derniers cas sont les plus complexes car
les PAUMs se chevauchent complètement, ce qui rend leur identification difficile. La
résolution de telles superpositions constitue un problème d’optimisation ouvert pour le
quel aucune solution satisfaisante n’a encore été proposée. La méthode de résolution par
peeling séquentiel (voir Fig. 3.4(a)), n’est seulement efficace que pour les superpositions
partielles. Nous proposons ici une méthode de résolution universelle basée sur un algo
rithme génétique tAG) jumelé à une descente de gradient qui permet de résoudre avec un
taux de succès supérieur à 90 % une vaste gamme de superpositions impliquant jusqu’à
6 PAUMs. Cette même méthode est également valable pour un plus grand nombre de
PAUMs, mais les performances sont moins bonnes. Il est à noter que la littérature fait
état de la résolution de 4 PAUMs superposés mais cet article est le premier portant sur la
résolution de jusqu’à 6 PAUMs. Le fait de passer de 4 à 6 PAUMs constitue une amélio
ration considérable puisque la complexité du problème augmente de façon exponentielle
avec chaque PAUM additionnel considéré.
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This paper presents a novel method, whicli aims at resolving difficuit superimpositions
of motor unit action potentials (MUAPs) obtained from single-channel intramuscuiar
electromyographic recordings. Resolution is achieved by means of a genetic algorithm
(GA) combined with a gradient descent method. This dual optimization scheme lias been
tested by means of simulations of isolated superimpositions involving 2 to 6 MUAPs,
along with simulated extended signais of lOs duration where the density reached 300
MUAPs per second. 0f the hundreds of isolated superimpositions tested, more than 90 %
of the MUAPs were positively identified. With extended signais, identification rates
better than 85 % were obtained. The GA alone accounted for up to an 8 % improvement
over decomposition conducted using only template matching.




The contraction of muscles depends on the activity of motoneurons (MNs), each giving
rise to a motor unit action potential (MUAP). During isometric and isotonic muscle con
tractions, a MUAP’s shape remains fairly constant for each motor unit (MU) discharge
at a given recording site. The spatial and temporal summation of these MUAPs re
sults in the electromyographic (EMG) signal, which can be used for diagnostic purposes
[11, 181. Due to their unique shape, MUAPs can be tracked using pattem recognition
techniques sucli as template matching [19, 20, 76, 77, 84, 117]. Since MU firings are
asynchronous, MUAPs inevitably overlap from time to time over the course of a record
ing, making them difficuit to locate. Resolution of these superimposed potentials into
their individual constituents is a combinatorial optimization problem that requires deter
mining the identities of the involved MUAPs as well as their relative time shifts.
The primary concem when resolving superimpositions is efficiency. Exhaustive searches
that look for ail possible MUAP alignments and combinations [761 are computationally
prohibitive when the number of MUAPs exceeds 2 [35]. Among the quickest methods,
the peel-off approach is the most widely used [15, 33, 34] but it relies heavily on su
perimposed waveforms that are well correlated with at least one of the MUAPs. When
this condition does not hold, e.g. cases in which destructive or constructive interference
occurs, the method fails. Although in the last few years new algorithms have been re
ported to deal with complex overlapping waveforms [13, 52, 66, 69, $3, 87, 94, 134], the
resolution of superimpositions involving an arbitrary number of MUAPs is stili an open
problem and new strategies are souglit to improve the situation.
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Superimposition resolution is an optimization problem with regard to a large search
space that is highly nonlinear and where the global optimum usualiy bas a smali radius
of convergence. Tasks of similar complexity bave been resolved in the past using genetic
algorithms (GAs) [48, 60, 611. A GA is a stochastic optimization process that mimics
natural selection by borrowing concepts such as reproduction, crossover and mutation to
have a population of solutions evolving towards a global optimum. Individual solutions
interact according to weil-defined probabilistic rules, often combining their strengths, to
produce new solutions that either die off or proliferate to eventually form fitter and fitter
populations. While this parailel investigative strategy is ideal to escape local optima and
is known to reliably surround the area enclosing the desired solution, it usually lacks the
fine-tuning abiiity to accurateiy pinpoint the global optimum. Therefore, combining a
GA with a gradient descent method, whose purpose is preciseiy to comb a given region
until a local optimum is reached, bas the potential to produce even better resuits. The
proposed technique, a hybrid GA (HGA), is based on this dual method.
This paper presents an algorithm intended to resoive difficult superimpositions that cause
ternplate-matching-based methods fail. Performance is evaluated with two types of ar
tificiaily synthesized EMG signais: 1) isoiated superimpositions to focus on cases of de
structive and constructive interference and 2) extended signais to quantify the improve
ment brought by adding the HGA to an existing decomposition program that uses exclu
siveiy template matching. The paper is organized as follows: in the Methods section, we
describe the simuiation protocol, present the nomenclature and explain the HGA steps;
in the Resuits section, we show the HGA’s performance with regard to both isolated su
perimpositions and extended signais; finally in the Discussion section, we analyze the




Experimental recordings acquired at an 8 kHz sampling rate and using fine-wire elec
trodes during isometric/isotonic contractions of the biceps brachii were decomposed by
our program [391. Contraction levels ranged from 5 to 30% of the maximum volun
tary contraction (MVC). Recurring MUAP waveforms with similar characteristics were
gathered to create a MUAP database (Fig. 4. 1). The templates that wouid be used for de
composition were obtained by averaging the MUAPs contained in a set. In ail, 12 MUAP
sets were gathered and each set comprised 25 MUAPs for a total of 300. MUAPs within
a given set were of identicai length, but among sets duration ranged from 5 to 7 ms (40
to 56 samples). The average waveforms of each of the 12 MUAP sets used throughout
this study are shown in (Fig. 4.2 (a)).
Two types of synthesized EMG signais were used in this study: isoiated superimpo
sitions, 12.5ms long (100 sampies) segments, and extended signais, iOs long (80000
samples) segments. Isolated superimpositions were made up of in = 2 to in 6 MUAPs
whose identity was kept unknown, as n templates were considered for resolution even if
Figure 4.1: Left: MUAP set comprising 25 MUAPs obtained from real EMG record
ings. Riglit: tempiate used for decomposition representing the average waveform of the
MUAP set.
60
only in MUAPs (in n) were actually involved. The MUAP sets involved along with the
templates to be considered were determined randomly: integers 1 through 12 were shuf
fled using a pseudo-random number generator (PRNG) and the first in integers drawn
corresponded to the MUAP sets while the first n corresponded to the templates. In
side each set, the identity of the MUAP was determined by drawing a random number
between 1 and 25. The times of occurrence for the in MUAPs selected were also deter
mined using the PRNG: integers were drawn within a 3 ms range (24 samples), chosen
50 that the MUAPs would be comprised in the 100 sample long segments and the main
peaks would appear near one another to increase the likelihood of creating complex in
terference. Experimental noise was added using data recorded at rest, where no MU
activity was detectable, in the range of 15 to 20 dB. In total, 1500 superimpositions were
tested: 100 for each of the 2 L,1=2 1 15 possible combinations and 4 examples are
shown in fig. 4.2 (b).
four extended signais were synthesized using the 300 MUAPs in our database. Ail 12
simulated MUs were concurrently active and had identical mean firing rates. limes of
occurrence were deterrnined by the PRNG such that the inter-discharge intervals (IDIs)
would correspond to mean firing rates of 10, 15, 20 or 25 Hz, yielding mean aggregate
densities of 120, 180, 240 and 300 MUAPs/s, respectively. for each given MU discharge,
one MUAP was seiected randomly out of the 25 in the set, meaning that some MUAPs
could appear more often than others. The standard deviation (SD) for ail firing rates was
10% of the mean firing rate, i.e. 1.0, 1.5, 2.0 and 2.5 Hz. Once again, experimental noise
was added in the range of 15 to 20 dB, values consistent with what can commonly be
achieved with indwelling electrodes. The extended signais were of uncharacteristically








Figure 4.2: ta) The 12 templates used to resolve the MUAP superimpositions throughout
this paper. (b) four samples of isolated superimpositions with the identities of the in
volved templates indicated on top. (e) 1 00-ms portion of a synthesized extended signal
where the aggregate number of MUAPs per second is 300. (d) 100 ms portion a real
EMG signal where the aggregate number of MUAPs per second is about 160. Same
amplitude scale for (a)—(d). Same time scales in (a)—(b), (c)—(d) (pairwise).
template-matching-based methods to fail and thus have the HGA intervene more often.
A portion of the most difficuit extended signal synthesized is shown in Fig. 4.2 (c) while
a portion of a real signal whose density is approximately 160 MUAPsIs is shown in
1,2,6
5 ms
Fig. 4.2 (d) for comparison.
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4.4.2 Nomenclature
To simplify the presentation, a notation similar to the one introduced by McGill [831
in the “unknown-identities” problem is used. Let the vector E RN of length N be the




where ii e R” is the ith MUAP of length N1 <N, t e R its continuous time of occurrence
in units of sampling intervals, the superscript denotes the time-delay operator and E RN
is the noise. Now let the reconstructed waveform, E R”, an approximation of target ,
be a superimposition of up to n templates
(4.2)
where ‘ E R is the ith template, w1 E Z, = (0, 1) is a weight function that indicates
whether the ith template is involved or flot and U E N is its discrete time of occurrence
in units of sampling intervals. To reduce the effect of time-quantization errors [85] and
thus obtain a better approximation of the target , whose constituents i’j, real MUAPs,
have continuous times of occurrence, each template is oversampled by a factor c and
then sampled back at the original rate, with different starting phases. This produces
c slightly different copies of each template (see fig. 4.3 (a)) and roughly represents a
c-fold improvement of the resolution. The entire set of available templates is defined
as S
= 1 ‘1c ], which can also be expressed in terms of its n subsets
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of similar template copies S [S1,. .. , S,], with S’
= [ i,.. . , The reconstructed
waveform can thus be written as:
(4.3)
1=1 j=1
where for the set of weights W = [wi 1, . . , w, w,,... w,], at most one copy per tem
plate subset can be considered, i.e. wlb 1 = wjj O Vj b.
f a)




Figure 4.3: (a) Subsets S’
= [i ,2,• . . ,sj5] used for template matching, each one being
made up of 5 similar MUAP copies (c=5) shifted at sub-sampling intervals. (b) Typical
peel-off sequence; overlaid are the templates jj (bold) and the target (thin) from which
recognizable MUAPs are iteratively removed. (c) Alignment evaluation procedure; the
3 instances of the remaining waveform j (thin) compared with their corresponding tem








For each target, candidate alignments are initially tried using the peel-off method. a se
quential recognition strategy whereby the most-likely template ïs identified first and then
peeled off from , often revealing another template, until no more of the remaining tem
plates are identifiable. A detafled description of the sequential peel-off method used here
can be found in [391. Candidate alignments are then evaluated by comparing each mdi
vidual template with the target from which the algebraic sum of ail the other templates
is subtracted. In other words, the ith remaining waveform j that is compared to the c
template copies of subset S




The measure used to evaluate the similarity among waveforms is a pseudo-correlation
(PsC) [39]. The PsC between the jth copy of the ith template, j, and the corresponding





Here, the superscript indexes the vector elements, e.g. s[. is the kth element of
.
PsC
similarity figures are normalized such that the maximum attainable value is 1, which
denotes a perfect match between two waveforms. Templates of subset S are pseudo
correlated with j and are then moved to the lag of the copy yielding the highest PsC
value. The same operation is carried out iteratively with templates of atl n subsets until
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this refinement process converges and no more shifting is required. Once the final align
ment has been reached, template copies whose PsC value is greater than a predefined
similarity threshold are permanently peeled off from i. Otherwise, the failed alignments
are stored in order to be used in the initialization procedure of the HGA. An example of
the peeÏ-off and the alignment evaluation procedure is given in Figs. 4.3 (b) and 4.3 (c),
respectively.
4.4.3 HGA Description
The HGA runs through 5 steps: the initialization of the candidate alignments, the evat
uation of their fitness, the seÏection of the most promising candidates, the breeding of
these candidates to produce new populations for each epoch and the termination based
on a convergence criterion to determine when the optimal alignment has been found.
I) hiitialization. Candidate alignments are henceforth referred to as chromosomes and the
time of occurrence d of the individual temptates as aÏÏeÏes. The chromosomes that make
up the initial population play perhaps the most crucial role in the HGA’s success or fail
ure to reach the optimal solution. If the search space is not adequatety sampled, the HGA
will likely converge towards a suboptimal solution. This is why a large initial population
made of several hundreds of chromosomes is used. For a superimposition comprising
an unknown number of MUAPs that can go from 2 to n, ail 42 j! (n_i)! possible com
binations are initially investigated. Superimpositions made of only one template are flot
considered, as it is assumed these trivial cases have been resolved previously. For each
combination, 250 chromosomes are generated randomly using the PRNG, meaning that
the initial population is made of at least 250 x L, i’(i’i)’ chromosomes. The random
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population is completed by adding chromosomes corresponding to the failed candidate
alignments obtained after the numerous resolution attempts through template matching.
These failed candidate alignments will be referred to as deterministic chromosomes in
the rest of this paper. Some deterministic chromosomes can constitute a good starting
point, as their alleles are sometimes off by just a few samples with respect to the optimal
solution. They can also be partly accurate, i.e. some alleles may be near the solution,
despite the overail similarity between . and 5 being poor. Good alleles are valuable in
the GA scheme since they usually propagate within the chromosome population, thus
improving the likelihood of reaching the optimal solution. The number of determin
istic chromosomes depends on the complexity of the superimposition and the number
of available templates, but it is only a small fraction (<0.1 %) of the initial population.
Although in GAs, chromosomes are traditionally encoded to become binary bit strings
of Os and I s, they are stored here in a population matrix P with each row being a 1 x n
array of integers representing the d of each allele for non-zero values. Zero values imply
that wq = O Vj, Le. the ith template is not considered in the candidate alignment (see
Table 4.1).
alleles
1 2 3 4 5 6
1 10 16 29 44 0 28
2 0 23 12 0 29 36
3 11 32 17 15 20 49
D
.
° ÏOO 0 45 26 0 33 0
Table 4.1: Parameter representation in the chromosome population matnx P. For cadi
chromosome, alleles with non zero-values refer to the starting position of the correspond
ing template while ‘O’ means that the given template is not considered in the candidate
alignment.
67
ii) fitness Evalitation. Once the initial population has been created, a figure of ment is
needed to determine the fitness of cadi chromosome and help select which ones survive
for breeding. The sequential evaluation depicted in Fig. 4.3 could be used once more,
but would be time consuming given the large number of chromosomes at hand. To be
efficient, a simpler fitness function is used to screen for promising chromosomes: the
Manhattan distance, i.e. the sum of the absolute differences at each sample position
between the target and the reconstructed waveform , normalized by the sum of the
absolute values off. This can be written as:
e(D, W) (4.6)
where D = [d1,d2, .. . ,d,1] is the set of discrete times of occurrence. The goal will be to
find the optimal sets of discrete times D and weights W, with
= f (D, W) that minimize
e. Therefore, fit chromosomes will be those for which the distance metric (cost) e is
small.
As of the second generation, the fitness of each chromosome is improved by finding the
local minimum in its vicinity by means of a gradient descent method. Different contigu
ous alignment combinations about the initial chromosome are tried, as each template is
moved one sample left, one sample right or not at ah, for a total of 3’ — 1 new align
ments. Gradient descent investigates each ahignment and iteratively moves to the one
with the lowest cost until a local minimum of e is reached. Although relatively inexpen
sive to compute, the fitness function is hable to spunious MUAP findings in coincidental
situations since il only considers the whole waveform, while disregarding the contnibu
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tion of its individual constituents to the alignment error. Therefore, after completion
of gradient descent, chromosomes whose cost is lower than 0.5 are investigated more
thoroughly using equations 4.4 and 4.5. This threshold, a rather conservative value, was
chosen heunsticaily, as it was observed that most chromosomes whose cost was greater
than 0.5 were far from the optimal solution. If at any point the PsC values of ail of a
chromosome’s individual templates are greater than the similarity threshold in force, it
is assumed that the optimal alignment has been reached. The search is then aborted and
the templates are permanently peeled off from the signal. Otherwise, the HGA goes on
as planned until the tennination criterion is met.
iii) Setection. A total of 211 chromosomes are selected to breed a new population. This
number was chosen because the sum of ail template combinations, L2
.,
is equal
to 211 — n — 1 and thus selecting 2” chromosomes ensures that ail possible combinations
are investigatcd at ieast once in the initiai population. In order to maintain adequate
diversity from one epoch to the next, preference is given to chromosomes that stem
from different template combinations, even if their associated cost is high. For the each
combination represented, the fittest chromosome is selected and the rest of the 211 chro
mosome popuLation is completed by the fittest chromosomes remaining, regardless of
which combination they represent.
iv) Breeding. The 211 chromosomes that remain following naturai selection are duplicated
and separated into two groups of 211 mothers and 2” fathers, for a total of 211+1 individu-
ais. Chromosomes of each group are paired randomly, with each couple producing two
offspring that wiil share many of their parents’ traits. The breeding scheme used here
is the one-point crossover technique described in [561 for real number representation (as
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opposed to bit strings): the offspring are made of alleles that are simply swapped from
the mother and father, with the exception of one allele, the crossover point, that will hoÏd
a new value generated from the linear combination of both parents. For example, let us
assume that mother G
= [gi,. . . ,g] and father f = [fi ... are chromosomes I and 2
of the population matrix in Table 4.1. and that the crossover point, determined randomly,
falis on allele #3. Then the two offspring are:
01 =[gi,g2,O.5x(g3+j3),f4,J,f6]=[1O.16,21,O.29,36]
02 [f1,f2,O.5 X (g3+f3),g4,g5,g6] = [O,23,21,44,O,2$j
Fig. 4.4 illustrates this example with each allele representing the starting position of
temptates #1-6 from Fig. 4.2(a). The top panel refers to the parents whHe the bottom
panel refers to the offspring, of which O is now within reach of the optimal solution.
The creation of the new allele, whose value is aiways rounded up to the nearest integer,
only takes place if the crossover point is a non-zero value for both parents. Otherwise,
the aflele is set to O in the offspring. Once breeding is completed, the offspring replace
the parents, thus forming a new population of chromosomes that is different from the
previous generation.
More diversity is infused into the population by means of mutation, whereby a small
number of alleles are selected randomly out of the entire allele pool and assigned new
random values using the PRNG. Here 2% of the alleles in the population matrix P are
mutated, haif of which are set to O, meaning that the corresponding templates will no
longer be considered in the given candidate alignment. Taking for example a popula
tion matrix made of 100 chromosomes, 12 alleles (100 x 6 x 0.02) would be selected: 6
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GI 10116129144101281 I 01231121 01291361F
011 101 16 [21] 0 1291361 I 0 I 23 [21 441 0 1 281 02
101520 O 3035
Figure 4.4: Crossoverprocedure with MUAPs #l-6 from Fig. 4.2(a). Top: target(thin)
overlaid with reconstructed waveforms (bold) of the mother (G, gray boxes) and father
(F, white boxes) chromosomes. Asterisks (‘*‘) refer to the crossover point, allele #3.
Bottom: target (thin) overlaid with (bold) corresponding to the two offspring, Oi
and 02. These chromosomes, holding traits of both parents, are represented by gray
and white boxes while the bicolored box refers to the new value obtained form a linear
combination of mother and father at allele #3. The optimal alignment is shown in the
thin boxes.
would be assigned random values within the searcli space while the other 6 would be set
to 0. Despite the precautions adopted to maintain diversity in the chromosome popula
tion, a drawback of population replacement and mutation is that promising chromosomes
are abandoned, wasting perhaps rare pathways towards the global minimum. As a trade
off between exploration vs. exploitation [601, the weakest offspring are replaced by the
fittest parent of the previous generation if none of the offspring bas a lower cost. This
common strategy, known as “elitism” [48], guarantees a monotonous decrease of the
2 ms
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minimal cost with each epoch, unlike the mean population cost, which lias a decreasing
tendency but usualiy exhibits a more irregular behavior [561.
y) Ternzination. Since it is flot aiways possible to find chromosomes for which the simi
larity of ail involved templates, as determined with equations 4.4 and 4.5, is greater than
the PsC threshold in force, thus causing the search to abort, a second termination crite
non is needed. Here the HGA stops when the fittest chromosome in our elitist strategy
is the same for 5 consecutive generations.
4.5 Resuits
4.5.1 Isolated Superimpositions
The identification (ID) rates obtained following the resolution of isolated superimposi
tions, each one tested 100 times given the random nature of GAs, are shown in Table 4.11.
Pseudo-correlation was the decisive similarity measure to define accuracy and IDs were
only made when the PsC was greater than 0.5. Mean ID rates ranged from 99.9 % for
waveforms made of 2 MUAPs and investigated with 2 templates (m 2, n = 2) and
decreased almost steadiiy with each additional MUAP or template considered, down
to $9.9 %, corresponding to the most complex cases of waveforms made of 6 MUAPs
(iii = 6, n = 6). ID rates were computed on an individual basis: a positive ID was counted
for each MUAP if the template used to approximate it was accurate, i.e. to MUAP j cor
responded a template copy of subset S and flot any other, and if the estimated time of
occurrence (d1) was within one sample of the real time (t1). Identifications outside this
range were considered as false assignments (FA), which led to the ID rates being ad
justed down such that the sum of ID, FA and missed assignment (MA) rates would add
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up to 100%. For example, if for a given superimposition involving 6 MUAPs, 4 were
positively identified, 1 wrongly assigned to a template and 2 rnissed, the ID rate was
(4 — 1) ÷ 6 = 50 %. 0f the identification errors, MAs usually outnumbered FAs by a
ratio > 2 : 1 and FA rates neyer exceeded 3 %. As for the processing time, the averages
ranged from a few hundredths of a second to 5.0 s, although difficuÏt superimpositions
could require up to 12s to be resolved. The processing time was kept relatively low
(<0.5 s) for up to ni 4, n = 4 but increased noticeably with each additional MUAP
andlor template.
# templates
3 4 5 6
99.9 ±0.1 99.9±0.5 99.7 ± 1.2 99.9 ±0.1 97.1 ± 5.2
(<07±007 <0.7±00) 07±0!) OJ±0.2) (1.1±08)
, 3 99.6±3.3 99.9±0.2 99.7±0.4 98.8±1.0
E 0.1±0.1) 02±0.1) 0.8±04! (2.2±7.5!
£ . 98.7 ± 3.1 9$.5 ± 5.0 98.5 ± 3.4
i: 4 X X 0.3±0.1) (7.0±0.4) 3,.L± 7.6)
; 5 . 94.0 ± 12.0 95.7 ± 5.8.
. (1.2±0.5) 4.-± 1.8)
5 x x x 89.9±10.8j 5,0±2.2)
Table 4.11: Resuits from the resolution of isolated superimpositions made up of an un
known number of MUAPs. 100 superimpositions were generated for each case involving
ni out of n templates (in <n, n 2.. . 6). Listed are the mean + SD of the identifica
tion rates (in bold) and the processing time per MUAP superimposition in seconds (in
parentheses). Tests were conducted using a 3.4 GHz Pentium IV processor.
The improvement brought by choosing PsC over the Manhattan distance as our decisive
figure of meHt as well as by adding gradient descent was assessed by testing modified
versions of the HGA. A simple GA that was not combined with the gradient descent
method and that did flot make use of the PsC similarity measure to further evaluate chro
mosome fitness required a shorter processing time, as convergence was aiways reached
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within a maximum of 0.7 s even for the most difficutt superimpositions. However, not
benefiting from the added specificity and fine-tuning capabilities, that particular GA had
poorer ID rates and a greater variance, the latter exposing the unreliability of an entirely
random process. For the simplest case of ni — 2, n = 2, the drop was flot significant
(< 10%), but it soon became unacceptable as complexity increased. For example, al
ready at ni = 3, n = 3, the ID rate dropped to 53.1 ±24.7 % while at in = 6, n 6, it went
down to 14.2 ± 16.2%. By just adding the PsC similarity measure, the same ID rates
improved to 70.1 ± 22.8 % and 28.1 ± 22.0 %, respectively, with no significant bearing
on the processing time, which was usually kept under I s. Adding gradient descent alone
had the most marked influence on the final resuits, with ID rates for the same two cases
improving to 97.0 ± 7.7 % and 64.1 ± 20.5 %, respectively. However, gradient descent
was responsible of the dramatic increase witnessed in the processing time and accounted
for more than $0 % of the total computational effort.
4.5.2 Extended Signais
The overail results obtained with extended signals are summarized in Table 4.111, where
numbers in bold are the average over 10 runs of the decomposition using the HUA and
those in parentheses refer to one run of a HGA-less decomposition. The PsC thresholds
to be met were set to [0.8, 0.7, 0.6, 0.5, 0.41, as 5 successive passes with gradually de
creasing similarity requirements were carried out to facilitate the matching of distorted
MUAPs. Without the HUA, ID rates were satisfactory, steadily declining from 96.4 %
at 120 MUAPs/s to 77.8% at 300 MUAPs/s. Processing time was relatively short, with
signais of densities up to 240 MUAPs/s requiring less than their actual duration to be
decomposed. Adding the HUA improved the ID rate for ail 4 extended signals. The
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accuracy improvement (+2.1, +3.8, +6.1 and +8.2%) became more significant with in
creasing MUAP density, where a larger number of overlapping potentials could flot be
resoived using template matching. Overail ID rates remained relatively constant be
tween runs, as evidenced by the low variance, thus showing the robustness of the tech
nique. However, the execution speed was brought down considerably, as the addition of
the HGA couid lead to aimost a 50-fold increase of the processing time at high MUAP
densities.
#MUAPsIs 1D4%) FA(%) 1A1%) t(s)
1’O 92.5±0.2 0.1 ±0.0 1,4±0.2 8.8±0.9
964) (01) 35)
97.5±0.2 0.4±0.1 2.2±0.1 150.6 ±13,5
t937) (04) 43)
‘4O 91.8±0.2 1.8±0.1 6.5±0.2 176.8±10.0
— (857) (18) (125) 471)
3 86.0±0.2 2.2±0.1 11.8±0.2 515.3±24.8
1778) 25) t;97) (473)
Table 4.111: Classification rates obtained on 4 extended signais. Listed in boid are the
mean + SD of the identification (ID), faise assignment (FA) and missed assignment
(MA) rates as well as the processing time (t) in seconds for the 10 runs per extended
signai carried out with the addition of the HGA. Resuits in parentheses were obtained
without adding the HGA.
4.6 Discussion
The HGA described in this paper has been shown to resoive superimpositions invoiving
up to 6 MUAPs with a high degree of confidence. The ID rates presented in Table 4.11 are
similar to those obtained by McGill, where resuits are listed up to the case in = 3, n =4
for the unknown identities problem [831. The HGA can be used for an arbitrary number
of MUAPs, but the performance becomes unsatisfactory when more than 6 MUAPs are
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involved. for in = 7, n 7 and in 8, n $ (flot shown in Table 4.11), the ID rates
were 67.0 ± 32.3 % and 36.4 + 30.2 %, respectively, while the mean processing time was
20.4 + 9.1 s and 91.2 + 36.0 s. The technique’s most attractive feature is its ease of imple
mentation: a GA merely consists in generating random numbers, swapping columns and
performing basic arithmetic operations, whule gradient descent is simply a series of ex
haustive searclies conducted within the vicinity of a given solution. Interestingly, neither
optimization scheme worked well on its own. The multimodal cost surface was too com
plex for the gradient descent method, which mostly found suboptimal solutions. On the
other hand, witli ID rates Iess than 15 % obtained in the most difficuit superimpositions,
a GA without gradient descent seemed ill-suited to deal with the resolution problem. It is
only by combining both methods that a thorough investigation of the search space could
be achieved without constantly falling prey to local minima and resulted in high ID rates
for most of the superimpositions. The strength of the GA approach resides in its ability
to exploit the potential of ah the searches conducted in parallel and recombine highly
fit allele strings, or scheinata [481, to eventually produce fitter chromosomes. Indeed,
these valuable building blocks have a tendency to propagate in the chromosome popu
lation over the course of the evolution process, thus increasing the likelihood of having
fortuitous crossovers that will lead to the optimal solution.
The main drawback of the method is the processing time required to resolve superim
positions. This situation is largely imputable to the gradient descent module, which
lias been found to be a successful way to ensure tliat the best possible ahignment would
be obtained on a consistent basis. Yet, when considering the large number of admis
sible candidate alignments, the processing time was a smahl fraction of the time that
would have been needed to exhaustively comb the entire search space. for superimpo
76
sitions involving 6 MUAPs, each having a domain comprising about 50 points (N — N1)
and with a template oversampling factor c=5, the search space would be made up of
i=2 j, , x (50 x 5)’ 2.5 x 1014 candidates. Using equations 4.4 and 4.5 to eval
uate alignments and assuming each evaluation takes 1 Jis, an exhaustive search wouid
stiil require some 69 hours to be compÏeted. Here, superimpositions invoÏving 6 MUAPs
required an average of 5 s and neyer exceeded 12 s.
In order to keep the processing time reasonably low, redundant calculations were avoided
by using look-up tables to directly assign the cost of chromosomes that had already been
evaluated. The most appreciable time reduction was attained when relaxing our conver
gence requirements so that the termination criterion couid be met more quickly. Here,
the search stopped at the latest when the best chromosome was the same for 5 consec
utive generations, which is premature by GA standards. However, the results obtained
suggest it was adequate to find an optimal alignment on most occasions. Enforcing a
more stringent terminafion criterion, such as requiring that ail chromosomes be cius
tered in a small region of the search space, led to some superimpositions needing several
minutes to be resolved, with no significant improvement of the ID rates. To further re
duce the processing time, we also tried to iimit the use of gradient descent to low-cost
chromosomes (e <0.25), but this measure resulted in unacceptable drops in the ID rates.
The need for gradient descent refinement is the consequence of our figures of ment being
too sensitive to siight MUAP lime shifts. In spite of the fact that the PsC of individual
templates and, to a lesser extent, the Manhattan distance between waveforms and j
are reliable means to determine if a candidate alignment is on the optimal solution, both
are poor indicators of whether or not a candidate alignment is around it. Chromosomes
could have a high cost while being in the immediate vicinity of the optimal solution,
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but they would sometimes be discarded in the natural selection process in favor of iess
promising chromosomes that had a lower cost (Fig. 4.5).
The decomposition program was tested using extended signais of unusually high MUAP
densities in order to generate more compiex superimpositions that wouid require the
use of the HGA. However, we have yet to test our algorithm with reai EMG signais of
simiiar complexity. High MUAP densities usually stem from strong contraction lev
eis whereby eiectrode siippage might come into play, which could resuh in MUAP
shape changes that our aigorithm does not take into account. In addition, despite be
ing synthesized using reai MUAPs and experimentai noise, simuiated signais in general
do flot present the same chailenges as reai signais do [81j. It is therefore difficuit to
specuiate as to how the aigorithm wouid fare with real signais of such high densities,
but we wouid expect it to perform well as iong as MUAPs do not exhibit significant
shape variabiiity. When considering reai signais of more common MUAP dcnsities
(<i20 MUAPs/s), such as the ones avaiiabie for benchmarking on the Stanford EMG
signais website (http://emgiab.stanford.edu) and for which expert annotations are pro
vided, our aigorithm typicaiiy achieves ID rates above 90 %. The overail ID rates oh
tained in this study for extended signais are on a par with resuits reported by Fang et ai.
[341, Gut and Moschytz [52] and Rasheed et al. [1061, who au tested their decompo
sition aigorithms with singie-channel simuiated signais whose density neyer exceeded
130 MUAPs/s. However, comparisons between aigorithms wouid be more reveaiing if
standardized methods were used [361. The improvement brought by the HGA, aithough
smaii at first sight, can be considered satisfactory given the fact that oniy a smail fraction
ôf superimpositions cannot be resoived by our tempiate-matching-based schemes.
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138122123124101171 1171321 0 I 01341 131
Figure 4.5: Illustration of the vulnerability of the fitness function to slight time shifts
with MUAPs #5, 6, 7, 9, 11 and 12 from Fig. 4.2(a). The starting positions (t1) of
the MUAPs composing target (thin) are shown at the bottom in thin boxes whule the
starting positions (di) of the templates in the reconstructed waveform (bold) are shown
on top in bold boxes. Despite being close to the optimal solution (d — t? 2 V j) the
chromosome to the left has a much higher cost than the one to the right (e=1.18 vs.
e=0.63) and would likely be discarded in the natural selection process without using a
gradient descent.
In conclusion, a technique capable of resolving difficult superimpositions, namely de
structive and constructive interference, has been developed. This technique uses a ge
netic algorithm to which a gradient descent method was appended. While gradient de
scent gets trapped in the many local minima of the cost surface and a GA often does not
converge towards the desired solution on its own, a dual optimization scheme proves to
be highly profitable, as an optimal alignment can be found regularly. For isolated super-
impositions, more than 90 % of the MUAPs were positively identified while overail ID
rates for 10-s-long simulated extended EMG signals were greater than 85 %, with the
HGA accounting for up to 8 % of the identifications. The main drawback of the tech
nique is the increase of the processing time brought up by the gradient descent module,
but the whole approach provides a robust way to ensure difficult superimpositions are




ARTICLE III - DÉCOMPOSITION DE SIGNAUX EMG MULTI-CANAUX
5.1 Situation de l’article dans la thèse
Ce troisième et dernier article traite de la décomposition de signaux EMG acquis en
configuration multi-canaux. Cet article répond à l’objectif spécifique ayant trait à la ro
bustesse attendue d’un bon système d’analyse de signaux EMG captés avec des élec
trodes intramusculaires. À partir d’un système unique, il est maintenant possible de dé
composer avec fiabilité une vaste gamme de signaux EMG, indifféremment du nombre
de canaux qu’ils contiennent. D’après la littérature, c’est la première fois qu’un système
de décomposition démontre une telle versatilité. Cet article rejoint également l’objectif
de performance puisque les différentes perspectives offertes par l’analyse de plusieurs
canaux facilitent souvent l’identification de PAUMs. Si le nombre de canaux traités par
le système peut être arbitrairement élevé, il doit en pratique être limité si l’on veut éga
lement satisfaire l’objectif spécifique ayant trait à la vitesse d’exécution. On utilise ici
les mêmes algorithmes que ceux utilisés pour la décomposition (chapitre 3) et pour la
résolution de superpositions (chapitre 4). C’est pourquoi on va se concentrer ici sur les
problèmes entourant la gestion de plusieurs canaux en simultané. Le défi le plus impor
tant est le phénomène de vacillement (jitter) qui se manifeste entre PAUMs issus d’une
même UM mais provenant de canaux différents. D’après la littérature, aucun autre sys
tème n’aborde explicitement ce problème pour des signaux acquis à l’aide d’électrodes
distantes de quelques centimètres, alors que le vacillement est important.
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We describe an automatic aigorithm for decomposing multi-channel EMG signais into
their component motor unit action potentiai (MUAP) trains, including signais from
widely separated recording sites in which MUAPs exhibit appreciable inter-channel off
set and jitter. The algorithm has two phases. In the clustering phase, the distinct, re
curring MUAPs in each channel are identified, the ones that correspond to the same
motor units are determined by their temporal relationships, and muiti-channel templates
are computed. In the identification stage, the MUAP discharges in the signal are iden
tified using matched filtering and superimposition resolution techniques. The algorithm
looks for the MUAPs with the largest singie-channei components first, using matches
in one channel to guide the search in other channeis, and using information from the
other channeis to confirm or refute each identification. For validation, the algorithm
was used to decompose ten real 6-to-8-channel EMG signais containing activity from
up to 25 motor units. Comparison with expert manuai decomposition showed that the
algorithm identified more than 75 % of the total 176 MUAP trains with an accuracy
greater than 95 %. The aigorithm is fast, robust, and shows promise to be accurate
enough to be a useful tool for decomposing multi-channei signais. It is freely available
at http://emglab.stanford.edu.
Index terms: EMG, decomposition, motor unit action potential, multi-channel.
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5.3 Introduction
Intramuscular electromyographic (EMG) recordings obtained from indwelling electro
des (needÏe or fine wire) allow monitoring the electrical activity of the underlying motor
units (MUs), each MU consisting of a motoneuron and the set of skeletal muscle fibers
it innervates [78]. Over the course of a sustained contraction, MUs fire repetitively and
each discharge can be seen in the EMG signal as a distinct waveform called a motor unit
action potential (MUAP). The sizes and shapes of the MUAPs can provide information
about neuromuscular function and help diagnose disorders [11J. In non-pathological
cases, as long as the geometrical relationship between the recording site and the MUs
remains constant, MUAPs have distinct, repeatable shapes that can be identified using
pattern recognition techniques.
Accounting for every MU discharge in an EMG signal, a task commonly known as de
composition, is a complex undertaking that entails challenges. Among others, there are
the difficulties associated with resolving waveforms produced by the superimposition of
several MUAPs and with tracking MUAPs that have poor signal-to-noise ratio (SNR).
For these reasons, some investigators limit themselves to weak contractions where su
perimpositions are flot frequent since only a few MUs (<6) are present [15]. Others
choose not to strive for full decomposition, or even discard low-SNR MUAPs altogether
[132], their rationale being that physiological parameters such as the mean firing rate
can be estimated from incomplete discharge pattems [122]. While full decomposition is
indeed flot required in every application [117], it is highly relevant in studies of MU co
ordination [2, 4, 22], short-term synchronization [16, 98], muscle architecture [73] and
discharge irregularities [75]. Full decomposition methods often rely on manual editing
to achieve high accuracy. The development of new algorithms that are both automatic
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and highly accurate would take the burden off human operators who perform this tedious
task.
To enhance decomposition accuracy, one can record muiti-channel signais from multiple
sites in the muscle. The sites can be separated by oniy a few muscle-fiber diameters, such
as the iead-off surfaces of the quadrifliar needie eiectrode [241, or by centimeters [871. In
either case, the multiple channels provide multiple views of the MU discharges, making
decomposition more reliable, since MUAPs or MUAP trains that are difficult to identify
in one channel can often be identified more easily in another. However, multi-channei
signais from widely separated sites can present challenges that are not present in signais
from nearby sites. The measured time of occurrence of a MU discharge can differ by
several miliiseconds at wideiy separated recording sites due to conduction delay, and the
delay itseif can exhibit ajitter of a fraction of a miliisecond from discharge to discharge
because of fluctuations in muscie-fiber conduction velocity [87, 1151.
The best-known multi-channel system for intramuscuiar recordings is the Precision De-
composition (PD) method developed at Boston University’s NeuroMuscular Research
Center. It is speciflcally designed to anaiyze muiti-channel signais recorded by cus
tom quadrifilar needie or fine wire eiectrodes [20, 24]. By empioying multiple cioseiy
spaced recording surfaces, these electrodes are abie to provide a broader and more in
sightful scope of MU activity with about the same degree of invasiveness as conventionai
indweiling eiectrodes. The original version of the system, dubbed PD I, couid automat
ically decompose up to 8 MUs in three-channel signais with an accuracy of 70 %, but
greater accuracy required time-consuming manual editing [24]. Over the years, that
system lias undergone substantiai changes and the more recent PD II version uses an
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artificial-intelligence knowledge-based framework called IPUS [19, 961 to achieve ac
curacy rates ranging from 90% to above 95 % [94]. EMG-LODEC [134] is another
muki-channel system designed to decompose long EMG recordings of several minutes in
which MUAP shapes change gradually because of slight electrode andlor muscle move
ments. Using real 3-channel recordings for the validation of their algorithm, the authors
report a median accuracy rate of 70.6% in the presence of 2 to 10 MUs.
In this paper, we describe a novel program aimed at decomposing multi-channel intra
muscular recordings of relatively short duration (--20 s). The program is simple, robust,
relatively fast and fully automatic. Thus far, it has been tested with 2 to $ channels but
it supports an arbitrary number of channels. For a series of signals containing up to 25
active MUs from the brachioradialis muscle, the program was able to identify more than
75 % of the MUAP trains with an accuracy >95 %. The program is written in Matlab
(The Mathworks, Natick, MA) and is freely available as part of the EMG1ab package
[871 at http://emglab.stanford.edu.
5.4 Methods
The decomposition is divided into two major steps: 1) ctustering, the purpose of which
is to determine the MUAP shapes for each MU in every channel and 2) identification,
the purpose of which is to locate the discharges in each MUAP train.
5.4.1 MUAP Clustering
During this clustering phase, the channels are first analyzed separately. Each single
channel signal is broken down into non-overlapping segments of activity that exceed the
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baseline noise. These segments are called active segments [52] and are suspected to
contain MU activity. The active segments from each channel are then clustered using a
symbolic representation paradigm in which each active segment is reduced to its extrema
that exceed the noise level. This leads to feature vectors holding 3 features: 1) the phase
sequence of the extrema, whereby peaks are Iabeled ‘2’ and troughs ‘1’, 2) the magni
tude sequence of the extrema, whereby each extremum is an integer value comprised
between 1 and 9, and 3) the relative time Tag sequence between consecutive extrema,
each lime Tag also being single-digit integer. This algorithm, described in detail in [391,
allows for a fast and robust clustering of active segments sharing similar characteristics.
Clusters holding fewer than the equivalent of one active segment per second of signal are
rejected, as they often hoÏd uncharacteristic waveforms that stem from superimpositions.
This leaves only the larger clusters that contain probable MUAPs. When the clustering
is accurate, there will be exactly one cluster for each MU detected in each channel. Dif
ferent channels may have a different number of clusters if not every MU was detected in
every channel.
Once the active segments from ah the channels have been processed, the clusters that
correspond to the same MU are identified. This is done by checking the times of occur
rence of the active segments for time-locking, i.e. for a constant temporal offset. When
the active segments in two or more clusters are consistently time-locked, there is a strong
indication that they correspond to the same MU. Since MU discharges are asynchronous,
even a smahl number of constant offsets is usuahly enough to determine that clusters are
time-locked. Clusters deterrnined to be time-locked are merged to produce a single set of
putative discharge times for cadi MU, whether it was detected in one or more channels.
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Next, mulli-channel MUAP templates are computed for each MU by averaging the signal
segments centered on the putative discharge times. A 100-ms window is used in order to
accommodate the full duration of the MUAPs. This includes large polyphasic MUAPs
and late components which can occur both in pathologic and normal muscle. Median
averaging is used to reduce the noise caused by interference from overlapping MUAPs.
The set of templates for cadi MU is then trimmed to keep only the interval from the
first until the last time that the activity in any channel exceeds the baseline noise. The
length of the templates thus reflects the conduction delay between the recording sites.
Ah the templates corresponding to the same MU have the same length, but templates
from different MUs can have different lengths.
These ideas are illustrated in Fig. 5. 1, which shows a multi-channel MUAP template
from a 7-channel signal from the brachioradialis muscle (see the Experimental Valida
tion section for methodological details). The signal segments used for averaging are
shown on the top panel, and the templates themselves on the bottom panel. The template
length is delimited by the initial activity in c7 and the final activity in c5, in this case
corresponding to a conduction delay of about 17 ms. As this example shows, a MUAP
can have a high SNR in some channels, but a low one in others. In this figure, the MUAP
in c2 could not be detected directly, but its component was reveahed by the averaging.
5.4.2 MUAP Identification
The second decomposition phase is divided into three steps: i) identifying interference
free MUAPs that do not overlap with other MUAPs, ii) resolving superimpositions and
















Figure 5.1: Multi-channel motor unit potential template set for a 7-channel recording
(cl—c7) obtained from the brachioradialis muscle. Depicted overlaid in each row are the
active segments (top) that were used to generate the templates (bottom) through median
averaging.
j) Interference-free MUAPs are found using a common matched filter technique. This in-
volves cross-correlating single-channel templates with their corresponding single-chan
nel signais to locate matches that indicate likely MUAP occurrences [391. Template
matching is performed in order of single-channel template size (across ail channels).
The matching scheme consists of a series of iterative passes through the signal with a
steadily decreasing similarity threshold. Depending on the iteration, the threshold can
range from $0 % down to 30 % when using pseudo-correlation as a similarity measure
[391. When a match is found, the alignment of the template is refined to sub-sampling
interval precision using interpolation in order to minimize time quantization errors [851.
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The template is then peeled off from the signal and the discharge time is stored. The
other channeis are then checked for a discharge of this same MU at this same time. Note
that the inter-channel offset is accounted for by the registration of the templates in the
different channels. To accommodate possible inter-channel jitter, the search area is cx
panded by 0.5 ms on each side. If the MUAP of the MU in question is found in another
channel, then it is peeled off in that channel. If the MUAP caillot be precisely identified
in a channel, a fiag is raised to indicate that the MUAP is expected at that time but the
template is not peeled off. This prevents misalignment errors and possible false positives
from causing identification errors later on. The cross-correlation and peeling continue
until ail the single-channel templates have been processed.
ii) At this point, most of the MUAPs that have not yet been identified are involved in un
resolved supenmpositions. The residual signals are segmented, and an attempt is made
to resolve each active segment. A simple matching technique is tried first, in which
single-channel templates are divided in two parts, a front end and a rear end. This tech
nique is able to efficiently resolve most partial superimpositions [39]. For more compiex
cases where destructive or constructive interference is involved, another technique based
on the genetic algorithm (GA) is used. A GA is an optimization scheme that is efficient
to find the absolute optimum of an objective function when the search space is large
and highly non-linear, as is the case in the superimposition resolution problem. The
algorithm is descnbed in detail in [401. Whenever a superimposition is resolved, the
templates are peeled off, the discharge times are stored, and the same discharge times
are investigated in the other channels. As in the first identification step, if a match is
found in the other channels, then the corresponding single-channel templates are peeled
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off, otherwise flags are raised. This procedure is carried out until none of the remaining
superimpositions can be resolved.
iii) The final step is to process any remaining fiags. At this stage, fiags indicate either
that false positives were made in one channel and flot corroborated in other channels,
or that true discharges were identified in some channels but not others, either because
of poor SNR, MUAP variability, or superimposition. If a particular discharge was posi
tively identified in two or more channels, then it is considered to be genuine, since it is
unlikely that the same MU discharge would be independently misidentified in two dif
ferent channels. In this case the flags in the other channels are converted to discharge
times. If a discharge was positively identified in only one channel, then an attempt is
made to peel off its templates in the other channels. If the peel-off resuits in an increase
in the energy of the residual signal in any channel, then the discharge is considered to
be a false positive and is deleted. If ail the peel-offs result in a decrease in energy, then
the discharge is accepted. At the end of this final stage of processing, every discharge
will have a discharge time listed in every channel. Note that the times added in this final
step, since they are not based on precise template matches, may flot accurately reflect
the intra-channel jitter.
5.4.3 Experimental Validation
We estimated the accuracy of the program by using it to analyze several multi-channel
EMG signals and then comparing the results with those obtained by an expert human
operator. The signals came from a study of the architecture of the brachioradialis muscle
[74], in which recording sites were as far as 100 mm apart, thus providing a good test of
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the program’s ability to accommodate inter-channel offset and jitter. We had confidence
that the manuai decompositions were highly accurate, and therefore we expected the
comparison to provide a reasonabie approximation of the program’s accuracy.
Three heaithy subjects sat with the eibow braced at 160° of extension and made 20-s-
long constant isometric elbow flexions against resistance provided at the wrist by one of
the investigators. The level of contraction was chosen to produce singie-channel EMG
signais with 2 to $ active MUs, as judged by monitoring the signais on an oscilloscope.
Audio feedback was provided to help the subjects maintain a steady contraction. Force
was flot measured, but was estimated by the subjects to be between 5 and 20 % of max
imum. The study was approved by the Stanford University Committee on the Use of
Human Subjects in Research and each subject gave informed consent.
Signais were recorded simultaneously from 3 or 4 pairs of fine wire electrodes and a
needle electrode inserted at different locations along the proximodistal axis of the bra
chioradialis muscle. The wire electrodes (custom, Jan Electrode Suppiy, Giiroy, CA)
had 50 jim diameter and 0.5 mm of exposed conductor at the tip, with the wires in each
pair being offset by 2 mm. The needle electrodes (27 gauge disposabie monopolar nee
die, EMG Whoiesaie Suppiy, Miiford, OH) had about the same length of exposed con
ductor as the wires. The depth of each insertion was chosen to position the recording
surfaces at the center of the muscle cross section, as judged by the eiectromyographer.
The fine-wire insertion sites were separated along the muscle axis by 20 or 30 mm, and
the needle was inserted either between or beyond these sites. The distance between the
most proximal and most distai insertions ranged from 60 to 100 mm. Several contrac
tions were recorded per subject, with the wire electrodes remaining in place and the
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needie eiectrode being moved to a different location between contractions. The signais
were recorded in a monopolar fashion with respect to a surface electrode over the muscle
belly, resulting in a total of 6 to $ signais per contraction. The signais were ampiified
and filtered (5 Hz — 5 kHz) (Viking, Nicoiet Biomedicai, Madison, WI), and digitized at
a sampiing rate of 10kHz.
Analysis was conducted on 10 muiti-channel signais. These signais were digitaily high
pass fiitered using a 500 Hz first-order fiiter to flatten the signai baseiine and make the
MUAPs into narrower, more recognizable spikes. The filtered signais were decomposed
automatically usÏng the muiti-channel program. The signais were aiso decomposed man
uaiiy by an expert investigator using the EMGiab program. The investigator checked
two features to ensure the accuracy of the manuai decompositions: the energy left in the
residuai signal and the congruence of the MU firings. An error-free decomposition is
usually characterized by a flat residual and MU discharges that occur at regular inter
vais. The accuracy of each manuaiiy decomposed MU was estimated from its largest
SNR (peak amplitude divided by RMS signai amplitude) in any channel [$6j. For MUs
with a SNR greater than 2.5 the manual decomposition accuracy was estimated to be
98 % or better. For MUs with SNRs greater than 1.5, it was estimated to be 95 % or
better.
For each MU, the discharge pattern determined by the program was compared with the
pattern determined manuaiiy in the channei in which the expert considered the MU to
have been identified most accurately. Each discharge determined by the program was
counted as being correct if it was within one sampiing interval of a manuaily determined
discharge, i.e. within +0.1 ms for a 10kHz sampiing rate. Discrepancies of more than
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0.1 ms but less than 2.0 ms were counted as a single false negative, whule discrepancies
of more than 2.0 ms were counted as both a faïse negative and a false positive. A MU was
counted as being correctly detected by the program if at least 50 % of its discharges were
correctly identified. The program’s accuracy in identifying the MU was defined as the
difference between the number of correct discharges and the number of faïse positives,
divided by the total number of discharges determined manually. In this way the accuracy,
false positive rate, and false negative rate added up to 100 %. Although most of the MUs
discharged continuously, a few discharged during only part of a contraction. In order to
avoid difficulties in matching trains with too few discharges, the analysis was restricted
to MUs that discharged at least 50 times in the 20-s epocli.
5.5 Resuits
A total of 176 MUs with more than 50 discharges were detected manually, and 183
were detected by the program (Table 5.1). Each of these MUs discharged continuously
throughout its 20-s epoch except for 20 MUs that were recruited or derecruited during
the epoch. An additional 14 MUs discharged intermittently or were recruited late in the
epoch and were rejected for having fewer than 50 discharges. The number of MUs per
contraction ranged from 9 to 25. The mean firing rates varied from 7.6 to 14.5 Hz. The
durations of the multi-channel templates ranged from 4.7 ms to 32.0 ms, with the largest
conduction delay being about 20.0 ms. Fig. 5.2 ta) illustrates a typical decomposition
of a 7-channel recording over a 500-ms high-pass-filtered portion of the original signal.
The residual aftercompletion ofhe identification phase is shown in Fig. 5.2 (b): its small
RMS amplitude is a strong indication that most identifications were accurate. Fig. 5.2 (c)
shows the templates determined during the clustering phase.
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Clustering Identification
Recording MUs detected Accuracy
Auto I Manual Time (s) Mean ± SD (¾) lime t)
f Connriouj (t1e,I,atij
141 12 98.3 ± 2.4Al 9.9 32.5
f 72] (99.5]
20120 97.5±2.4P2 17.4 75.7(20] (97.7]
21 f21 96.2 ± 4.7A3 17.4 18.1(21] f99.0J
23122 97.0 ± 3.1A4 18.3 89.8
t221 f9tU)]
15115 97.0±3.061 13.5 38.1(15] (97.5]
62 20121 92.2 ± 12.615.8 121.2(79] 190.37
10l9 96.6±1.663 12.0 41.6(9] (99.5]
141 12 95.1 ± 10.6Cl 12.9 34.4(72] (99.4]
21 I 19 93.4 ± 10.5C2 16.9 100.6
t191 (97.8]
25 125 93.9 ± 7.4C3 18.9 126.2f24] (95.4]
Table 5.1: Summary of the decomposition results. In the Recording column, the labels
refer to the subjects (A, B or C) and the trial number (1—4). In the Clustering column,
the number in brackets refers to the motor units detected both by the expert and by the
program.
0f the 176 MUs detected manually, (14(65 %) had a SNR in at least one channel greater
than 2.5 and so were presumed to have been manually decomposed with an accuracy
greater than 98%. An additional 27 MUs (15%) had a SNR greater than 1.5 and were
therefore presurned to have been manually decomposed with an accuracy greater than
95%.
The program correctly detected 173 (98 %) of the manually detected MUs (Table 5.1).
In addition, it detected 10 MUs that had flot been found manually. The 13 discrepant
MUs were all difficult to decompose because of their intermittent firing, poor SNR in
most channels, andlor shape similarity to other MUs. In order to quantify the difficulty
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Figure 5.2: Typical decomposition resuits for a 7-channel recording. (a) Original record
ing after high-pass filtering. (b) Residual after completion of the identification phase. (c)
Template sets obtained after completion of the clustering phase. Same amplitude scale
for (a)—(c) (arbitrary units).
of decomposition, we devised a ment figure called the decomposability index (DI). The
DI of the kth MUAP in the ith channel was defined by the following formula:
where lïiki is the template of MUAP k in channel I, iïi1j the template most similar to lIikj
among the other templates in the same channel, ?M5 the RMS value of the entire sig
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(5.1)
nal in channel ï, and W the Euclidean norm. The DI measures the separation between
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tempiate ki and the tempiate nearest to it (or the baseline) considered as vectors in
hyperspace, normalized by the standard deviation of the noise component (interference
plus baseline noise) projected along their vector difference. The overali decomposability
of MU k was measured by the composite DI (CDI), defined as the norm of the individual
DIs. For exampie, the DIs of the MUAP templates in Fig. 5.1 ranged from 1.6 (c2) to
16.7 (c7) and the CDI was 22.0. Templates with DI values greater than 5 were usuaiiy
decomposed reiiabiy (e.g., tempiates #4—7 in Fig. 5.1). The 3 MUs missed by the pro-
gram had CDIs less than 5, which means that ail of their singie-channel DIs were less
than5.
The identification accuracy of the program was consistentiy good for ail the signais
(Table 5.1). Identification accuracy over the entire set of 173 common MUs ranged from
53 % to 100%. For 135 of the MUs (7$ %) the accuracy was greater than 95 %, and
for over haif it was greater than 9$ %. The accuracy was less than $0 % for only 7
MUs. The accuracy increased somewhat when a iooser toierance of +0.5 ms was used
[361, but for most of the MUs (132) the improvement was less than 1%. MUs with iow
accuracy usualiy had a low CDI as weii, but, as shown in Fig. 5.3 (a), some MUs with
low CDIs were nevertheless decomposed quite accurateiy. Identification errors were
predominantly false negatives. The rate of false positives was iess than 3 % for 164 MUs
(95 %). High false positive rates were seen in cases in which distinct MUs had similar
MUAP shapes in one channel and no high-DI tempiates in any of the other channeis to
heip teil them apart.
Table 5.1 aiso shows the time required for the ciustering and identification phases. It













Figure 5.3: Identification resuits for the individual motor units (MUs) from ail 10 record
ings. (a) Multi-channel accuracy with respect to the composite decomposability index.
(b) Multi-channel accuracy with respect to single-channel accuracy. In (a), asterisks in
dicate MUs for which the accuracy improved with multiple channel approach and circles
indicate MUs for which the accuracy decreased.
10 to 20s (with a Pentium IV 2.8 GHz desktop computer) and was proportional to MU
activity. For the identification phase, the execution time showed considerable variability
and once again seemed to be related to the amount of MU activity, with times ranging
from 30 s to just over 2 minutes.
We also decomposed each channel of each recording separately using a single-channel
version of the program in order to quantify the accuracy improvement brought about by
using multiple channels. The accuracy of the single-channel program was assessed for
each MU in the channel selected by the expert. Using multiple channels, the decompo
sition accuracy was better for 135 MUs (78 %) with a mean improvement of +6% white
it was the same for 15 MUs (9%), and was poorer for 21 MUs (12%) with a mean de
crease of —4 %. These differences are shown in Fig. 5.3 (b), with the asterisks indicating
0 10 20 30 40 50 50 60 70 80 90 100
Composite Decomposability Index (CDI) Single—Channel Accuracy (%)
97
MUs for which accuracy increased using multiple channeis and the circles indicating
MUs for which it decreased. It can be seen that most of the circles are along the diag
onal, indicating that most of the accuracy decreases were very small. Note that 2 MUs
detected with multi-channel decomposition could flot be detected using single-channel
decomposition.
5.6 Discussion
The validation results for the multi-channel program are on a par with those reported for
the Precision Decomposition system [94] and show that the program is suitable for multi
channel decomposition of reai intramuscular EMG recordings. Although the signais that
were analyzed had high SNRs and were collected in a controiled setting, they entailed
many of the difficuities ericountered ciinically, nameiy intra-MU shape variability, inter-
MU shape simiiarity, and MU recruitment and derecruitment. In addition, the recordings
had high ievels of activity, ranging from 10 to 25 simuitaneousiy firing MUs. While this
much activity was flot present in every channel, some of the singie-channel signais did
have 20 MUs above the noise level, and superimpositions of 5 or more MUAPs were
flot uncommon. Despite this complexity, the program was able to reliably detect and
accurateiy identify the majority of the MU discharges in a completely automatic fashion.
This made it a relatively easy job to achieve full decomposition by manually detecting
and correcting the remaining errors.
The accuracy of the program was estimated by comparison with manual decomposition.
Although we cannot be certain that the manual resuits were entirely correct, we are
confident that they approached 100 % accuracy for most of the MUs. Therefore we
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believe that the accuracy values estimated for the automatic program present a reasonable
approximation of the program’s true accuracy on this particular set of signais.
The additional information provided by the use of multi-channel recordings made MU
identification more accurate (Fig. 5.3 (b)). Due to the different geometrical configura
tions at the different recording sites, MUAPs that were difficuit to detect in one channel
could often be reliably identified in another. In addition, because of the different con
duction delays between the channels, MUAPs that overlapped in one channel were often
interference-free in another. Even MUs with a high DI could often be identified more ac
curateiy when information from another channel made it possible to peel off interference
caused by smaller MUAPs.
Multiple channels are beneficial when the additional views offer complementary but
consistent information. In this study, nearly ail the MUs that were seen reliably (DI>5)
in at least 2 separate channels were decomposed with 100 % accuracy. However, since
the two wires in each fine-wire pair were very close (2 mm), their signais often yielded
redundant information, i.e. templates with similar DIs and negligible inter-channel off
set (e.g., see Fig. 5.2 (c), c5-c6). Such redundant information could have been ignored
without compromising decomposition accuracy.
Multiple channels can be detrimental if they provide conflicting information. This can
occur when data in one channel incorrectly corroborates a false positive—or incorrectly
rules out a correct identification—made in another channel. To minimize the effect of
such errors, the program does flot allow smaller templates to contradict larger ones.
More precisely, templates whose DI is Ïess than one third of the highest DI of the same
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MU are flot allowed to initiate or prevent identifications. With this rule in place, adding
additional channels rarely caused a significant reduction in decomposition accuracy.
Decomposing multiple channels takes time. While the single-channel version of the pro-
gram can decompose moderately complex recordings (<12 MUs) faster than real time,
the multi-channel program takes 2 to 7 times real time. In the clustering phase, the
processing time is proportional to the number of channels since clustering and median
averaging (which typically accounts for 25 % of the total clustering time) are performed
separately in each channel. In the identification phase, the processing time is not directly
related to the number of channels since the program constantly switches between chan
nels as it matches the templates, rather than processing them separately. The most time
consuming part of the identification phase is trying to resolve complex superimpositions
of unknown constituents. The additional information provided by multiple channels al
lows many superimpositions to be resolved more quickly. On the other hand, the need
to accommodate inter-channel jitter imposes an additional computational expense. At
present, the multi-channel program is flot suitable for real-time applications, but it may
be quite suitable for applications in which the additional information and accuracy pro
vided by multiple signals outweigh the extra computational expense.
The program assumes that MUAP shapes do not change during the recording. This
assumption is valid for many short-term isometric contractions, especially when using
relatively non-selective electrodes, as evidenced by the good results obtained here. How
ever, such constancy cannot be expected in every signal, especially during longer or non
isometric contractions. To solve this problem, some decomposition methods explicitly
track MUAP shape changes over time [76, 134 j.
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The program also does flot specifically address the jitter between MUAP components
within a single channel. Inter-component jitter is a large source of MUAP shape van
ability in polyphasic MUAPs and MUAPs with satellite potentials. Fig. 5.4 shows an
example of a polyphasic MUAP with inter-componentjitter between its two main com
ponents. The traces in Fig. 5.4 (a) are aligned by the second component. Because of the
jitter, the first component of the averaged template is blurred [$71, and there are large
residuals when the template is peeled off from the individual segments (Fig. 5.4 (b)),
which can result in decomposition errors. To prevent this from happening, separate tem
plates should be formed for each component, with the requirement that they always occur
together within a certain range of offsets. Fig. 5.4 (c) shows the reduction of the energy
that would be obtained in the residual signal as a resuit of using 2 separate templates
instead of one single template to better match the polyphasic MUAP. The program does
allow adjustment of templates in different channels to accommodate inter-channel jitter,
and we are currently working on an algonithm to address intra-channel jitter as well.
In conclusion, we have presented a novel program for the decomposition of multi
channel recordings. The method is automatic, robust, accurate and relatively fast, ai
though it is not yet suitable for real-time applications. The program greatly reduces the
amount of human involvement required to achieve full decomposition. The program
is part of the EMGlab package freely available at http://emglab.stanford.edu. The 10
recordings used in the validation study and the expert manual annotations are also avail
able on that website.
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Figure 5.4: Inter-component jitter in a polyphasic MUAP. (a) Several occurrences of a
MUAP with two jittering components. (b) Residual after subtracting the template from









6.1 Atteinte des objectifs
L’information contenue dans les signaux EMG captés intramusculairement est une fe
nêtre ouverte sur les stratégies pouvant être mises en oeuvre par le SNC pour activer
les muscles. Pour analyser ces signaux, des systèmes de décomposition sont de plus en
plus utilisés. Dans l’abondante littérature sur ce sujet, on relève que les systèmes pro
posés présentent des lacunes comme la nécessité d’ajuster manuellement plusieurs para
mètres, l’incapacité de traiter les signaux en configuration multi-canaux, l’inefficacité de
la résolution de superpositions composées de plus de 3 PAUMs et le temps d’exécution
considérable. Vu ces contraintes, leur utilisation demeure souvent confinée au labora
toire qui les développe. Dans ce contexte, notre objectif a été d’élaborer un système de
décomposition robuste, performant et rapide de manière à ce qu’il puisse facilement être
adopté par d’autres laboratoires de recherche.
6.1.1 Robustesse
Le premier objectif spécifique stipulait que notre système devait être en mesure de trai
ter différents signaux sans que l’usager ne doive ajuster de paramètres. Cet objectif a
été atteint, car les signaux peuvent être analysés de façon automatique, indépendamment
de la configuration (simple- ou multi-canaux), de l’amplitude des PAUMs, du niveau de
bruit, du nombre d’UMs actives, etc. Toutes ces caractéristiques sont estimées à l’in-
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terne. L’usager n’a à intervenir que pour indiquer la fréquence d’échantillonnage, un
paramètre qui ne peut d’aucune façon être déterminé à partir du signal. Toutefois, si
l’usager le désire, il peut également indiquer les gabarits et ainsi court-circuiter le mo
dule d’extraction de gabarits (segmentation, extraction d’attributs et catégorisation) pour
passer directement au module d’identification de PAUMs (classification et résolution de
superpositions) comme le voulait une des exigences spécifiques de ce projet.
La robustesse du système est imputable aux diverses stratégies itératives adoptées lors
de chacune des étapes de décomposition. Au niveau de la segmentation, la détermination
du seuil d’amplitude se fait en deux temps. Une segmentation préliminaire est d’abord
réalisée en utilisant comme seuil la valeur moyenne du signal rectifié. Le niveau de bruit
est ensuite déterminé en calculant la moyenne des échantillons qui ne font pas partie des
segments actifs. Cette approche garantit que l’estimation du niveau de bruit sera fiable et
qu’elle ne sera pas biaisée envers les PAUMs de grande amplitude, comme c’est le cas
pour les méthodes directes basées sur la moyenne, la valeur RMS ou l’amplitude maxi
male. Ensuite, la segmentation comme telle s’effectue à l’aide de deux seuils : un seuil
fixé à 3 fois le niveau de bruit qui permet de délimiter les PAUMs de grande amplitude et
un autre égal au niveau de bruit qui permet de détecter les PAUMs de faible amplitude.
Mentionnons toutefois que les PAUMs de faible amplitude demeurent difficiles à détec
ter. Pour les signaux où la disparité entre PAUMs est grande, cette approche multi-seuils
est plus robuste et donne de meilleurs résultats qu’une approche à seuil unique.
Au niveau de la catégorisation, le processus se fait également en deux temps. D’abord,
à l’aide d’arbres squelettiques menant à une catégorisation très rapide des PAUMs sem
blables. Pour les PAUMs polyphasiques, où le grand nombre d’extrema confère à la mé
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thode un pouvoir de discrimination accru, la catégorisation est souvent optimale, c’est-à-
dire qu’à chaque UM active correspond une et une seule catégorie. Toutefois, la fiabilité
diminue en présence de PAUMs bi- ou triphasiques lorsque, par surcroît, l’amplitude
dépasse à peine le niveau de bruit. Dans ces cas, les arbres squelettiques sont grossiers
et mènent parfois à une catégorisation sous-optimale, c’est-à-dire où l’on retroitve des
catégories inhomogènes, manquantes ou dupliquées. C’est pourquoi les PAUMs cor
respondant aux arbres squelettiques catégorisés sont comparés entre eux à l’aide de la
pseudo-corrélafion comme mesure de similarité, ce qui permet au besoin de scinder et/ou
fusionner des catégories afin d’en assurer l’homogénéité et l’unicité. Cette approche en
deux temps est robuste aux erreurs de catégorisation.
Au niveau de la classification et de la résolution de superpositions, ces étapes sont ap
pliquées à maintes reprises en utilisant chaque fois un seuil de similarité qui décroît de
manière monotone. D’abord, tous les PAUMs du signal dont la comparaison avec leur
gabarit affiche un indice de PsC supérieur à 0.8 sont identifiés et retirés du signal. Il s’agit
d’une valeur stricte qui rend peu probable les situations où deux PAUMs correspondant
à des UM distinctes seraient confondus. Le seuil de similarité est ensuite réduit par dé
crément de 0.1 jusqu’à environ 0.3 grâce aux identifications que l’on qualifie de fiables
et qui assistent dans l’identification des PAUMs à la forme plus ambigu. En effet, lors
qu’une UM décharge de façon régulière, on peut prédire à peu près où apparaissent ses
PAUMs et ainsi les identifier avec un haut degré de confiance même si l’indice de PsC est
relativement faible. À l’opposé, on peut également exclure d’emblée certaines régions
du signal où les PAUMs d’UMs données ne sont pas attendus, même lorsque l’indice de
PsC est plus ou moins élevé. Le fait d’itérer plusieurs fois en réduisant le seuil de façon
aussi progressive évite de se compromettre trop rapidement et permet d’atteindre une
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haute performance même dans le cas ou les PAUMs affichent une certaine variabilité de
forme.
6.1.2 Performance
Le deuxième objectif spécifique stipulait qu’il fallait maintenir un taux d’identification
élevé pour des signaux de complexité moyenne, c’est-à-dire où la densité ne dépasse pas
120 PAUMs/s. Cet objectif a également été atteint. En configuration simple canal, des
signaux dont la densité pouvait dépasser 150 PAUMs/s ont été décomposés avec un taux
d’identification supérieur à 90 %, tandis que des signaux de densité pouvant atteindre
environ 300 PAUMs/s ont également pu être décomposés à 90 % en configuration multi
canaux. Mentionnons qu’en dépit du fait que les mesures de temps d’arrivée (fiditcial
marker) correspondaient ici au pic d’amplitude maximale, ce choix est arbitraire et n’a
aucune influence sur le calcul de performances. En effet, le temps d’arrivée peut être
choisi autrement, pourvu qu’il demeure inchangé pour un PAUM donné. Ainsi, lorsque
les mesures de temps d’arrivée produites par notre système diffèrent de celles dispo
nibles dans d’autres banques de données, il suffit de ternir compte de la valeur constante
de décalage (offset) avant de produire les taux d’identification. De plus, la précision tem
porelle obtenue a toujours été fixée à ±1 échantillon, de sorte que les identifications où
la mesure de temps d’arrivée diffèrait de plus d’un échantillon par rapport à l’étalon or
étaient considérées comme des erreurs.
L’atteinte de cet objectif est principalement due au choix de la PsC comme mesure de
similarité. La PsC s’est avérée être plus spécifique que la distance Euclidienne en ce
qu’elle donne lieu à moins de faux positifs. Cette spécificité accrue a eu un effet positif
sur plusieurs des étapes de décomposition. Au niveau de la catégorisation, la PsC permet
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de fusionner et de scinder les catégories problématiques de PAUMs obtenues suite à
la catégorisation rapide mais parfois grossière basée sur les arbres squelettiques. Il est
primordial d’avoir une catégorisation sans erreur, autrement les répercussions peuvent
être néfastes pour les étapes de classification et de résolution de superpositions. En effet,
lorsque les gabarits obtenus sont distordus du fait qu’ils sont générés à partir de PAUMs
correspondants à des UMs distinctes, la procédure d’appariement de gabarits peut donner
lieu à plusieurs faux négatifs et faux positifs. De plus, lorsque certaines UMs n’ont pas
de gabarit, du fait qu’elles n’ont pas été détectées ou que leurs PAUMs ont été fusionnés
à tort aux PAUMs d’une autre UM, plusieurs superpositions ne peuvent être résolues.
Même dans le cas d’une catégorisation sans erreur, le choix de la PsC est préférable pour
l’étape de classification. La bonne spécificité de la PsC permet de limiter le nombre de
faux positifs. C’est ce type d’erreur qu’il faut éviter puisque les faux positifs sont diffi
ciles à corriger, tandis que les faux négatifs peuvent être corrigés facilement lors d’une
itération successive ou, le cas échéant, par un usager. La PsC repose sur le maintien
d’une amplitude semblable entre un signal et un gabarit, ce que l’on recherche précisé
ment dans cette application. Puisque les PAUMs ont souvent des formes similaires (bi
ou triphasique), il ne serait pas souhaitable de faire abstraction des différences d’ampli
tude entre formes d’onde, comme c’est le cas pour la corrélation standard qui donne lieu
à plusieurs erreurs d’identification.
En plus de la PsC, les hauts taux d’identification obtenus sont imputables à la méthode
de résolution de superpositions préconisée. Du recensement que nous avons fait des sys
tèmes de décomposition dans la littérature, c’est la première fois que des superpositions
sont résolues en vérifiant l’apport de chaque PAUM en soustrayant tour à tour différents
107
sous-ensembles de gabarits. D’ordinaire, les comparaisons avec la superposition s’ef
fectuent plutôt en bloc par rapport à la forme d’onde résultant de l’addition de tous les
gabarits, une méthode simple et rapide mais sujette à des erreurs. En effet, il peut arri
ver, surtout en présence d’interférence destructive, que l’insertion de PAUMs contribue à
faire diminuer l’erreur, même si ces PAUMs ne font clairement pas partie de la superpo
sition [$31. Or, la méthode préconisée par notre système est robuste à de telles situations,
ce qui explique comment des superpositions complexes composées de jusqu’à 6 PAUMs
et pour lesquelles l’identité des PAUMs est inconnue peuvent être résolues avec un haut
taux de succès.
6.1.3 Vitesse
Le troisième et dernier objectif spécifique visait à décomposer les signaux de densité
pouvant aller jusqu’à 120 PAUMs/s en un temps inférieur à leur durée. Cet objectif a
également été atteint, mais seulement pour la configuration simple canal. Pour ce faire,
nous avons dû limiter l’utilisation de l’AG dans la résolution des superpositions, une mé
thode robuste mais très lente. Avec la puissance des processeurs disponibles au moment
d’écrire cette thèse (Pentium IV 3.4GHz), un signal typique de lOs nécessitait moins
de 5 s pour être décomposé. L’objectif de vitesse n’a toutefois pas été atteint dans le cas
multi-canaux lorsque le nombre de canaux est élevé (>3). Il faut noter que les signaux
multi-canaux traités au chapitre 5 avaient une très haute densité (>200 PAUMs/s) et
qu’ils ont quand même été décomposés en un temps inférieur à la durée équivalente des
signaux individuels mis bout à bout. La rapidité avec laquelle les résultats de décomposi
tion sont obtenus pour des signaux complexes représente l’un des principaux attraits du
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système puisque d’ordinaire plusieurs secondes voire minutes d’analyse sont nécessaires
pour chaque seconde de signal.
La vitesse d’exécution est le résultat d’une attention particulière portée à la réduction
de calculs redondants. Pour l’étape de résolution de superpositions, tous les alignements
infructueux sont mis en mémoire de façon à ne pas être tentés à nouveau lors d’itéra
tions successives. Le système a donc des exigences élevées en terme de mémoire, mais
en contrepartie, cette stratégie de mémorisation se traduit par des économies de temps
substantielles. Une autre mesure simple que nous avons adoptée consiste à concentrer
les recherches par rapport aux extrema du signal. Ainsi, même en cas d’une fréquence
d’échantillonnage élevée, le nombre de tentatives d’alignement demeure relativement
faible. Cette stratégie est encore plus efficace lorsque le signal est préalablement filtré
passe-haut, ce qui a pour effet de faire ressortir les extrema davantage [$41. En outre, un
tel filtrage réduit la durée effective des PAUMs et réduit donc le nombre de superposi
tions à résoudre.
Une autre stratégie ayant contribué à une baisse du temps d’exécution est l’utilisation
d’arbres squelettiques pour la catégorisation. Puisque les arbres sont construits unique
ment à partir d’extrema locaux, les objets à catégoriser sont de très petite taille. Ainsi,
même en présence de plusieurs centaines d’objets, une telle catégorisation ne nécessite
qu’une fraction de seconde. En dépit du fait que les arbres squelettiques sont parfois
grossiers et qu’ils requièrent dans un deuxième temps la vérification de l’homogénéité
et l’unicité des catégories de PAUMs, l’algorithme de catégorisation est rapide.
Toutes les routines ont été écrites en Matlab, un langage de haut niveau reconnu pour sa
facilité de programmation mais également pour sa lenteur d’exécution, à l’exception de
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quatre sous-routines cruciales que nous avons réécrites en C afin d’augmenter la vitesse.
Pour chacune de ces sous-routines, le fait de passer de Matlab à C se traduit par un gain
de vitesse variant d’un facteur 5 à 10, même si le temps d’exécution global diminue
seulement d’environ 75 %. Pour réduire le temps d’exécution encore plus, il faudrait
compiler le code Matlab en entier ou, mieux encore, le recoder entièrement en C. On
pourrait s’attendre à des gains de vitesse allant jusqu’à un facteur 10.
6.2 Vérification des hypothèses
La première hypothèse stipulait l’utilisation d’arbres squelettiques permet de catégori
ser les PAUMs de façon fiable à partir de seulement 3 attributs I) la séquences de
phases, 2) d’amplitudes et 3) de décalages relatifs des extrema locaux. Or, cette hypo
thèse n’a été vérifiée qu’en partie. Cette méthode est particulièrement efficace lorsqu’il
s’agit d’écarter rapidement les nombreuses formes d’onde atypiques correspondant aux
superpositions et qui ne se répètent pas dans le signal. Toutefois, pour ce qui est des
PAUMs récurrents, une catégorisation basée uniquement sur des arbres squelettiques
s’avère parfois sous-optimale, une situation qui se produit surtout dans le cas de formes
d’onde bi- ou triphasiques de faible amplitude, pour lesquelles le pouvoir de discrimi
nation de la méthode est limité en raison du faible nombre d’extrema disponibles. À
l’opposé, les PAUMs polyphasiques et/ou de grande amplitude sont généralement ca
tégorisés de façon fiable. Afin d’obtenir une catégorisation optimale à coup sûr, il faut
fusionner et/ou scinder les catégories obtenues en comparant tour à tour à l’aide de la
pseudo-corrélation les PAUMs retenus comme étant authentiques. C’est cette approche
jumelée qui a été préconisée ici. Ainsi, les arbres squelettiques, dont la création néces
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site l’extraction de seulement 3 attributs, accomplissent certes un excellent travail de
défrichage, mais ne suffisent pas à eux seuls à parvenir à une catégorisation optimale.
La deuxième hypothèse stipulait que la PsC mène à un taux d’identification de PAUMs
supérieur à ce qu’on obtiendrait à partir de la distance Euclidienne. Cette hypothèse a
pu être vérifiée à en testant séparément chaque figure de mérite sur différents signaux
EMG. À tout coup, une classification effectuée à l’aide de la PsC affichait moins de faux
positifs. Il est donc possible d’affirmer que la PsC est plus spécifique que la distance
Euclidienne. Quant à la sensibilité, ces deux figures de mérite sont comparables. En
certaines occasions, la PsC peut être moins sensible, en ce qu’elle donne lieu à un peu
plus de faux négatifs. La baisse de sensibilité est plus marquée dans le cas de PAUMs de
faible amplitude en présence de beaucoup de bruit. Cette situation s’explique par le fait
que la PsC pénalise sévèrement les moindres disparités au niveau de la phase entre deux
formes d’onde. Toutefois, pour les PAUMs de grande amplitude, la PsC est équivalente
à la distance Euclidienne en terme de sensibilité. Toutefois, comme les faux positifs ont
une incidence plus marquante que les faux négatifs sur le taux d’identification global, on
peut conclure que l’hypothèse d’un taux d’identification supérieur à l’aide de la PsC est
vérifiée.
6.3 Comparaison avec d’autres systèmes
Il est difficile de comparer rigoureusement les divers systèmes de décomposition. En ef
fet, les performances en terme de taux d’identification et de temps d’exécution dépendent
largement des signaux analysés. Bien qu’il existe des méthodes standards d’évaluation
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[36], ces dernières ne sont pas encore utilisées. Les comparaisons entre systèmes peuvent
alors être trompeuses et sont à prendre à la légère.
La complexité d’un signal est souvent quantifiée, à tort, en fonction du niveau de contrac
tion musculaire. Or, pour un niveau de contraction de 5 % CMV, certains signaux peuvent
renfermer 2 ou 3 UMs actives tandis que de signaux ont une activité tellement dense
qu’ils ne sont pas décomposables (voir Fig. 6.1). On ne peut non plus quantifier la com
plexité d’un signal en indiquant simplement le nombre d’UMs actives sans mentionner
leurs fréquences de décharge. C’est qu’un signal où 10 UMs déchargent à une fréquence
moyenne de $ Hz est plus facile à décomposer qu’un signal renfermant autant d’UMs
qui déchargent à 12Hz en raison du nombre plus élevé de superpositions. Il est donc
préférable de quantifier la complexité d’un signal en terme de densité de PAUMs/s, une
initiative du groupe de Waterloo [1061 à laquelle encore peu de chercheurs souscrivent.
Malgré tout, plusieurs autres facteurs peuvent intervenir, notamment le niveau de bruit,
la variabilité de forme au sein d’une même UM et la similitude de formes entre PAUMs
d’UMs distinctes. C’est donc dire qu’on ne peut comparer rigoureusement deux sys
tèmes à moins de ne disposer de signaux tout à fait identiques.
Un système très en vue dans le domaine et qui a même des visées commerciales est
celui du NeuroMuscular Research Center de Boston. Si l’on se limite à des comparai
sons qualitatives, on remarque une différence majeure entre leur système et le nôtre. Le
système de Boston utilise une configuration fixe à 3 canaux qui a été développée pour
satisfaire les besoins précis de leur électrode personnalisée (custoin) de type «quadrifi
lar» [24] où, sur une même aiguille, on retrouve 4 petites surfaces d’enregistrement. En
comparaison, notre système est en mesure de traiter plusieurs configurations: simple ca
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nal, multi-canaux simple site (électrode «quadrifilar») et multi-canaux multi-sites (voir
chapitre 5). Une autre différence importante est le fait que leur système a la capacité
de s’adapter aux changements temporels des PAUMs, tandis que notre système n’a pas
cette capacité puisqu’il a été conçu pour des enregistrements stationnaires. Autrement,
les performances semblent comparables. En effet, selon leurs plus récentes publications
ayant trait à la décomposition de signaux EMG intramusculaires, les taux d’identifica
tion rapportés varient de 90% à 9$ % pour des signaux renfermant l’activité de jusqu’à
$ UMs [94—96]. Pour des signaux renfermant aussi peu d’UMs actives, notre système
affiche généralement des performances comparables, mais encore une fois il est difficile
de juger des performances de façon objective puisque nous ne disposons pas de leurs
signaux utilisés pour la validation.
Grâce à une collaboration avec l’Université Stanford, nous avons pu comparer objecti
vement notre système au leur, ADEMG [$4], qui est l’un des plus cités dans la littérature
en raison de ses performances et sa capacité de détecter des PAUMs de faible amplitude.
Dans la banque de signaux disponibles sur leur site, nous avons utilisé 5 EMG captés
sur des sujets sains pour lesquelles les annotations étaient complètes : R00501, R00502,
R00504, R00506 et R00507. Ces sigles réfèrent à la désignation unique de chaque si
gnal dans la banque de données. Les signaux s’étendent sur 20s et leurs caractéristiques
sont présentées au tableau 6.1. Ils ont été décomposés par un expert électromyographe
et les résultats de la décomposition manuelle font office d’étalon or auquel les résul
tats des deux systèmes sont comparés. Les comparaisons ont été effectuées sur la même
machine, un Pentium IV 2.8 GHz. Le tableau 6.11 présente les résultats obtenus en fonc
tion du nombre d’UMs détectées (#UM), du taux d’identification (ID), du taux de faux
positifs (fP), du taux de faux négatifs (FN) et du temps d’exécution (t).
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Tableau 6.1 — Caractéristiques des signaux réels utilisés pour la comparaison entre sys
tèmes. Le sigle associé à chaque signal correspond à sa désignation dans la banque de
données.
Pour les deux systèmes, le nombre d’UMs extraites est le même à l’exception du signal
R0050 1, où notre système en détecte une de plus. Mentionnons que les signaux R00504
et R00506 renfermaient plusieurs UMs dont l’amplitude des PAUMs dépassait à peine
le niveau de bruit et qui n’ont pas été détectées par aucun des deux systèmes. Autre
ment, les deux systèmes détectent de façon fiable les PAUMs de grande amplitude. Pour
ce qui est du taux d’identification, notre système obtient de meilleurs résultats partout
sauf au signal R00504 où les deux systèmes obtiennent 93 %. ADEMG a un léger avan
tage au niveau du taux de faux positifs pour les signaux R00504 et R00506, tandis que
notre système affiche moins de faux négatifs pour tous les signaux. Enfin, notre système
surclasse ADEMG en terme de vitesse, alors qu’en moyenne le temps d’exécution est
10 fois moindre. Mentionnons toutefois qu’ADEMG n’est pas optimisé pour la vitesse,
qu’il est écrit entièrement en Matlab sans aucune sous-routine en C et qu’il est lié à
l’interface EMG1ab, ce qui en ralentit l’exécution.
114
ADEMG notre système
ID FP EN t ID FP EN tSignal #UM f%) (¾) (%) (s) #urvl (¾) (%) (%) (s)
RDO5D1 8 80 0 20 36 9 94 0 6 4
R00502 11 87 0 13 42 11 97 0 3 5
R00504 8 93 0 7 27 8 93 1 6 3
R00506 11 78 0 22 51 11 90 2 8 4
R00508 11 76 0 24 55 11 98 0 2 4
Tableau 6.11— Comparaison de performances avec ADEMG et notre système pour les si
gnaux dont les caractéristiques se retrouvent au tableau 6.1 (fractions arrondies à l’entier
le plus près).
6.4 Limites
Le système comporte quatre importantes limites que nous avons évoquées au passage
et que nous explicitons dans cette section. Ces mêmes limites ont été constatées pour
les signaux provenant de diverses banques de données, provenant de laboratoires ou du
milieu clinique. La majorité des signaux provenant du milieu clinique que nous avons
analysés sont disponibles sur le site de l’Université Stanford (Database of dflnicaÏ si
gnais). Ces signaux ont été acquis sur une trentaine de sujets sains et malades et dans
différents muscles (biceps brachii, triceps brachii, tibiatis anterioi vastus tateratis, vas-
tus ,nediaÏis, deÏtoidus, etc.). Ainsi, nous estimons avoir mis notre système à l’épreuve
avec une nombre suffisant de données réelles. Toutefois, comme seulement environ 30
des centaines de signaux réels testés étaient annotés par un expert électromyographe,
il faut préciser que le système n’a pas été validé de façon objective avec un nombre
suffisant de signaux réels.
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La première limite qui compromet le bon fonctionnement du système est lorsque la ligne
de base (baseline) ne se situe pas autour de zéro. Cette situation crée des problèmes au
niveau de la segmentation et a des répercussions néfastes sur l’ensemble des étapes de
décomposition. Toutefois, il s’agit d’une limite facile à contourner puisqu’il suffit de
filtrer les signaux passe-haut afin d’en éliminer les composantes basse fréquence.
La deuxième limite est la densité des signaux. Bien qu’il n’y ait pas de seuil comme
tel pour la densité maximale permise de PAUMs, on doit retrouver un nombre suffisant
de PAUMs récurrents, sans quoi certaines UMs ne pourront être détectées à l’étape de
catégorisation. Selon notre expérience, pour les signaux acquis en configuration simple
canal où la densité dépasse 180 PAUMs/s (- 15 UMs à 12 Hz), la catégorisation sera
sous-optimale. La fig. 6.1 montre l’exemple d’un signal où le système ne pourrait pas
catégoriser les PAUMs de toutes les UMs présentes. Ce signal est tellement dense que la
majorité des segments actifs qui seraient obtenus suite à l’étape de segmentation serait
le résultat de superpositions de PAUMs et non des PAUMs authentiques. De plus, il
est difficile d’estimer le niveau de bruit étant donné l’activité constante dans le signal.
Mentionnons toutefois que lorsque les gabarits sont disponibles, par exemple s’ils sont
déterminés manuellement, même des signaux très denses comme celui de la fig. 6.1
peuvent être décomposés. Au chapitre 4, nous avons d’ailleurs fait l’exercice avec des
signaux où la densité atteignait 300 PAUMs/s et le taux d’identification dépassait 85 %.
La troisième limite est l’importante variabilité au niveau de la forme des PAUMs appar
tenant à une même UM. Un telle situation peut survenir en cas de mouvement graduel
des sites d’enregistrement lors de contractions de longue durée ou lorsque le vacillement
est important. Comme à chaque UM correspond un seul gabarit pour les étapes de clas
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Figure 6.1 — Signal réel obtenu à un faible niveau de contraction (5 % CMV) que le
système ne pourrait décomposer à moins de ne disposer des gabarits de PAUM.
sification et de résolution de superpositions, les identifications deviennent plus difficiles
à mesure que la forme des PAUMs s’éloigne de celle de leur gabarit respectif. Pour re
médier à cette situation, il faudrait pourvoir adapter de façon dynamique la forme des
gabarits [76, 1341 ou encore disposer de plusieurs gabarits par UM.
La quatrième limite est la similarité de forme entre PAUMs d’UMs distinctes. De tels
PAUMs sont difficiles à distinguer même pour un humain. Le seul moyen de distinguer
les PAUMs est à l’aide de leur patron de décharge respectif. Or, les UMs ne déchargent
pas toujours de façon régulière, surtout dans les cas pathologiques, et il serait donc risqué
de trop se fier aux patrons de décharge. C’est pourquoi le système utilise cette informa
tion avec précaution. De plus, si la similarité inter-UM est jumelée à une importante
variabilité intra-UM, les signaux deviennent à toutes fins pratiques intraitables même
pour un expert.
Dans ce projet, le niveau de contraction des signaux analysés ne dépassait jamais 30 %
CMV, mais nous ne croyons pas que cela constitue pour autant une limite à l’appli
cabilité du programme. Tel que mentionné plus tôt, selon la sélectivité des électrodes,
même des signaux acquis à des niveaux de contraction élevés (>50 % CMV) peuvent
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être relativement simples à décomposer. Pour être en mesure de nous prononcer quant
aux performances du système sur la plage de contractions )30, 1001 % CMV, il faudra
tester de tels signaux. Toutefois, si ces derniers sont filtrés, d’une densité moyenne, que
les PAUMs maintiennent une forme relativement constante et que les PAUMs d’UMs
distinctes sont différentiables, les performances obtenues devraient être semblables à ce
qui a été rapporté dans cette thèse.
Pour l’instant, le système ne peut être utilisé dans le but distinguer les PAUMs normaux
de ceux pathologiques en milieu clinique. Pour ce faire, il faudrait la collaboration étroite
de neurologues afin qu’ils nous indiquent les paramètres qu’ils utilisent pour prendre
ces décisions. Toutefois, comme le système extrait la forme des PAUMs récurrents, une
partie du travail est déjà accomplie et il suffira à l’avenir de construire un classificateur à
partir d’une grande banque de PAUMs tant normaux que pathologiques. Parallèlement,
le système n’a pas encore la capacité de détecter des fluctuations pathologiques de la
fréquence de décharge. Comme la décomposition fournit un patron de décharge complet
pour toutes les UMs, le potentiel d’obtenir cette information existe, mais d’autres travaux
sont également nécessaires.
6.5 EMG1ab
À l’origine, notre système a été conçu pour étudier, à l’Institut de génie biomédical
de l’Université de Montréal, le phénomène de modulation de la fréquence de décharge
d’UMs pour des signaux acquis lors de faibles contractions isométriques/isotoniques
du biceps brachial. Les résultats obtenus ayant été communiqués à des congrès scien
tifiques, des demandes nous ont été faites en vue d’obtenir copie du code pour usage
118
dans d’autres laboratoires (Université du Nouveau-Brunswick, Université de Navarre,
Université Stanford, École Polytechnique de Worcester).
Récemment, notre système a été intégré dans EMG1ab [$71, une interface graphique dé
veloppée à l’Université Stanford permettant de visualiser les résultats de décomposition.
Cette interface dispose de fonctionnalités conviviales qui permettent d’effectuer des mo
difications de manière interactive et de plusieurs boutons qui permettent d’accomplir
diverses tâches interactives. Un bouton nommé ‘G’ a par ailleurs été spécialement créé
pour accommoder notre AG pour la résolution de superposition complexes. Le bouton
‘G’ s’ajoute ainsi au bouton ‘R’ qui exécute l’algorithme de résolution de ADEMG.
EMGlab est une plate-forme idéale pour comparer les différents algorithmes de dé
composition de signaux EMG intramusculaires. Pour l’instant seuls notre système et
ADEMG y apparaissent, mais d’autres additions sont à prévoir. EMG1ab peut être té
léchargé gratuitement à l’adresse suivante : http ://emglab.stanford.edu. Cette initiative
contribuera sans doute au rayonnement de notre système et à sa diffusion de masse dans
plusieurs nouveaux laboratoires en plus de pouvoir servir de point de référence (bench
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La décomposition de signaux EMG est une application importante en électrophysiolo
gie, comme en font foi le nombre important de groupes de recherche qui oeuvrent dans
le domaine et l’abondance des publications sur ce sujet. À partir d’enregistrements in
tramusculaires, l’identification des PAUMs appartenant à une UM permet de connaître
son patron de décharge et ces informations peuvent aider au diagnostic de dysfonctions
neuromusculaires. Les systèmes de décomposition actuellement disponibles comportent
plusieurs défauts qui font que leur utilisation reste souvent confinée au laboratoire où
ils sont développés. Les principaux défauts relevés sont, entre autres, la nécessité pour
l’usager de modifier des paramètres d’un signal à l’autre, les faibles performances en
présence de signaux de complexité moyenne et la lenteur d’exécution.
Le système de décomposition que nous avons développé pallie la majorité de ces pro
blèmes. En effet, il est robuste, performant et rapide. Sa robustesse se manifeste par le fait
qu’aucune intervention de l’usager n’est nécessaire. L’usager, s’il le désire, a toutefois la
possibilité d’indiquer la forme des PAUMs recherchés. Le système privilégie plusieurs
stratégies itératives pour les étapes de décomposition et estime les caractéristiques im
portantes de chaque signal au lieu de s’en remettre à l’usage de seuils fixes qui peuvent
s’avérer être sous-optimaux dans plusieurs situations. Le système traite indifféremment
les signaux acquis en configuration simple- ou multi-canaux, ce qu’aucun autre système
décrit dans la littérature n’est en mesure de faire. Pour le cas de signaux multi-canaux,
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le système tient compte du vacillement, le décalage aléatoire que l’on retrouve au sein
des PAUMs correspondant à une même UM lorsque les sites de mesure sont éloignés les
uns des autres. Ce problème n’avait jamais été traité auparavant dans la littérature.
Au niveau de la performance, les signaux de complexité moyenne sont décomposés la
plupart du temps avec un taux d’identification supérieur à 90 %. Ceci s’applique autant
pour les signaux synthétiques que réels. Pour ces derniers, les résultats dépendent tou
tefois du degré de variabilité de forme au sein des PAUMs d’une même UM et de la si
militude entre PAUMs d’UMs distinctes. Ces deux situations constituent les principales
limites du système. Dans le cas usuel où la variabilité est faible et les PAUMs d’UMs dis
tinctes sont différentiables, les performances sont bonnes même pour des densités attei
gnant 150 PAUMs/s pour le cas simple canal et 300 PAUMs/s dans le cas multi-canaux.
Les multiples perspectives offertes par les divers canaux viennent alors contrebalancer
l’augmentation de la densité et facilitent l’identification des PAUMs. Lorsque la forme
des PAUMs est fournie par l’usager, la densité admissible en configuration simple canal
passe environ à 300 PAUMs/s. Dans la littérature, les densités les plus élevées qui sont
rapportées dépassent rarement 120 PAUMs/s. Le système peut décomposer les signaux
de très haute densité en raison de l’efficacité de la méthode de résolution de superposi
tions. Les superpositions partielles sont résolues par peeling séquentiel (peet-off), tandis
que celles qui sont plus complexes sont résolues à l’aide d’un algorithme génétique ju
melé à une méthode de descente de gradient. Ce dernier est capable de déterminer de
façon fiable l’identité des PAUMs impliqués de même que leur décalage relatif pour des
cas allant jusqu’à 6 PAUMs. Dans la littérature, ce même problème est résolu pour les
cas d’au plus 4 PAUMs. Étant donné que la complexité du problème croît de façon expo-
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nentielle par rapport au nombre de PAUMs considérés, le fait de passer de 4 à 6 PAUMs
représente une amélioration appréciable.
Au niveau de la vitesse, dans le cas simple canal, le système est en mesure de décompo
ser les signaux de complexité moyenne en un temps inférieur à la durée même du signal,
ce qui montre le potentiel du système pour des applications en ligne. Dans la littérature,
les systèmes nécessitent plusieurs secondes voire minutes d’analyse par seconde de si
gnal. Pour le cas multi-canaux, la décomposition est plus lente, mais le temps requis
est toujours inférieur à la durée totale des signaux pris individuellement. Le système est
écrit en Matlab et lorsqu’il sera réécrit en C, on s’attend à un gain de vitesse d’un facteur
10. Les applications en ligne seront alors à la portée du système, indépendamment du
nombre de canaux utilisés.
En plus du système lui-même et de l’algorithme génétique, ce projet a permis d’appor
ter des contributions originales au niveau méthodologique et qui sont responsables des
performances atteintes. D’abord, nous avons introduit la représentation des PAUMs par
arbres squelettiques, un mode de représentation symbolique qui avait fait ses preuves
dans le domaine de vérification de signatures manuscrites. Les arbres squelettiques con
duisent à une catégorisation très rapide des PAUMs semblables. En second lieu, nous
avons mis au point une nouvelle mesure de similarité, la pseudo-corrélation, un croise
ment entre la corrélation (PsC) et la norme Ll entre deux vecteurs. La PsC s’est avérée
être plus spécifique bien que légèrement moins sensible que la distance Euclidienne,
communément utilisée dans le domaine. Globalement, l’utilisation de la PsC donne lieu
à des taux d’identification de PAUMs plus élevés. Enfin, nous avons présenté une nou
velle façon d’évaluer les alignements de gabarits lors de la résolution de superpositions.
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Jusqu’ici les méthodes rapportées dans la littérature faisaient état de comparaisons glo
bales entre les superpositions et les formes d’onde reconstruites, une méthode vulnérable
aux faux positifs. Ici, nous évaluons tour à tour l’apport de chaque gabarit à la superpo
sition en soustrayant de la forme d’onde originale tous les autres gabarits impliqués, ce
qui en fait une méthode beaucoup plus spécifique.
Le système présenté est utilisé avec succès dans d’autres laboratoires. Il a également été
intégré à l’interface EMGlab développée à l’Université Stanford et disponible à l’adresse
suivante http ://emglab.stanford.edu. Cette nouvelle façon de partager les connaissances
devrait être profitable à l’ensemble de la communauté scientifique.
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