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Abstract
Modern graphical user interfaces (GUIs) are designed with able-bodied users
in mind. Operating these interfaces can be impossible for some users who
are unable to control the conventional mouse and keyboard. An eye tracking
system offers possibilities for independent use and improved quality of life via
dedicated interface tools especially tailored to the users’ needs (e.g., inter-
action, communication, e-mailing, web browsing and entertainment). Much
effort has been put towards robustness, accuracy and precision of modern
eye-tracking systems and there are many available on the market. Even
though gaze tracking technologies have undergone dramatic improvements
over the past years, the systems are still very imprecise. This thesis deals
with current challenges of monomodal gaze interaction and aims at improv-
ing access to technology and interface control for users who are limited to
the eyes only. Low-cost equipment in eye tracking contributes toward im-
proved affordability but potentially at the cost of introducing more noise in
the system due to the lower quality of hardware. This implies that methods
of dealing with noise and creative approaches towards getting the best out
of the data stream are most wanted. The work in this thesis presents three
contributions that may advance the use of low-cost monomodal gaze tracking
and research in the field:
- An assessment of a low-cost open-source gaze tracker and two eye track-
ing systems through an accuracy and precision test and a performance
evaluation.
- Development and evaluation of a novel innovative 3D typing system
with high tolerance to noise that is based on continuous panning and
zooming.
- Development and evaluation of novel selection tools that compensate
for noisy input during small-target selections in modern GUIs.
This thesis may be of particular interest for those working on the use of eye
trackers for gaze interaction and how to deal with reduced data quality. The
work in this thesis is accompanied by several software applications developed
for the research projects that can be freely downloaded from the eyeInteract
appstore1.
1<http://www.eyeinteract.com/>
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Part I
Introduction, Motivation &
Background
1

1
Introduction
In 1973 researchers at Xerox PARC invented the predecessor to the modern
interface that allowed for direct manipulation of a computer. Seven years
later, Merzouga Wilberts coined the term WIMP (Window, Icon, Menu,
Pointing device) interface, later GUI (Graphical User Interface) that en-
abled a pointing device and rendered objects to be manipulated directly
on the screen [145, 146]. Commands via the GUI are compiled into menus
and actions are performed through an input device such as a mouse. In
the personal computer, all the interactive elements are modeled through
the desktop metaphor, to produce a simulated environment. In comparison,
human-human interaction has a richer palette of interaction methods avail-
able. Consequently, several Human-Computer Interaction (HCI) research
initiatives explore new devices, interfaces and interaction methods in terms
of their applicability to human-computer interaction paradigms. One of sev-
eral challenges in exploring these new paradigms is dealing with noise from
an inaccurate input device. A recent example is the difficulties of controlling
a touch-screen mobile telephone while walking. The main example investi-
gated in this thesis is the noise from an eye tracking system that some people
with disabilities are constrained to in their interaction with computer based
technologies. This group are often reliant on computer-based systems for
everyday communication and work. Thus, any noise or error which limits
their control of gaze driven interfaces is essentially a barrier to their com-
munication with other people and their ability to work. Noisy input, in this
context, becomes a quality of life issue.
In computer science, the concept of noise is essentially a disturbance that
obscures the clarity of a signal with meaningless data. Noise is divided ac-
cording to the type, source and effect, and can be regarded as external noise
3
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which has its source in factors external to the receiver and internal noise
which has its source within the receiver itself. Examples of external noise in
gaze interaction include disturbing sunlight and physiological limitations of
the human eye. Examples of internal noise include inaccurate sensors and
poor eye and gaze estimation models. This thesis deals with noise in an HCI
context. Consequently, noise is defined as signal interference from either an
interaction-based, technological or physiological source.
1.1 Motivation
Interactive eye tracking systems provide the necessary technology to perform
computer interaction with the eyes only. Although the eyes are excellent
for pointing tasks they lack a reliable selection mechanism and often require
dedicated interfaces for viable performance. The main user group consists of
people with motor-disabilities and a significant proportion of potential users
do not have access to this technology due to the high costs of commercial
systems.
For the last two to three decades eye tracking has received a great deal of
attention within the area of HCI. A lot of the effort in the eye-tracking com-
munity has been directed towards improving the technology for users who
are suffering from motor disabilities and this particular group has a special
need for techniques to substitute the conventional computer mouse. For the
first time, users were able to communicate with their family and friends using
only gaze as the input.
Bolt [14] notes in 1981 that eyes could be used used as input. He wrote:
At the user/observer interface level, interactivity is extended to incorporate
where the user is looking, making the eye an output device [14, p. 118]. Some
have raised skepticism towards using the eyes as output [182]. Eyes may
be well suited for pointing, as stated by Bolt, but they are always ‘on’ and
the lack of a reliable activation mechanism may lead to the Midas Touch
problem. This relates to the story of the mythical figure of King Midas who
turned everything he touched into gold, including his own daughter. The
term was first used in the context of gaze interaction by Jacob [65] and refers
to an inspectional fixation being misinterpreted for a selection. The design
challenge here is to reliably distinguish between the user’s actions in terms
4
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of inspections and selections.
Another challenge to use gaze as input is the relatively low precision of gaze
selections in remote systems (i.e., where the eye cameras are not attached
to the user’s head). While it is possible to point with the traditional mouse
with pixel precision, most manufacturers of remote interactive eye tracking
systems can only provide an accuracy of 0.5◦ − 1◦1 at best, which approx-
imately translates to 20 − 40 pixels measured at a 50 cm distance to the
monitor. Figure 1.1 shows how difficult it is to control a standard interface
with this low accuracy. For instance, placing a cursor in a text string for
editing requires and accuracy as high as three pixels according to Drewes
[25]. It is very challenging to perform these kinds of tasks using gaze alone,
unless special tools are employed. A part of this thesis will be investigating
novel tools that can be used to improve the accuracy of gaze interaction.
0.5
1
40 px 20 px
Figure 1.1: Circles representing 0.5◦ and 1◦ taken from the reported accuracy of
different eye tracking systems. On top to these circles are placed well-known objects
taken from the Windows interface.
User Case: Danish Associate Professor in theoretical physics Arne Lykke
Larsen was in the age of 35 diagnosed with ALS. He has had the disease
for more than ten years, which has rendered him completely paralyzed apart
from a few facial expressions (e.g., moving an eyebrow) and eye movements.
Arne is the author of the book ‘Rather die of laughter than ALS - 99 truth-
ful stories of what it means to live with Amyotrophic Lateral Sclerosis’ [89].
1<http://www.cogain.org/wiki/Eye_Trackers>
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Arne is using his Tobii P10 system for several hours during a day. In 2009,
during a discussion about technology, software and the use of low-cost eye
tracking systems, Arne presented his views on his communication system:
“My cursor is drifting near the corners of the screen and it complicates acti-
vations a lot. Tobii does not think about interfacing Windows, rather, they
only think about their Tobii Communicator2.” In other words, even a profi-
cient user may have problems hitting targets with one of the most accurate
interactive systems on the market.
In gaze interaction, where the on-screen cursor is directed by the eyes, a com-
mon approach to dealing with spatial error is to use large on-screen buttons
and controls [23]. This approach limits the number of interactive elements
that can be presented on the screen. A part of this thesis will investigate a
novel interface paradigm that allows the user to navigate a dense informa-
tion space with eye movements only (i.e., panning and zooming for object
selection).
Gaze tracking systems enable people with severe motor disabilities to com-
municate using only their eyes. However, some cannot afford a commercial
system, which cost between $5,000 and $30,000. Hansen et al. [44] noted
how systems designed with low-cost off-the-shelf hardware would facilitate
access, lower the system costs, promote research within the field of eye track-
ing and promote the development of new interesting gaze-driven applications.
A COGAIN3 report by Jordansen et al. [76] estimates that about 0.6 mil-
lion people in Europe (corresponding to 0.082% of the population in 2005
numbers) could benefit from gaze interaction. Obviously, not every single
person of this group would choose eye tracking since there are various alter-
natives to the technology but as Majaranta [99, p. 32] states For many of
them, eye control is potentially the quickest, least tiring, and most reliable
form of access to technology - by far. Extrapolating the COGAIN estimation
to world population suggests that there could be more than 3 million poten-
tial users in Asia alone if the technology becomes inexpensive (See table 1.1).
2Tobii Communicator is a software platform that employs large gaze-enabled buttons.
3COGAIN (Communication by Gaze Interaction), is a 5 years project supported by
the European Commission’s IST 6th framework program that turned into an association
in 2009.
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Table 1.1: Approximate number of potential users that could benefit from gaze
interaction in the world (based on 2005 numbers, in millions). Source: Wikipedia
Continent Asia Africa Europe S. America N. America Oceania World
Total 3,937 921 729 557 335 34 6,512
Potential Users 3.23 0.76 0.6 0.45 0.27 0.03 5.34
The ITU Gaze Tracker is an inexpensive open-source gaze tracking software
that can be used with low-cost and off-the-shelf hardware, such as webcams
and video cameras. The software is able to track the pupil and one or two
corneal reflections produced by infrared light sources. The first version of the
system was introduced and evaluated in 2009 by San Agustin et al. [137].
Launching the ITU Gaze Tracker as an open-source system has resulted in
code, hardware and donations from people who are interested in promoting
the low-cost system and the technology in general. As of September 1. 2011,
the system has been downloaded more than 18,000 times by users all over
the world.
Working with low-cost equipment introduces some challenges. The quality
of the hardware is often significantly lower that the quality of high-end hard-
ware. For instance, an inexpensive camera (e.g., webcam) is often shipped
with relatively low resolution and a cheap lens that causes a reduction of the
image quality. Finally an inexpensive camera has lower temporal resolution
(i.e., frame rate) compared to commercial systems. Finally, the very broad
field of view of a standard camera makes tolerance to head movements low
since the effective image of the eye is very limited. All in all, this may have a
negative impact on accuracy and precision of gaze interaction. In this thesis,
there will be a performance comparison between a webcam-based version of
the ITU Gaze Tracker and two commercial systems. The question is whether
we can produce cheap systems which provide viable input for everyday tasks
and for everyday interfaces, using software solutions to hardware limitations.
1.2 Thesis Goals
The aim of the research presented in this thesis is to understand the inter-
action challenges that people are having when using gaze as mono-modal
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input. The first step towards understanding the range of challenges expe-
rienced by disabled users is a review of previous interface designs and an
evaluation of the accuracy of three gaze tracking systems. On this basis, I
will present novel gaze-zoom principles designed to address the noise chal-
lenge and a novel selection technique that allows to select small targets in a
standard GUI. It is my hope and ambition that my work will lead to a more
widespread use of gaze interaction among motor-disabled people, since the
new designs will work with an affordable low-resolution gaze tracking system.
This thesis mostly covers research for users who are motor challenged. The
thesis does not focus on eye-tracking hardware or the lower levels of pro-
cessing such as image analysis and gaze estimation techniques nor physical,
organizational and social circumstances of the individual user.
1.3 Research Question
The research question that will be addressed in this thesis is:
How to counter the inherent noise in gaze control of computers
by design of interface tools and applications.
The methods and approaches that will be used to address the research ques-
tion in this thesis are largely experimental. Experimental methods fall into
two broad categories: qualitative methods and quantitative methods. With
the exception of the qualitative case study presented in Section 6.1.2, all ex-
periments in this thesis are based on quantitative approaches. Although this
may not be common in computer science, this is appropriate in the field of
HCI.
1.4 Thesis Overview
This thesis is divided into 5 major parts and is outlined as follows:
• Part 1: Introduction, Motivation and Background
- Chapter 1: provides an introduction to the topic, the motivation
for the work, and the methodology used throughout the thesis.
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- Chapter 2: introduces the human eye and eye tracking technolo-
gies. What are the natural limitations of the human eye? Con-
temporary eye tracking techniques will be explained and issues
related to video-based eye tracking will be discussed.
• Part 2: Quality Factors in Interactive Eye Tracking
- Chapter 3: introduces the different factors that have an effect on
the quality of interactive eye-tracking systems based on the VOG
technique. This includes the limitations of the human eye, the cal-
ibration procedure and the different types of noise that contribute
to the systems’ spatial error. The path from eye movements to
gaze-aware application is explained along with a description of the
individual stages in the model.
- Chapter 4: introduces the ongoing discussion of a standardiza-
tion of eye tracking systems and reviews various performance mea-
sures of eye tracking systems presented in the literature. The
study presents a test of interactive eye trackers employing two
commercial systems and a webcam version of the ITU Gaze Tracker.
This study evaluates spatial error and target acquisition under the
Fitts’ law framework.
• Part 3: Gaze Interaction
- Chapter 5: presents a literature review of gaze based control of
a computer and more traditional means for interacting with an
interface.
- Chapter 6: presents augmentative and alternative communica-
tion in relation to eye tracking. A case study of a person with ALS
is used to illustrate why communication interfaces are so impor-
tant for users with special needs. Examples of eye typing systems
presented in the literature are discussed and classified according
to input method. Finally, a review of gaze-based typing systems
based on mono-modal input are presented and discussed.
• Part 4: Novel Zoom Strategies in Gaze Interaction
- Chapter 7: presents StarGazer, a novel zoom interface that is
controlled through continuous pointing gestures. StarGazer is a
9
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noise tolerant gaze-based interface for exploring graph-based data.
The layout of the interface was configured for a typing task and
three different experiments were employed in the evaluation: a
name typing task, a latency test, and a speed writing test.
- Chapter 8: presents gaze-based tools to accommodate for the
limited accuracy of eye trackers. This chapter presents two studies
consisting of a total of three experiments. The first two experi-
ments evaluate a novel tool based on continuous zooming in two
different interfaces where the location of the selectable objects are
known and unknown. A third proof-of-concept experiment com-
pares an optimized version of the tool to the existing tools and
was found to be the most accurate gaze-based technique for small
target selection.
• Part 5: Conclusion & Future Work
- Chapter 9: is the chapter in which the overall conclusions from
the experimental design carried out throughout this thesis are
drawn. Furthermore, some reflections on future research within
the area of gaze-based interaction are presented.
- Chapter 10: is an epilogue that describes my research path and
publications list.
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Tracking the Human Eye
The lowest functional layer in eye tracking constitutes human eye movements.
In order to be able to do research in gaze interaction and gaze-controlled inter-
faces, a basic understanding of the human eye and its limitations is therefore
needed. Furthermore, techniques to track movements of the human eyes and
process the input signal are cornerstones in gaze interaction.
This chapter gives an overview of the anatomy of the eye and how this
light-sensitive organ absorbs light impulses from electromagnetic radiation
of charged materials. The characteristics of the human eye are presented
together with the different types of eye movements in a physiological setting.
The purpose is to explain the important and relevant aspects of human eye
in relation to eye tracking technologies in general. The latter part of the
chapter deals with different contemporary eye tracking techniques with focus
on video based eye tracking and initiatives from the open-source eye tracking
community.
2.1 The Eye
Evolution has over time turned the eye into an organ that carefully detects
and filters a small specter of electromagnetic energy into meaningful infor-
mation that can be interpreted by the brain. Six muscles, organized in three
pairs, give the eye three degrees of freedom. The different pairs of mus-
cles control horizontal movements, vertical movements and finally, rotational
movements around the direction of view. The muscles work together in order
to compensate for head movements guided by the equilibrium organ in the
inner ear.
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A schematic view of the eye is shown in Figure 2.1. Three parts of the
eye are visible from the outside: the white curved sclera, the black pupil,
and the colored iris. The cornea covers the pupil and the iris with a trans-
Iris
Lens
Pupil
Cornea
Macula
Fovea
Retina
IrisOptic nerve
Vitreous gel Sclera
Figure 2.1: Diagram of the human eye. Adapted from the National Eye Institute
<http://www.nei.nih.gov/>.
parent layer, which refracts light before it enters the eye. The opening at the
center of the iris is the pupil that regulates the amount of light that passes
through. The lens is a clear part of the eye behind the iris that helps focus
the rays of light onto the retina, which is the light-sensitive tissue lining on
the back on the eye. Photoreceptor cells convert the light into impulses that
are transmitted to the brain through the optic nerve. The photoreceptors
consist of two main groups of cells: the rods and cones. The rod cells pro-
vide monochromatic vision. They respond to varying brightness levels in the
environment. The cones are less sensitive to contrast and dim light but more
sensitive to color and rapid changes. Cone cells and rod cells are responsible
for daylight vision and cone cells are mainly placed on the macula; an area of
about 5◦ that is responsible for the central vision. Inside the macula area is
the fovea that is responsible for the sharpest vision and covers circular area
of about 1◦ - 2◦. Around 150,000 cones/mm2 together with a low number
of rods is located inside the fovea, and in contrast, only 20,000 cones/mm2
are located outside the fovea. This means that the visual field derived from
the cells outside the macula is of low resolution and can only assist in the
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Figure 2.2: Arrangement of the four Purkinje images. Adapted from the Fourward
Technologies, Inc. <http://www.fourward.com>.
perception of ambient motion [28]. Finally, signals from the photoreceptors
are carried through the optic nerve, consisting of more than a million nerve
fibers, from the retina to the brain (visual cortex).
The eye is not completely symmetric but a line connecting the different lenses
within the eye can be approximated. This line is called the optical axis or
line of gaze and should not be confused with the visual axis or line of sight.
The visual axis is the line that connects the object currently being inspect-
ing with the fovea. The angular offset between the visual and the optical
axis differs from subject to subject with average values of about 5◦ and 1.5◦
degrees, in the horizontal and vertical directions respectively. When the eye
is subjected to light it is refracted in the cornea and the lens but some of the
light will be reflected back in four different reflections, known as Purkinje
images (see Figure 2.2).
2.1.1 The Nature of the Eye
While awake, the eyes are constantly moving and they need to relate to the
vast amount of visual information surrounding us. The eyes always work syn-
chronously in order for humans to achieve image recognition, the eye needs a
stable projection on the retina. To keep the eyes on a target, the three pairs
of muscles compensate for head and body movements by moving the eyes in
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the inverse direction of the movement. This is known as the vestibulo-ocular
reflex. This reflex can be verified by keeping the head in a stable position
then the eye-gaze direction jumps in abrupt movements called saccades and
after these jumps the eyes rest for a short periods called fixations, which
represents the stable projection on the retina [18].
Eye movement data, as with all signal from biological processes, is inherently
noisy, as noted by Yarbus [180]. Even when subjects were asked to follow
the outlines of geometrical figures as smoothly as possible Yarbus discovered
here how eye movements could be viewed as a combination of fixations and
saccades (see Figure 2.3).
Figure 2.3: A subject is asked to follow the lines of the figures as smoothly as
possible (a) and the resulting gaze path (b). Reproduced after Yarbus [180].
2.1.2 Eye Movements
The eyes only move in a limited number of ways and those are fundamen-
tally the same for most people [87]. Saccades are ballistic movements that
cannot be interrupted nor changed. When a saccade occurs no information
is gathered for the visual system (saccadic suppression). During a saccade
the eye rotates at high velocity and for large amplitudes the peak velocity is
under certain circumstances able to exceed 700◦/s, making the saccades the
fastest movements produced by the human body [18]. Rommelse et al. [132]
list four different types of saccades:
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- Visually guided saccades where the eyes are moved towards a visual
onset or stimulus. Usually, this serves as a baseline when measuring
other types of saccades.
- Antisaccades where the eyes movements are moved in a direction
opposite to the side where a stimulus was presented.
- Memory guided saccades where the eyes move toward a point from
memory without any visual stimulus.
- Predictive saccades where the eyes are performing catch up saccades
while following a moving object, also known as smooth pursuit.
While measuring amplitude A and duration T for saccadic eye movements,
Carpenter [18] found a linear relationship between the two variables and
described this relationship as T = 2.2 ms/◦ ·A+ 21 ms. Although the model
does not incorporate forced changes of the muscles, it gives a good estimate
of the duration of the saccade. Later, Land and Tatler [87] formalized the
model into more general terms (see Equation 2.1). The time or duration
D of a saccade could be expressed as the minimum duration of saccade,
D0, plus the duration increase per degrees of amplitude, d multiplied with
the amplitude, A. Where the minimum duration falls somewhere between
20 to 30 ms and d is in the range of 2 to 3 ms per degree. Saccades last
approximately 30−120 ms and in between there are fixations, which typically
lasts approximately 200− 600 ms [67].
D = D0 + d · A (2.1)
Besides the traditional saccade there are four additional types of eye move-
ments: smooth pursuit, vestibulo-ocular reflex, vergence and optokinetic nys-
tagmus [128]. The movements of a smooth pursuit are slower than saccadic
eye movements and have a latency of about 120 ms. Smooth pursuit move-
ments are used after saccades to correct any positional errors between the
eye and the target, which explains why smooth pursuit movements can only
take place when tracking a visual object. As mentioned earlier, the vestibulo-
ocular reflex occurs when the head is rotating to maintain the eye position in
space. With help provided by inner ear sensors, the eyes perform a counter
rotation with respect to the head in order to maintain fixation on a target of
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interest. Vergence refers to a simultaneous movement of both eyes either with
a convergent and divergent rotation, to obtain or maintain binocular vision.
When inspecting a close-by object, the eyes are rotating towards each other,
known as convergence, while for objects farther away; the eyes are rotating
away from each other, known as divergence. The maximum diverge is until
the eyes are parallel when they point at infinity. Vergence movements are
triggered by a change of focus of objects. The final movement is optokinetic
nystagmus, which is an alternation between smooth pursuits and saccades.
The movement resembles a “sawtooth” and is best known from fixating on
different objects while sitting in a car or riding a train.
Fixations occur when information about the surroundings are gathered and
even when the eyes are fixating, they are still moving. Interestingly enough,
the magnitude of these fixational eye movements should be visible to the ob-
server himself but the brain filters the visual signal, rendering them invisible.
If eye movements are counteracted, the visual perception fades completely
as a result of neural adaption. In other words, this means that the details
obtained from a perfect fixation would fade from view [130]. Although this
effect sounds counterintuitive at first, it is common in sensory modalities.
For example, wearing shoes for 16 hours a day and wiggle the toes to notice
that the shoes are on. This is analog with releasing the eye from stabilization
and the visual perception reappears [104].
It has been known for a long time that the eyes are never at rest. Early
observations, such as Jurin, in 1738, “the trembling of the eye” and Hemholtz,
in 1860, “wandering of the gaze”, indicate that researchers had noticed these
micro movements during fixation [104]. In modern time, researchers have
agreed on three types of eye movements during fixations: tremor, drifts and
micro saccades [180, 18]. Martinez-Conde et al. [104] summarizes these
movements:
- Tremor, the smallest of all the eye movements with amplitude of about
the diameter of a cone in the fovea. Tremor is thought to operate
independently in the two eyes, which sets a physical lower boundary
for the visual system during stereovision.
- Drifts, the slow motion of the eye that occur during the epochs between
micro saccades. While drifting, the object being inspected can move
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across a dozen photoreceptors. Drifts seem to have a compensatory
role in keeping the vision accurate in the absence of micro saccades.
- Micro saccades, small and fast eye movements that occur during
fixation. The movements are about 25 ms in duration and are able to
move from across dozens to several hundred photoreceptors. One of the
roles of micro saccades is to correct displacements of the position of the
eye during drifts. That is, if the drifts take the fixation target away from
the fovea, micro saccades will bring the target back on the fovea. It has
been suggested that the mechanism generating the large saccades and
the micro saccades is the same due to a combined relationship between
the velocity and amplitude for the two [187].
Figure 2.4 shows the effect of these micro movements. Look at the central
black dot for about a minute, and then look at a white dot in an adjacent
square to experience the effect.
Figure 2.4: An example of a pattern to show fixational eye movements. In order
to experience it, look at the central black dot for about a minute, then look at
the white dot in the adjacent dark square. The dark after-image of the white line
pattern should be seen in constant motion attributed to fixational eye movements.
Reproduced after Verheijen [168].
Identifying Eye Movement
The analysis of fixations and saccades in gaze interaction require some form
of mechanism to identify fixations. That is, the translation from the raw
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eye movement data points to fixation locations and the saccades between
them. Fixation identification helps to reduce the size and the complexity
of the raw eye-movement protocol and presents the data in one logical list
of ordered elements that is useful for at least two reasons: one, little to no
visual processing happens during a saccade [37] and is often irrelevant for
most gaze-based applications, and two, the small eye movements that occur
during fixations (e.g., tremors, drifting, flicks) have little to no meaning at
higher levels of gaze interaction [22]. To put the record straight, it should be
noted that feature selection is by some eye-tracking experts known as event
detection. Although it may be desirable to reduce the feature space of the
raw data protocol only to include fixations, it can have a negative effect on
smooth pursuit detection, which have a direct relevance for gaze interaction,
and cannot be represented in the data as single x− y events. The drawback
of reducing data only to fixation data, even if only fixations are of interest,
is that the smooth pursuit movements will be reported as a series of small
fixations and saccades, or will be entirely removed, or will result in a massive,
long fixation being reported where none actually occurred.
Smooth pursuit detection is the ability to track any moving objects. As
mentioned the techniques to separate fixations from saccades are common in
gaze tracking systems. The detection of these movements requires a moving
stimulus and extends to the existing gaze movement detection algorithms.
The classification of smooth pursuit movements is a difficult task since the
spectrum of fixation- and smooth-pursuit velocities overlap. The physiolog-
ical limitations of the visual system are limited to a range between 1◦/s -
30◦/s while tracking objects with the human eye [131]. The smooth pursuit
movements can be divided into two parts: a motion and a saccadic compo-
nent. The motion component maintains the fovea stabilized on the moving
object and the saccadic component is used for minor corrections and repo-
sitioning the fovea on the moving target [135]. Robinson [131] defines the
following stages in a smooth pursuit movement: the initial smooth pursuit,
the correcting saccade that places the objects on the fovea and a final smooth
pursuit. This is all done to match the velocity of the moving target. The
visual system is able to track moving objects with the motion component
only if the target velocity is below a certain saturation velocity threshold.
Otherwise, if the target velocity is above the threshold the saccadic move-
ments occur.
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A poor identification algorithm may produce too many or too few fixations.
The identification algorithm can also be too sensitive to outliers (i.e., data
points that are deviating extremely from the mean). This was demonstrated
by Karsh and Breitenbach [78] who proved how different identification al-
gorithms on gaze data produced vastly different interpretations on the same
data protocol. Section 3.5 presents different real-time fixation detection tech-
niques based on spatial and temporal characteristics.
2.2 Eye Tracking
Knowing the gaze direction is essential for natural communication and for
interaction with computers. The following sections will present contempo-
rary technologies, thus, the historical methodologies on eye tracking and gaze
estimation will not be covered in detail in this thesis.
There are two main application areas in eye tracking: diagnostics and in-
teraction. Diagnostic applications gather information on eye movements for
research in many fields (e.g., psychology, health, marketing and usability).
In general, diagnostic eye tracking concerns cognition and attention of users
during specific tasks such as reading or driving a car. In diagnostics eye
tracking, the eye is solely used to direct information on eye movements. In
contrast, there are applications for interaction where the eyes are used both
as input and output device. The latter area will be covered in greater detail
throughout this thesis.
2.2.1 Contemporary Eye Tracking Techniques
Locating the direction of gaze successfully involves two operations: tracking
of the eyes, that measure features of the eye while moving in its orbit, and
gaze estimation that estimates eye gaze based on eye features. The con-
temporary techniques of eye tracking are usually divided into three main
categories: electro-oculography (EOG), contact lenses and video-oculography
(VOG).
EOG is a relatively invasive technique that measures the potential of the
retina with pairs of electrodes placed either on the left and right side of the
eye or above on below the eye (see Figure 2.5). Moving the eye from the
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Figure 2.5: A participant using an electro-oculography system. The electrodes are
placed in pairs around the users eyes (i.e. left - right and above - below). Curtesy
of MetroVision, Pérenchies, France <http://www.metrovision.fr>.
Figure 2.6: Scleral search coil lens mounted on the eye. Adapted from Murphy et
al. [119].
center position towards one electrode will generate a potential difference on
the retina between the closest electrode and the opposite electrode. If the
potential on the retina is constant, the EOG method can be a good measure
of eye position [28]. The big advantage of EOG is that users easily can use
contact lenses or glasses without any effect of performance. Furthermore, the
system allows for large head movements and is relatively inexpensive [135].
Contact Lenses are invasive, yet they the most accurate of the contem-
porary techniques. A small coil (known as a search coil) is embedded into a
contact lens that is fit over the sclera with a slight suction to avoid drifting
during eye movements (see Figure 2.6). An electro-magnetic field measures
the voltage induced in the search coils to estimate the users gaze with accu-
racy down to 0.08◦ [118]. From a usability perspective, the invasive lens and
the wires connecting the lens make the system uncomfortable and limit the
technique to laboratory research [135].
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(a) Remote MyTobii
P10 system.
(b) Head mounted Tobii Glasses.
Figure 2.7: The classification of gaze tracking systems can either be (a) remote
or (b) head mounted. Curtesy of Tobii Technologies <http://www.tobii.com>.
VOG employs camera technology that records the eye movements of the
user in order to extract features for the gaze-direction estimation (i.e., Point-
of-Regard in 2D or Line-of-Sight in 3D) [28]. A VOG system is the least
intrusive of the contemporary systems and is thus the best suited for inter-
active applications since the users in a remote setting do not have to wear
any gear and still allows for some head movement. VOG-based eye trackers
are very common in experimental HCI research and are also used throughout
this thesis.
A gaze tracking system can be classified as remote or head mounted. In
the remote setup the camera and light sources are placed away from the
user. The camera and the light sources can either be mounted on a stand
or placed around a monitor (see Figure 2.7). In the remote setup, most sys-
tems provide head-pose invariance as long as the users eyes are kept within
the field-of-view of the camera. For better performance, a chin rest can be
employed to fixate the head position during experiments. A head mounted
eye tracker has the light sources and the cameras built in to a helmet or a
pair of glasses thereby allowing for mobile interaction since the user is not
limited to sit in front of a fixed setup.
There are several means of detecting eye movements with the VOG method:
shape recognition based on geometric eye models can be constructed from
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(a) Bright pupil effect. (b) Dark pupil effect.
Figure 2.8: The typical techniques employing IR light sources in eye tracking are
(a) bright pupil effect and (b) dark pupil effect. Image source: Morimoto et al.
[116].
eye features [93], appearance-based methods that build a model of the eye in
real-time with a large set of training data, and finally, the hybrid methods
that combine the best features from the shape recognition and the appear-
ance features [42].
The use of infrared light (IR) is common in many eye-tracking systems for
a better and more robust tracking of eye features and gaze estimation. IR
light provides a stable illumination and the reflections can also be used to
generate reflections on the corneal surface, which is known as corneal reflec-
tions or glints. Two techniques are typically employed when using IR light
sources. They depend on the light placement in regard to the optical axis of
the camera. Placing light sources close to the optical axis of the camera (i.e.,
on-axis light) generates a bright pupil effect, similar to the red-eye effect that
occurs in standard photography with a flash. When light sources are placed
away from the optical axis of the camera (i.e., off-axis light) a dark pupil
effect occurs and the pupil appears darker (see Figure 2.8). Using IR lights
in eye tracking is not perfect since they have a low tolerance to reflections in
the eye region (e.g., contact lenses, glasses or sunlight) and this restricts the
systems to be used indoor.
A special case of eye detection is the Eye Contact Sensor (ECS) by Dickie
et al. [21]. The system employs the same parts that exist in a modern VOG
eye tracking system but is only used for attention detection. Basically, the
ECS is a simple sensor consisting of a camera surrounded by IR lamps to
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Figure 2.9: The Eyebox2 commercial eye contact system is capable of detecting
attention up to 10 meters away. Curtesy of xuuk <http://www.xuuk.com>
generate bright pupil effect. The ECS is capable of detecting user attention
by measuring corneal reflections of nearby passing persons. If a glint falls
inside the center of the pupil it is safe to assume that the given user looked
directly at the camera and thus paid attention. The inventors have devel-
oped a commercial spinoff called eyebox2 with a documented range up to 10
meters (see Figure 2.9). The main application area for such a device is to
track when and who is looking at screen ads or posters in a mall for example
or as an ubiquitous gaze switch.
2.2.2 Low-Cost Eye Tracking
Recently, there have been several open-source projects that aim at bringing
down the costs of eye tracking systems. Furthermore, it allows for modifica-
tions that are normally not possible because information is kept as intellectual
property by the manufacturers. For example, the EyeWriter21 is a low-cost
eye-tracking device that allows an artist who suffers from ALS to paint with
the eyes only. The system is head mounted and therefore not tolerant to
head movements. The system does not offer a rich palette of options to the
user except for painting. Development of the system has currently been in-
active for more than a year. In 2004, Babcock and Pelz [4] presented a head
mounted eye-tracker that uses two small cameras attached to a pair of safety
glasses (see Figure 2.10). Li et al. [92] extended their work and built a sim-
ilar system that worked in real time, called OpenEyes. Being headmounted,
1See: <http://www.eyewriter.org/>
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Figure 2.10: User wearing the head mounted low-cost eye tracker by Babcock and
Pelz [4]. Copyright J. Babcock. Used with permission.
both systems are affected by head movements and are thus not suitable for
use in combination with a desktop computer. Although the components used
in the systems described above are inexpensive, assembling the hardware re-
quires advanced knowledge of electronics. Zielinski’s Opengazer system [186],
based on a remote webcam, takes a simpler hardware approach. The gaze
estimation method is not tolerant to head movements, and therefore the user
needs to keep the head still after calibration. Sewell and Komogortsev [142]
developed a neural-network based eye tracker able to run on a personal com-
puter’s built-in webcam under normal lightning conditions (i.e., no infrared
light). The aim of their study was to employ eye tracking without any modi-
fications to the hardware. The five participants in the study complained that
even during fixations they felt a jumpy sensation of the marker, and that the
marker was unstable during use.
The ITU Gaze Tracker
The ITU Gaze Tracker is an inexpensive open-source gaze tracking software
that can be used with low-cost and off-the-shelf hardware such as webcams
and video cameras. The software tracks the pupil and one or two corneal
reflections produced by infrared light sources. The first version of the system
was introduced and evaluated by San Agustin et al. in [137].
The core functionality has been updated to offer support for remote tracking,
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Figure 2.11: Two different examples of user-driven projects that employ the ITU
Gaze Tracker. The first project focused on studying the male gaze in fashion design
(left) and the second project focuses on gaze attention during an in-vehicle study
(right) [140]. Copyright R. Dasgupta and N. Schneider. Used with permission.
wherein users do not have to place the camera close to their eyes. Thanks
to the open-source community, parts of the code base have been updated by
developers who are interested in improving the system. So far, the system
has been downloaded more than 19,000 times by users all over the world.
The ITU Gaze Tracker has been used by people in various projects. The sys-
tems has, for example, been employed in studies of the male gaze in fashion
studies2 and by Schneider et al. [140] for detecting drivers attention during
an in-vehicle study (see Figure 2.11). At Texas State University the system
has been used by the students for simple interaction applications such as pic-
ture browsers and at IT University of Copenhagen the system has been used
with the OGAMA3(Open Gaze And Mouse Analyzer) to conduct usability
studies.
2.3 Summary
This chapter has demonstrated how the human eye is working and estab-
lished how the eyes need to rest on a target (i.e., fixate) in order to gather
information for the visual system. The anatomical features of the human
2<http://www.rupadasgupta.com/>
3<http://www.ogama.net/>
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eye that have an effect on eye movements have been covered. The size of
the fovea (about 1◦ − 2◦) sets a lower standard for accuracy on eye tracking
systems. However, it is possible to obtain a better accuracy (< 0.5◦) since
accuracy is also decided by the precise position of the eye during calibration.
This thesis only focuses on the popular VOG technique and IR light sources.
Some of the problems related to the VOG technique are that the method has
low tolerance to large head movements, to natural light and to reflections in
the eye region.
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Quality Factors in Interactive Eye
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Interactive Eye Tracking
There are several factors that have an effect on the quality of the raw eye
data and the resulting accuracy of the calculated point-of-regard (PoR) (see
Figure 3.1). The following sections present the initial limitation of the eye,
the process of calibrating on a VOG system and the different types of noise
or error in data from a VOG system. Any measure of a biological system
will contain some error, and this error should be measured and characterized
in order to consider how to deal with it for optimal interaction experience.
The data flow from eye movements to application is described in two models
that motivate the data processing stages applied to the system input and the
consequences of these processing stages in terms of system latency. Finally,
eye movement detection is discussed with respect to system latency followed
by a presentation of real-time eye event detection algorithms.
3.1 Accuracy of The Eye
The manufacturers of commercial remote eye tracking systems often claim an
accuracy of 0.5◦ of vision and a higher resolution for standard remote VOG
systems is rarely reported above this level. Some high-end remote high-speed
systems based on the VOG technique combined with chin rests have accu-
racies of 0.1◦, since the accuracy is also based on the precise position of the
eye during calibration, but without head stabilization, or some mechanism of
tracking the head accurately in 3D space, 0.5◦ of vision seems to be the high-
est possible accuracy with current technology. Section 2.1 covered aspects of
the human eye such as the anatomy and the inherent noise from eye move-
ments during fixations (i.e., tremor, drift and micro saccades). The section
further discussed how photoreceptor cells inside the eye are not evenly dis-
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Figure 3.1: A typical setting with a user sitting in front of an interactive eye
tracker. Some of the factors that have an effect on the quality of the eye tracking
include various kind of noise and system latency [50]. Some concrete examples
could include: head-box size, hardware quality, inaccurate eye models, eye jitter,
reflections from glasses and proprietary software.
tributed with the largest amount of photoreceptor cells located on the fovea.
From Chapter 2 it became evident that the physiological constraint on the
spatial extent of high acuity vision is the size of the fovea, which covers a
central area of about 1◦ - 2◦ of vision. Essentially, this means that the fovea
sets the physiological lower limit for pointing with the eyes, since the eyes do
not have to reposition themselves when fixating on new targets within a 1◦
distance from the initial fixation. Although the projection does not fall on
the center of the fovea, information about the target can still be processed
within the parafoveal region since it is registered at high acuity and with
color within this extent.
Even if technological advances improve the accuracy of an eye tracking sys-
tem down to pixel-perfect precision, it is unlikely that it will have any prac-
tical consequences in an HCI task. Whereas basic research on the relation-
ship between the eye and the brain often requires measurement of very tiny
movements, in HCI, at least when pointing, these movements are not repre-
sentative of a change of intended target, but rather keep the target within
central vision, and so are less critical to interaction. The human fovea seems
to set the natural limitation for the eye accuracy during pointing. Drewes
[25] notes how this is analog to finger pointing where the natural pointing
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precision is given by the size of the fingertip. However, it is still possible to
interact with smaller targets (e.g., on-screen numeric key on mobile phone)
but larger keys are, by far, preferred by users when interacting for longer
periods of time.
3.2 Calibration
Video-oculographic eye tracking requires a new calibration to calculate the
gaze direction for each user of the system. This is required since the angular
offset between the visual and the optical axis differs from subject to subject.
The procedure normally consists of looking at a series of equally distributed
points on the screen (usually 5, 9 or 16 points distributed over the screen) at
a 50−70 cm distance between the eye and the screen. The calibration points
are shown one at a time and the subject looks at the presented points. This
process is often repeated for various reasons (covered later) and it is consid-
ered to be one of the most tedious and often annoying aspects of eye-tracking
systems [171]. Introducing individual user profiles which are saved by the eye
tracker could to potentially solve this problem although a recalibration would
be necessary if the setup changes too much. The movement of the pupils and
the corneal reflections during a calibration are seen in Figure 3.2. The series
Figure 3.2: Sequence of 16 calibration images samples taken from a 4×4
stimulus grid. The images illustrate one of many recorded pupil positions
while a person is gazing at the individual targets. The relationship between
the pupil and five corneal reflection are in this case used to generate a model
of the specific user’s eye movements.
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Figure 3.3: Four inner stimuli and their resulting estimated gaze coordinates from
a 4 × 4 calibration performed on the ITU Gaze Tracker with a webcamera. The
calibration was deliberately inaccurate (the user did not look directly at calibration
points) and yielded an rather low accuracy of 2.2◦.
of images are recorded by the camera of the eye tracker and used to generate
a model of the user’s eye movements. A sequence of images is analyzed by
the computer and associated with the corresponding screen coordinates and
the point-of-gaze can then be measured. Figure 3.3 shows four inner targets
from a 4×4 calibration on the ITU Gaze Tracker. Here, the grey circles rep-
resent the stimuli and the small dots illustrate the sampled gaze positions.
The dotted line connected to the stimuli center represents mean and standard
deviation. The spread of the individual samples is a result of the physiologi-
cal inaccuracies, noise and error factors which will be covered in Section 3.3.
The quality of an eye tracker is often indicated by infrequent re-calibrations
and the ability to run under the different conditions in a wide range of user
scenarios. Even the background color during calibration has an effect on
accuracy and precision, since light levels affect the pupil size. Calibrating
with a bright (e.g., white) background on a high-end system may result in
an offset of 1.5◦ [27]. The success of a calibration is important for the user
experience and general use of the system. Commonly, if the user, caregiver
or an assistant is not satisfied with the result of the calibration the routine
is repeated. This essentially means that the accuracy and precision of the
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system depends on a successful calibration. Some systems, like the ITU Gaze
Tracker, provide a simple feedback consisting of 1 − 5 stars to the user to
indicate the quality of the calibration.
3.2.1 Offsets
In gaze interaction, a displacement between the actual point of gaze and
the estimated gaze is called an offset and may occur as a result of poor
calibration. Even the best eye trackers have some offset after calibration
and if a inexperienced user expects his gaze to be aligned with the gaze-
controlled cursor ‘chasing’ can occur [67]. This means that a user’s gaze will
never be able to fully look-at/acquire the mouse cursor with a corrective gaze
movement since the offset will move the cursor accordingly and thus a drifting
sensation will occur. However, with practice, some users are able to ignore the
offset by looking a little off in order to successfully acquire objects of interest
[99]. So long as any small offset is continuous and predictable, it seems
possible to achieve a smooth interaction with some training. Inconsistent or
unpredictable offset will pose more of a problem, of course.
3.3 Types of Noise
In eye tracking, there are several possible sources of noise. Holmqvist et al.
[50] note how the different noise contributions in eye tracking can be seen
as a combination of system-inherent noise, oculomotor noise, environmental
noise and, finally, optic artifacts.
- System-inherent noise is the spatial variance that originates from
the eye tracker itself. The most precise and reliable way of measuring
system-inherent noise is with an artificial eye positioned in front of an
eye tracker. This can be easily achieved for systems which use dark
pupil detection, however, it is more difficult to produce an artificial
eye which will ‘trick’ bright pupil detection systems, since this implies
mimicking the reflective properties of the retina with an IR reflective
surface. Unless this is achieved, the system will not accept the model
as a real eye, and will not record movements from them.
- Oculomotor noise or Jitter, is traditionally referring to the tremor of
eye movements during fixations, micro saccades and drifts. During jit-
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ter, a gaze-controlled cursor may appear unsteady and distract a user.
Usually, in gaze interaction, this is avoided by smoothing (i.e., low-pass
filtering) the estimated gaze positions over time (for a detailed descrip-
tion of the fast eye movements during fixations see Section 2.1.2). Drift
occurs in most eye-tracking systems over time. Usually, it becomes visi-
ble when the estimated gaze position steadily moves away from the true
gaze position. Large head movements may cause severe drifts. The sim-
plest solution to drifting is to preform a recalibration. Stampe [156]
suggested a method based on heuristic filtering by measuring the drift
and compensating for it in real-time. The method involves presenting a
target to the user and then measuring the difference between the user’s
gaze and the target location and thus compensate for the amount of
drift. Stampe suggests how the method should be employed between
blocks or trials in order to ‘dramatically’ improve the stability of the
system. Some systems, like the Quickglance, offer an easy way to do
this by looking at a stimulus in the center on the screen whenever the
user feels that the system is too inaccurate. Later, Stampe and Rein-
gold [157] followed up the work and presented a novel method based
on low-pass filtering called dynamic re-centering. The filter tracks the
component of drifting from target fixation error and thereby helps to
average variations in target fixation out over time. Some eye trackers
from commercial manufacturers (such as Tobii) include a technique to
prevent drifting but this will only work when target locations are known
or can be assumed with high probability. Using binocular tracking they
are able to use data from both eyes and average the data to decrease
the effect of drifting. The effect of averaging helps to prolong a good
calibration and saves the user from recalibrating.
- Environmental noise is variations in the position of the gaze signal
that is caused by one or more external sources. Most eye tracking
systems are tolerant of a limited range of head movements but for
some users (e.g., people with cerebral palsy who suffer from severe
involuntary head, body and or eye movements), it may be difficult to
calibrate. In some cases it may be close to impossible or very inaccurate
and if the calibration fails, some systems offer a default calibration [99].
Charlier et al. [19] have successfully applied special filtering techniques
for eye movement disorders. Equally, mounting an eye tracking system
on a wheelchair may also introduce additional noise during locomotion.
34
3.3. TYPES OF NOISE
Finally, light disturbances such as daylight, ambient light and IR light
fall under this category.
- Optic artifacts refers to high-speed movements, often with a large
amplitude that cannot originate from any human. Factors that con-
tribute to this include glasses and contact lenses and play a role in the
quality of a successful calibration. Normal glasses, glasses with pro-
gressive lenses and some contact lenses generate additional reflections
from the IR light sources that may complicate or even hinder a calibra-
tion. Other factors include mascara, eyelids, and eyelashes (that may
potentially cover a part of the pupil). Finally, the contact lenses may
be displaced over time, which causes a reduced quality of the tracking
[99]. Many of the mentioned problems can be avoided or minimized
with simple initiatives such as correct ambient light and positioning
the camera to get a clear view of the user’s eyes.
Removing all noise from a system seems like an impossible task since it
is a high dimensional problem, which includes a lot of unknown factors.
Holmqvist et al. [51] list six factors that have an effect on the quality of the
eye tracking data:
- Participants have a large variation in physiologies, varying neurology
and physiology.
- Operators have different levels of skill, which have an effect on the
collected data.
- Task may force the users to move out of the camera box or blink too
much.
- Recordings of the eyes are affected by the environment in which they
are carried out.
- Relative positioning between eye camera, participant and stimuli.
- System (the eye tracker) has a large impact on the quality of the
recorded data.
For interactive eye-tracking systems a large contributor to noise in a VOG
system seems to be the eye camera. The amount of information in each
pixel is of importance in feature extraction, which in turn propagates to the
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later stages of processing (See Figure 3.4). The gaze estimation stage is also
relevant since the internal models (i.e., eye model and geometric model) have
a direct effect on the system’s accuracy. Chapter 4 evaluates performance
measures for gaze interaction and presents a pilot study where accuracy and
precision are measured on three different interactive eye-tracking systems.
3.4 The Path From Eye Movements to Appli-
cation
This section presents an overview of the data flow from the raw eye move-
ments up to the point when is it made available for the gaze-controlled appli-
cations. System latency or delay is not uncommon during this process since
system hardware sets a natural limitation to the processing speed. The delay
is the processing time between the physical eye movement and the calculated
gaze point. In real-time eye control (the main focus of this thesis), it is the
point in time at which the gaze location is made available to other processes,
and results in a movement of, for example, the eye-mouse. In oﬄine pro-
cessing, this is the difference between the movement of the eye and the time
reported in the recorded/logged eye data. The delay can be attributed to
hardware limitations, e.g., camera frame rate (i.e., temporal resolution) and
image and feature processing such as processing of complex eye models on
the computer. Sometimes, even a significant delay may (surprisingly) not be
of any great annoyance to the user during discrete interaction, if it is consis-
tent, although Chapter 8 discusses some possible negative consequences of a
delay during interaction in a point-and-select task. Furthermore, the delay
is a measure that is often not reported by the manufacturers.
All commercial eye tracking systems are shipped as fully integrated systems
and understanding the different processes inside of them can be difficult since
the codebase, algorithms and models are proprietary (i.e., business secrets).
The eye tracker model in Figure 3.4 illustrates the basic stages in for a VOG-
based system as it is found in the ITU Gaze Tracker. Although most basic
functionality of a system can be inferred through measurement, other parts
of the system and their function are essentially a ‘black box’. Furthermore,
most manufactures (of interactive systems) perform initial filtering of the eye
data before making the data ready for the API (application programming in-
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Figure 3.4: A model of a VOG eye tracking system. Eye movements are recorded
and manipulated by several stages until the point-of-regard and tracking related
information are delivered to the API. Everything within the dashed line is essentially
a ‘black box’ but the individual stages and their functionality can to some extent be
guessed.
terface). The API constitutes the stage at which the PoR and other tracking
related information are made available to the gaze applications. Processing
data in the individual stages of the model takes time, which causes a delay
of a system. The individual functional stages in the eye-tracking model can
be summarized as follows:
- Eye movements constitute the lowest functional stage in the process
of eye tracking and are inherently noisy (see Section 2.1).
- Hardware comprises the stage of sensors such as industrial cameras,
light sources and casing. The temporal resolution of the cameras are
often running in the range from 30 Hz to 2000 Hz in high end research
systems, which sets a natural update limit for the later stages of eye-
data processing and the camera resolution sets the limit for the spatial
precision. Finally, environmental noise and optic artifacts reduce the
quality of the eye image before it passes the recorded eye images to the
image-processing stage. The difference in quality between industrial
cameras and cheap cameras employed in low-cost eye tracking is signif-
icant. This is shown in Figure 3.5 where a high- and a low-resolution
eye image are depicted. Without a modified lens the low-cost camera
needs to be placed relatively close to the user’s eye to achieve viable
image quality.
- Image Processing involves analyzing the eye images and locating
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Figure 3.5: The difference between high (left) and low (right) resolution images
of an eye. A high-resolution eye image allows for a better extraction of eye features
during the image processing stage.
features such as the pupil, iris and eye corners. The features are then
passed to the gaze estimation model for further processing.
- Gaze Model represents the stage where the eye features are fitted
to the eye model (constructed from the calibration) and the geometric
model in order to estimate the raw PoR. In this stage, the raw PoR
may be noisy as a result of the individual contributions of the prior pro-
cessing stages. Furthermore, the data stream will have interruptions,
for instance, if the eyes have been closed during blinking.
- Point-Of-Regard Filtering receives the raw PoR from the gaze-
model stage and prepares the data for the API. Smoothing the data
is not uncommon in this stage and by averaging an optimal number
of successive values it is possible to derive a good estimate of the true
value (i.e., PoR) [49]. Alternatively, mathematical filters are often em-
ployed in this process and in general, an optimal filter will minimize
the difference between the estimate and the true value. The filters used
to measure the average can vary, but some common examples include
boxcar filter and weighted average. The boxcar filter is the easiest to
implement and works by averaging n samples of detected sensor read-
ings. The filter requires a buffer of samples and will consequently lag
behind the true value of the changing signal. The weighted average
is based on both new observations and previous estimates. The filter
requires no buffer of previous samples and is easy to implement. The
drawback of the filter is that a quickly moving eye with many outliers
in the recorded signal will result in erratic changes when the signal is
smoothed.
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Heuristic methods can be combined with a smoothing filter for ‘better’
performance. Since smoothing should only occur during fixations and
not during saccades, the filtering stage must identify and classify eye
movements in order to apply the smoothing filter optimally (see Section
3.5 for a presentation of real-time detections techniques). The smooth-
ing filter may additionally be combined with other strategies before
presenting the PoR to the API. For example, if a new PoR coordinate
is within a threshold distance to the earlier PoR coordinate the ERICA
eye tracker does not report this to the API [25]. Anther strategy is to
account for optic artifacts that are represented as non-human gener-
ated PoRs, for example, if high velocities between two successive PoRs
are detected or if the POR falls significantly outside the screen regions.
Here, the simplest solution is to pass the last ‘good’ PoR coordinate to
the API.
Some interactive eye tracking systems allow passing the raw point-
of-regard directly to the API through an identity filter. The identity
filter will result in a responsive but noisy gaze-controlled cursor and
may have a negative effect during an interaction task. For example,
San Agustin et al. [137] detected significant noise levels after using the
raw PoR from a SMI IViewX RED system during a performance evalu-
ation. Tobii, for example, provides the raw PoR for their analysis tool
but not for the developer API. However, they provide a slider in their
dashboard where the user is able to adjust the cursor’s responsiveness,
anyhow some filtering is always enabled.
- API is the final stage of the eye-tracker model. This stage offers an
entry point of the eye tracker that can be accessed by one or more
programming languages. The type of information in this stage dif-
fers from system to system but PoR, pupil size and face location are
commonly available. Furthermore, the API allows the user to control
tracker-specific settings such as the calibration and signal smoothing.
Most commercial systems offer a dashboard on top of their API and
users are able to control the settings of their system without any pro-
gramming skills.
Once a PoR coordinate is calculated it can be accessed through the API of
the eye tracker. Most interactive eye tracking systems offer dedicated soft-
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ware such as an Internet browser, communication tools (see Chapter 6) and a
cursor control that allows a user to perform point-and-select operations (see
Chapter 8). Figure 3.6 illustrates how the information provided by the eye
tracker’s API could be used by dedicated software. Developing applications
Eye
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Eye Tracking
System
Dedicated
Application
Cursor
Control
Non-Gaze
Application/
Interface
Gaze Applications
API
Filtering
Filtering
Figure 3.6: Model of the gaze applications. Eye movements are detected by the
eye-tracking system and can thus be used by gaze applications on the computer.
on any API limits the software only to run on eye trackers from that spe-
cific brand. This may not always be an advantage if the software is suppose
to run on multiple eye tracking systems. No standard on reporting data in
the API exists so the only solution to this problem is to have the individual
systems direct the cursor on the screen. Developing applications on top of a
PoR-directed cursor avoids this problem although additional filtering may be
needed to detect the types of eye movement. This solution is widely used, for
example, in generic communication tools e.g., Dasher and GazeTalk [174, 44].
The cursor control software is, by far, the most critical for the interactive
eye trackers since it allows a user to interact with non-gaze applications or
the operating system’s interface. This issue is discussed in Chapter 8 where
new tools for small-target selection based on zooming are evaluated.
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3.5 Real-Time Fixation Detection Techniques
Eye movement detection is an important process for most gaze-based appli-
cations. Dwell-based systems use algorithms that divide eye movements into
fixations and saccades in order to infer a user’s selection intent. Fixations oc-
cur when a user looks at an object of interest and are characterized by reduced
eye movement within a limited spatial region for a minimum amount of time.
In contrast, saccades occur when a user is moving her eyes from object to ob-
ject and are characterized by fast eye movements extending over (relatively)
larger spatial regions outside the fixation threshold. Fixation-detection algo-
rithms generally use velocity, spatial dispersion, or a combination of both to
identify fixations (see Section 3.5).
Figure 3.7 shows a real-life recording of a subject looking a eight different
stimuli (light grey) presented randomly on the screen and the resulting gaze
signal (dark grey). A hybrid fixation-detection algorithm is applied to the
gaze signal to detect the user’s fixation (black). An inspection of the figure
reveals that gaze lags after the stimuli. The lag shows an average difference
of about 370 ms between the stimuli presentation and the corresponding gaze
and is a result of the time taken to perform the eye movements plus the end-
to-end delay of the current eye tracker. In the example, a minimum-fixation
duration of 100 ms is applied to the hybrid fixation-detection algorithm.
Salvucci and Goldberg [134] presented a taxonomy of fixation detection al-
gorithms. The models were based on spatial and temporal characteristics,
where spatial refers to the arrangement in space and temporal refers to the
measurement of time. Furthermore, they classified the algorithms according
to five different criteria: velocity, dispersion, area, duration sensitivity and
local adaptiveness. In the following sections, some of the fixation detection
algorithms that can be implemented and used in real-time will be presented.
Although Salvucci and Goldberg choose not to present any hybrid models
(i.e., combining the individual models) a hybrid model will also be presented
in Section 3.5. Their taxonomy also addresses some non real-time algorithms
such as hidden Markov models and minimum spanning trees, but these will
not be presented here.
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Figure 3.7: Eight stimuli (light grey) and the resulting gaze signal (dark grey)
recorded with an Eye Follower from LC Technologies running at 60 Hz for each
eye, offset for 120 Hz frame rate. This system allows access to the raw data. Here,
corresponding fixations (black) in the gaze signal have been detected by a hybrid
fixation-detection algorithm designed for investigative purposes by the author, by-
passing the system’s own event detection algorithm.
Velocity-Based Algorithm. The velocity-based algorithm is considered
one of the simplest to understand and implement. The velocity-based method
separates fixation and saccade points based on their point-to-point veloci-
ties. Salvucci and Goldberg argue that the velocity profiles of saccadic eye
movements show two distributions of velocities. First, the low velocities for
fixations and second, high velocities for saccades.
The algorithm works by calculating the point-to-point velocities of the cur-
rent and the previous point in the protocol. The computed velocities will
then be classified based on a threshold; where a low value will be classified as
a fixation point and a high value will be classified as a saccade. The process
will then collapse consecutive fixation points into fixation groups and discard
saccadic points. The velocity-based algorithm requires only one parameter,
the velocity threshold. In gaze interaction, the point-to-point velocity can
be estimated by means of the angular velocity (usually computed from an
average distance between user and computer of 50 cm). In the literature,
the threshold seems to be based on equipment and exploratory data analysis
rather than standard values. Sen and Megaw [141] reported a threshold of
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20◦/sec in their study and Duchowsky et al. [29] used a threshold of 130◦/sec
for their 3D virtual reality study.
Dispersion-Based Algorithm. A dispersion-based algorithm utilizes the
fact that spatial information from gaze points tend to cluster together during
fixation. The algorithm identifies fixations as groups of consecutive points
with a least mean distance between points under some threshold [31]. Such
an algorithm checks for potential fixations in the consecutive data points.
The dispersion in the window is computed by summing the differences be-
tween the points’ maximum and minimum x and y values. Dispersion-based
algorithms require two parameters, the dispersion threshold and the duration
threshold.
In gaze interaction the dispersion threshold can be set to include 0.5◦ to
1◦ of visual angle if the distance from eye to screen is known. The standard
threshold reported is a minimum duration of 100 ms with a least mean dis-
tance under 1◦ of vision. Alternatively, the dispersion threshold can be based
on explorative data studies. Dependent on task and processing demands, the
duration threshold is typically set to a value between 100 and 200 ms [178].
Area-Based Algorithm. The area-of-interest algorithm identifies only
those fixations that occur within pre-specified target areas, in contrast to
previously mentioned algorithms that are able to identify fixations at any
location of the visual field.
The algorithm labels data points within a target area as a fixation point
and labels data points outside the target area as saccades. Consecutive fixa-
tion points will be collapsed into fixation groups and saccade points will be
discarded. If the fixation group falls above a given duration threshold the fix-
ation group will be transformed into a fixation tuple. The tradeoff with this
algorithm is that it reduces noise significantly but full information about the
underlying objects is needed in order to define the regions-of-interest. This
problem will be discussed in further detail in Chapter 8.
Hybrid Algorithm. A simple yet powerful hybrid algorithm is the com-
bination of the velocity-based algorithm and the dispersion-based algorithm.
Increased robustness and accuracy in the classification is obtained by combin-
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ing characteristics from the spatial and temporal domain. The simple hybrid
algorithm works in two phases; (1) one phase with a velocity based algorithm
operating in the spatial domain that classifies the point-to-point velocities
into fixation groups based on a fixed threshold and (2) a second phase that
is based on a dispersion technique, which operates in the temporal domain.
The second stage evaluates the group of potential fixation candidates based
on a moving window. In order to be considered part of a fixation a value
needs to fall below the dispersion threshold and above the duration threshold.
In a spatially-based method a series of fixation candidates will appear in the
raw data stream if the point-to-point velocities are shifting around the fixed
threshold. The robustness of the algorithm comes into play when combining
the spatial and temporal constraints since the temporal characteristics will
remove the short fixation candidates [134]. The hybrid algorithm requires
that three parameters are specified; one for the spatial and two for the tem-
poral characteristics: the fixed velocity threshold, the dispersion threshold
and the duration threshold.
Smooth Pursuit Detection. Some of the previous attempts to separate
smooth pursuit movements and saccades have been suggested by Sauter et
al. [139]. They used a Kalman filter to predict the states of a future sample
by employing an χ 2 test on the error of the recorded and the predicted eye
velocities. By evaluating the χ 2 value to a pre-specified threshold, smooth
pursuit is detected if the χ 2 value falls below the threshold and saccade if
above. For this specific algorithm, there is no ability to separate fixations
from the smooth pursuit movements. A similar technique with a Kalman
filter has been suggested by Komogortsev and Khan [82]. They also utilize
a χ 2 test to classify eye movements but as a contrast to earlier experiment
by [139], their algorithm was able to detect fixations with simple spatial
and temporal modifications. Fixations were detected when observations fell
below a fixed threshold of 0.5◦/s for a minimum duration of 100 ms. The
smooth pursuit was detected if velocities did not exceeded 140◦/s and the
algorithm did not observe any fixation.
San Agustin [135] presented a novel smooth pursuit algorithm to classify
a sequence of gaze coordinates. The extended eye movement detection al-
gorithm consisted of two stages: a detection part and a signal smoothing
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part. The novelty in the work by San Agustin was to detect smooth pursuits
by investigating the amount of change in the distribution of angles between
consecutive points. This was done by fitting lines between points in a pre-
specified window. If the lines align, the distribution of the angles will be low
and thus be a smooth pursuit and if they a high there is a fixation. With this
novel eye movement detection method San Agustin [135] detected 77% of the
fixations successfully and the relatively low detection rate was attributed to
a delay between stimuli and gaze coordinates. In the case of smooth pursuit,
the overall mean of correctly classified samples was 44% and the ratio of prop-
erly detected smooth pursuit decreased when as the target velocity increased.
San Agustin reported what he called a smoothing delay, which was attributed
to a filtering artifact in the eye tracker (Tobii 1750 with highest cursor re-
sponsiveness). Smooth pursuit movement was typically mistaken for fixations
at low velocities by the system. When the smooth pursuit movement was
regarded as a series of fixations, the cursor position was smoothed and lagged
behind the presented stimuli. The cursor position was smoothed until the
dispersion on the Tobii system was too large and was followed by a correction,
which produced saw-like shapes of the gaze path.
3.6 Summary
This chapter has presented factors that have an effect on the quality of eye
tracking in interactive systems. The accuracy of the eye (in terms of what
the eye is fixating on, though perhaps not in terms of how much the eye is
moving) sets a natural limitation due to the size of the fovea. Even though
it is possible to obtain better accuracy is it not likely that it will have any
practical consequences in an HCI task, when the task is to select an onscreen
target. A VOG-based system requires a calibration to calculate the PoR and
several factors may have an effect on the quality of the calibration, which
may result in a jittery cursor and large offsets. The different types of noise
in VOG eye tracking include system-inherent noise, oculomotor noise, en-
vironmental noise and optic artifacts. Several methods exist to reduce the
noise but the easiest solution is to perform a recalibration. The camera was
described as the largest contributor to noise in a VOG eye tracking system
and the internal models are reflected in the accuracy.
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Two models were employed to describe the data flow from physical eye move-
ments to application: one for the eye tracker and another gaze applications.
The eye tracker model described the internal functioning stage of an interac-
tive system and the model explained the task for individual stages and their
contribution to system noise and lag. Most focus was on the PoR-filtering
stage and the consequence of manipulating the raw PoR before passing it to
the API. The gaze application model showed how an additional filtering of
the PoR from API is needed before it can be used in an application. The
work by Salvucci and Goldberg [134] presents several methods for detecting
fixations based on spatial and temporal characteristics and one or more of
these techniques are built-in to the tracker to manipulate the gaze signal.
The data flow from physical eye movement to gaze application is relatively
long. The PoR coordinates are manipulated in several levels before present-
ing them to the user either in the API or through a dedicated application.
Finally, the end-to-end delay may have a serious effect on the interaction
since the PoR will suffer from a lag. This lag is simply a result of the se-
quential processing of the individual stages, which can be demanding for the
CPU of a traditional computer.
Eye tracking manufacturers may be too conservative when designing for gaze
interaction. It may be enough to perform simple interactions strategies,
which may be acceptable for most users but it leaves too little freedom-to-
operate for developers and researchers. This is evident in smooth pursuit
detection, where the internal eye movement detection results in an unex-
pected behavior with an adverse effect on the detection.
The following chapter focusses on performance measures for gaze interaction
and discusses a new initiative to develop a standard for measuring accuracy
and precision of eye trackers. An experiment demonstrates an evaluation of
three systems based on measures suggested in the literature.
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When remote eye tracking systems first came on the market, manufactur-
ers began to report on data quality in their systems, generally in terms of
accuracy and sampling frequency. However, the work was carried out in-
dependently, without any means of comparing results across manufactures.
Johnson et al. demonstrated this problem in [74] where they found disagree-
ment in the accuracy between the measured values and the reported values
from manufacturers.
In mid-2010 COGAIN initiated work to develop a standard method of mea-
suring the accuracy and precision of eye trackers. Unfortunately, creating a
new standard is a slow process. Steward [158] notes, for example, how the
ISO 9241-9 standard was 17 years in the making. The standardization work
by the COGAIN Association has not gone unnoticed by the eye tracking
manufactures since several of those are now involved in the process. Sev-
eral of the established eye tracking manufactures whose systems are used by
eye movement researchers and neurological researchers have had their own
measures for accuracy and precision for many years, since manufacturers
needed to report on the quality of data produced by their systems, both for
users and for in-house benchmarking. In mid-2011, Tobii Industries, who are
the market leaders on remote interactive eye trackers, presented a report on
measuring accuracy and precision of remote eye trackers to the eye tracking
community1. Some manufacturers report the methods they use to measure
data quality, others do not. However, the ability to compare systems or even
1<http://www.tobii.com/analysis-and-research/global/about-tobii/eye-tracking/test-
method/>
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individual calibrations for accuracy and precision is (1) an important step
in ensuring a product’s competitiveness, (2) a means of presenting evidence,
rather than arbitrary values, to potential customers or researchers who need
to know about accuracy and precision in general, and (3) an advantage in
preparing in-house for the new COGAIN standard when it reaches comple-
tion.
The first study on applying the Fitts’ law paradigm to eye movements was in
the work by Ware and Mikaelian [176] in 1987. They had interest in making
the data comparable to other input devices. Although their results followed
Fitts’ law, they debated the applicability of the paradigm for measuring the
performance of eye movements:
This is a theoretical construct designed to account for eye-hand
coordination. We use it here only as a convenient way of sum-
marizing the results, not because we wish to make any theoretical
claims [176, p. 186].
Several other studies cast doubt on the validity of using Fitts’ paradigm for
the eyes, for example, Zhai et al. [182], Siebert and Jacob [147] and Ashmore
et al. [2]. Like Ware and Mikaelian, Miniotas [109] demonstrated that Fitts’
framework applied well for eye movements [109]. Using Fitts’ paradigm was
further supported by the study of Zhang and MacKenzie where they evalu-
ated the eye as a pointing device following the methodology presented in the
ISO 9241-9 standard [183].
This chapter introduces the ongoing discussion on the standardization of eye
tracking systems and presents an evaluation of the performance of a webcam
version of the ITU Gaze Tracker and two commercial eye tracking systems,
based on various parameters suggested in the literature such as spatial error
and a standard ISO 9241-9 evaluation. The evaluation presented in this chap-
ter combines currently used accuracy and precision measures with a standard
target-acquisition task known from the methodology described by the ISO
9241-9 standard for non-keyboard input devices [58]. The idea of measuring
spatial error is not new to eye tracking, in fact, such measures have been
around as long as eye tracking has been around (see e.g., [107, 54, 166, 185]).
However, while the need to assess data quality is immediate and apparent
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for basic research in eye movements, somehow as eye trackers for gaze con-
trol entered the public domain, and left the rather small domain of academic
research, industry has not always been concerned about these measures or
perhaps did not understand the relevance for interaction purposes.
Eye movement researchers and neurological researchers may be satisfied with
values of spatial accuracy, precision and temporal precision, but evaluating
an interactive eye tracking system involves more that these measures since
it is not only used passively in attention studies, rather it is used as an in-
put device. In gaze based interaction, the quality of the raw data is not as
important as the quality of the interactive experience. These two things are
not always analogous. When the designer of an interactive interface knows
the limitations in terms of data quality, he can design for a good interactive
experience within the constraints of accuracy and precision regarding button
or area of interest size and position.
4.1 Spatial Error
The performance of a sensor is typically measured in spatial error, which is
accuracy and precision. The accuracy refers to the degree to which the sensor
readings represent the true value of what is measured and the precision (also
known as resolution) refers to the extent to which successive readings of the
same physical phenomenon agree in value.
The target analogy can be used to explain the difference between accuracy
and precision of samples in a target comparison. Accuracy describes the
distance between recorded samples and the actual point of regard, so that
samples that fall close to the actual point of regard (typically tested using a
small point presented onscreen) are more accurate. Precision is indicated by
the size of the sample cluster around the point, and the tighter the samples
are grouped, even if they are not near the center of the stimuli, the more
precise they are considered to be. A tight cluster away from the gaze target
indicates poor accuracy and high precision. This can be explored further in
an example with simulated gaze data in Figure 4.1.
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Figure 4.1: 2×2 matrix of accuracy and precision in a “low” and “high” scenario.
In each cell a the true gaze position is presented (marked as solid circle with a black
outline) and ten samples of measured gaze position (depicted as crosshairs).
4.1.1 Accuracy.
Researchers working with eye movements as a clinical or behavioral measure
rely on high accuracy and precision. For example, researchers in reading
behavior relies on the accuracy of an eye tracker to tell them which word or
even letter a person is looking at. The theoretical limit of accuracy is the
size of the fovea (covers an area of about 1◦ - 2◦ of the visual field). However,
it is possible to obtain a higher accuracy (< 0.5◦) since the accuracy is also
based on the precise position of the eye during calibration, which corresponds
to half a centimeter at a 70 cm distance. This pertains to accuracy of the
stable eye, however, regardless of the size of the fovea, accuracy can also be
discussed in terms of the moving eye, so that any movement, however small,
is either measured accurately or missed entirely as a consequence of the eye
tracker’s performance.
Accuracy Adeg is defined as the average angular distance, θi (measured in
degrees of visual angle) between n fixation locations and the corresponding
fixation targets (Equation 4.1).
θoffset =
1
n
n∑
i=1
θi (4.1)
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There is some disagreement on how to measure fixations and where on the
screen to measure accuracy [50]. It is quite common for gaze position in
the centre of the screen to be more accurate than in the periphery, possibly
because the person is seated opposite the centre of the screen and the eye
model does not take account of the fact that the eye is further away from
the periphery of the screen. Eye models generally assume equal distance of
the eye to all parts of the screen, but in reality, this would imply a concave
screen surface. This is likely to be one contribution, another is that the eye
model works best when the eye is captured from the front. When looking at
corners, some eye models will fail to accurately infer gaze position, because
the pupil is an ellipse in the eye image. Section 3.5 presents a taxonomy of
fixation detection algorithms based on spatial and temporal characteristics.
4.1.2 Precision.
The ability to measure the spatial precision of an eye tracking system is
important for measuring fixations and saccades correctly, and for inferring
viable target size for gaze interaction. High spatial precision is also needed
for measuring small intra-fixational eye movements such as tremor, drift and
microsaccades [50]. Precision of an eye tracking system is calculated from
data samples recorded when the eyes fixate on a stationary target, which
means that the variation of samples originating from eye movements is al-
most excluded.
Calculation of spatial precision can be done in two ways: dispersion, mea-
sured in standard deviation or root mean square (RMS), measured in degrees
of visual angle. The dispersion measure can be calculated by computing how
dispersed samples are in the x and x direction as seen in Equation 4.2.
sx =
√√√√ 1
n
n∑
i=1
(xi − x¯)2, sy =
√√√√ 1
n
n∑
i=1
(yi − y¯)2 (4.2)
Spatial precision is suggested to be calculated as the angular distance between
successive samples (xi, yi) to (xi+1, yi+1) and computed in RMS as seen in
Equation 4.3.
θRMS =
√√√√ 1
n
n∑
i=1
θ2i =
√
θ21 + θ
2
2 + ...+ θ
2
n
n
(4.3)
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The RMS seem to be the common choice of eye-tracking manufactures and
practitioners in order to quantify the precision. Eye trackers with poor pre-
cision have RMS about 1◦ and some high-end eye trackers report better than
0.10◦. Unfortunately, most commercial eye tracking systems used for inter-
action purposes do not report precision at all [50].
4.2 Performance Evaluation
Predicting and modeling human performance with interactive tools has in-
terested researchers in HCI since it facilitates matching the powers of the
computer to the users abilities.
4.2.1 Fitts’ Law
Fitts presented his law on human psychomotor behavior in 1954 [34] and
introduced the idea that the human motor system could be considered anal-
ogous to a communication channel of limited capacity when carrying out
a movement task [95]. The model was originally derived from Shannon’s
Theorem on information transmission. Fitts called this the capacity index
of performance (IP ) and found that it could be calculated as the ratio be-
tween index of difficulty (ID) of a motor task and the movement time (MT )
required for the given task (see Equation 4.4).
IP =
ID
MT
(4.4)
The index of difficulty (ID) of a task is measured in bits and depends on the
distance to the target, or amplitude (A) and the width of the target measured
along the axis of movement (W ). Units of bits are obtained by applying the
base 2 logarithm to the ratio of A and W . MacKenzie [94] proposed an
update to the original formula by Fitts that followed the original analogy by
Shannon more closely (see Equation 4.5).
ID = log2
(
A
W
+ 1
)
(4.5)
MacKenzie claims that empirical data provide a better correlation with his
formula. However, the update to the ID formula is still debated by re-
searchers. Drewes [25] argues whether a better correlation proves formula
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and notes how this question is left for the statisticians to show.
Calculating the throughput in the ISO 9241-9 standard is based on the ef-
fective target width We and the effective distance De, which are used to
calculate the effective index of difficulty IDe following Equation 4.6. We is
calculated by projecting the selection points onto the task axis and then the
distance x from the projection to the center is calculated. Since the under-
lying information theory assumes the signal is influenced by white Gaussian
noise the standard deviation of x is multiplied with 4.133 in order to obtain
We. This ensures that 96% of the hitpoints fall within the target.
IDe = log2
(
De
We
+ 1
)
,We = 4.133 · SDx (4.6)
Throughput is measured in bits per second (bps) and is calculated as the
relationship between effective index of difficulty IDe and movement time
MT (Equation 4.7) [183].
Throughput =
IDe
MT
(4.7)
4.2.2 Target Acquisition Task
A target acquisition task can be used to measure the performance of a point-
ing device. The ISO 9241-9 standard suggests an update to the old physical
configuration of the Fitts’ law model (termed the Fitts paradigm), which
involved a one-dimensional (horizontal) movement task over a range of am-
plitudes and a set of amplitudes [155]. The methodology described by the
ISO 9241-9 standard for non-keyboard input devices suggests a circular array
of targets in 16 different locations. The first time an eye tracking device was
evaluated under the Fitt’s framework for gaze interaction was in 1987, in
a study by Ware and Mikaelian [176]. In their study, completion time was
evaluated as the only performance measure and the results were compared
to the performance of a mouse. Twenty years later Zhang and MacKenzie
[183] did the first Fitts’ law experiment on an eye tracking system under the
ISO 9241-9 framework and quantified the performance through throughput
and error rate.
Two different schemes can be employed in the multi-directional tapping task:
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Figure 4.2: Illustration of the process of selecting 5 targets in the ISO 9241-9
task two interface with the serial and discrete scheme. The serial task involves
tapping back-and-forth between targets (left) and the discrete task involves the user
to repeatedly activate the homing center and move to within the presented target
(right). The current example shows four selected targets and the fifth (gray) target
awaiting an selection.
serial and discrete (see Figure 4.2). In the serial task, the user taps back-and-
forth between targets (see e.g., Zhang and MacKenzie [183] and San Agustin
et al. [137]) and in the discrete task, the user is repeatedly activating the
homing center and moves to the presented target (see e.g., McArthur et al.
[106]). Both circular and square targets may be used and clockwise and
counter-clockwise directions are allowed [155]. Target width W is given by
the diameter of the target and the distances D corresponds to the distance
to the new target. For a serial task this corresponds to the distance between
the prior target and the new target and for a discrete task this corresponds
to the distance between the “homing center” and the target. W and D should
be varied during a task in order to evaluate different indexes of difficulties
and conditions should be counterbalanced to avoid learning effects.
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4.3 Test of Three Interactive Eye Trackers
The aim of this study is to evaluate the performance of the remote, webcam-
based ITU Gaze Tracker (costing around $100) and compare it to the perfor-
mance of two commercial gaze-tracking systems, a Tobii T60 ($25,000) and
a Mirametrix S1 ($6,000). This is done by measuring spatial error (accuracy
and precision) and by conducting a standard target-acquisition task.
4.3.1 Method
Participants
A total of five participants, three male and two female, with ages ranging
from 29 to 39 years (M = 34 years, SD = 4.3), volunteered to participate in
the study. Three of the participants had no previous experience with gaze
interaction. One of them used contact lenses.
Apparatus
The computer used was a 2.6 GHz Intel Dual Core processor desktop com-
puter with 3 GB RAM running Windows XP SP3. A 17" monitor with a
resolution of 1280×1024 that comes with the Tobii T60 system was used.
Three gaze trackers and a Logitech optical mouse (for baseline comparison)
were tested as input devices. Two of the three gaze trackers were the com-
mercial systems Tobii T60 and Mirametrix S1. The third system was the
ITU Gaze Tracker using a Sandberg Nightcam 2 webcam running at 30 fps.
Due to the low resolution and broad field of view of webcams in general, the
camera were fitted with a 16 mm lens, which allows for a good image of the
eye in a remote setting. Two two Sony HVL-IRM infrared light sources was
also employed in the setup with a total cost around $100. The three gaze
trackers used a 9-point calibration procedure. The initial layout accuracy
and precision can be verified in Figure 4.3. The application is available for
download from the eyeinteract website2. Figure 4.4 shows the experimental
setup.
2<http://www.eyeinteract.com/>
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Figure 4.3: Layout of the configuration interface for the accuracy and precision
tool employed in the study.
Figure 4.4: Experimental setup. The participant is conducting the test using the
Mirametrix system. Throughout the experiments the monitor from the Tobii T60
system was used for consistency.
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Design and Procedure
After calibrating the system, participants completed an accuracy test fol-
lowed by a 2D target-selection task. Participants sat approximately 60 cm
away from the monitor, and were asked to sit as still as possible. In order to
reflect a real-life situation, no bite bar or chin rest was employed in the study.
The experiment was conducted employing a within-subjects factorial design.
The target-selection task had the following independent variables and levels:
- Device (4): Mouse, Tobii T60, Mirametrix S1, Webcam
- Amplitude (2): 450, 900 pixels
- Target Width (2): 75, 100 pixels
The dependent variables in the study were accuracy (degrees), precision (de-
grees), throughput (bps) and error rate (%). Each participant completed 4
blocks of 1 trial (i.e., 4 trials) for the accuracy and precision test, and 16
blocks of 15 trials (i.e., 240 trials) for the target-selection task, where device,
amplitude, and target width were fixed within blocks. The order of input
device and task were counterbalanced across users to control for learning ef-
fects. Participants were encouraged to take a comfortable position in front
of the computer and remain as still as possible during the test. The total
test session lasted approximately 15 minutes.
Immediately after a successful calibration participants were instructed to
gaze on a randomly appearing target in a 4×4 matrix (evenly distributed
with 100 pixels to the borders of the monitor). A new target would appear
when a total of 50 samples had been recorded at 30 Hz. The smooth pursuit
movement and an unknown writing delay resulted in the collection of prema-
ture samples. Based on empirical tests a 600 ms delay after target onset was
used before recording gaze points for a fair comparison of systems. Further-
more, samples further thanM±3×SD away were considered as outliers. To
prevent distractions from cursor movements, the cursor was hidden through-
out the experimental blocks except, of course, for the mouse condition, which
is acceptable since it is only used to construct baselines for each participant
and is not used in the comparison analysis.
Once the accuracy test was completed, a serial target selection task started
(see left-side of Figure 4.2). Participants were presented with 15 circular
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Figure 4.5: Accuracy and Precision by device. Error bars show ± SD.
targets arranged in a circle in the center of the screen. Targets were high-
lighted one-by-one, and participants were instructed to select the highlighted
target as quickly and as accurately as possible. Selections were performed
with the spacebar for the gaze trackers and a left-button click for the mouse
condition. Activations outside the target area were regarded as misses and
were thus considered as the error rate. Every selection ended the current
trial and started the next one. Based on the amplitudes and target widths,
the nominal indexes of difficulty were between 2.5 and 3.7 bits.
4.3.2 Results
Spatial Error
Analysis of the accuracy and precision was performed using a one-way ANOVA,
with device as independent variable. Accuracy and precision were analyzed
as the dependent variables. 228 outliers of the 16,000 samples were removed
from the analysis. An LSD post-hoc test was applied after the analysis.
Figure 4.5 shows a plot of the average accuracy and precision per device.
Accuracy. Mean accuracy for mouse, Tobii, Mirametrix and webcam was
0.14◦, 0.67◦, 1.34◦ and 0.88◦, respectively (left-side bar in Figure 4.5). The
main effect of device on accuracy was statistically significant, F (3, 12) =
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16.03, p < 0.001. The post-hoc test showed a significant difference between
mouse and all of the gaze trackers. Tobii performed significantly better than
Mirametrix, t(4) = 3.65, p < 0.05. The webcam also performed significantly
better than Mirametrix, t(4) = 4.42, p < 0.05. There was no significant
difference between the webcam and Tobii with t(4) = 1.57, p > 0.05. A
possible reason for a missing significant difference between the Tobii and the
webcam may be attributed to the limited number of participants in the study.
Precision. Mean precision for mouse, Tobii, Mirametrix and webcam was
0.05◦, 0.08◦, 0.43◦ and 0.31◦, respectively (right-side bar in Figure 4.5).
Mauchly’s test indicated that the assumption of sphericity had been vio-
lated, χ(5) = 16.60, p < 0.01, therefore degrees of freedom were corrected
using Greenhouse-Geisser estimates of sphericity ( = 0.47). The results
show that there was no significant effect on the precision of the devices,
F (1.42, 5.67) = 4.38, p = 0.08.
Figure 4.6 shows an example of the mouse and the three systems employed
in the study from one of the participants.
The results of spatial error can be verified in a visual representation in Figure
4.7. Even though the Tobii system is very precise compared to the two other
eye tracking systems all of the systems employ large offsets, which is caused
by a relatively low accuracy.
Target Selection
Analysis of the target selection task was performed using a 4×2×2 ANOVA,
with device, amplitude and target width as the independent variables. For
the analysis throughput and error rate were analyzed as the dependent vari-
ables. An LSD post-hoc test was applied after the analysis. All data were
included.
Throughput. Mean throughput for mouse, Tobii, Mirametrix and web-
cam was 4.00, 2.63, 2.00 and 2.31 bps, respectively (left-side bars in Figure
4.8). The main effect of device on throughput was statistically significant,
F (3, 12) = 9.61, p < 0.01. The post-hoc test showed a significant difference
between mouse and all other devices. There was a main effect of amplitude
F (3, 12) = 10.73, p < 0.05, with short amplitudes (M = 2.83 bps) having a
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Figure 4.6: Sample data from one of the participants in the study. Left to right
(top) shows mouse and Tobii, respectively and left to right (bottom) shows Mi-
rametrix and webcam, respectively.
significantly higher throughput than long amplitudes (M = 2.62 bps), t(4)
= 3.30, p < 0.05. No significance of target width was found F (3, 12) = 2.00,
p = 0.23.
Error Rate. Mean error rate for Mouse, Tobii, Mirametrix and Webcam
was 5.34%, 19.21%, 39.29% and 27.50%, respectively (right-side bars in Fig-
ure 4.8). The main effect of device on error rate was statistically significant,
F (3, 12) = 9.71, p < 0.01. The post-hoc test showed a significant difference
between mouse and all other devices. Tobii had a significantly lower error
rate than the webcam, t(4) = 4.96, p < 0.05. The findings showed no effect
of amplitude F (3, 12) = 0.37, p = 0.58 nor target width F (3, 12) = 0.37, p
= 0.58.
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Figure 4.7: Visual representation of spatial error for the different systems in
pixels. The white circles indicate the average accuracy (i.e., offsets) between the
samples and a targets (cross hairs) and the dark-gray circles show the average
precision measured during the experiment. The location of the precision circles are
not fixed and placed in the lower-left part of the circles for an easy overview.
4.4 Discussion
Spatial Error. The results suggest that the accuracy of the webcam-
based gaze tracker (0.88◦) is significantly better than the accuracy of the
Mirametrix system (1.34◦), while showing no significant difference to the To-
bii T60 (0.67◦). This indicates that the ITU Gaze Tracker can be used in
software applications meant to be controlled by gaze input. However, select-
ing the small targets often displayed in a Windows environment might be
challenging.
Although there was no significant effect of individual devices in the precision
study, the data indicates that the mouse and the Tobii system had much
higher precision than the Mirametrix S1 and the webcam-based system. It
must be noted that the precision is calculated after the low-pass filtering that
the eye trackers perform on the data samples during fixations. This is done
to smooth the signal and prevent a jittery cursor from annoying the user.
The ITU Gaze Tracker gives users control over the level of smooth during
fixations, a feature that many commercial systems do not provide.
Target Selection. The results obtained in the target-selection task indi-
cate that the webcam-based eye tracker has a similar performance to the
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Figure 4.8: Overall throughput and error rate by device. Error bars show ± SD.
other two commercial systems in terms of throughput. The error rate of the
webcam tracker was, however, significantly higher than the error rate of the
Tobii T60. Throughput values were slightly lower than in previous studies
[137, 183]. This can be due to the lower control over hardware setup in our
experiment, as well as the low number (five) of novice users with lack of
experience, who tended to be rather slow.
General Discussion. The results of spatial error analyses in the first part
of the experiment confirm the observations of Johnson et al. [74]; that there
is a discrepancy between the measured accuracy values and the reported val-
ues from the specifications. The manufactures state better accuracy than
that measured in the experiment (see Section 1.1). This was most notable
in the Mirametrix system, which had a measured average accuracy of 1.34◦,
compared to 0.5◦ − 1◦ reported in their specifications.
The Fitts’ paradigm used in the ISO 9241-9 can be used to evaluate the
performance of input devices. Using this methodology it allows to compare
device performance form the users perspective. There are ongoing discus-
sions about Fitts’ law in general and which interpretation of the formula
that should be used. For any practical purposes it is irrelevant. Although
it would be desirable if researchers could agree only to use one formula for
Fitts’ law.
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The results of the spatial error analysis represented in Figure 4.7 show how
all systems produce large offsets, even the expensive Tobii system. High
precision is good for interactive systems since it requires less filtering of the
raw gaze samples, but high accuracy is even more desirable, since the gaze
samples represents the true target better (see Section 4.1). Unfortunately,
this is not the case in this study. The Tobii system showed relatively high
precision levels but none of the other systems evaluated did. In terms of
interaction performance, this can be accounted for by additional filtering of
the gaze signal during e.g., fixations. All of the eye trackers evaluated showed
relatively large spatial offsets, which is problematic since it calls for methods
that may help to accommodate for the offset during different interaction and
point-and-select tasks. Later in this thesis, methods of effectively increasing
target sizes will be discussed. Figure 1.1 demonstrated this issue with real
targets taken from the Windows 7 environment in its default settings.
In the user study of Larsen (Section 1.1), he mentions how his Tobii P10
eye tracker has difficulties tracking him in the corner of the screen. The
results presented in this study consist of averaged measures across all the
stimuli and not individual areas of the screen [89]. In many systems, the
corners and the top-part of a monitor are typically problematic areas and
tracking point of gaze in these areas may be difficult for various reasons
(see Section 3.3). Essentially, this means that spatial error differs across the
screen. Such measures are essential for optimal design of interactive systems
since the design should be able to maximize the usability of various areas of
the screen. For example in the center of the screen, targets could be smaller
and closely coupled that on the periphery of the screen.
A general problem regarding the interactive eye trackers is that the accu-
racy (about 0.5 − 1◦) is not uniformly distributed over the screen. Figure
4.9 shows a surface plot of the average accuracy of the Mirametrix system
superimposed on top of a Windows XP interface. An inspection of the figure
confirms that the accuracy changes over the screen. Interestingly enough,
the highest accuracy of the Mirametrix system was in the lower right corner
and the center of the screen. The worst accuracy was located on the left side
of the monitor, which is a common location for the Windows-start button,
start menu and application icons.
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Figure 4.9: Surface plot of the changing accuracy of the Mirametrix eye tracking
system superimposed on top of a Windows XP interface.
This study presents data that is collected within a relative close time frame
after a calibration. A natural question that arises is whether a good measure
of spatial error immediately after a calibration is of importance compared
to system robustness over time? From the target-user’s perspective it is
important to have a good tracking but it also of importance to maintain
a good tracking over time without frequent recalibrations. Johansen et al.
[73] studied robustness of two interactive eye tracking systems over time in
a longitudinal study. The systems used in the study was a Tobii T60 and
and a webcam version of the ITU Gazer Tracker (similar configuration as
presented in Section 4.3). The accuracy and precision tool was employed in
four sessions separated by two-minute intervals and users were allowed to
move freely while browsing the Internet between the sessions. Figure 4.10
summarizes the accuracy of the two systems over time. The results of the
study indicate that both interactive eye tracking systems had relative stable
accuracy over the time. However, the accuracy of the Tobii system was bet-
ter than the webcam version of the ITU Gaze Tracker.
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Figure 4.10: Accuracy per sample by device in the longitudinal study. Error bars
show ± SD.
Holmqvist et al. [51] note how spatial error directly effects interaction qual-
ity in the domain of real-time gaze control and these metrics may be of
interest for end-users and interface designers. Including the methodology of
ISO 9241-9 standard as a supplement to the accuracy and precision standard
would be appropriate since all major users groups should be taken into ac-
count.
The future standard from the COGAIN organization would help manufac-
turers to get an objective evaluation of their individual eye-tracking systems.
The evaluation should be performed by an independent lab and verify the
device properties on a large user group and look at features such as spatial er-
ror, internal filters, sampling frequency, hardware specific details, calibration
process, head-pose invariance, light conditions, quality of the documentation,
API, ease of use, robustness and many more.
The above study is a good example why a standard of eye tracking systems is
needed. Some questions raised by this study are: How robustness should be
measured, which measures should be employed? How many sessions should
be employed for a satisfying result and what should the interval between
the measures be? Are the participants allowed to move freely between each
session to simulate real-life use?
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4.5 Summary
This chapter outlined important work by the COGAIN Association towards
the development of a standard for the measurement of eye tracker accuracy
and precision and discussed the need to extend the measure of spatial error
with a standard performance test. A method of calculating spatial error was
presented and a standard performance evaluation across three remote inter-
active eye-tracking systems was carried out.
Results showed that a webcam version of the open-source ITU Gaze Tracker
was more precise and accurate than an eye tracker costing several thousands
dollars. Furthermore, the study has shown that there is a need to design ded-
icated interfaces to accommodate for the low accuracy of gaze input and tools
to facilitate target selection need to be developed. Different viewpoints on
this topic will be presented in the following Chapters. For an interaction task
in a traditional WIMP-based GUI, accuracy is of greater importance (and
more difficult to improve with filters) than precision and thus the following
chapters will leave precision behind and focus on designing for gaze-based
interaction with low accuracy in general.
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5
Computer Control by Gaze
The advantage of the conventional mouse is that virtually no noise between
the physical movement of the device and the movement of the on-screen cur-
sor exists (see Figure 4.6). This allows selection of very small targets in a
windowed environment — down to the finest levels, to the pixel.
Users with motor disabilities who are not able to use and control a conven-
tional mouse need alternative input devices for performing point-and-select
operations to gain access to the graphical user interface. Eye trackers are fea-
sible input devices for users who retain control of their eye movements. Eye
gaze has several desirable characteristics, such as natural and fast pointing
[147]. However, most graphical user interfaces are not designed for use with
these alternative input devices, which often have limited accuracy or may re-
quire unnatural selection techniques that interfere with access to mainstream
GUIs.
Gaze tracking is well suited to pointing because humans naturally tend to di-
rect their eyes toward the target of interest. On the other hand, gaze tracking
with no additional input modalities is not very suitable for selection, since
humans tend to look at objects of interest to explore them independently of
their intention to select them [65, 66]. Therefore it cannot be assumed that
the user wants to perform an operation on every object that has been looked
at. The speed of eye movements can, in fact, turn into a disadvantage: while
it is extremely fast to turn attention to the target of interest, perceiving that
item cognitively may well take enough time that the system interprets the
lack of activity as an indication of expected system action. Finding a proper
balance here is one of the main themes of research in this field.
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The methods for computer control by gaze interaction can be divided into
two main categories: either the eye tracker is simply used to control the
mouse in the normal graphical user interface or a custom interface is con-
structed. In the first case of mouse control (the so-called eye mouse; see Bates
and Istance [7]), the main problem is that there is no universal method for
issuing mouse clicks. The most common method to distinguish inspections
from selections is to set a time threshold (i.e., dwell time), with a click is-
sued after the duration of the fixation exceeds a specified amount of time.
Increasing the dwell time leads to slow and unnatural interaction, whereas a
short dwell time leads to an increase in unintentional activations, which may
cause frustration. Dwell-based activation therefore typically faces the classic
speed-accuracy tradeoff: the faster the interaction, the higher the number of
erroneous actions.
These problems have led to the creation of several customized interfaces
built to accommodate the special needs of target acquisition by eye gaze.
The limited accuracy of gaze trackers restricts the implementation possibil-
ities for target selection and has resulted in a number of research projects
exploring this issue. Most of these have addressed the problem by means of
signal smoothing and effectively manipulating the target area with so-called
zooming and distortion interfaces, which will be covered in greater detail in
Chapter 8.
This chapter, explores specific techniques for gaze-based interaction intended
to make target selection easier and to avoid the Midas Touch problem. Look-
ing at techniques that do not require the use of special widgets in the inter-
face but instead manipulate the rendering on the basis of eye gaze (so-called
gaze-contingent interfaces) to facilitate the selection of small targets are in-
vestigated. Dwell-based interaction employs fixations; recent research has
looked into the other option, using saccades as the basis for eye gestures.
This will be investigated in this chapter. Finally, examples of how eye gaze
has been used with other input modalities (blinks and winks, keyboard and
mouse, facial gestures, head movements, and speech) to speed up interaction
will be discussed.
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5.1 Dwell-Based Selection
In dwell-based interaction, fixating for a pre-specified time threshold on a
certain location will make the system issue an activation at that location.
Dwelling is the most common technique for performing selections in gaze
typing applications but is also applicable in other application areas, such as
drawing applications [53].
Finding the optimal dwell time for issuing activations comes with a trade-off,
as the interaction seems to be unnatural if waiting time increases and, on
the other hand, fast interaction leads to unintentional activations [67]. Often
the best solution may be to leave control of the dwell threshold to the user,
as experiments with text entry have shown [100]. This allows novice users to
utilize longer dwell times in the beginning and reduce the threshold as they
grow more skilled and confident with the selection method.
Another possibility is to adjust the dwell time automatically, within the ap-
plication, as users become more skilled. This was studied for an eye typing
application by Špakov and Miniotas [172]. They found that as the users grew
more experienced, they tended to leave the selected keys sooner than novice
users did. As a consequence this exit time could be used as an indication
of experience, and, correspondingly, the dwell time could be automatically
reduced for experienced users. It was found that the algorithm was able to
reduce the initial dwell time (600 ms) automatically to a level that was, in
general, similar to the one chosen as most convenient by each participant
when the participant was allowed to set the dwell time manually. Thus the
approach was successful in this case. However, Huckauf and Urbina [56] point
out that adaptive dwell time involves a lot of training (of the user, applica-
tion, and algorithm) to distinguish intended from unintended selections.
Basic dwell-based interaction works well in applications specifically devel-
oped with eye gaze in mind. Then the designer can take the inaccuracy of
eye trackers into account by making the selectable objects (such as keys on
the soft keyboard or icons in a palette) large enough. For general access
to a windowing environment, the small size of the graphical elements easily
becomes an issue.
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Lankford [88] explored true integration of the Windows environment with
the Eye-gaze Response Interface Computer Aid (ERICA) system. Experi-
menting with dwell-based gaze clicking, Lankford found that many targets,
such as the small buttons in the window’s title bar used to minimize and
maximize, were hard to select. Moreover, positioning the caret in the desired
position in the text was difficult, since the density of letters was high. In or-
der to have the system work reliably, Lankford experimented with changing
the screen resolution to the lowest possible. In addition, text on the screen
was magnified 200%. These changes reduced the amount of space on the
screen to a minimum, but even with this set-up the users would still need
repeated attempts to hit the targets. The solution adopted by Lankford was
effectively increasing target size by magnifying a small region of the Windows
desktop around the detected fixation.
In summary, dwell-based methods make use of fixations and are able to
accommodate the inaccuracies of eye trackers with simple initiative such
as increased screen resolution and large dwell-sensitive buttons. When the
limit for reliable selecting targets is reached (i.e., targets are too small or
too much noise over the system), methods based on effectively increasing the
target area should be considered. Noise tolerant target selection is covered
in greater detail in Part IV of this thesis.
5.1.1 Dedicated Interface Widgets
So far, it has been assumed that the interface widgets behave in a manner
like mouse-based interaction. For instance, a button is pressed by clicking
anywhere within its predefined area. In gaze based interaction, this does
not always need to be the case. For example, the text entry technique by
MacKenzie and Zhang [98] where the selection area of each soft key on the
keyboard is modified dynamically, on the basis of the probability of the key
(i.e., letter), given the portion of the word already typed. Characters that
are more likely to follow this beginning have a larger effective selection area,
although all keys are always rendered in the same size.
Another possibility is to have different viewing and selection areas for the
buttons. The Quick Glance selection method [120, 121] aims to solve the
Midas Touch problem by using a specific selection area next to each inter-
face widget (see Figure 5.1); to activate the function, one must fixate on the
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special selection area. There are two major advantages by doing so. First,
the user can inspect the menu items without worrying about accidental ac-
tivations. Second, advanced users can head for the activation area directly
without even reading the menu text, just as many people know the order and
location of items in the Windows Start menu, for instance. The downside of
the technique is the amount of screen real estate used to display the tools.
Moreover, accidental activations may still occur.
Figure 5.1: Two-step fixation method: selection area to the right of each button.
Copyright Takehiko Ohno. Used with permission.
More recent research has used dynamically appearing interface components
based on a two-step activation process. This allows for greater utilization of
screen real estate and lower error rates. However, the reduction in selection
errors comes at the expense of increased selection time.
Figure 5.2 shows the implementation [160] of a type of button similar to
that in Figure 5.1, but now with dynamic activation. When the user dwells
on the button in its initial state, the selection component appears to the
right of the object of interest and the selection is confirmed with an addi-
tional dwell on its selection component.
Tall [160] experimented with various dwell time thresholds. The middle set-
tings (300 ms for dwelling in the initial state to make the activation area
visible, and another 300 ms to make the selection in the activation area)
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Figure 5.2: Dynamic two-step fixation method: selection area appears on the basis
of dwell and gives feedback on activation status. Copyright Martin Tall. Used with
permission.
minimized the number of errors. In a small experiment with nine tasks, the
selection time per task was slightly more than 1 sec, on average. This is not
much more than the times obtained by [120] in the best case, which is an
encouraging result.
In summary, dedicated interface widgets accommodate for the Midas Touch
problem with the use of different viewing and selection areas. The widgets
allow a user to perform really fast selections and to inspect selectable objects
without any accidental activations. Methods based on dedicated interface
widgets still require targets that are sufficiently large to be hit reliably with
the gaze only. Furthermore, these methods seems to be limited by reserving
more screen estate and a chance for introducing frustration among users from
the double activation strategy per selection.
5.2 Gesture-Based Activations
Thus far the use of fixations for selection have been discussed. The use of fixa-
tions is motivated by the fact that users need to spot the target visually before
selecting it; thus, target acquisition in the application can naturally follow
target acquisition by the visual system. However, the nature of fixations
lead them to take more time than the other basic form of eye movements,
saccades. Recent research has therefore put increasing effort into studying
the possibilities of gaze gestures (sequences of saccades) in target acquisition.
In addition to being potentially fast, gaze gestures have the advantage that
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they have the potential to avoid the Midas Touch problem, when the initial
point of gaze in a gaze gesture is not significant.
Single-stroke gestures are designed to be carried out with one saccade only.
Møllenbach et al. [114] studied the characteristics of single-stroke gestures
in detail. The interface consisted of four peripheral initiation areas, which
were immediately activated when looked at, and the centre of the screen,
which was unaffected by gaze. Selections were completed by glancing from a
peripheral initiation field to the opposite side of the screen in a single stroke,
hence the concept of single strokes. The single stroke gestures were explored
in four directions (vertical: up, down; horizontal: left, right), the effect of
stroke length was examined (by varying the size of the areas), and the effect
of sampling rate was also explored (by using different eye trackers). The
main finding of Møllenbach et al. was that all of these parameters had a
statistically significant effect on the gesture completion speed. This clearly
points to the need for careful interface and interaction design when gestures
are used for activation.
It would be appealing if a gaze gesture could be issued whenever and wher-
ever the user wishes. What would the gestures then need to be like in order to
be distinguishable from normal browsing of the screen? This was studied by
Drewes and Schmidt [26]. Their gesture detection algorithm distinguished
among horizontal, vertical, and diagonal movements within a rectangular
area on the screen. In their experiment, the size of that area (and there-
fore the length of gestures) did not have a significant effect on the speed
of gestures. They then recorded and examined normal Web surfing for half
an hour and mapped the saccades to the same kind of strokes identified by
their algorithm. Naturally, all short stroke sequences were found in the gaze
point stream, caused by simple browsing and looking around. Therefore,
they could not be used as universal gestures to invoke commands. Drewes
and Schmidt did, however, find some-four legged gestures (sequences of four
strokes) that occurred only rarely, if at all. These could be good candidates
for gestures that can be automatically distinguished from general browsing.
As an opposite example, Istance et al. [60] designed custom gaze gestures to
be used with a game: World of Warcraft. In addition to the gaze gestures,
they also implemented their own algorithm for detecting the gestures, instead
of relying on default events produced by the eye tracker. As a result, the
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Table 5.1: Times measured for single gaze strokes (as part of longer gestures).
Source Stroke duration Strokes in gesture
Møllenbach et al. [114] 79 - 270 ms 1
Istance et al. [60] 247 - 293 ms 2-3
Drewes and Schmidt [26] 557 ms 4
Heikkilä and Räihä [47] 824 - 1190 ms 2-4
gestures could be registered quickly and with good accuracy.
Depending on the implementation, gestures can be highly noise tolerant.
This was shown by Rozado [133] where the author extended an HTM (Hi-
erarchical Temporal Memory) algorithm for gaze-gesture recognition. The
main findings indicate that gaze gestures are very convenient for generating
control commands to interface with a computer when using the appropriate
recognition algorithm. In Rozado [133], the author explores the usage of
gaze gestures to control a computer. Oﬄine recognition of gaze gestures is a
trivial task for traditional HTM and many other types of machine learning
classifiers, with most algorithms getting robust results. However, real-time
gaze gesture recognition is more challenging. This has to do with the diffi-
culty that intentional gaze gestures have to be distinguished from standard
gaze activity during normal gaze computer interaction. The algorithm is able
to handle the spatio-temporal data structure of gaze gestures and properly
discriminate them from other types of gaze activity and the author obtained
high accuracy rates, low false positives and a positive feedback from users of
this innovative interaction paradigm.
How fast are gaze gestures? This is an interesting issue, particularly since
the published results vary greatly. Some results are collected in Table 5.1.
The last column shows the number of strokes (legs) used in the gesture, and
the second column shows the average time per stroke (duration of full gesture
divided by number of strokes).
There are several explanations for such huge differences. A critical issue
is what is included when one computes the duration of a gesture. Does it
start from the beginning of the preceding fixation or from the first gaze point
that does not belong to the preceding fixation? Similarly, does it end with
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the first gaze point in a specific area (whether fixated or not), the first gaze
point of the ending fixation, the gaze point that allows the fixation to be
detected, or the last gaze point that belongs to the ending fixation? An-
other critical factor is: what is required from the gesture? Does it need
to cross a line between two areas, or move between the areas (fixating on
them), or follow a specific pattern? In the latter case, is the pattern visi-
ble on the screen, or does it need to be imagined by the person issuing the
gesture? Such factors explain the much longer times obtained by Heikkilä
and Räihä, who requested participants in their experiment to produce images
like lines, rectangles, and circles with eye gaze, motivated by the intention
to use gestures in a drawing application [47]. The desire to perform the task
accurately slowed down the participants in this experiment. Again, these
results point to the need for and possibilities of careful design of application
specific gestures, as the good performance obtained in some of the recent
studies testifies. Heikkilä and Räihä [47] provide a survey of the various uses
of gestures in gaze-based interfaces, in terms of both the applications and
the types of gestures used.
In summary, gestures are based on saccades, which are completely differ-
ent from the strategies based on fixations (i.e., dwelling). Gestures are not
well-suited for target selection, since no information is gathered for the visual
system, rather they are useful for issuing commands to a system similar to
the computer-game control by Istance et al. [62].
5.3 Complex Interaction
The preceding sections have presented a number of techniques for activating
interface elements. Life is, however, more than pointing and clicking. Fluent
use of graphical user interfaces involves issuing commands such as right clicks
to access a context-dependent menu, dragging items while keeping the mouse
button depressed, and so on. This section looks at techniques developed for
more complicated interaction than just pointing and clicking.
Pie menus are made from several pie slices around an interactive center and
works for mouse and stylus input [86]. Pie menus have also been used suc-
cessfully with gaze-based interaction [55, 56]. Huckauf and Urbina [55] pro-
pose gaze-controlled pies as a universal interaction technique, demonstrating
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their use both for eye typing and in desktop navigation. In the latter case,
for instance, their five-section pies contained desktop files and folders, and
the functionality implemented included standard operations such as creat-
ing, moving, or deleting new files and folders. The items were organized in a
three-level hierarchy to increase the number of selectable objects or actions
that could be taken. Navigating in the pie-menu hierarchy or selecting items
was set to take place after a dwell of 700 ms. An informal user study with
six participants elicited positive comments and showed that all participants
were able to carry out the interaction tasks in the experiment.
Later work focused on the optimal number of slices and established six slices
in a full pie as a good number, making it easy for users to distinguish the
pie sectors from one another [165]. On the other hand, Kammerer, Scheiter,
and Beinhauer [77] found that a half-pie with only half of the circle works
better than a full pie. Their design did, however, have other differences as
well: menus in sub-hierarchies did not open as new pies centered along the
edge of the previous circle; instead, all hierarchies were shown with the same
center but with increasing radius of the circle.
Of particular interest is the study by Urbina et al. [165] that compared
dwell-based and gesture-based selections. Instead of dwelling in a pie seg-
ment for activation, another possibility is to use simple crossing of the border
of the visible circle as indication of selection. This resembles the idea of the
original marking menus: experienced users could now simply glance in the
direction of an item they already were familiar with, whereas novice users
could inspect the pie freely before making the selection. The experiment
carried out by Urbina et al. showed no speed advantage for the selection by
borders method, but it reduced errors by half. They point out that further
improvements might be obtained by varying the location of the lower pie
hierarchies; in the study, they appeared in fixed locations (centered at the
border of the circle), obviously diminishing the advantage of the quick glance
beyond the border. This pie menus are elaborated further in the following
chapter on gaze communication.
Another setting in which diverse forms of interaction are needed is virtual
worlds, such as Second Life. In that context, the users need out a variety of
actions for looking around, moving within the environment, and launching
events. If everything were carried out with just normal dwell, the Midas
78
5.3. COMPLEX INTERACTION
Touch problem would be prominent. Istance et al. [59] improved this in the
Snap Clutch technique, using four modes, each activated by a quick glance
beyond one of the borders of the screen. The modes were used for locomotion
and camera control, in-world object manipulation, application control, and
communication. In application control, for instance, a dwell could be used
to issue a mouse-down event. Then another dwell indicated where the ac-
tion was to take place, and a saccade would then generate a mouse-up event,
activating the action. Such a multi-step process proved crucial where an ap-
plication has controls in one part of the screen and their effect takes place in
another part. In mouse-based control, the mouse cursor can be placed on the
control first and the effect of the operation can be viewed when the mouse
button is pressed. With gaze-based control, gaze cannot be used simultane-
ously for both, so breaking the sequence into its components is necessary.
A significant advantage of Snap Clutch is that the modes implemented are
independent of the underlying application: they can be used in other contexts
as they are. The motivation for the original work was to provide interaction
techniques for users with disabilities that would make it as easy for them to
interact in the virtual world as it was for able-bodied users. This goal was not
quite achieved (except for locomotion control), and further work has pinned
down the elements that could be improved most and suggested alternative
designs [61]. These include additional feedback using a green strip at the
edge of the screen to indicate the active mode, and the addition of several
other modes.
Porta et al. [126] suggested another solution with modes. They introduced
a modified cursor control called ceCursor that moved in four directions by
dwelling in one of the four arms pointing out of the star-shaped widget.
Dwelling on one of the four arms forces the cursor to move smoothly on the
desktop or jump in discrete steps from icon to icon. Selections are made with
a simple dwell in the centre of the star. An interesting feature is the hot spot
replicated in the activated arms. This ensures that the user will always know
what is underneath the centre hot spot. Although this is not considered a
natural interaction, the ceCursor control facilitates fine-grained positioning.
This section presented combinations of gestures and dwelling (i.e., saccades
and fixations) together with joystick-like behavior. All methods are prone to
noise in several ways. For example, by adjusting the size of the pie menus the
79
CHAPTER 5. COMPUTER CONTROL BY GAZE
noise from the gaze input is able to reside within the individual selection ar-
eas. Finally, the ceCursor offers pixel-level precision through the joystick-like
interface (that only seems to work for static targets). In summery, this sec-
tion has presented examples of noise-tolerant methods that can be operated
with unnatural gaze movements.
5.4 Enhancing Gaze: a Multi-Modal Approach
So far, interaction techniques that are suitable for use with gaze as the only
modality have been described. In this section. attention is turned to tech-
niques wherein the use of gaze is supported by a multi-modal approach or
used to enhance traditional techniques with other input channels is. Us-
ing one or more additional modalities in conjunction with gaze may help
to reduce erroneous selections and thus help to eliminate the Midas Touch
problem. An additional modality can be seen as an indicator of confidence
during a given task compared to interacting with the gaze-alone.
5.4.1 Blinks, Winks, and Pupil Dilation
Since the eyes are used for selection, it seems a natural idea to use them for
more than just the point of gaze. Blinking (closing both eyes) or winking
(closing just one eye) can be used for triggering a mouse click event. However,
winking is not easy for some people, and intentional blinking would need to
be separated from natural blinking. This could be done with prolonged blinks
for activating events, but at the expense of speed of interaction. Moreover,
as Huckauf and Urbina [56] point out, blinking may affect the vergence of the
eyes. Overall, selection by blinking may prove strenuous for the eye muscles.
Selection by blinking is supported by several manufacturers of eye tracking
systems and has been used in research prototypes (e.g., Grauman et al. [39]
& Ashtiani and MacKenzie [3]). However, using blinking and winking for
selections has not gained popularity comparable to that of dwell-based selec-
tions.
Another rarely used attribute of the eyes is pupil dilation. There is a good
reason for this: it is hard to control pupil size voluntarily, and to distinguish
voluntary changes in pupil size from involuntary changes in pupil dilation
that can be prompted by one of many factors (such as excitement and image
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brightness). However, Ekman et al. [30] showed that voluntary pupil size
control is possible, and changes in pupil size can be detected on a statistically
significant level, especially with properly designed feedback. Ekman et al.
[30] then explored the use of pupil size as a control mechanism in a game,
where the interaction was carefully designed so that voluntary pupil changes
were coupled with actions designed to instigate positive arousal. Thus both
voluntary and involuntary pupil dilations contributed to the change detected
in pupil size.
5.4.2 Keyboard and Mouse
A natural way of improving access to arbitrary graphical user interfaces is
to provide a separate window that shows an enlarged image of part of the
screen, similar to the Zoompad prototype by Istance et al. [63] where an area
around the measured focus of the gaze is shown in a special panel. The same
panel contains gaze-activated buttons for operations that correspond to those
that can be issued with a mouse. A similar technique can be applied without
reservation of any additional screen real estate if gaze is used in conjunction
with the conventional mouse and/or keyboard.
Keyboard. Combination of gaze interaction with input from the keyboard
was implemented in the multi-modal EyePoint prototype [85]. Figure 5.3 il-
lustrates the sequence of actions being performed to click on a specific link
on a web page. First, the user locates the target of interest with the gaze.
Second, pressing a key on the keyboard brings up a magnified view of the
region that was looked at. Third, the user locates the target in the magnified
window and releases the keyboard key to issue the click. In the final step with
the prototype, the magnification allows for more accurate selections since the
effective width of the target is increased - a feature inspired by the two-step
technique of Lankford [88].
In a controlled experiment, EyePoint was found to be slower and less ac-
curate than a standard mouse in a pure pointing task. However, in a more
realistic task that combined pointing and typing, EyePoint was slightly but
significantly faster than using the mouse. In this case, the fact that partici-
pants could keep their hands on the keyboard without reaching for the mouse
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Figure 5.3: The EyePoint selection method [85] uses a two-step process, first
fixating on a target and then pressing a keyboard shortcut. This will bring up
a zoomed-in view around the last fixation, which allows higher tolerance for eye
tracker noise. The user fixates on the target again and releases the button, which
issues a simulated mouse click in the position of the current fixation.
compensated for the intrinsic slowness of the two-step technique. Error rates
remained considerably higher for EyePoint in comparison to the mouse.
In a study by Møllenbach et al. [115] they evaluated mouse and gaze in-
teraction in two zoomable, multi-scaled information spaces: one large with
2000 nodes designed for a searching and browsing task and a second de-
signed for precision zooming in a target selection task. For control, mouse
and gaze were used to control panning and two keys on a standard key-
board were used for zooming in and out, respectively. They compared the
navigation of gaze and mouse and results indicated how the performance
between gaze and mouse were indistinguishable. However, in the selection
task, gaze proved 16% faster than mouse control. Møllenbach et al. conclude
how gaze-controlled pan/zoom-navigation is a viable alternative to the tradi-
tional mouse control during inspection and target exploration in multi-scaled
environments.
In addition to pointing and clicking, another extremely frequent operation
in a windowed interface is switching between applications and between win-
dows. This, too, can be supported by eye gaze. Figure 5.4 shows how the
EyeExposé prototype manipulates the window-switching solution in the Win-
dows operating system [83]. The prototype has modified the normal “press-
release-mouse click” sequence and replaced it with a “press-look-release”. The
potential for saving time during interaction is obvious, and accuracy should
not be an issue, as the proxies of the miniaturized windows tend to be fairly
large.
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Figure 5.4: The EyeExposé window selection method [83] supports fast application
switching. The interaction combines the use of keyboard input and gaze pointing.
If there are no overlapping windows (i.e., windows are placed side by side),
the switching operation can be further simplified. Gazing at a specific win-
dow for a predefined time can then enlarge and put the focus on the window
of interest and decrease the size of unattended windows. This was imple-
mented in the EyeWindow system (see Figure 5.5) by Fono and Vertegaal
[36].
Figure 5.5: EyeWindow by Fono and Vertegaal [36]. On the left, gazing at the
bottom right window makes it bigger and moves the focus to that window, so that
(on the right) typing can continue without removal of the hands from the keyboard.
In their study, Fono and Vertegaal [36] found that eye tracking with au-
tomatic activation was about twice as fast as use of a mouse with special
keyboard keys. Eye tracking with key activation was more than 70% faster
than manual conditions and was preferred by most participants.
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Mouse. EyePoint illustrated how the use of dedicated keys in conjunction
with eye gaze can support accurate selections with zooming. The earliest
technique that combined the use of eye gaze and traditional input devices
was manual and gaze input cascaded (MAGIC) pointing, from Zhai, Mori-
moto, and Ihde [182]. In MAGIC pointing, the mouse pointer is automati-
cally warped to the vicinity of a selectable object if the user’s gaze is within
a specified spatial threshold of the object. The final fine-grained movement
of the mouse pointer is done with the physical mouse. Zhai et al. found in
their experiment that the participants liked the technique. Furthermore, the
technique was slightly faster than using the mouse alone. No differences in
accuracy (i.e., incorrect selections) were found.
Räihä and Špakov [129] developed a related technique to be used with mul-
tiple monitors. To overcome long mouse movements in such settings, it has
been suggested that multiple mouse pointers could be used, all controlled
with a single mouse simultaneously and in synchrony [81]. Selecting with
such a technique is ambiguous if several mouse pointers are present at the
same time (i.e., multiple cursors on top of selectable targets). Räihä and
Špakov suggested the use of eye gaze to select the active pointer. The pointer
closest to the user’s point of gaze was active and the underlying target re-
ceived the mouse click. In an experiment with two monitors, the method
improved target-acquisition times over long distance (when the target was
on a different monitor than the previously active pointer). Users preferred
the condition in which each monitor had one mouse pointer and eye gaze
was used to indicate the active monitor. Blanch and Ortega [12] suggested a
similar technique with even greater speed improvements.
5.4.3 Facial Muscles (EMG), Head and Speech
One user group that benefits from computer control by gaze is people with
quadriplegia. For them, use of the other facial muscles (in addition to eye
muscles) could provide additional control mechanisms. Extensive studies on
use of frowning (movement of the muscles of the forehead) together with
eye gaze were carried out by Surakka et al. [123, 159]. Muscle activity was
measured with two electrodes attached to the forehead. In summary, their
results showed that for short movement distances (6 cm on a normal screen),
interaction with the mouse was faster for able-bodied participants, but with
longer distances (starting with 12 cm) gaze-based looking and frowning was
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not significantly slower than the mouse. In fact, with the longest distances
the results indicate that the new technique could even beat the mouse. Not
surprisingly, the speed of eye movements could compensate for the loss in
selection speed from frowning. As usual in gaze-based interaction, the mouse
is superior in selection accuracy but the accuracy of selection by gaze can be
improved with sufficiently large targets.
An interesting solution for head control was suggested by Adams et al. [1],
who used body movements together with eye movements. In particular, since
it is natural for humans to move closer to a target that they want to inspect in
greater detail, they used the screen to eye distance to control zooming of the
view. The setting for their experiment was Google Earth, where participants
were asked to navigate to a given destination. They compared four methods
of zooming: by head movement, by staring, by mouse, and by mouse but
with gaze for panning. Looking at the edges of the screen activated panning;
the pan region was less than 15% of the screen real estate in all directions.
Zooming could be activated in the centre area by one of the four techniques.
In staring-to-zoom, for instance, fixating within the center area caused zoom-
ing in at a comfortable rate and also panning to place the fixation location at
the centre. Visually scanning the centre area stopped the zooming. Glancing
at the eye tracker below the screen triggered zooming out. A similar idea
was proposed by Lepinski and Vertegaal [91] and implemented with a low-
cost Web camera. However, only anecdotal evaluation results were published.
Combining gaze with speech is another attractive option. It was pioneered
early on by Bolt [15] in his seminal Put-That-There system. It initially used
pointing gestures for indicating the target and spoken commands to cause
actions, but gaze was soon added as an additional modality to compensate
for the inaccuracy of pointing gestures. Neither gaze nor gestures alone was
accurate enough for the system, but when the two approaches were fused the
overall robustness improved. Other work within the area of combining gaze
and speech is hereby cited [79, 112, 84, 77]
5.5 Summary
Efficient algorithms need to be developed to determine users’ intentions from
spatiotemporal eye movement patterns to minimize the Midas Touch prob-
85
CHAPTER 5. COMPUTER CONTROL BY GAZE
lem. In other words, software solutions need to be able to analyze the users’
gaze on the monitor and react accordingly. If gaze-controlled systems are
designed properly, the life of people with disabilities can be considerably
improved. The use of dwell-based selection have been discussed and is the
most common technique in use today. In addition, the approaches covered
included specially designed interface widgets, variations of zooming, the use
of gestures, and multi-modal interaction.
The examples of dedicated interfaces are mostly designed with large gaze-
sensitive buttons that accommodate for a noisy input by residing the inaccu-
racies from the gaze input within the object of interest. Dwelling on objects
for a pre-defined threshold of time helps to discriminate between inspecting
fixations and selections and thus helps to eliminate the Midas Touch prob-
lem. The dedicated interface widgets are based on the same design strategy
but dwell time can be lowered significantly due to a two-step selection pro-
cess where a selection is confirmed by activating an additional target placed
sufficiently far away from the target of interest. This allows the system to
reliably detect activations from a user with few errors.
Gestures are based on saccades as opposed to dwell-based methods that are
based on fixations. The advantage with gaze gestures is that they have the
potential of avoiding the Midas Touch problem as they are recognized with
advanced recognition algorithms that can be trained by the individual user.
The naturalness of the gestures may be subjected to discussion but the tech-
nique seems prone to noise from the input.
Finally, the multi-modal approach uses the eye-gaze for pointing in the well-
known point-and-select strategy and leaves the selection for an additional
modality such as an EMG switch or human speech. As mentioned in the
introduction, gaze is a natural way of pointing since humans tend to direct
the eyes in the direction of the target of interest and signaling an activation
with an additional modality is analog to using a physical limb such as a finger.
How fast can computer control by eye gaze get? Many examples illustrate
how gaze can often be comparable in efficiency to control by mouse, and
sometimes even faster (e.g., Dorr et al. [24]). On the downside, the biggest
difference is in the interaction accuracy where selections are not always rec-
ognized correctly. They may simply be missed altogether or be associated
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with an incorrect object. Several techniques have been tested, and many are
used commercially, but there is still room for improvement, in order to find
the proper balance of operation efficiency, accuracy, and user satisfaction.
This chapter has provided an overview of some of the applications and inter-
action methods presented in the literature. The following chapter deals with
communication applications, which are a special case of applications for gaze
interaction. These applications are of importance for users who rely on eye
trackers as the means for communicating with friends, family and the outside
world.
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6
Communicating by Gaze
This chapter introduces communication by gaze. First, a presentation to
augmentative and alternative communication (AAC) is given along with a
presentation of AAC in the context of using an eye tracker for communication.
A case study of a late-stage ALS patient is used to illustrate why the need to
communicate is a fundamental for everyone. The second part of the chapter
presents different eye typing methods that can be used to produce text with
gaze input only. The interaction methods are categorized, exemplified with
concrete examples and each technique is discussed. Finally, a review of the
gaze-typing systems that have been documented in the research literature is
presented (see Table 6.1). The table summarizes overall design considerations
and several system characteristics such as input method, experimental design,
error rate and efficiency measured in words per minute (WPM). The chapter
concludes with a discussion of the systems reviewed.
6.1 AAC
AAC is used as a supplement to or replacement of oral speech so that peo-
ple with physical impairment can express their thoughts, needs and feelings.
Typically, use of AAC involves selecting one of several objects on a display,
either aided or unaided by employing high-level or low-level technologies.
Higginbotham et al. [48] note how the technological development in interac-
tion has dramatically increased access to AAC technologies for the individual
person. In their paper, they define access to AAC as the means or opportu-
nity for the following:
- Use or benefit from something (e.g., operate a communication device).
- Approach or see someone (e.g., converse with a person).
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- Obtain or retrieve information from a person, the environment or an
artifact (e.g., read from a communication device).
- Provide use or benefit from something or someone (e.g., assist someone
in communicating using AAC technology)
One of the most fundamental goals in AAC is to obtain automaticity. Auto-
maticity means that an impaired individual is able to perform complex tasks
that require cognitive and/or motor skills under varying conditions (e.g.,
writing, biking, driving, singing) that they would otherwise not be able to
do. Automaticity is achieved when a task is performed without any signifi-
cant cognitive load and is typically learned through numerous repetitions in
a well-defined task space [122]. Moats [113, p. 432] notes how automaticity
can be defined as: “fluent performance without the conscious deployment of
attention”. Automaticity is often difficult to accomplish and can, for exam-
ple, be hampered by poor literacy or simply because it can be difficult to
maintain focus on a display.
6.1.1 Eye Tracking and AAC
An eye tracking system may be the only means of communication for some
people who are completely locked-in. Employing a simple eye gesture system
such as looking up, down, left, and right may serve as a feasible method of
communicating. In the human-to-human approach the “eye tracker” is an
interpreter standing in front of the person. This analog solution can be op-
timized with aids such as a transparent plastic frame with special stickers
[38]. Here, the interpreter holds the plastic frame in the hands while paying
close attention to the users eye movements onto the different targets on the
plastic board. Although the board is limited in terms of forming complex
sentences, it can be useful for uttering short commands, it works well for
outdoor scenarios and does not require any use of electricity.
Since the 1970s eye-tracking systems have been used for text production
and allowed people to communicate and interact with family and friends
[102]. Locked-in owners of eye-tracking systems still need assistance for the
initial setup, which involves turning on the equipment, positioning the user
in an appropriate distance to the eye tracker’s camera, and finally, starting
a calibration. A person who is completely locked in still requires assistance
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before use. Most modern interactive eye tracking systems are shipped with
dedicated software for communication, mouse emulation, internet browsing
and entertainment. Some concrete examples of applications in each category
can, for example, be seen in the taxonomy by Vickers [170]. For a list of
non-proprietary software, please visit the COGAIN website1 for further in-
formation.
Human communication is a fundamental need and the inability to commu-
nicate may lead to loneliness and social exclusion [99]. Most communication
applications allow for individual personalization such as changing the layout
from QWERTY to alphabetical or choosing between dwell or step scanning
for selections (see Section 6.2 for further details). Normal face-to-face speech
is somewhere in the area of 100 - 250 wpm, which is significantly faster than
most eye typing systems [99]. Even with the use of predictive models, gaze-
based typing speeds have not yet exceeded this barrier.
6.1.2 Case Study: Birger
Birger Jeppesen has suffered from ALS since 1996 and has used eye move-
ments as his only means of communication since 1998. He is ventilated and
needs 24-hour care. When Birger lost his ability to control the conventional
mouse on his computer, he started using the QuickGlance eye tracking sys-
tem for written communication. During the progression of his disease, Birger
has maintained his own web site, written several articles and a book [71]. Due
to the progression of his disease, he gets tired from his QuickGlance system
quickly and rarely uses it now. Birger communicates with his caretakers
and family based on face-to-face communication. When a person needs to
communicate with Birger, she uses a memorized spelling grid with alphabet-
ical letters grouped in rows. The spelling-grid method is analog to the step
scanning and word predictions known from several switch-based systems and
eye-typing systems [143, 63].
Birger has previously participated in an evaluation of the first version of
the ITU Gaze Tracker[138]. Two years after the first study, the remote ver-
sion of the ITU Gaze Tracker was in a state where it could be used for a user
evaluation on real end users. Birger and his wife took part in the evaluation,
1<http://www.cogain.org/wiki/>
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(a) Preparing Birger to calibrate on the re-
mote system.
(b) Birger using the GazeTalk commu-
nication system.
Figure 6.1: Figure (a) shows how Birger is sitting comfortably in front of the
eye tracker and Figure (b) shows how Birger is communicating with the GazeTalk
communication system.
which was documented in a video2. In the study, a standard Sony video
camera with night shot mode, auto focus and a Sony IR lamp was used.
The setup is displayed Figure 6.1 and shows Birger sitting comfortably in his
chair approximately one meter from a 24" monitor.
Immediately after calibrating on the system, Birger was able to answer our
questions. His first sentence was: “An eye tracker is my lifeline to the world.”
Then followed by: “It is a splendid system you have made.” Birgers wife
notes: “Being able to communicate is a human right” and continues: “Low-
cost eye tracking system would allow any disabled person to express feelings,
needs and thought and without a communication system, you take away the
possibility of being a human being.” Birger follows: “The possibility to com-
municate in this way means that I am able to have a private life and the
freedom to be myself ”.
2<http://vimeo.com/23375917>
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Figure 6.2: Scanning example with sequential row and column scanning. Repro-
duced after Shein [144].
6.2 Eye Typing
The first applications made for gaze interactive systems in HCI were focused
on the communication needs for people with disabilities and provided them
with typing interfaces [69]. Majaranta and Räihä [103] have studied these
typing systems and categorized the process of producing text according to
input technique. The categorization divides input techniques for gaze typing
into two overall strategies: direct pointing or continuous gestures. Majaranta
[99] further notes how the interaction method on most common typing sys-
tems can be divided into four categories: Switch, Direct, Discrete Gestures
(DG) and Continuous Pointing Gestures (CPG):
- Switch, is the preferred input for users with some level of motor control
and/or who cannot remain seated in front of an eye tracker for instance
due to physical condition that causes involuntary muscle movements.
Most commercial eye trackers support voluntary winks that can be used
to emulate a binary switch [39]. The typical layout for the switch in-
put technique is letters arranged in a grid or matrix. Selections can be
based on simple row-columns scanning technique where each selection
is based on two activations. First, the rows are highlighted one-by-
one until the user generates the first activation. Secondly, the letters
in the selected column are highlighted one-by-one until the user com-
pletes the final activation, which leads to the selection (see Figure 6.2).
As long as the user’s eyes are within the field-of-view of the eye tracker,
the switch method is highly tolerant to noise and offsets since the qual-
ity of a calibration is not used to direct a cursor or marker on the inter-
face. The performance of switch-based systems is limited to the speed
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of the scanning routine, which consists of a predefined reaction time and
an activation delay. This is necessary to give the users enough time to
make confident activations. There have been several attempts to im-
prove on the scanning method with a predictive model (e.g., Evreinov
and R. Raisamo [32] and Ashtiani and MacKenzie [3]). The cognitive
load of learning to operate a switch-based application is at a minimum.
The scanning technique is robust in the sense that gaze direction and
the quality of the calibration is of no importance. In terms of efficiency,
scanning speed can be increased after practice but there are at least two
factors that significantly reduce efficiency: waiting time between each
step and an input restricted to one bit of information (i.e. signaling an
on/off signal to the system). Finally, the amount of errors generated
is a tradeoff between the time interval between each scanning step and
reaction time of the user. Operating a switch is a basic task that can
be operated by many users.
- Direct, refers to the most common text-entry method used and is
based on direct pointing in a dedicated interface. The layout is often
a full or restricted on-screen keyboard that employs large text and big
buttons. In most cases, the keyboard layout is QWERTY but alpha-
betical or custom setups are not unusual. Whenever gaze falls within
the border of a gaze-aware object, the object may highlight to indicate
that it is ready to be selected by an activation. Usually, selections
are done with dwell-time activation, i.e., a prolonged fixation within
the object’s activation area. Often, the dwell time is indicated with
an opaque animation, which acts as a feedback for the user. When
the animation disappears, the fixation time has expired and the object
is selected. In some cases a selection is accompanied by a sound, of-
ten a subtle ‘click’, which acts as a confidence indicator for the user.
An example of the direct category is the GazeTalk typing system that
employs a restricted keyboard with dwell-sensitive buttons (see Figure
6.3) [44]. The dynamics of a system based on the direct method make
them easy to learn and understand. Dwell times usually range from 500
to 1000 ms [99] but dwell times as low as 150 ms have been reported
[65]. In a recent study, Majaranta et al. [100] found that experienced
users preferred an average dwell time of 378 ms when typing on a full
on-screen keyboard. Interfaces based on the direct technique employ
big text and large buttons to make them easier to perform activations.
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Figure 6.3: GazeTalk employs a restricted keyboard with dwell-sensitive buttons
and is an example of a system in the direct category.
The design consideration for the direct technique is to make the tar-
gets large enough and well enough separated to make them tolerant
to noise (i.e., jitter and offsets), so that noise is restricted to within
the objects of interest. Studies have shown that methods based on
the direct technique can reduce dwell time and, when combined with
a predictive model, even increase the number of key strokes per char-
acter in a typing task. Input based on the direct technique resembles
well-known pointing operations from real-life (e.g., operating a remote
control), which makes the technique natural and easy to learn and use.
One of the challenges related to the direct method is to choose an ap-
propriate dwell time for a given task. As mentioned earlier in Chapter
5, a long dwell time leads to slow and unnatural interaction, whereas a
short dwell time leads to an increase in unintentional activations.
- Discrete Gestures (DG) are performed with distinct gestures as
noted by Majaranta and Räihä [103]. Selections are completed by mov-
ing gaze between regions on the screen in predefined patterns. These
regions are also known as hotspots or hot zones. Hot zones can either be
visible or invisible dependent on the users’ skills. For example, in learn-
ing mode the hot zones are visible and function as a guide, supporting
the user with an active feedback and in expert mode, where the user
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Hello Worl 1
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Figure 6.4: The use of discrete gestures can for example be employed in systems
based on hot spots or pie menus. Left example shows how the letter “d” can be
produced with three gestures based on the Eye-S alphabet [127]. Right example shows
a gaze-controlled pie menu with letters grouped into sectors that can be expanded
with gaze activation. Copyright of Mario Urbina. Used with permission.
knows the system dynamics, the zones are opaque. False activations
are prevented by keeping the gaze within the hotspot areas for a short
period of time (i.e., dwell time). Figure 6.4 (left) shows an example of a
typing task that employs hotspots. The inspirational source for distinct
gestures in gaze interaction is most likely based on the interaction from
the early hand-held stylus-based devices with glyph gesture alphabets,
also known as graffiti (see e.g., [13, 127]). Activations based on DG are
known as strokes. A case of dwell-time-free DG is the pie menus e.g.,
[17]. These interfaces employ letters grouped into sectors and when the
gaze passes over the outer border of a sector the content is presented
in a sub-menu that expands as a new pie. A selection is completed by
passing gaze over the outer sub-menu border. This process is demon-
strated in Figure 6.4 (right). DG are based on short strokes that almost
resemble the same process as hand-writing [103]. However, the human
eye is not designed for distinct gestures and there is a great chance that
most users find these interfaces unnatural. Although, DG may seem
as an unnatural input the technique is highly tolerant to noise since
the size of the hotspots and pie menus can be changed according to
the quality of the calibration and eye tracker. Interaction with DG can
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also be improved with predictive modeling such as the SHARK (Short-
hand Aided Rapid Keyboarding) system by Zhai and Kristensson [181].
DG are represented in two types of interfaces: command based and
dedicated. Interfaces based on hot zone can be overlayed on top of
a typing application (e.g., MS Word) and pie menus are employed in
dedicated interfaces that provide continuous feedback for the user. In
general, training is an important factor with methods based on DG,
for example, the hot zones require a user to learn the necessary patters
for each letter in the alphabet to produce text. Also, this may result
in high error rates in the beginning. Finally, the user needs to prac-
tice the technique on a regular basis in order to maintain skill, which
may be tiring over time due high cognitive demand and unnatural eye
movements.
- Continuous Pointing Gesture (CPG) are probably the most intu-
itive technique for gaze interaction since natural eye movements are
used for selections. The method is analog to continuously writing on a
piece of paper without lifting the hands at any time [100]. The Dasher
typing system is the best example of a system based on continuous
pointing gestures. Dasher is a mode-free system that employs zooming
into predictive character-cells whose sizes are determined by a predic-
tive character-based language model [174]. Typing is controlled by a
continuous two-dimensional navigation in the reading direction in a col-
umn of characters that are ordered alphabetically and scaled according
to their probabilities (see Figure 6.5). Users make selections by search-
ing for the letters of interest without any unnatural dwells to break
the flow. Looking in the counter-reading direction (left) changes the
direction of the zoom and results in character deletions. Dasher has
implemented a feature to accommodate for inaccurate inputs (e.g., off-
set) with statistical analysis of the accessed regions. Selections are over
time evenly distributed around the center-line of the application and
this information can be used to infer the quality of the calibration and
can thus reduce offsets in order to prolong typing without recalibrating.
In a study by Itoh et al. [64] they found that even with a deliberate
miscalibration on an eye tracker, people could still type effectively on
Dasher. Dasher requires training time, which is confirmed by Urbina
and Huckauf [164]. They observed how novice users often felt stressed
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Figure 6.5: Dasher, the mode-free typing system, by Ward et al. [174]. Letters
are arranged alphabetical on the right side of the application (left) and by look-
ing at a letters of interest, its area grows (right). The predictive model helps to
grow character cells with higher probability to accommodate for easier and faster
selections.
from the constantly changing layout.
It should be reasonable to believe that continuous pointing gestures
are easy to learn since they are analog to continued writing on a paper.
However, systems employing this method may increase complexity and
cognitive load of the users. Several studies on Dasher (e.g., [163]) show
how users experience problems when learning to use the system (i.e.,
steep learning curve). The go-where-you-look approach is very intu-
itive and the limitations of Dasher seem to reside in the interface and
not the interaction technique. The radical novelty of the navigational
technique in Dasher is completely different from all other techniques
discussed in the earlier sections. In some cases, the language model
allows for multiple character selections without moving gaze, which is
a result of the dynamic display. Studies show how Dasher is the fastest
typing system (see Table 6.1) and smooth pursuit movements in a dy-
namic environment controlled by continuous pointing gestures seem to
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be a very applicable approach for producing text with the eyes-only.
However, the fast typing speeds are only achievable by overcoming the
steep learning curve through a lot of training.
6.2.1 Predictive Models
The efficiency of gaze-based text entry may be significantly improved with
character or word predictions. The time duration of a selection sets a max-
imum limit for the efficiency of typing but statistical models are able to
improve on this constraint. Usually, a language model is designed to im-
prove the key strokes per character (KSPC) metric, which has a direct effect
on the word-production speed [96]. This is achieved simply by offering rele-
vant word suggestions or word completions.
The most common techniques are based on n-gram models where the most
popular are unigram, bigram and trigram denoted with n = 1, n = 2, n = 3,
respectively. Estimating the probability of a word sequence, wn1 = w1, ..., wn
can be formalized as in Equation 6.1. The n-gram probability is based on a
statistical analysis of a large set of training text [20].
P (w1, ..., wm) ≈
m∏
i=1
P (wi|wi−(n−1), ..., wi−1) (6.1)
The uses of language models in communication systems are not limited to
n-grams and these can easily be combined with character-based models.
GazeTalk for example, employs several n-gram-based language models and a
character model. Figure 6.3, shows five word suggestions, based on a predic-
tive model (presented beneath the text box). A character model is used to
generate the dynamic layout of the character cells in order to promote letters
of high probability. The figure shows how the character l is being selected
(lower right corner) indicated by a shrinking animation (dwell time). A pre-
view of the next layout is presented within the cell in order to keep search
time as low as possible between selections.
GazeTalk, for example, employs an additional language model based on the
users’ own vocabulary, which is of great importance from a usability perspec-
tive. The reason for this lies in the vocabulary that is one of the individual
traits that makes a person unique. This needs to be reflected in any commu-
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nication system and this also explains why it can be a difficult decision to
change to a new system.
6.2.2 Review of Typing Systems
Table 6.1 presents a review of the gaze-based typing systems presented in
the literature. The table gives an overview of the systems and system char-
acteristics such as: input method, layout type and employed eye tracking
system used. In the case of an unnamed system or missing feature, the fields
are marked with an Unnamed or N/A-tag (not available), respectively. The
individual characteristics used in the table are explained in detail here:
- Appears In: indicates where in the literature the study appears.
- Name: represents the name of the system given by the designers.
- Tracker: indicates the eye-tracking system that has been employed in
the study.
- Method: is used to indicate the employed interaction method such
as: Switch Direct, Discrete Gestures (DG), and Continuous Pointing
Gestures (CPG).
- Design: indicates the paradigm that is used to control the typing
system (e.g., QWERTY, pie menus, multitap).
- Predictions: (Predi.) indicates whether any type of predictive model
was used. A correction mark (!) is used to indicate true and a cross
(%) for false.
- Audio: indicates if the system provides any sound feedback to the user
and is marked with !or %.
- E/N: indicates how many experts (E) and novices (N) took part of the
evaluation of the current system. The use of the expert term may be
misleading since some papers report eye-tracking experts and others
report typing-system experts. For simplicity, experts are treated as
one group. Furthermore, participants are considered novices unless it
is stated that experts took part in the study.
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- Sessions: is used to indicate the number of sessions of the experiment.
Studies employing more than one session indicates average error rate
(ER) and WPM for the first and the last session, respectively.
- Error Rate (ER): indicates the minimum string distance measured
in percentage (%).
- WPM: is the text production speed of the current system measured in
words per minute (one word equals 5 characters). If results are available
both for experts and novices they are reported with a divider (E/N).
It should be noted that it is a difficult task to cover all aspects of a typing
system. Features such as subjective preferences and advanced text metrics
are, for example, not covered in the table. Rather, the table helps to get a
clear overview of the systems presented in the literature.
A table inspection indicates that method does not have an effect on word-
production (WPM). For example, systems based on the Direct method spread
between 1− 19.9 WPM and systems based on CPG spread between 3.4− 19
WPM. A closer inspection of the table reveals that other aspects should
be considered to find plausible reasons for the huge variation in WPM. In-
terestingly enough, typing systems that employ a predictive model are not
necessary faster than other systems (spread between 2.9− 19 WPM). There
are only two criteria that show an effect on participants’ skills during an
evaluation: E/N (experts/novices) and sessions. The table clearly shows
how experts perform better than novices, which may be attributed to famil-
iarization with the experimental interface and technology. This is further
supported in longitudinal studies where novice users show significant im-
provements over several experimental sessions. There are other factors that
seem to have a general effect on the efficiency. One potential candidate is
the systems’ theoretical maximum WPM. The internal dynamics of a typing
system will always have a theoretical maximum WPM that cannot be ex-
ceeded, even by expert users. For some systems, this limit is reached much
faster than others.
Most of the systems presented in the review are experimental and not de-
signed as full featured type-to-talk systems which typically include means for
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text editing and synthetic voice. Essentially, this means that designers leave
out certain features such as opportunities for editing the produced text and
support for speech synthesis. Finding the optimal design for a fast gaze-based
tying system is a challenging task. One key feature of a new system seems to
include a high theoretical WPM (e.g., +25 WPM) in the initial design. From
the review, it is clear that an evaluation should be longitudinal in order to
acquire optimal learning effects. This will allow users to be familiarized with
the interaction and the mapping of the interactive keys which will in turn
allow for a better and more realistic mental image of the system interface.
6.3 Summary
Human communication is fundamental for everyone and gaze-based commu-
nication prevents loneliness and social exclusion. A well-designed system
further allows a user to communicate with the surroundings and the outside
world through internet browsing and emailing. Typing systems based on
gaze interaction can be divided in into four techniques with very different
properties: Switch, Direct, Discrete Gestures (DG) and Continuous Pointing
Gestures (CPG). Throughout the literature, several of these techniques have
been deployed on various types of systems with very different outcomes in
terms of writing speed. Although the most commonly used technique for
commercial systems are based on the direct method, probably the most in-
tuitive method for gaze interaction is based on continuous pointing gestures
as seen in the Dasher system and StarGazer, which will be presented in the
following Chapter 7.
Even though most gaze-based communication systems allow for individual
personalization the usual typing speeds seldom exceeds 10 WPM, which is
significantly different from the normal face-to-face speech of about 100− 250
WPM. Gaze-typing application are appealing to researchers for several rea-
sons: (1) it represents a well-defined task space, (2) there is a lot of room
for improvement in terms of efficiency. Based on the survey the optimal effi-
ciency of a typing interface does not seem to rely on input technique, rather
it seems to depend on a theoretical high WPM followed by multiple training
sessions.
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Novel Zoom Strategies in Gaze
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7
Noise Tolerant Interface
Several of the different input methods for communication applications pre-
sented in Chapter 6 do not solely apply to communication tools. In fact,
these methods are used for several types of applications such as drawing, in-
ternet browsers, gaming and interface control; this can, for example, be seen
in the taxonomy by Vickers [170]. Computer control by gaze was covered
thoroughly in Chapter 5 where different designs and methods of compensat-
ing for inaccurate input were covered. This chapter presents a case study
where a novel gaze-based interface called StarGazer is examined; it enables
exploration of graph-based data, which has been specifically designed to have
a high tolerance to noise. StarGazer has in this case study been adapted to
work as a communication tool.
7.1 Case Study: StarGazer
The StarGazer case study is presented in the following chapter, which ad-
dresses issues related to interaction with graph structured data and applica-
tions (e.g., gaze typing systems) using low resolution eye trackers or small-size
displays. The study shows that it is possible to make robust selections using
a noisy tracker even with a large number of selectable targets on the screen.
The study extends the knowledge of techniques based on Continuous Point-
ing Gestures (CPG) that was presented in Section 6.2. As shown in Chapter
4, low-cost eye trackers afford lower accuracy and precision compared to the
more expensive interactive eye tracking systems. The use of low-cost eye
trackers on standard displays or high-end eye trackers on small displays are
analog and require equivalent design considerations. The main motivation for
this study is to explore a technique for gaze-based interaction using panning
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Screen Screen Screen
Time
Figure 7.1: The process of making selections on a monitor displayed as a graph
over time. The dashed lines illustrate the possible paths to selectable objects on the
screen and the thick lines illustrate actual selections.
and zooming in a 3D environment. Furthermore, the interaction technique
should be able to reliably run on low- and high-end eye trackers and work
under noisy conditions (e.g., wheelchair vibrations, drifting).
Selections based on the direct method (e.g., dwell) have for many years been
preferred by end users. Table 6.1 indicates how eye-typing applications that
employ dwell-time activation produce typing speeds anywhere between 1 to
20 words per minute (WPM) where five characters (including space) consti-
tutes one word. During dwell time activations the user waits for the activation
to complete, which is a waste of time since it impacts the number of possible
selections, within a given time period.
The process of selecting objects over time in any gaze-based modern user
interface is illustrated as in Figure 7.1 where different activation areas are
presented to the user depending on the state of the system. An on-screen
keyboard for example, shows the selectable keys in a fixed grid and each
activation area (i.e., button) can be selected. Some types of activations may
even change the state of the system by revealing new selectable objects in
the interface.
7.1.1 Navigating Information Spaces
The idea of using the eyes for navigational purpose is not new. In 1981, Bolt
[14] presented his work on Gaze-Orchestrated Dynamic Windows. Here, the
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(a) 25% overview. (b) 100% overview.
(c) 500% overview. (d) 2400% overview.
Figure 7.2: The control in zoomable interfaces are intuitive and allow for dynamic
interaction with objects located at different depths in the information space. The
current example was designed for visual inspections in information-dense environ-
ments. Copyright E. Møllenbach. Used with permission.
idea was to allow for dynamic interaction with multiple windows in a large
display. Although at that time, the technology did not offer support for a
real-time version of the system, the work became an important cornerstone
for later research within the field. Fono and Vertegaal [36] presented a sim-
ilar idea for gaze-based selection called zooming windows and their results
indicated how interaction with zoom is up to 30% faster than with static
windows. The flexibility and intuitiveness of zoomable interfaces to present
and visualize data have been shown by Bederson and colleagues [10, 9] and
Wijk and Nuij [167] and Bates and Istance [6], Møllenbach et al. [115]. For
an example see Figure 7.2.
In this study, zoom is employed within the full window of the application.
That is, uniform scaling of the information space will increase the spatial
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Depth
Figure 7.3: Zoom provides uniform scaling of the information space by increasing
spatial separation of selectable targets. Placing targets deeper in the informations
space allow for more separation, which is useful in noisy conditions.
separation of all the selectable targets and thus exclude targets that are not
in focus. The zooming process helps to facilitate an unambiguous selection
of a target of interest. In case of noise, targets need more separation for
reliably performing selections as seen in Figure 7.3. Additional zooming can
accommodate this at the cost of additional selection time. Since uniform
zooming maintains the geometric relation between the objects in the infor-
mation space the non-distortive behavior helps users to maintain familiarity
with the information space. Furthermore, during selection, zooming helps
to naturally indicate the level of confidence while approaching the target of
interest as opposed to dwell-based selections where users have to passively
wait for a selection. In other words, any selections with zooming are based
on smooth pursuit tracking and selections based on dwelling consist of a tra-
ditional point-and-select task. Although zooming in full-screen may sound
appealing there is at least one issue that needs to be addressed and that is
the loss of contextual information during zoom. Miniotas et al. [111] share
the same concern and warn against the permanent costs of spatial expan-
sions. Because of the consequence of loosing contextual information, where
objects are hidden outside the zooming region, layouts need to place objects
in familiar structures (such as alphabetical letters).
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7.1.2 The StarGazer Interface
This section presents StarGazer, a noise tolerant zoomable interface designed
for flexible interaction even with significant noise imposed on the input. Nav-
igating the multi-scale interface is done through panning and zooming. This
means that StarGazer offers support for browsing large tree-structured data
sets.
Full-Knowledge Pan and Zoom
Interacting using pan and zoom is key in navigating StarGazer. Pan and
zoom only offer control in three out of six possible degrees of freedom (for-
ward/back, up/down, left/right and not pitch, yaw, roll), this combination
does not provide true 3D navigation but it is adequate for this system.
StarGazer is a full-knowledge system, which means that all information about
the interactive elements is visible and therefore known. This information can
help to compensate for the limited accuracy of gaze pointing. A force-field
method similar to the technique described by Zhang et al. [184] is imple-
mented in StarGazer and is beneficial in at least two ways: (i) the instability
of the cursor is counteracted and (ii) increased confidence in selections is
achieved by locking-on to the object closest to the point-of-regard. However,
pan and zoom may also have drawbacks, for example, it might lock on to a
false object and zoom into it, which makes it difficult to return to the object
of interest.
Zooming. With zooming in gaze-attentive interfaces certain regions of an
interface are disregarded while focus is directed to the areas that correspond
with the current point of regard. Zooming into regions of interest filters out
less important information and helps to allocate more space to regions of
interest. Consequently, this allows for an easy distinction and selection of
objects. Figure 7.4 illustrates a full selection from the initial starting point
until the moment after the selection. The example demonstrates the process
of zooming in towards a letter while filtering out areas of no relevance.
Zooming in StarGazer helps to separate objects over time and additionally
allows the inclusion of context dependent information. This principle is well
known in semantic zooming, where data relevant to a particular scale are
shown [52]. Figure 7.4 shows how additional information such as word pre-
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Figure 7.4: The example illustrates a selection of the letter “S”. During zoom,
regions of low probability are filtered out until a unambiguous selection can be made.
The final image (bottom right) indicates the new starting position for the subsequent
selection.
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Pan & Zoom
Pan
Figure 7.5: Areas of StarGazer performing pan and zoom in the displayed window.
The areas would in other applications be dependent on the density of selectable
objects and the current noise levels.
dictions have been implemented in the application and demonstrates how the
zoomable interface is able to show context dependent information without
any explicit mode selections. Alternatively, the additional information could
have been multiple word predictions, setup functionality (e.g., speed, speech
synthesis) and alternate modes (e.g., capital letters, special characters).
Panning. Panning is a planar translation that allows horizontal and ver-
tical navigation on the same scale level. If the interaction only relies on
zooming, the navigation will not allow for exploring context on the same
level. The panning process helps to shift objects of interest towards the cen-
ter of the screen while zooming. Figure 7.5 shows the interface of StarGazer
overlaid with a scalable mask defining when zoom and pan are applied. Only
panning will occur if the point of regard is located outside the zoom window.
Zooming and panning is activated when the point of regard is located inside
the zoom window. If navigating towards an unwanted object (e.g., letter),
the user can avoid the object either by navigating towards a different object
or by selecting the skip object (see Figure 7.4), which takes the user back to
the default starting position. The potential amount of scaling and size of the
zoom window depends on the amount selectable objects and the noise over
the system.
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Gaze direction
Monitor Activation
plane
Selectable
objects
Figure 7.6: The gaze direction is used to move the most likely target of interest
into the center of the screen for selection.
The type of eye movements performed to make a selection are smooth pur-
suits where an object is fixated upon while it moves towards the center. This
process exploits the inherent human ability to track objects. Activations are
issued by the system when the object with the most confidence intersects
with the activation plane (as seen in Figure 7.6).
The dynamic control of StarGazer needs to handle large coarse movements
i.e., saccades and smooth pursuit movements. During the initial starting
state of a selection when the user scans after the object of interest saccades
occur. The system allows for fast planar translations until the target is fixed
upon and moves towards the center of the screen at which time the selec-
tion process becomes a smooth pursuit and pan velocity is reduced. This
is important since the user adds confidence to a selection initially through
a region, then a group of objects, and finally, to a specific object. The pan
velocity, Vp is adapted to the point of regard and the distance, t from the
center of the screen. The current version of StarGazer uses a logistic sigmoid
function similar to Equation 7.1, where m = 0, a = 50 n = 1, τ = 0.1 and
vmin = 9. The parameters are all chosen values based on empirical testing.
Vp(t) = a
1 +me−t/τ
1 + ne−t/τ
+ vmin (7.1)
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Feedback
Majaranta et al. [101] emphasize the importance of feedback in gaze-based
typing. StarGazer supports three types of feedback: audio, object coloring
and a directional pointer. The object with the most confidence (i.e., most
likely object to be selected) is colored by the system. If the user proceeds
in an unchanged direction the object will be selected. The white directional
pointer consists of three concentric circles placed in different depths shows
the pan direction (see e.g., second image in Figure 7.4). Finally, when a
selection is completed a subtle ‘click’ is sounded. The gaze input is not
manipulated in a filter i.e., not smoothed during interaction since the in-
teraction in StarGazer requires a fast and responsive input. However, the
direction pointer is smoothed for stable display purposes only.
5/17/2011 3:42:16 PM
Hello world. This is an example of using StarGazer 
with MS Word and speech synthesis.
Figure 7.7: The built-in support for MS Word and speech synthesis allows users
to use StarGazer as a type-to-talk system.
Type-to-Talk With StarGazer
StarGazer has a built-in type-to-talk functionality that offers support for an
external word processor and speech synthesis. The speech layout provides a
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new functional object called Say. When activated it reads the produced text
aloud and sends the produced text to the MS Word instance (see Figure 7.7).
Although the application does not offer support for text editing, the word
processor is useful for caregivers. Since StarGazer is able to run in a small
display it can easily run without occupying much screen real-estate.
7.2 Evaluating StarGazer
The aim of the tests is to reveal the potential of StarGazer in terms of its
simplicity for novice users, its ease of use when applied to noisy low-cost
gaze trackers or when used on small displays. The main question pursued by
this evaluation was as follows: Is it possible for users, when using gaze only
interaction, to pan and zoom in 3D environments displaying a well-known
data structure? This evaluation will be performed over three dfferent types
of experiments: name writing task, latency typing task and a speed-typing
task.
7.2.1 Name Writing Test
The purpose of the first test, was to examine whether the layout of StarGazer
and its use of pan and zoom for navigation was intuitive enough, for people to
use it after a brief introduction and without prior gaze interaction experience.
The possible effect of noise and screen size were important factors to examine.
Methodology
An external program was designed to add uniform noise within a given ra-
dius to the current cursor location at a certain update rate and with a given
latency. The uniform noise resembles a combination system-inherent, oculo-
motor and environmental noise (see Chapter 3), which reduces the precision
of the estimated gaze position significantly. In the noise conditions the radius
was set to 100 pixels (corresponding to 2.5◦ on the screen) and an update rate
of 60 Hz. The noise application served as imposing more noise on an already
noisy gaze tracker. StarGazer was tested on a gaze tracker in three different
display sizes: small (240×320 pixels - PDA size), medium (640×640 pixels)
and large (1280 × 994 pixels) with and without noise applied to the cursor.
In total, this sums up to six different conditions.
116
7.2. EVALUATING STARGAZER
Participants. In total, 48 subjects (32 male, 14 female) volunteered to
participate in the test. All subjects had normal or corrected vision. None of
the participants in this study had any experience with StarGazer and only
few had tried a gaze tracker before the test. All tests were conducted with
the same predefined settings (zoom and pan speed) of StarGazer.
Apparatus. A Tobii-1750 eye tracker (Tobii Industries) was used as an
input device, consisting of a flat panel monitor with integrated infrared light
sources and a camera. The resolution of the LCD display was 1280 × 1024
pixels. The eye tracker sampled at 50 Hz with an accuracy of 0.5 degrees
of visual angle (claimed by the manufacturer). Without word predictions
enabled the system uses less than 1% of the CPU time, leaving the com-
putations for other purposes (e.g., the gaze tracker). All users performed a
standard five-point calibration on the Tobii system before each experiment
and performed re-calibrations as needed (if the cursor was not responding to
the users’ eyes). Software developed in the laboratory was used to analyze
the data.
Measurements. Efficiency was measured in words per minute (WPM) as
is common for gaze typing and writing applications [102]. Error rate (ER)
and remaining errors calculated as minimum string distance (MSD) [97] is
measured. The MSD is defined as the number of manipulation steps needed
to obtain the target string, which for this task is a correctly spelled name.
Design. The name-writing task employs a between-subject 2 × 3 facto-
rial design. The factors are imposed noise (yes/no) and screen size (large,
medium or small). Each subject only experienced one of the six combinations.
In order to promote learning by rote, all letters were placed on two con-
centric circles in letter groups in the 3D plane (see Figure 7.8). The space
object ([-]) is located in the center of the screen. Four functional objects are
placed in the corners of the display: [Ctrl+Z], is used to undo the last action
performed by the user, [BS] is used as the traditional back-space button on a
keyboard, [Speed] enters a new menu where zooming speed can be adjusted
and [Stop] is used to signal to the system when the test is over.
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Figure 7.8: Layout of the evaluated version of StarGazer. Letters are arranged in
groups to promote rote learning.
Task Description. The participants were seated approximately 50 cm
from the screen and asked to type their name (given name and family name)
into the setup window of the system with the conventional keyboard. Then,
the participant rolled a normal die to decide which one of the six conditions
to be tested on. After calibrating on the system, the participants were given a
presentation of StarGazer followed by a two-minute period to get acquainted
with gaze interaction and StarGazer. After 2 minutes, the participants were
asked to type their names as quickly and accurately as possible. The test
ended simply by selecting the [Stop] object placed in the lover right corner
of the display. During the experiment, the language model and word com-
pletion was disabled resulting in an optimal keystroke per character (KSPC)
of 1.0 for error-free writing.
Results
The average amount of text generated by the participants was 13.2 (SD =
2.7) characters of text and the grand mean over the six conditions were 3.47
(SD = 1.42) WPM.
A two-way ANOVA showed a main effect for noise F (1, 47) = 6.23, p < 0.05
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and a main effect for size of display F (2, 47) = 20.50, p < 0.001. The data
shows no interaction effect between size and noise. A Bonferroni post hoc
test shows a significant difference between the noise-free condition (M =
3.83 WPM) and the noisy condition (SD = 3.10 WPM, p < 0.05). The
post hoc test also reveals that the WPM for the smallest screen size (M =
2.17 WPM) is significantly different from both the medium size (M = 3.85
WPM, p < 0.0001) and the large size (SD = 4.38 WPM, p < 0.001). The
difference between the large and the medium size is not significant. Figure
7.9 summarizes the results from the name-writing experiment.
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Figure 7.9: The Figure shows the test results in WPM with and without imposed
noise on the different display sizes. Error bars show standard errors of the mean.
The grand mean of corrections (ER) is 12.6% (SD = 21.0%). The two-
way ANOVA analysis reveals a main effect from display size F (2, 47) = 3.68,
p < 0.05, but not from noise. The mean ER for the noise-free condition
is 12.3% and the mean ER with noise added is 13.0%. The data show no
interaction effect between noise and size. The mean ER for large display size
is 5.6%, which is significantly different from the mean ER for small displays
(M = 23.9%, p < 0.05) but not from the medium display (M = 8.48%) in a
Bonferroni post hoc test. The grand MSD mean is 0.18 (SD = 0.45). The
ANOVA shows no effects from display size or noise on MSD.
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Figure 7.10: Performance when latency is introduced. The mean performance is
displayed with a solid line and the performance of each of the three participants is
displayed with gray lines.
7.2.2 Latency Writing Test
This small experiment evaluated the maximum latency (delay) that could be
imposed on the input signal while having the user still be able to type on the
system. The control signal was progressively delayed to simulate latency in
the gaze tracker and no additional spatial noise was added in this test. In
this small experiment, three eye-tracking experts (two male and one female)
participated in the study and the experiment was conducted on the Tobii-
1750 eye tracker. Results were quantified in WPM.
The results can be verified in Figure 7.10. A close inspection indicates that
users are able to write text on StarGazer with a latency of up to about 200
ms. A 400 ms latency seems to be the limit for producing text on the system
(i.e., users were able to slowly write their names). As a passing remark, none
of the participants enjoyed latencies above 200 ms and most felt nauseous
with latency levels above this.
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7.2.3 Speed Writing Test
In the name-writing test and the latency-writing test, users were not able to
adjust the zoom speeds according to their own individual preferences. This
experiment allowed users to write their names as fast as possible. The test
was conducted on seven participants (six male and one female) where three
has prior experience with StarGazer. The experiment was conducted on the
Tobii-1750 eye tracker. The participants were instructed to write their names
and allowed to adjust and experiment with the zoom on a full size display
(1280 × 994 pixels). The participants adjusted the zoom speed to a level
that subjectively gave them the best performance (optimal speed and few
errors). After calibration on the eye tracker the participants were allowed
five minutes of practice on StarGazer to find the optimal settings that they
were comfortable with.
Results
The tests show that the subjects were able to achieve an average writing
speed of 8.16 WPM (SD = 0.98) and a mean ER of 1.23% (SD = 3.43). In
those test the remaining errors (MSD) are zero for all subjects.
7.2.4 Discussion
Name Writing Test. 48 participants were able to write their name with
very few errors (MSD = 18%) and without any prior knowledge about eye
tracking or StarGazer. This confirms that it is easy to understand and learn
the simple navigation principle of StarGazer. When noise was imposed, it
slowed down the writing speeds since the cursor activated several objects or
even forced the focus outside the point of regard window resulting longer
selection times per character. However, during the test users did not loose
their orientation and were in control throughout the test. This is also re-
flected in the error rate between the noisy and noise-free conditions with less
than one percent in difference (12.6% versus 13.0%). This indicates that the
overall design goal of designing a noise tolerant system was met.
A large display improves the overall feeling of being in control since the
selectable objects are more separated, compared to smaller displays. This
is also confirmed by the results. Compared to the smaller display, the se-
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lectable objects in the large display ensured that the amount of corrective
pan movements are fewer because the object grows faster than the accuracy
threshold.
The grand mean of 3.47 WPM this may seem relative low compared to other
gaze-typing systems (see Table 6.1). Although the mean from the condition
with a large window and no imposed noise shows 4.7 WPM, which is within
an acceptable performance window for a gaze typing system. Furthermore,
the test did not employ any use of character or word prediction, which in
turn could have improved on the performance.
This system stands out from most other system since it employs an inno-
vative writing interface that can be operated by novice users without any
previous experience with either gaze interaction or the interaction technique.
The results of the name-writing test were useful for indicating whether the
interface could be used immediately. In order to measure learning effects or
optimal writing speeds, a longitudinal study needs to be employed. The large
display obtained an error rate of 5.6%, which compares well to the study by
Hansen et al. [46] where novice users were typing large on-screen keyboards
with an error rate of 4.29%. The PDA size obtained an error rate of 23.9%,
which translates into about two errors per name string. The error rate on
the PDA size display is most likely not acceptable for general use. However,
participants were able to achieve a basic control of the interface.
Latency and Speed Writing Tests. The participants showed that they
were able to confidently type with a delay of 200 ms without any significant
loss of efficiency (i.e., WPM). Even with the use of the force-field technique
the interface response was characterized by severe side-, over- and under-
shootings caused by the progressional increased delay of the input signal.
In the case of the speed writing test, the seven participants were able to
increase the WPM levels considerably with only five minutes of practice. In
fact, the average writing speed seemed to fall somewhere in the middle of all
the systems presented in Table 6.1 and despite the higher zooming speeds
the error rate seems to remain in the lower end of the table.
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General Discussion. The evaluation of the StarGazer interface has shown
that erroneous selections are at a minimum when employing panning and
zooming. The novice users became sufficiently acquainted with the basic
gaze-based navigation within a few minutes, which indicates that users easily
construct a mental model of the system. This could be attributed to the clear
feedback with easily understandable color coding and a subtle ‘click’ when-
ever selections were completed. After each selection the users were brought
back to the initial state, which makes it easy for them to reorient themselves.
One clear advantage of StarGazer compared to static layouts is that the
spatial separation between targets can be controlled according to the preci-
sion of the current eye tracker. This means that the spatial separation of
targets can be uniformly increased and decreased for low and high precision,
respectively. Also, a clear advantage of StarGazer is that increased noise
levels do not increase the selection error rate; although it did slow down the
activation speed. The inherent problem with zoom entails that objects are
located outside the zooming region and are thus rendered beyond the visible
scope of the interface. The objects could also be acquired by only using pan,
but this would take a relatively long time when used on a low scale (i.e.,
visible targets are close to the activation plane). The only way of dealing
with this problem in StarGazer is to activate the “return-to-start” object that
is available next to all objects in focus (indicated by a “@” symbol), which
brings the user back to the initial view.
The control system in StarGazer proved to be easy to learn and understand
for the participants. Although fine grained smooth pursuits seemed to be af-
fected by the internal dynamics of the tracker’s fixation detection algorithm.
Consequently, the tracker seemed to artificially transform these movements
into a series of fixations and saccades, making tracking tasks more difficult
(see Section 8.3.3 p. 143 for further details).
Although all object locations in StarGazer are known, this may not always
be the case. Continuous pointing gestures in a pan and zoom interface could
also be employed in interfaces with no information about the objects in the
information space. The consequence of this is that navigation may be ham-
pered by the inaccurate input from the eye tracker. This was exemplified in
a study where a robot, representing a wheelchair was controlled using a gaze
controlled interface overlay placed on a video stream. The stream came from
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Figure 7.11: The control functions used for the robot study as seen through the
robot’s video stream. Continuous pointing gestures are used to navigate the robot
in the environment.
the robot camera and the navigation was achieved by a look-where-you-want-
to-go metaphor in 3D space (i.e., movements are based on the gaze direction).
This work was presented in [161] and was later adopted in Wästlund et al.
[177]. An overlay window on top of the front-view video stream was used to
control a robot. The initial design provided a direct feedback loop with no
interface components displayed to the user (see Figure 7.11). The point-of-
regard and the gaze position had to continuously adjust to the locomotion
of the robot. The X-axis controlled the steering and the Y -axis controlled
speed. The fastest and most obvious way of breaking was to look away from
the screen. The type of navigation explored in this study is analog to the
pan and zoom metaphor presented in the StarGaze case study. Looking in
the center and towards the top screen indicates confidence and results in the
robot driving at full speed (i.e., robot moves in the Z-direction). Looking
left and right respectively help to bring the robot on the right path since the
point-of-regard moves gradually towards the center of the screen (i.e., pan-
ning and zooming). The additional functions help the user to make narrow
turns and even put the robot in reverse (i.e., zoom out).
7.3 Summary
The StarGazer writing system allows novice users to use the system imme-
diately and users were able to write on the system even with a significant
latency. It is safe to claim that StarGazer is able to work under noisy condi-
124
7.3. SUMMARY
tions, which was demonstrated by the results of the evaluation. The conse-
quence of writing with a noisy input does not seem to manifested itself in a
higher error rate, but it seems to slow down the selection time per character,
which is a direct consequence of correcting errors caused by the noisy input.
The StarGazer case study has been focusing on the CPG paradigm. The
pan and zoom interface of StarGazer is used for displaying and selecting
data under conditions where the gaze tracker accuracy may be low. With
gaze controlled pan and zoom selection the user is not forced to look at a
button for a fixed time interval to select the object, and thus avoids the an-
noyance of wasting time. It should be noted that smooth pursuit selection
has its own time frame that may be longer that a simple click or saccade.
Furthermore, the interaction facilitates regretting before a selection is made
without breaking the flow. It has been shown how it is possible to operate
StarGazer with a significant latency of about 200 ms and still be able to type
at acceptable rates. In the speed text the participants were able to produce
text with more than eight words per minute without any use of language
modeling. StarGazer is an intuitive 3D interface for gaze navigation, allow-
ing more selectable objects to be displayed on the screen than the accuracy
of the gaze trackers would otherwise permit.
This chapter has focused on the design of an interface for exploring graph-
based visualization structure in a typing task. The following chapter explores
tools to facilitate target selections with special focus on small targets that
normally cannot be accessed without effectively increasing the target area.
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Tools to Access Small Targets
Gaze interaction affords hands-free control of computers. Pointing to and
selecting small targets using gaze alone is difficult because of the limited
accuracy of gaze pointing. This chapter presents the first experimental com-
parison of gaze-based interface tools for small-target (e.g., < 12 × 12 pixels)
point-and-select tasks.
Point-and-select operations are mandatory for interaction with modern graph-
ical user interfaces. For example, to open an application in a windowed en-
vironment, users need to move the cursor to the position of the application
icon and issue an activation when the cursor is on top of the icon. These
point-and-select operations are relatively easy to carry out by users with good
hand control using a conventional computer mouse. The mouse introduces
virtually no noise between the movement of the hand and the on-screen cur-
sor, and mouse users are able to point to and select even very small targets
(i.e., < 12 × 12 pixels) in a windowed environment.
Chapter 5 demonstrated how a computer could be controlled with gaze alone
and gaze in combination with other modalities. Point-and-select operations
were introduced along with several methods to accommodate for the Midas
Touch problem, such as dwell time and dedicated selection areas. The pur-
pose of this chapter is to compare interface tools to facilitate point-and-select
tasks with small targets when using gaze alone, and to find the advantages
and limitations of each tool. First, the main limitations of gaze input are
presented and review some of the approaches that have been used to ad-
dress these limitations. Then, two experiments comparing the performance
of dwell, magnification and zoom methods in point-and-select tasks with
small targets are described. Finally, the Zoom Framework together with a
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final experiment are presented.
8.1 Designing for Gaze Interaction
Point-and-select operations can be divided into a pointing component and
a selection component. During pointing, the user moves the cursor to the
target area and, during selection, the user issues an activation at the location
of the desired target. When using a conventional mouse, pointing is accom-
plished by physically moving the mouse on a mouse pad, while activations
are issued by pressing the mouse button.
Gaze tracking is well suited for pointing in human-computer-interaction tasks
because humans naturally tend to direct their eyes to the objects that they
are manipulating. That is, it is relatively safe to assume that computer users
will look at a target at which they are pointing [65]. When users look at
locations or targets at which they do not want to point, these false alarms
(i.e., unintentional pointing) have no serious negative impact on interaction.
Another advantage of gaze pointing is that it is faster than mouse pointing
(e.g., Mateo et al. [105]). In contrast, gaze tracking is not as well suited
for selection because humans tend to look at objects of interest to explore
them independently of their intention to select the objects [65]. Therefore,
it is not safe to assume that users want to select every object at which they
look. False alarms (i.e., unintentional selections) that result from making
this assumption can have serious negative impact on interaction.
In summary, gaze input can be characterized as a fast and natural point-
ing method with two important limitations: gaze input is not well suited to
infer user’s selection intent and gaze pointing has limited accuracy (as pre-
vious seen earlier chapters). The next section presents approaches that have
been used to address these two limitations.
8.1.1 Inferring User’s Selection Intent
When a mouse is used as the input, the break between pointing and selecting
is unambiguous: the selection component begins when the mouse button
is pressed and, while the button is not pressed, the movement is always
considered part of the pointing component. Users do not move the cursor to
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every object they inspect, but only to those they want to select. In contrast,
when gaze is used as the input, the cursor follows the eyes both to objects
users only want to inspect and to those they want to select and it is more
difficult to identify the break between pointing and consequently selecting.
At least three methods have been proposed to address this issue: dwell, blink,
and multimodal methods. Dwell is the most commonly used method in gaze-
interaction systems. For example, gaze-typing applications (e.g., Johansen
et al. [72], Majaranta et al. [100]), menu selections (Tobii [162], Špakov and
Miniotas [173]), and drawing programs (Hornof and Cavender [53]) employ
dwell selection. Given that the interface tools studied in this chapter rely
mostly on dwell-based methods, dwell will be emphasized in this section.
However, it is important to note that other methods could also be used in
combination with the interface tools to assist small-target selection presented
below.
8.2 First Experimental Setting: Interface Tools
That Address Limited Accuracy
This subsection introduces tools designed to facilitate point-and-select tasks
with small targets by compensating for the limited accuracy of gaze point-
ing. These tools can be divided into full-knowledge and no-knowledge tools.
Full-knowledge tools rely on information about the interactive world in which
they act to compensate for the limited accuracy of gaze pointing. For exam-
ple, these tools may use information about the location of selectable targets
to infer that users are attempting to point to a certain target when they miss
slightly but there are no other targets around. In contrast, no-knowledge
tools do not use information about the interactive world in which they act
to facilitate point-and-select tasks.
It must be noted that even though full-knowledge tools can be helpful when
used with a custom-designed application, they cannot help when interact-
ing with mainstream operating systems that do not provide this information
(e.g., Windows). In these cases, no-knowledge tools are necessary. Yet,
full-knowledge tools may provide important insights and inspire features to
facilitate point-and-select tasks with small targets, even if they are not fea-
sible for access to current mainstream operating systems and methods. For
129
CHAPTER 8. TOOLS TO ACCESS SMALL TARGETS
example, accessing the underlying environment, variations on snapping, the
act of catching objects, are often sufficient to support a user’s task [8]. The
bubble cursor [40] is another example of a full-knowledge tool. This tool
dynamically resizes its activation area depending on the proximity of sur-
rounding targets and only allows one target to be selected at any time. In
Grossman and Balakrishnan’s experiments, the bubble cursor significantly
outperformed the standard cursor. Laukkanen et al. [90] later proposed two
variations of the bubble cursor. The lazy bubble cursor, which used a less ag-
gressive resizing to reduce the visual distraction resulting from the expanding
cursor, and the cone cursor, which included a tail to the last enveloped tar-
get until the next target was enveloped, always leaving a target selected. In
Laukkanen et al.’s experiments, the bubble cursor performed slightly faster
(although with a higher error rate) than the lazy bubble and cone cursors.
In the subjective ratings, users preferred the bubble and lazy bubble cursors.
Zhang et al. [184] introduced three methods for modulating the cursor tra-
jectories to counteract the eye jitter and instability of gaze pointing: force
field, speed reduction, and warping to target center. The force-field method
created a force point in the target center so that, while within the target
area, the cursor was attracted toward the target center. The speed-reduction
method was a variant of the force-field method in which, in addition to using
the target center as a force point, cursor speed was reduced while within the
target area. The goal of the speed-reduction method was to prevent eye jitter
from unintentionally interrupting dwell time by moving the cursor outside
of the target area. The warping-to-target-center method moved the cursor
to the target center as soon as the cursor entered the target area and held
it there while gaze was within the target area. Zhang et al.’s evaluations
showed that force field and speed reduction significantly alleviated the insta-
bility of the eye cursor, improving performance in dwell-based gaze pointing
tasks. However, warping to target center did not help, most likely due to the
dramatic unnatural movement of the eye cursor.
In cases where information about the underlying environment is unavail-
able, full-knowledge tools cannot work and no-knowledge tools are necessary.
One of the most popular no-knowledge tools to deal with limited accuracy
of gaze pointing is the magnification method [88]. During the first step (of
this two-step method), the user looks at the region of the screen in which the
target is located and, after the dwell time has elapsed, an enlarged version
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of the region pops up in a new overlapping window. During the second step,
the user points to the desired target and makes the selection in this enlarged
region with another dwell selection. An activation in the magnified window
is easily mapped back to the original target area by a simple transformation.
The increased effective size of the target during the second step facilitates
pointing to the desired target. Thus, point-and-select performance using the
magnification method is more robust towards tracker noise or calibration
offset than using dwell alone. Even though most commercial systems (e.g.,
Tobii and QuickGlance) have adopted this method to facilitate point-and-
select tasks with small targets, no empirical evidence exists to support its
effectiveness. Lankford [88] only provided anecdotal evidence to support his
method. From a usability standpoint, point-and-select tasks take longer us-
ing magnification than using dwell alone (due to the double point-and-select
process). Therefore, using magnification to carry out point-and-select tasks
may be perceived as frustrating by users. In addition, they inherit the limita-
tions of dwell selections (e.g., Midas Touch, unnaturalness). These usability
issues provide a good argument for trying out other potentially faster meth-
ods offering similar levels of accuracy.
Zoom tools that gradually increase the workspace (or a portion of it) as if
approaching the user are potential alternatives to the magnification method.
Bederson and colleagues [10, 9] and Wijk and Nuij [167] showed the flexi-
bility and intuitiveness of zoomable interfaces to present and visualize data.
Bates and Istance [6] demonstrated the potential of zoom for gaze interac-
tion. Using full-screen zoom, gaze input showed improved performance and
usability when compared to the standard dwell (without zoom). In addition,
gaze-input performance was comparable to head-input performance. How-
ever, full-screen zoom can lead to loss of contextual information, which can
be problematic (e.g., Pook et al. [125]). An alternative to full-screen zoom is
a fish-eye lens expanding targets in both display and motor space. However,
the distortive nature of the fish-eye lens seemed to have an adverse effect on
targeting tasks (Gutwin [41], Ashmore et al. [2]).
This chapter introduces a zoom tool that presents a window around the
user’s direction of gaze in which a smooth animation shows the content of
the window gradually increasing in size for the duration of a predetermined
zoom time. During this time, the user can make online corrections (propor-
tional to the current level of magnification) to the cursor position. After
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zoom time has elapsed, the element on the center of the zoom window is
selected. An important advantage of zoom tools (over magnification tools)
is that the level of magnification is not limited by the size of the window in
which magnification occurs or of the display used during interaction. Hansen
et al. [43] successfully used a similar method for gaze typing using a full-
knowledge application with three-dimensional space. The work developed in
the present study extends this method to no-knowledge situations.
In addition to extending zoom tools to no-knowledge situations, the study
empirically evaluates the effectiveness of the magnification tool to facilitate
point-and-select tasks with small targets. Two experiments involving point-
and-select tasks with target sizes comparable to the smallest interactive el-
ements found in window environments (or even smaller, in some cases) to
compare the performance of magnification and zoom methods are presented.
Before these experiments, a pre-test in which participants pointed to and
selected these small targets without any interface tool (i.e., dwell alone) was
conducted. This pre-test was included to ensure that the targets were indeed
too small to be reliably selected using dwell alone. In addition, pre-test data
provided a baseline against which the effectiveness of interface tools to facil-
itate point-and-select tasks with small targets could be compared.
In the first experiment, the user was presented with one target at a time,
whereas in the second experiment, the user was presented with multiple tar-
gets at the same time to simulate an extreme real-world scenario in which
the user had to locate a target among multiple selectable objects (i.e., dis-
tracters). Both magnification and zoom can be used in no-knowledge situ-
ations. However, these experiments were conducted in a full-knowledge en-
vironment to gain experimental control, minimize technical difficulties, and
test the combination of no-knowledge tools and full-knowledge tools (in ex-
periment 2).
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8.3 Experiment 1 & 2: Evaluating Novel Zoom
Tool
8.3.1 Method
Participants
Six participants (3 male, 3 female) were recruited from a Danish university
campus. Participants ranged from 27 to 37 years (M = 30 years). All were
computer users reporting from 3 to 7 hr/day (M = 6 hr/day) of computer use.
None had prior experience with eye tracking. All participants had normal or
corrected-to-normal vision.
Apparatus
The software application was created using C# and ran on an IBM 1.86
GHz Intel Dual Core desktop computer. A Tobii-1750 eye tracker (Tobii
Industries) was used as an input device, consisting of a flat panel monitor with
integrated infrared light sources and a camera. The resolution of the LCD
display was 1280 × 1024 pixels. The eye tracker sampled at 50 Hz accuracy
of 0.5 degrees of visual angle (claimed by the manufacturer). Roughly, this
corresponds to 20 pixels sitting at the distance from the monitor at which
participants sat in the experiments (i.e., 60 cm). All users performed a
standard calibration before each experiment and performed re-calibrations
as needed (if the cursor was not responding to the users’ eyes). Software
developed in the laboratory was used to analyze the data.
Initiating Selections in the Experiments
Both magnification and zoommethods are designed to be used with a fixation-
detection algorithm (i.e., dwell method). Because most commercial eye track-
ers use proprietary algorithms, it is difficult for researchers to evaluate the
impact of algorithms on their results. Given the lack of information about
the algorithms used by the Tobii eye tracker and to avoid their potential
impact on the results, several necessary precautions were taken. Since the
system offers no support for raw gaze points, the setting with less smoothing
was used. The inferred point of gaze was therefore based on the close-to-
raw sample points with no additional smoothing applied. Furthermore, the
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tracker’s fixation detection was de-activated and a simple keyboard activa-
tion was used instead. Thus, participants in the experiments initiated the
activation process by pressing the space bar. However, all pointer movement
(i.e., aiming) was controlled by the eyes. The space-bar press was only used
to signal the break between pointing and selection components. Although
this combined method is not strictly equivalent to a pure fixation-detection
algorithm, it can be regarded as a good substitute completely under the
user’s control and transparent for the data analysis.
Design
A full factorial within-subjects design was employed in both experiments.
Independent variables manipulated in both experiments included:
- Activation method
- Target size
- Activation time
In addition, a snap feature was manipulated only in experiment 2. To mini-
mize asymmetric learning effects, activation method, target size, and activa-
tion time were counterbalanced using a balanced Latin Square. Dependent
measures included total pointing time and hit rate.
Independent variables. The primary independent variable was activation
method. For experimental purposes, this variable had two levels: magnifica-
tion and zoom. However, a pre-test with dwell alone was conducted to ensure
that the target sizes used were small enough to be impossible to reliably point
to and select using dwell method. Results from the pre-test were used as a
baseline against which was used to compared the results of magnification and
zoom in experiments 1 and 2. In the pre-test, a 1.7◦ × 1.7◦ (68 × 68 pixels)
red square appeared on top of the crosshair representing the participant’s
point of regard when an activation was initiated (i.e., space-bar press). This
square gradually decreased in size for the duration of the dwell time, until
its disappearance signaled the issue of an activation at the crosshair location
(see row 1 in Figure 8.1).
In the zoom condition, the initiation of an activation (i.e., space-bar press)
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Figure 8.1: Illustration of target selections with the three selection methods. Row 1
shows dwell activation, row 2 shows zoom activation, and row 3 shows magnification
activation.
made objects within a 7.5◦ × 7.5◦ (300 × 300 pixel) square window surround-
ing participant’s point of regard gradually increase in size as if approaching
the user. The participant’s point of regard was represented by the crosshair
in the center of the zooming window. The increase in size followed an s-
shaped sigmoid function for the duration of zoom time. The sigmoid-shaped
function was chosen based on pilot tests prior to the experiment. When
modeling the size increase of objects in the zooming window as if they were
approaching the user at a constant speed (i.e., linear function), object sizes
increased rapidly during the last instants of zoom time. (Although this was
not anticipated, this phenomenon is well known in the optic-flow literature;
e.g., Jagacinski and Flach [70, Ch. 22]). The sigmoid-shaped function allowed
users to interact with bigger objects for longer, giving them more opportuni-
ties to make online corrections. When zoom time elapsed, an activation was
issued in the center of the zoom window which had, by then, reached a 10x
magnification (see row 2 in Figure 8.1).
Although it may seem counterintuitive at first, 10x was chosen as the magni-
fication level for zoom to facilitate the comparison between zoom and mag-
nification. Whereas a 5x magnification level results in a 5x magnification for
more than half of the trial (i.e., the entire second step), a 5x zoom magnifi-
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cation level would result in less than 5x magnification for the duration of the
trial. Given that the effectiveness of zoom relies on the ability to make on-
line corrections while the target is growing and that maximum magnification
level is not limited by window size, a 10x magnification was chosen to allow
users to take advantage of zoom while keeping the (maximum) magnification
level within a reasonable limit.
In the magnification condition, a 2.5◦ × 2.5◦ (100 × 100 pixel) window sur-
rounded the participant’s point of regard and a shrinking red square identical
to the one used in the pre-test signaled the initiation of the first activation
(i.e., first space-bar press). The participant’s point of regard was represented
by the crosshair in the center of the magnification window. When dwell time
elapsed, the square disappeared and, instead of issuing an activation, a 12.5◦
× 12.5◦ (500 × 500 pixel) square window with a 5x magnification instantly
appeared on that location. The same shrinking square signaled the initiation
of the second activation (now on the magnified window) and, when dwell
time elapsed, an activation was issued at the crosshair location (see row 3 in
Figure 8.1). This is very similar to the way magnification tools are visualized
in commercial gaze tracking systems.
Both magnification and zoom required a pre-specified activation time (i.e.,
dwell or zoom time). Because magnification involves performing two point-
and-select operations (one per step), it uses two dwell times (see Dependent
Measures below for more detail). In order to be able to compare magnifica-
tion and zoom, zoom times were twice as long as dwell times in magnification
conditions. In experiment 1, three zoom times were used (1000 ms, 1500 ms,
2000 ms) and three dwell times (500 ms, 750 ms, 1000 ms). In experiment
2, a 1000-ms zoom time and a 500-ms dwell time were used.
Target size was also manipulated in both experiments: targets were squares
with 0.15◦, 0.225◦, or 0.30◦ (6-, 9-, or 12-pixels) long sides for the setup. In
addition, in experiment 2, a snap feature was manipulated. The snap feature
assumes that interaction occurs in a full-knowledge world (i.e., the position of
all interactive elements is known). Two slightly different versions of the snap
feature were implemented. The first version was similar to the warping-to-
center method used by Zhang et al. [184]. That is, the participant’s cursor
moved to the center of the closest element (i.e., target or distracter) and
stayed there until the participant’s gaze moved closer to a different element.
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Then, the cursor “jumped” to that element center. In the second version,
the cursor also moved to the center of the closest element but in this case,
rather than “jumping”, the cursor moved in a smooth fashion to the closest
element center. Therefore, the snap feature had three levels: snap without
smoothing, snap with smoothing, and snap off.
Dependent measures. Two dependent measures were used in the experi-
ments: total pointing time and hit rate. To obtain total pointing time (τ),
the time to complete each trial was divided into the time to complete the
pointing component (i.e., pointing time, PT ) and the time to complete the
selection component (i.e., selection time, ST ). Determining total pointing
time in dwell (pre-test) and zoom trials was straightforward: it was the time
elapsed from the beginning of the trial to the space-bar press (see Equation
8.1). Selection time was equal to dwell or zoom time and, therefore, it was
fixed within condition and determined by the experimenter.
τdwell,zoom = PT + ST (8.1)
Magnification trials involved performing two point-and-select operations and
in this case, there were two pointing times and two selection times (see Equa-
tion 8.2). To obtain total pointing time (τmag), the pointing time for step
1 (PT1) and the pointing time for step 2 (PT2) was added together. Total
selection time (ST1 + ST2) was equal to two times the dwell time. Selection
times were not used as dependent measures because they were completely
controlled by the experimenter.
τmag = (PT1 + ST1) + (PT2 + ST2) (8.2)
Successful activations (i.e., those falling within the region of the target) were
considered hits. Hit rate was the number of hits over the total number of tri-
als. Auditory feedback informed users about the outcome of their activation:
a pleasant sound signaled a hit and a warning sound signaled an unsuccessful
activation.
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Procedure
All participants received a demonstration of the different activation methods
by the experimenter. At the beginning of each trial, a squared target of 1.7◦
× 1.7◦ (home square) appeared in the center of the screen. As soon as par-
ticipants issued an activation at the home square by pressing the space bar,
a red target with a black cross appeared on a grey background at a different
location in the workspace. Participants were instructed to point to and select
the target as fast and accurately as possible.
In the pre-test and experiment 1, targets appeared one at a time in ran-
dom order at 1 of 10 possible locations arranged in a circular layout around
the home square (as described in ISO 9241-9; see Figure 8.2 and Figure 4.2
right-side). Starting each trial from the home square ensured that move-
ments covered approximately the same distance (8.2◦ or 330 pixels) in all tri-
als. Each participant completed 3 blocks of 10 trials using the dwell method.
All participants completed the blocks in the same order, starting with the
biggest targets (easiest) and ending with the smallest targets (most difficult).
Figure 8.2: Layout of the discrete task with 10 locations where targets could appear
in the pre-test and experiment 1. Targets appeared one at a time. The home square
is depicted in the center.
Experiment 1 was conducted immediately after the pre-test. Each partic-
ipant completed 18 blocks of 10 trials (i.e., 180 trials) in the same circular
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layout as the pre-test. Activation method (2), target size (3), and activation
time (3) were fixed within blocks. Each participant completed the 18 blocks
in a different order, randomly selected without replacement. Immediately af-
ter experiment 1, participants reported which of the two activation methods
was perceived as fastest, most accurate, easiest to use, and most fatiguing.
In experiment 2, each trial also started from the center on the display and
each participant completed 18 blocks of 10 trials (i.e., 180 trials). Activation
method (2), target size (3) and cursor manipulation (3) were fixed within
blocks. However, instead of appearing on an equidistant circular layout, tar-
gets appeared in a random position in a large grid located 100 pixels away
from the edges of the monitor (see Figure 8.3). Although distance varied
from trial to trial, average distances were not significantly different across
conditions (the average distance per trial was 9.8◦ or 393 pixels). In addition
to the target (a blue square), 1999 icons known from the Windows operat-
ing system were presented as distracters. Although the solid blue color of
the target was significantly different from the distracters, the purpose was
to maximize visual distractions in the process of locating and selecting the
target. In each block, all the distracters and the target were of the same size
(i.e., 0.15◦, 0.225◦ or 0.30◦). A subset of the interactive elements is shown
in Figure 8.3. This experiment also introduced the snap feature described
above.
Target location
Figure 8.3: A subset of the visual distracters presented to the user in experiment
2. The dark-square target is indicated by the pointing arrow (not shown during
experiments). The transparent window shows the current location of the pointer
and the inner red square shrinks gradually with dwell time.
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8.3.2 Results
Outliers Removal and Data Analysis
The total time to complete a trial was used to identify outliers. Trials with
total times that were 3 standard deviations above the mean total time (for
that experiment) were excluded from data analysis. This led to the removal of
5 trials in the pre-test, 19 trials in experiment 1, and 16 trials in experiment
2. The data was analyzed for each experiment using a repeated measures
analysis of variance (ANOVA) and Bonferroni correction was used in the
post-hoc tests.
Pre-Test
The ANOVA showed a main effect of target size on hit rate, F (2, 10) =
4.21, p < 0.05. As expected, hit rates with dwell were higher for the largest
targets (M = 0.28, SD = 0.16) than for the smallest targets (M = 0.07, SD
= 0.12). The low hit rates found in this pre-test (i.e., average hit rate of 0.28
for the largest targets) support the hypothesis that alternative methods are
needed to reliably point to and select these targets.
Experiment 1
Hit rate. Analyses showed a main effect of activation method, F (1, 4) =
76.24, p < 0.001, and target size, F (2, 8) = 6.92, p < 0.05, on hit rate. Hit
rates for two-step magnification were higher (M = 0.88, SD = 0.11) than
those for zoom (M = 0.44, SD = 0.23). In addition, hit rates were higher
for the largest targets (M = 0.78, SD = 0.02) than for the smallest targets
(M = 0.58, SD = 0.04). Figure 8.4 shows the hit rates for the two activation
methods and the three target sizes. Target size had an effect on hit rate for
both activation methods. Activation time showed no effect on hit rate, F (2,
8) = 1.44, p = 0.29. Therefore, the different activation times can be treated
as repetitions.
Total pointing time. Analyses showed a main effect of activation method,
F (1, 4) = 39.58, p < 0.01, and target size, F (2, 8) = 6.04, p < 0.05, on
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Figure 8.4: Hit rates for the two activation methods and the three target sizes.
Both magnification and larger targets resulted in higher hit rates than zoom and
smaller targets, respectively. Error bars show standard errors of the mean.
total pointing time. Total pointing time was shorter for zoom (M = 1561
ms, SD = 894 ms) than for magnification (M = 2829 ms, SD = 1213 ms). In
addition, total pointing time was longer for the smallest targets (M = 2583
ms, SD = 584 ms) than for the largest targets (M = 1891 ms, SD = 328 ms).
Figure 8.5 shows the total pointing time for the two activation methods and
the three target sizes. Target size had an effect on total pointing time for
both activation methods. Activation time showed no effect on total pointing
time, F (2, 8) = 0.912, p < 0.44.
Subjective preference. In spite of the fact that the data indicated that the
zoom method was faster than the magnification method, most participants
perceived magnification method to be faster. Participants accurately per-
ceived the magnification method as more accurate than the zoom method:
the average hit rate for magnification was twice as good (i.e., 0.88 vs. 0.44)
as the hit rate for zoom. The majority of the users perceived magnification
method as easier to use than the zoom method, but surprisingly, magnifica-
tion was also perceived as more fatiguing.
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Figure 8.5: Total pointing time (in milliseconds) for the two activation methods
and the three target sizes. Both zoom and the largest targets resulted in shorter
pointing times than magnification and the smallest targets, respectively. Error bars
show standard errors of the mean.
Experiment 2
An initial analysis showed that the two versions of the snap feature (i.e., with
and without smoothing) were equivalent to each other both in terms of hit
rate, t(5) = 0.89, p = 1.00, and pointing time, t(5) = 2.17, p = 0.25. In order
to facilitate interpretation of the results, the two snap versions was combined
into a snap-on condition and this was compared to the snap-off condition.
The results below correspond to the analysis using these two levels of snap
feature.
Hit rate. Analyses showed a main effect of activation method, F (1, 5) =
98.05, p < 0.001, target size, F (2, 10) = 5.9, p < 0.05, and snap feature,
F (1, 5) = 14.03, p < 0.05, on hit rate. Specifically, hit rates were higher for
the magnification (M = 0.86, SD = 0.15) than for zoom (M = 0.46, SD =
0.1). Hit rates were higher for the largest targets (M = 0.68, SD = 0.06)
than for the smallest ones (M = 0.61, SD = 0.056). Hit rates with the snap
feature on (M = 0.72, SD = 0.08) were higher than hit rates with the snap
feature off (M = 0.60, SD = 0.06). Figure 8.6 shows the average hit rate for
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snap feature on and off and the two activation methods.
Figure 8.6: Average hit rate for the two activation methods with snap feature on
and off. Both magnification and snap on resulted in higher hit rates than zoom and
snap off, respectively. Error bars show standard errors of the mean.
Total pointing time. Analyses showed a main effect of activation method
on total pointing time, F (1, 5) = 41.00, p < 0.001. Zoom was faster (M =
2002 s, SD = 420 s) than magnification (M = 2878 s, SD = 294 s). Neither
target size, F (2, 10) = 2.18, p = 0.16, nor snap feature, F (1, 5) = 1.24, p
= 0.32, showed any effect on the total pointing time.
8.3.3 Discussion of Experiment 1 and 2
The aim of this study was to compare methods designed to facilitate point-
and-select tasks with small targets when using gaze input. In a pre-test,
participants carried out point-and-select tasks with small targets using dwell
alone. Results from this pre-test showed very low hit rates, suggesting that
the targets used were too small to be reliably pointed to and selected using
dwell. Experiments 1 and 2 obtained much higher hit rates using magnifica-
tion and zoom, suggesting that both of these activation methods can facilitate
point-and-select tasks with small targets when compared to dwell. However,
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there were also important differences between these two activation methods.
Overall, the zoom method was faster, but less accurate, than the magni-
fication method. The extra time needed to perform point-and-select tasks
using the magnification method is likely to be related to the need to perform
two point-and-select operations and, therefore, two pointing movements. In
contrast, only one pointing movement is necessary when using the zoom
method and then, during activation (zoom) time, users can perform smaller
online corrections as the target is gradually increasing in size.
Even though participants took twice as long to perform point-and-select
tasks with the magnification method as they did with the zoom method,
they perceived the former to be faster than the latter. The source of this
distortion of time perception is unclear. One possibility is that it resulted
from the higher cognitive load associated with using the zoom method (see
below). Another possibility is that the lower hit rate obtained with zoom
may have influenced the participants’ subjective report (even if the question
did not relate to accuracy). Providing some type of feedback in the zoom
condition about the time remaining until activation may reduce cognitive
load and help estimate the duration of zoom activations.
In terms of accuracy, the magnification method may have benefited from
the greater control users have in this condition when compared to the zoom
method (and not due to the nature of zooming per se). During pilot test-
ing, an attempt to implement a zoom condition in which the user was able
to stop and reverse zooming using gaze patterns alone. This approach was
discarded, however, because of how difficult it was for the user to control
effectively. Future studies should explore ways to provide users of zoom tools
levels of control comparable to those provided by the magnification method.
In spite of the apparent naturalness of the zoom method, users seemed to
find continuous interactions rather problematic when compared to the dis-
crete magnification method. That is, pointing to and selecting targets seemed
easier when the target remained still (i.e., magnification) than when the tar-
get moved in reaction to the user’s gaze movement (i.e., zoom). To some
extent, this may have been an artifact of the zoom animation. That is, the
zoom method may have transformed the point-and-select task into a tracking
task in which the user had to follow a moving target, rather than pointing to
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a still target. Performing tracking tasks using gaze input is particularly prob-
lematic given that current algorithms only recognize fixations and saccades.
Because they are not developed to deal with the smooth pursuit movements
characteristic of tracking tasks, current trackers artificially transform these
movements into a series of fixations and saccades, making tracking tasks more
difficult. In addition, the greater similarity of the magnification method to
users’ prior discrete experience in human-computer interaction may have in-
fluenced the evaluation of this method as easier to use than the zoom method.
Yet, the fact that most participants perceived the magnification method as
more fatiguing than the zoom method supports the notion that the increased
accuracy of magnification comes at a cost.
In experiment 2, the snap feature resulted in higher accuracy (but similar
speed) than no snap feature. This suggests that, given access to the underly-
ing world, full-knowledge tools can be combined with no-knowledge tools to
facilitate point-and-select tasks with small targets. It is worth pointing out
that the large number of distracters in close proximity used in the study may
have negatively affected the effectiveness of the snap feature. For example,
there is a possibility that the snap feature may have unintentionally dragging
the cursor to elements of no interest to the user. In real-world situations,
there is usually more separation among elements and less distracters overall,
making this “unintentional drag to undesired element” less likely to occur.
In the future, it may be interesting to test how these variables affect the
effectiveness of the snap feature. In addition, redefining how interactive ele-
ments relate to each other and letting these elements work in a more discrete
manner may improve the effectiveness of snap feature.
In the implementation, it was not anticipated how the continuous zoom
tool would change the task or how delay would affect performance. Em-
pirical results challenged the assumption that continuous interaction would
always be more natural than discrete interaction. Instead, continuous inter-
action seemed unnatural with delayed feedback. In fact, the manual-control
literature suggests that, in the presence of delays, users naturally adopt a
move-and-wait strategy [33]. That is, users transform the continuous task
into a series of discrete components. Ironically, the attempt to make the task
more natural backfired because, even though continuous interaction may be
more natural in real-world situations, discrete interaction is more natural in
the presence of time delays.
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8.4 Second Experimental Setting: Discrete Zoom
Tools
Based on the results of the first study, a discrete zoom tool was designed,
which is conceptually equivalent to an n-step tool, combining features of two-
step and zoom tools (see row 3 of Figure 8.7 for an illustration). Because
zooming occurs in discrete steps, the tool is expected to be more tolerant
to delay than the continuous zoom tool. When compared to the two-step
tool, more steps to permit greater magnification levels are expected because,
after the first step, the content can be magnified further without increasing
window size. Obviously, adding steps can also slow performance. However,
given that early steps require lower accuracy than the two-step tool, discrete
zoom is expected to accommodate lower dwell times. Finally, the discrete
zoom tool is also expected to result in more of a zooming sensation than the
two-step tool while providing users more control over the zooming rate than
continuous zoom. Obtaining the total pointing time for a discrete selection
is formalized in equation 8.3 where a series of pointing times and selection
times are added together in n small steps.
τdiscrete =
i<n∑
i=0
PTi + STi (8.3)
The zoom tool is expected to have at least four advantages over the two-
step tool. First, its continuous looming appearance is expected to feel more
natural to the user. Second, the user is expected to be able to make online
corrections to the cursor position as the target increased in size. Third, target
selection is expected to be faster because the user would not need to perform
two separate point-and-select operations. Fourth, the maximum magnifica-
tion level possible is expected to be greater than using a two-step tool with
a window of similar size, because the entire region around the cursor did not
need to be magnified all at once.
8.4.1 The Zoom Framework
Based on the experience developing and testing tools to facilitate the selection
of small targets using gaze alone, a conceptual framework to organize existing
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End timeStart time - Continuous Zoom 
3
End timeStart time - N-Step Zoom
Target of interest
Additional Magnification (N > 2)
Figure 8.7: IIllustration of the different zoom tools. Row 1 depicts a target selec-
tion with dwell (i.e., no tool). Row 2 depicts how the continuous zoom tool gradually
magnifies the target area. Row 3 depicts how n-step tools work. A two-step version
would end before entering the Additional Magnification loop, a three-step version
would go through the loop once, and so on. The shrinking red dots in row 1 and 3
indicate dwell time.
tools designed for small-target selection was created (see Figure 8.8). All the
tools in this framework increase the effective size of targets (i.e., zoom) to
facilitate small-target selection. This framework organizes tools in a discrete-
to-continuous continuum. The two-step and continuous zoom tools can be
placed, respectively, on the discrete and continuous ends of this continuum.
The two-step tool suddenly increases target size to its maximum magnifica-
tion level, whereas continuous zoom increases target size in what could be
considered an infinite number of infinitely small steps.
Consistent with these two extremes, tools closer to the discrete end of the
spectrum tend to have less steps of longer duration, whereas tools closer to
the continuous end of the spectrum tend to have more steps of shorter du-
ration. The theoretical shorter duration per step of tools with more steps
(i.e., more continuous) is the result of shorter dwell times when compared to
tools with less steps (i.e., more discrete). Tools toward the continuous end of
the spectrum tend to require the user to carry out a more tracking-like task,
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Figure 8.8: The zoom framework.
whereas tools toward the discrete end can be better characterized as a series
of point-and-select operations. In addition, tools towards the continuous end
of the spectrum tend to permit higher magnification levels because objects
can increase in size within a window of constant size. Therefore, more con-
tinuous tools are less limited by the size of the zooming window.
In general, discrete zoom tools fall in between these two extremes. The
specific three-step version tested below falls closer to the discrete end (see
Figure 8.8). Even if close to two-step, it is arguable that the three-step tool
can facilitate selection of very small targets and naturalness of interaction
when compared to two-step magnification. It is also argued that this frame-
work may facilitate comparisons among tools. By studying how tools vary
along the continuum, this framework could provide insights into useful tool
features and suggest ways in which future designs can combine these features.
8.4.2 Gaze-Controlled Mouse
In order to evaluate the zoom framework in a realistic setting the core func-
tionality from the first experiments and the novel discrete zoom tool was
implemented in an gaze-controlled interface together with a velocity-based
algorithm, which is described in detail in Chapter 2 p. 41. The GUI of
the gaze-controlled mouse was designed with NeoVisus interface components
[160]
When the application is started, a small component button becomes visible
to the user (see Figure 8.9(a)). The small gaze-aware button represents a col-
lapsed state of the application and, when activated, the component expands
to a larger structure unveiling various selection tool, options and functionality
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(a) Col-
lapsed.
(b) Selection tools menu. (c) Selection time menu.
Figure 8.9: Figure (a) shows the small collapsed component button, Figure (b)
shows the different activation methods available and Figure (c) shows the different
pre-specified dwell times.
found in a conventional mouse (e.g., single left click). The gaze sensitive com-
ponents in the application are activated after a short dwell time (100 ms).
The functionality of the application includes (from top to bottom) Pause,
Activation Time, Activation Mode and standard mouse events. The pause
functionality disables selections and enables the user to inspect objects for
longer time periods (i.e., avoid the Midas Touch problem). Activation time
expands a submenu that allows a user to choose between three pre-specified
dwell times (i.e., slow, medium and fast)(see Figure 8.9(c)). The activation
mode component expands a submenu where a user can choose between the
different activation methods described in the experiments (see Figure 8.9(b)).
The Mouse Events components show the different self-explanatory mouse ac-
tivation events (e.g., right click, double click). An interesting feature is the
ability to perform dragging, which enables the user to move, rearrange, and
potentially select multiple targets in the Windows environment. The applica-
tion is available for download from the eyeinteract website1. The application
is implemented with a velocity-based technique and requires empirical test-
1<http://www.eyeinteract.com/>
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ing for each eye-tracking system in order to configure the internal parameters
of the application.
8.5 Experiment 3: Proof of Concept
8.5.1 Method
In order to study the potential of discrete zoom tools, an experiment was
conducted to compare different zoom tools. Participants included 2 male
expert users and 8 novices (2 males and 6 females). Novices had no previous
experience with gaze interaction. An IG-30 eye tracker from Alea Technolo-
gies was used in a desktop setting. Participants were instructed to use a
gaze-controlled cursor to point to the target present in the workspace as
quickly and accurately as possible. Circular targets appeared one at a time
at 1 of 16 possible locations equidistant (300 pixels) from the homing circle
on the center. A trial started when a participant positioned the gaze cursor
on the homing circle and ended as soon as the participant issued an acti-
vation using the corresponding method. A successful target selection was
not required. Each participant completed 16 blocks of 16 trials, resulting
in a total of 256 activations per participant. All independent variables were
manipulated within participants and fixed within blocks.
Zoom tool, target size, and smoothing was manipulated. Zoom tool had 4 lev-
els: dwell (no zoom), two-step tool, three-step tool, and optimized three-step
tool. The magnification level (4x) and dwell time (600 ms) of the two-step
tool were chosen based on available versions of this tool. In fact, a rela-
tively high level of magnification was purposefully chosen and a relatively
short dwell time. The three-step tool had the same magnification level and
dwell time as the two-step tool, whereas the optimized three-step tool had
twice the magnification (8x) and half the dwell time (300 ms). Achieving 8x
magnification with a two-step tool is virtually impossible with a magnified
window of the size used in this experiment. The 2 levels of target size were
6- and 12-pixel diameters (to represent some of the smallest targets in the
environment). The 2 levels of smoothing (no smoothing and 10-sample av-
erage) were applied to the raw eye-tracker data and velocity thresholds were
adjusted accordingly. The angular velocity threshold was set to 5 pixels/s
when smoothening was enabled and 15 pixels/s with no smooth. Hit rate,
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completion time, and subjective ratings were measured. Data were analyzed
with a repeated measures ANOVA and LSD correction in the post-hoc tests.
The three-step tool was expected to (a) feel more natural, (b) be more resis-
tant to noisy input, and (c) enable reliable selection of smaller targets than
the two-step tool. The discrete zoom was not expected to be faster than the
two-step tool, but an optimized three-step version was expected to achieve
similar speeds to the two-step tool without sacrificing accuracy. This opti-
mized version was expected to be able to accommodate lower dwell times
and greater magnification levels than current two-step tools.
8.5.2 Results
All data analyses were conducted on the data from novices. Experts were
used for comparison purposes. Target size, smoothing, and subjective-rating
results will not be described in detail. Suffice to say that target size affected
hit rate but not completion time, whereas smoothing affected completion
time but not hit rate. Hit rate was lower for smaller targets than for larger
targets, F (1, 4) = 19.90, p < 0.05. Smoothing over 10 samples resulted in
longer completion times than no smoothing, F (1, 4) = 11.06, p < 0.05. No
evidence suggesting that no smoothing had a greater impact on the two-step
than on the three-step tool was found. Therefore, this experiment did not
support the hypothesis that a three-step tool is more resistant to noise than
two-step. The analyses suggest that participants did not rate the three zoom
tools different from each other, but some differences were apparent between
dwell and all three tools (i.e., dwell was rated as faster but less accurate
than zoom tools). There was no evidence found of the three-step tool being
perceived as more natural than the two-step tool.
Zoom tool had a significant effect on hit rate, F (3, 21) = 32.43, p < 0.05.
Mean hit rate was lowest without zoom (M = 0.04, SD = 0.03). The hit
rates of the two-step (M = 0.24, SD = 0.11) and three-step tools (M = 0.29,
SD = 0.12) were not significantly different from each other, t(7) = 1.22, p
> 0.05. The optimized three-step tool (M = 0.48, SD = 0.14) had a higher
hit rate than the three-step tool, t(7) = 4.57, p < 0.05. These results are
consistent with the hypothesis that better accuracy can be achieved with a
three-step than with a two-step tool. Given the difference between three-step
and optimized three-step, the accuracy advantage is probably due to the lat-
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Figure 8.10: Mean hit rates for the 8 novices and the 2 experts as a function of
zoom tool. Error bars show ± SD.
ter’s greater magnification level. Mean hit rates across zoom tools show a
similar pattern for novices and experts (Figure 8.10).
Zoom tool also had a significant effect on completion time, F (3, 21) = 119.04,
p < 0.05. Completion times were shortest without zoom (M = 1581 ms, SD
= 192 ms). The two-step (M = 3193 ms, SD = 441 ms) and optimized three-
step tools (M = 3152 ms, SD = 375 ms) were not significantly different from
each other, t(7) = 0.39, p > 0.05. The three-step tool (M = 3905 ms, SD
= 442 ms) took longer than the two-step tool, t(7) = 5.35, p < 0.05. These
results are consistent with the hypothesis that a three-step tool can achieve
speeds comparable to a relatively fast version of the two-step tool (given
shorter dwell time in the three-step tool). Again, the pattern of results was
very similar for novices and experts (see Figure 8.11).
8.5.3 Discussion
There are several reasons why it is desirable to combine gaze interaction with
traditional interfaces: one, there is a familiarity with the interface, two, it is
costly to develop interfaces for a limited user group, and three, some interac-
tion tasks are sometimes not an option in a traditional dedicated gaze-based
interface. Overall, the results of this experiment are promising. There was
found support for the possibility that discrete zoom tools can achieve similar
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Figure 8.11: Mean completion times for the 8 novices and the 2 experts as a
function of zoom tool. Error bars show ± SD.
speeds and greater accuracy than available two-step tools. Future research
should explore whether this finding generalizes to situations in which distrac-
tors are present and to tasks in which successful target selection is required.
Future studies should also explore whether a two-step tool could accommo-
date lower dwell times and whether having different dwell times for different
steps could be beneficial. The smoothing manipulation and subjective rat-
ings did not support the hypothesis that three-step tools are more tolerant
to noise and natural than two-step tools. Research with a wider range of
smoothing levels and subjective ratings could help determine whether this
result is due to a lack of difference between tools or to a lack of sensitivity
of the measures used. Finally, even if mean values varied substantially, a
similar pattern of results across a wide range of expertise levels was found.
This result suggests that findings from novices may generalize to more ex-
perienced users and novice-user data may be useful to evaluate interface tools.
The primarily focus in this chapter has been on the use of the zoom metaphor
as an overall design principle when designing tools for small target selections
in a windowed interface. When users need to point to and select small targets
using gaze alone, both magnification and zoom methods perform better than
dwell alone. Point-and-select performance using magnification tends to be
more accurate, but slower, than performance using zoom. Thus, magnifica-
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tion is superior for the smallest targets but both methods may be helpful for
small targets. Users may have perceived magnification as easier to use than
zoom partly due to the high cognitive load resulting from the tracking-like
nature of the zoom tool and partly due to the fact they are accustomed to
discrete interaction. Future development of smooth-pursuit algorithms for
gaze interaction may improve performance of zoom tools.
The experiments have shown that selecting the smallest targets in main-
stream GUIs using gaze alone is not easy. Although some tools exist, there
is little theoretical guidance for the development of tools to facilitate acces-
sibility to mainstream GUIs for gaze users. Based on the previous work, a
conceptual framework was proposed to categorize existing tools and guide
the development of new tools. As a proof of concept, a discrete zoom tool
was designed and generated hypotheses about how it would compare to other
zoom tools based on this framework. An experiment in which the optimized
three-step discrete zoom tool achieved better performance than a two-step
tool modeled after existing tools. Results suggest that the zoom framework
holds potential to guide the development of zoom tools to enhance accessibil-
ity to mainstream GUIs for gaze users. This use of discrete strategies is also
confirmed in the field of control theory. Here, it is noticed how a problem
arises when the eyes are used both for perception and control. They further
note that humans are excellent in making strategies but there will always
be a lag between visual perception and a corresponding reaction [70]. This
observation enhances why an optimal interaction strategy in mono-modal
eye-based interaction is optimal for tools based on discrete strategies. The
time interval to reposition the gaze simply gives a user the necessary time
to understand (i.e., perceive) the conveyed information and time to come up
with proper reaction.
8.6 Summary
In this chapter interface tools designed to facilitate point-and-select tasks
with small targets when using gaze alone have been presented. The advan-
tages and limitations of each tool have been examined and a total of three
experiments have empirically evaluated dwell, zoom, magnification and dis-
crete zoom.
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Although zoom is difficult for beginners, users likely become more accurate
with training. Well-trained zoom users may take advantage of the speed of
this method over magnification. It is also possible that users who are more
accustomed to continuous interaction (e.g., gamers) may benefit more from
zoom than traditional computer users. The discrete tool is fast and more ac-
curate than the currently available two-step magnification tool and the zoom
framework shows potential to guide the design, development, and testing
of zoom tools to facilitate the accessibility of mainstream interfaces for gaze
users. Based on the proof-of-concept study, the discrete tool is recommended
for untrained users performing point-and-select tasks with small targets.
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9
Conclusions & Future Work
This chapter outlines the conclusions from the results in the dissertation and
reviews the scope and implications for future research.
9.1 General Conclusions
The work in this thesis confirms previous research that has described a lower
bound for the accuracy of gaze tracking and gaze interaction. This lower
bound was between 0.7◦− 1.3◦ in the studies carried out, which is somewhat
higher than manufacturers claim, and far too high for the control the ma-
jority of elements in standard GUIs. Consequently, gaze-based interaction
needs assistive tools to access standard GUI elements, with the implication
being that interface designers should consider new approaches that provide
larger targets for the user. The research in this thesis has found a way to
significantly improve the two-step magnification selection tool currently im-
plemented in many gaze tracking systems. The improvements take advantage
of the zoom principle and my research with the StarGazer system shows that
people are immediately able to use zoom navigation in a novel, continuous
fly-where-you-look approach. The StarGazer system has a set of principle
advantages that can be generalized beyond the typing task that was exam-
ined. First, it is tolerant to noise and it can be used on small screen sizes.
Secondly, it will support navigation in any information space that can be or-
ganized in a hierarchal graph structure. Finally, it resembles the control task
of steering through a 3D environment, which users are increasingly familiar
with due to the growing popularity of computer games and virtual worlds.
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9.2 Future Work
Being able to access each interactive element in mainstream GUIs is a dream
for many people. If an open API becomes a reality, it will potentially facil-
itate a complete redesign of conventional interfaces to suit the needs of the
individual user. General research and the research presented in this thesis
have shown how gaze-based full-knowledge tools improve the interaction be-
tween the user’s action and the system’s subsequent reaction. If Microsoft,
for example, creates an API for their Windows interface the no-knowledge
element would be taken out of the equation and the door to true gaze-based
interaction would be open. Looking back at Figure 3.6 it becomes clear
how non-gaze interfaces and applications, essentially, can be interfaced or
redesigned as pure gaze-based applications similar to the model in Figure
9.1.
Eye
Movements
Eye Tracking
System
Dedicated
Application/
Interface
Cursor
Control
Gaze Applications
API
Filtering
Filtering
Operating
System
API
Figure 9.1: An open API to the interactive elements of an operating system
facilitates optimizing or re-designing applications and interfaces for gaze interaction
or any other input device.
One advantage of an open operating-system API would be the ability to
natively apply gaze-based cursor-guidance strategies (e.g., snapping) to all
interactive elements in the interface. This would not only benefit users with
special needs but also abled body users who are interested in cursor guid-
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ance. Once an API is provided, the research challenge is to design tool boxes
for rapid development of gaze-based interfaces and investigate strategies for
guiding a gaze-controlled cursor in an environment where all interactive ele-
ments are known.
9.2.1 Cloud-Based Services
A common trend in interface development indicates that traditional appli-
cations are in transition from the old-fashioned local installations to on-
line cloud-based services (e.g., Microsoft Office Web Apps). Some of the
advantages of cloud computing include flexible access to data, simple ad-
ministration, and platform and hardware independence on the client side.
Cloud-based services are normally accessed through a browser on the client
side. All modern internet browsers conform to the standards from the World
Wide Web Consortium (W3C) and an interesting feature with this standard
is that all objects in an HTML web page are accessible to the developer and
can thus be modified with different plugins (e.g., Greasemonkey in Mozilla
Firefox) to fit the needs of the individual. Advanced access to the content
of some cloud-based service is offered through APIs. Some of the most pop-
ular for Web 2.0 applications include: Google Data Protocol, GoogleMaps,
YouTube, Flickr, Twitter, and Facebook.
EasyTube is an an example of a cloud service designed for users with mental
and/or physical challenges, which provides access to YouTube through the
Google Data Protocol API1. Since 2005 YouTube has become an established
part of Internet culture and can now be accessed from several devices such
as smartphones and tablets. In spite of this huge success, no attempts have
been made towards developing an accessible version of the service for people
who are mentally and/or physically challenged. The amount of information
on the standard YouTube interface can be overwhelming for some. More
than 100 clickable objects are always available on an average YouTube page
and browsing through three levels with 20 videos per level will theoretically
branch out to a total of 8000 video options. Consequently, people who are
cognitively challenged can easily find themselves lost on irrelevant webpages.
Figure 9.2 demonstrates the difference between the traditional YouTube in-
1Cloud-based version of EasyTube is developed as a master thesis by Chris Topaloudis
and is located at: <http://www.easy-tube.net>
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terface and the EasyTube interface.
The EasyTube service aims to involve caregivers with relative little IT com-
petency and have them maintain playlists for groups of users. The foundation
of the service is based on a user-driven design approach, as recommended by
the inclusive design methodology suggested by Keates et al. [80]. Using this
methodology requires a design that offers support for a wide range of input
devices, which means that EasyTube supports mouse, touch input, single-
switch step-scanning and dwell activation for e.g. gaze- or head- interaction.
Several visits with users, with pre-tests, video recordings of user sessions
and follow-up meetings with caregivers and users in five different institutions
helped to identify the design issues that informed the interaction design of
the service.
Figure 9.2: An open API allows developers to redesign or modify interfaces for
users with special needs. The example demonstrates a screenshot of a search query
in a standard YouTube interface (left) and a screenshot from an EasyTube playlist
(right).
With more and more applications moving to cloud services the research chal-
lenge here is to design for inclusion and allow for input from users with
special needs in the design process. Services based on HTML allow designers
to modify existing services through APIs or tools. EasyTube is a good exam-
ple of a dedicated interface based on an open API that has been designed to
meet the needs of users with special needs and offers a wide range of support
for multiple input devices.
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9.2.2 Implicit Calibrations
One future direction for eye tracker development is to look at methods that
do not require any form of calibration nor the need for external light sources.
This will be an important step towards a totally flexible system. Currently,
these goals seem out of reach, since they are requirements of the basic model
of modern eye tracking systems. One step which has immediate applicability
would be to develop calibration routines that are more entertaining and hence
more attention-grabbing for children or for users with cognitive difficulties.
The procedure can, for example, be hidden inside a small casual game where
the user is observing or even controlling objects in strategical regions of the
screen as seen in Figure 9.3. The user’s behavior during a game sequence can
be used to calibrate the system. Such methods allow eye tracking to become
a valid input modality for a more variant user base, who may have difficulty
following a calibration target if they do not understand why they are required
to fix their gaze on an otherwise meaningless dot. Recent research by Flatla
et al. [35] discuss the importance of rethinking the calibration process and
show how game-based calibrations can be enjoyable without comprising the
quality of the data.
Figure 9.3: Future methods for calibration routines leave room for the procedure
to be more entertaining. The procedure can, for example, be hidden inside a small
casual game where the user is observing or even controlling objects in strategical
regions of the screen. The examples illustrate Super Mario smashing mushrooms
(left), Pacman eating pellets (center) and ‘four in a row’ (right).
There are several research challenges to the realization of implicit calibra-
tions. First, we should identify relevant tasks that are both entertaining and
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intellectually engaging for the users. Games are an obvious solution. Sec-
ond, we should develop a control system that is able to react to the user’s
gaze during the calibration sequence. Third, we should design methods for
collecting reliable information about the user’s gaze during a sequence, for
example, direct the user’s attention to empty regions by having something
engaging appear or move there.
In interfaces where no information about the the underlying elements ex-
ist, it is impossible to re-calibrate without presenting one or more stimuli on
top of the display. As mentioned in Section 3.3, the Quickglance system offers
partial re-calibration by presenting a calibration stimulus in the center of the
screen. An interesting challenge here, is to investigate methods to fluently
improve the robustness of systems by prolonging the time between calibra-
tions while still maintaining an acceptable accuracy. That is, invent methods
to continuously maintain a calibration without involving the user. As shown
by Stampe et al. [157], a dedicated interface can be used for more robust
tracking by reducing error over time. One way to achieve robust tracking
is by working on the interplay between a dedicated interface and interactive
eye tracker.
Gazing at any dwell-sensitive button is analog to looking at a stimulus dur-
ing a calibration routine and an interesting research question is, for example,
whether it is fair to assume that a user’s gaze falls in the center of a dwell-
sensitive button in the moment of selection in a dedicated interface? This
question is fairly easy to answer and only requires logging of the PoR during
selections. A dedicated interface can, potentially, record the position of the
eye during a selection and use the collected data for the ongoing improve-
ment of the internal eye model of the eye tracker for each individual user.
The challenge here is to find an appropriate strategy for updating the model
and invent strategies to deal with the error between the on-screen cursor and
the user’s actual PoR.
A requirement that must be met for this to be realized is that eye-tracking
manufacturers develop a specialized API that allow external dedicated ap-
plications to update the internal model of their systems. This is illustrated
in Figure 9.1 with double arrows pointing to the eye tracker’s API. Since no
such standard exists, this can only be integrated in open-source systems like
the ITU Gaze Tracker, where the source code is available for modifications.
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9.2.3 Mainstreaming Gaze Interaction
The development of eye tracking devices still remains a niche technology and
the high cost of commercial systems is likely due to the low volume of sold
devices. This obstacle has been characterized as the chicken and egg problem
and was already noticed by Bolt as early as in 1985 [16] and by Jacob and
Karn [69]. Since the eye tracking industry only sells a few thousand systems
a year it is difficult to invest in the engineering research and development
that is required for a good, inexpensive unit. Ideally, a mass market approach
could lower the cost of a system to a fraction of what it is today. One way of
achieving this is by including the technology in popular consumer products
such as game consoles, laptops and modern smartphones. In order to lower
the cost of the system, the demand from the general user base (e.g., dis-
abled, marketing research, attentive research) should either be dramatically
increased or new user groups should be found. To achieve this, developers
need to generate interest via dedicated applications, and maybe one or more
killer apps to boost the market. Recent years have seen increased interest
in non-traditional input modalities, particularly in the games market. For
example, the Wii game console uses whole body movement as an input. The
potential for eye movements measures to increase immersion in game play
is clear, and achievable. Such applications of eye tracking would greatly
increase the saleability of eye trackers, particularly low cost systems and sys-
tems based on existing hardware such as webcams.
In particular, I believe there is a need to move beyond the idea of mono-modal
interaction for mono-modal input and bring eye tracking into main stream
products such as smartphones and games consoles, which is possible within a
few years, since there are no major obstacles in terms of existing technology.
The new generation of mobile phones are essentially small laptop comput-
ers with multiple processors and build-in camera(s). Miluzzo et al. [108]
demonstrated the concept by implementing a simple real-time eye tracking
algorithm on a Nokia N810, using the camera’s built-in low-resolution cam-
era. Owners of all types of smartphone may in the near future, for example,
be able to buy a $50 cradle consisting of a built-in camera and infrared light
sources as sketched in Figure 9.4. A proof-of-concept prototype and a soft-
ware demo for browsing the Internet was demonstrated in mid 20112. This
2Internet address: <http://www.senseye.mobi>
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Figure 9.4: Cradle with a built-in camera and light sources designed to fit a
modern smartphone.
affordable solution is easy to use although it may not provide an accuracy
and precision that would allow for effective control in outdoor scenarios. This
setup demonstrates the potential to work as a small, independent, flexible
eye-tracking system or even connect to any nearby peripheral gaze-enabled
device. This could, for example, be a computer with a large monitor where
objects are larger. Here, the user simply needs to turn on the phone’s eye-
tracking software and then place the phone below the monitor. Applications
for smartphones are usually designed with a minimalistic interface, similar
to that of conventional dedicated gaze-based applications. Some applications
on a standard smartphone may even benefit from eye control. It could be
used to explore semantic information on city maps or to smoothly browse
the Internet, to navigate large collections of personal contacts or music col-
lections and to automatically turn pages when reading long texts (e.g., pdf
documents).
Eye-tracking technology on a smartphone also has the potential and flexi-
bility to interact with everyday gaze-enabled objects and change their state
just by looking at them. Vertegaal [169] notes how the future of gaze aware
interfaces is not limited to interactive elements on the computer, but rather
to any object around us. Gaze awareness can be imbedded in the objects
themselves or in the user with a portable eye tracking system. Advances in
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low-cost eye tracking will soon allow for this. The research challenge here is
to examine the necessary steps to integrate eye tracking into everyday objects
and activities (i.e., ubiquitous gaze contingency). Among other things, this
implies the design of relevant hardware, and designing intuitive interfaces
and intuitive interaction for everyday objects.
The gaming industry has the potential to create an eye-tracking mass market.
In the near future, remakes of well-known casual games could reappear with
support for gaze control (e.g., Angry Birds, Breakout). For the vast majority
of gamers, this novelty will be appealing and entertaining but probably tire-
some after some hours of play, if limited to gaze-only control of interfaces.
Gamers may have a hard time accepting the limited accuracy provided by
the eye tracker. Game developers need to break away from the idea that
gaze can be used for pixel-precise pointing (e.g., as a sniper in a 3D shooter)
and use gaze as a passive input in combination with traditional controls as
an additional dimension in the game. Gaze can be used to communicate the
attention from the player to the game engine or other gamers, and thus be
used strategically in the gameplay design. The concept of gaze-awareness is
not new in gaze-based research but it still has to be proven in mainstream
applications such as gaming. Imagine a detective game where the player is
able to intimidate witnesses, annoy the bad guy or even impress a beautiful
girl, just by the way he looks at the screen. Or, imagine a first person shooter
game where the system’s agents can be more or less good at hiding based on
knowing where the player is looking. Research in attentive computer games
involves designing games that add an extra dimension (i.e., visual attention)
during game-play this could include pupil size variations [68] for the mea-
surement of emotional valence. One of the challenges here, is to understand
how emotions and the variation of pupil size relate to each other [124] and
reliably differentiate pupil size changes due to brightness levels from pupil
size changes due to the affective state of the user.
Eye tracking will continue to remain an important tool for users with special
needs e.g., people with ALS. For able-bodied users, the technology has a
high novelty factor and can be integrated into everyday hardware, for exam-
ple, smartphones. The potential for applied eye tracking is tremendous and
the question is what ‘killer application’ will be responsible for bringing the
technology to the mass market. This remains to be seen, but my hope and
ambition is to help make this happen in my future work.
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Epilogue
My interest for gaze-based interaction was awoken by my co-supervisor Dan
Witzner Hansen for a self-chosen project on interface zooming for target se-
lection. This work resulted in the following publication: Skovsgaard [148].
While pursuing my master’s degree I evaluated gaze-based navigation for a
typing task in a early version of what later became the StarGazer typing
system. StarGazer demonstrated a novel gaze-based approach for text pro-
duction. Studies showed that novice users were able to type in the system
immediately without any practice. Panning and zooming was found to be
able to reside large amounts of imposed noise and even worked with a signif-
icant delay on the input signal (although the delay did not feel comfortable
for the users). The average typing speeds were relative low and the system
was never evaluated with the build-in language model for optimized typing
speeds [43, 5].
After experimenting with the StarGazer the zoom principle I wondered if
this also could be a promising interaction approach for point-and-select op-
erations on the desktop. I returned to my early work on zoom selection in
a windowed environment. The work resulted in an evaluation of existing
tools (i.e., dwell and two-step zoom) and a novel zoom tool based on contin-
uous zoom. The main findings, however slightly disappointing, showed that
continuous zoom in its present form was not as accurate as the traditional
two-step tool [149, 151]. After the presentation of Skovsgaard et al. [149], the
Germany-based Alea Technologies implemented the continuous zoom tech-
nique in their IG-30 system, simply because they liked the “look and feel” of it.
In 2009, I went on a four-month research stay at Wright State University,
Ohio in the Department of Psychology hosted by professor John Flach. Dur-
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ing my stay I attended his course on control theory and it helped me to
realize what was problematic with my old design. The zoom framework was
then formulated to explain this difference and a study of an improved version
of zoom, called discrete zoom, showed higher accuracy compared to the any
other gaze-based tools. The zoom framework and experimental results was
published in Skovsgaard et al. [150].
In parallel, I have been involved in writing a book chapter for the upcom-
ing COGAIN book [152] and two different projects throughout my PhD pe-
riod: The SUS project and the ITU Gaze Tracker. SUS or Social Udviklings
Center (Social Development Center) has partly founded my PhD through
the project called Implementing Technology (in Institutions). This work has
resulted in a report on international research on implementation processes
and recommendations for system design called Implementing Technology for
People with Disabilities [154]. Based on a user-centered design approach an
accessible version of YouTube for users with cognitive and motor disabilities,
called EasyTube, was developed. Furthermore, I participated in the initial
development of the open-source ITU Gaze Tracker and evaluated the system
in various configurations and scenarios. Studies with the ITU GazeTacker
whereto I have contributed [137, 161, 136, 5, 138, 73, 45, 153].
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