Query-independent features (also called document priors), such as the number of incoming links to a document, its Page-Rank, or the type of its associated URL, have been successfully integrated into Web Information Retrieval systems in order to enhance the retrieval effectiveness. The combination of several document priors could further enhance the retrieval performance. However, most current combination of priors approaches are based on heuristics, and often ignore the possible dependence between the document priors. In this paper, we present a novel and robust method for conditionally combining document priors in a principled way. The approach adjusts the distribution of document priors for one source of evidence according to the distribution of document priors for other sources of evidence. We investigate the retrieval performance attainable by our combination of priors method, in comparison to the use of single priors and to a heuristic combination of document priors method, which assumes that document priors are independent. Furthermore, we investigate how sensitive the proposed method is to the training data. Using two standard Web test collections, including the large-scale .GOV2 test collection, we find that some of the document priors used in our experiments, have a considerably high correlation, suggesting that the dependency between documents priors should indeed be taken into account. Through extensive experiments on these two large-scale collections, we observe that our proposed conditional combination method is overall effective and robust.
Introduction
In Information Retrieval (IR), documents can have query-dependent and query-independent features. Query-dependent features relate to the characteristics of the document which are specific to the queries and cannot be used before we receive the queries (e.g. the relevance of the document content to a given query). Query-independent features, also referred to as document priors, are features that do not depend on the queries. These document priors can be used to enhance the retrieval performance of a Web IR system, regardless of the query. For example, the number of incoming links to a document (inlinks) (Kraaij, Westerveld & Hiemstra 2002) , its Page-Rank (Brin & Page 1998) , and the type of its associated URL (Kraaij et al. 2002) have been shown to be useful in some Web search tasks, such as the TREC 1 Homepage finding and the Named Page finding tasks (Kraaij et al. 2002) (Kamps, Mishne & de Rijke 2004) .
The language modelling approach to IR provides an elegant framework to integrate single document priors into the retrieval process (Kraaij et al. 2002) . However, it is not clear how several document priors should be combined in a principled way. Most previous work considered either combining document prior probabilities by assuming that the priors are independent from each other (Kraaij et al. 2002) , or by handtuning a linear combination of the priors (Metzler, Strohman, Zhou & Croft 2005) .
The independence assumption does not always hold. For example, documents with a high PageRank score usually have a high number of incoming links, suggesting that the Page-Rank and inlinks priors are often correlated. On the other hand, the approach of using the handtuning of a linear combination of prior scores is heuristic, and requires heavy training. Therefore, it is not very practical in a realistic setting.
In this paper, we present a novel and robust method for combining document priors in a principled way using a conditional probability between priors. The approach adjusts the distribution of document priors for one source of evidence according to the distribution of document priors for other sources of evidence, which taking into account the possible dependence between various document priors. Unlike the current heuristic approaches, our proposed method is based on a sound probabilistic approach. Moreover, although the proposed method requires some training to set the conditional probabilities, this training is minimal. Document structure (or fields), such as the title and the anchor text of incoming hyperlinks, have been shown to be effective in Web IR (Craswell & Hawking 2004) . Therefore, in our experiments, we use field-based models, in order to have stronger retrieval baselines. In particular, to test the robustness of the proposed method, we use two field-based representatives of two families of weighting models, which include a mixture language model with Jelinek-Mercer smoothing (Kamps et al. 2004) , and the field-based Divergence from Randomness (DFR) ML2 model (Plachouras & Ounis 2007) (Lioma, Macdonald, Plachouras, Peng, He & Ounis 2006 ). In addition, we report the experimental results using two standard TREC test collections and two different Web tasks.
The objectives of the paper are twofold. Firstly, we examine whether our proposed conditional combination of document priors leads to a better retrieval performance compared to baselines, which only use the corresponding single priors. We also test how effective our proposed method for the combination of priors is, compared to a heuristic approach, which assumes that the document priors are independent. Secondly, we further investigate how sensitive the proposed method is to the used training data, so as to assess the extent to which the method is robust and practical.
The remainder of this paper is organised as follows. In Section 2, we introduce the field-based weighting models, which we will be using in this work. We provide details on the document priors that will be used in the experiments in Section 3. We describe our proposed method for the combination of document priors in Section 4. We present the experimental setting in Section 5, and analyse the experimental results in Section 6. Finally, we conclude the work and suggest some potential research directions in Section 7.
2 Field-based Weighting Models As mentioned in the introduction, the use of fields has been shown to be important in various Web IR tasks, as it enhances the retrieval performance. In particular, the separate weighting of various fields in the document, such as its content, its title, and the anchor text of its incoming hyperlinks can enhance the retrieval performance of a Web IR system (Craswell, Robertson, Zaragoza & Taylor 2005) (Plachouras 2006) . In order to obtain a strong baseline system for our study in this paper, we apply two field-based weighting models. Namely, these are the mixture language model (Kamps et al. 2004) , and the ML2 model from the Divergence from Randomness (DFR) framework (Plachouras & Ounis 2007) ).
The language modelling approach computes the probability P (D|Q) of a document D being generated by a query Q as follows (Ponte & Croft 1998) (Hiemstra 2001) :
P (D) is a document prior probability. P (Q) can be ignored since it does not depend on the documents and, therefore, does not affect the ranking of documents. P (Q|D) can be represented by a document-based unigram language model. The Jelinek-Mercer smoothing of the language modelling approach uses a linear combination of a unigram document model P (t i |D) and a collection model P (t i |C) (Zhai & Lafferty 2001) , in order to compute the probability P (D|Q) as follows:
where P (t i |D) defines the probability of drawing query term t i at random from the document D, and P (t i |C) defines the probability of drawing query term t i at random from the collection C. λ is the smoothing interpolation parameter given between 0 and 1.
In this paper, we use a specific mixture field-based language model (Kamps et al. 2004) , which is based on Equation (2) to take into account the occurrences of terms in various fields of the documents. In this work, we use the body of the document, as well as its title and the anchor text of its incoming hyperlinks as fields. In the mixture language model, these are manifested as three document models as follows:
• P body (t i |D) is the estimated probability of drawing query term t i from the body of the document D.
• P anchor (t i |D) is the estimated probability of drawing query term t i from the anchor text of the document's D incoming links.
• P title (t i |D) is the estimated probability of drawing query term t i from the title of the document D.
The above three models are combined as follows:
where λ 1 , λ 2 , λ 3 are the smoothing interpolation parameters.
Any monotonic transformation of the document weighting model will not affect the ranking of documents. Instead of using the product of weights, Equation (3) can be more easily implemented by using the sum of logarithmic weights. Because (1 − λ 1 − λ 2 − λ 3 ) and P (t i |C) have the same value for each document, dividing Equation (3) by
will produce the same ranking of documents. Doing so results in the following document ranking function, where the score of a document with respect to a query Q, score (D, Q) , is:
For each field F , P F (t i |D)/P (t i |C) can be computed as follows (Hiemstra 2001) :
where tf (t i , F ) is the term frequency of query term t i in the field F ; t tf (t, F ) is the length of field F , i.e. the number of tokens in the field F of document D ; cf (t i ) is the term frequency of query term t i in the collection, and t cf (t) is the total number of tokens in the collection.
The second field-based weighting model applied in this work is ML2 from the DFR framework (Plachouras & Ounis 2007 ) , which employs a multinomial randomness model, as follows. In DFR, the weight of a term in a document is equal to the product of the information content of two probabilities (Amati 2003) . The relevance score of a document D for a query Q is computed as follows:
For ML2, the query term weight qtw is given by qtf /qtf max ; qtf is the query term frequency; qtf max is the maximum query term frequency among the query terms. P 1 corresponds to the probability that there is a given number of term occurrences in the fields of a document. P 2 corresponds to the probability of having one more occurrence of a term in a document, after having seen it a given number of times. The probability P 1 is computed using a multinomial randomness model, and the probability P 2 is computed using the Laplace succession.
The final score of a document D for a query Q is given by (Plachouras & Ounis 2007) :
In the above Equation (7), k is the number of fields; T F is the frequency of query term t in the whole test collection; tf n x is the normalised frequency of a term in the x-th field, which is given by applying Normalisation 2 (Amati 2003) to the x-th field:
where tf x is the frequency of term t in the x-th field of the document D, l x is the length of the document in tokens in the x-th field, and avg l x is the average length of all documents in the x-th field. c x is a hyper-parameter of the x-th field, which controls the normalisation applied to the term frequency of that field with respect to the field length. p x is the prior probability of having a term occurrence in the x-th field of a document, and it is equal to
, where N is the number of documents in the collection. tf n = T F − k x=1 tf n x . In Equation (7) , the logarithm of the factorial is computed using the Lanzcos approximation of the Γ function (Press, Teukolsky, Vetterling & Flannery 1992) . Further details and information about the ML2 model and its underlying idea could be found in (Plachouras & Ounis 2007 ).
In previous work, various document priors have been successfully integrated into the language modelling approach by replacing P (D) (see Equations (2) and (3)) with the actual document prior used (Kraaij et al. 2002) (Kamps et al. 2004 ) (Metzler et al. 2005) . For the application of the document priors to the ML2 weighting model, the score of ML2 is altered as follows :
where P (D) is the value of the document prior used.
Document Priors
The use of document priors has been shown to enhance the retrieval performance for some Web IR tasks (Kraaij et al. 2002) . In this section, we introduce four well-known document priors, which are used in this work.
Number of the document's incoming links: Documents in the Web are connected through hyper-links. A hyper-link is a connection between a source and a target document. A high number of incoming links indicates that many documents consider the given document to be of a high quality. We denote this prior inlinks, and calculate it as follows (Kraaij et al. 2002) :
where R is a binary random variable 'relevance' according to the relevance assessments information; IncomingLinkCount(D) is the number of incoming links to document D, and C inlinks is a constant.
Page-Rank: Similarly to incoming links, Page-Rank (Brin & Page 1998 ) is also based on the hyper-links between Web pages. However, Page-Rank extends the idea by not only counting the number of incoming links to a document, but also taking the quality of incoming links into account. The Page-Rank document prior is defined below:
where D i is a Web page linking to page D, λ P age−Rank is a damping factor. In this paper, we use the default setting λ P age−Rank = 0.85 (Brin & Page 1998) . c(D i ) is the number of outgoing links from page D i .
Information-To-Noise ratio (ITN):
It is defined as the total length of the document in tokens after preprocessing (such as removing stopwords and HTML tags) divided by the raw size of the document (Zhu & Gauch 2000) :
where L tokens is the total length of document in tokens after preprocessing and L document is the raw size of the document in tokens. A document with many stopwords and HTML tags would produce a low ITN ratio, which means that its a low quality document.
Document URL type:
Every document on the Web is identified by a unique uniform resource locator (URL) address. A URL address consists of the server name, a directory path and a file name. Kraaij et al. defined four types of URLs (Kraaij et al. 2002 ):
• root: contains a domain name, optionally followed by 'index.html' (e.g. http://www. opm.gov)
• subroot: contains a domain name and a single directory, optionally followed by 'index.html' (e.g. http://www.opm.gov/News_Events/)
• path: contains a domain name and an arbitrarily deep path, but not ending in a file name other than 'index.html' (e.g. http://www.opm.gov/News_Events/congress/)
• file: any URL ending with a file name other than 'index.html' (e.g. http://www.opm. gov/help.asp )
The estimation for the URL type prior is defined below: As stressed in Section 1, it is important to combine the document priors in a principled way, by taking into account the possible dependence between the considered document priors. For combining document priors, most of the current approaches either assume that the document priors are independent (Kraaij et al. 2002) , or handtune a linear combination of the priors (Metzler et al. 2005) . Handtuning a linear combination of prior scores is heuristic, and not very practical in a realistic setting due to the heavy training is required. Therefore, we do not consider this case in our paper. In the case the priors are assumed to be independent, the following formula is often used to combine two document priors p 1 and p 2 :
where P (D) p 1 is the document prior probability related to prior p 1 ; P (D) p 2 is the document prior probability related to prior p 2 ; P (D) p 1 ⊕p 2 is the document prior probability referring to the combination of both priors p 1 and p 2 . We use this method among our baselines in the experiment and evaluation. We hypothesise that this approach will not be very effective, especially when the combined priors are correlated. Instead, in the next section, we propose a novel method for appropriately combining document priors.
Conditional Combination of Document Priors
In this section, we propose a novel method for combining document priors, which takes the possible dependence between document priors into account, and given as follows:
where P (D) p 1 is the document prior probability related to prior p 1 , called the base prior probability; P (p 2 |p 1 ) is the conditional probability related to prior p 2 , given the prior p 1 ; P (D) p 1 ⊕p 2 is the joint probability of both priors p 1 and p 2 occurring.
Note that the above conditional probability rule can be easily extended to more than two priors. P (p 2 |p 1 ) can be estimated from a set of relevance judgements as follows (see Figure 1 ):
• Firstly, we assume that all documents in the collection are contained in the bin A.
• Secondly, we divide the bin, namely A, into several equal size bins A 1 , A 2 , ..., A i , according to the logscale of prior p 1 .
• Thirdly, inside each bin, such as A 1 , we divide it into several equal size sub-bins A 11 , A 12 , ..., A 1j , according to the logscale of prior p 2 .
• Finally, the conditional probability of P (p 2 |p 1 ) in each sub-bin, such as A 1j , is computed as the number of relevant documents, given a set of queries and their associated relevance assessments, divided by the number of documents in that sub-bin. Note that, for our initial investigation, in this paper, we use i=j=4, and we set the number of relevant documents in each sub-bin to 1, where there are no relevant documents in that sub-bin 2 . We leave the investigation of the impact of the number of bins and sub-bins on the proposed conditional probability estimation approach to future work. In the next sections, we evaluate our proposed method through extensive experiments.
Experimental Environment
The aims of our experiments are as follows: Firstly, we examine whether the combination of document priors leads to a better retrieval performance compared to baselines, which use the corresponding single priors. Secondly, we examine how effective our proposed method for the combination of priors is, compared to a heuristic approach, which assumes that the document priors are independent. Finally, we investigate how sensitive the proposed method is to the used training data, when estimating the conditional probabilities, so as to assess the extent to which the method is robust and practical.
We use the standard .GOV Web test collection (Craswell & Hawking 2002) We use Terrier (Ounis, Amati, Plachouras, He, Macdonald & Lioma 2006) for indexing and retrieval. In all our experiments, during indexing, standard stopwords removal and the light version of Porter's stemming algorithm are applied. We choose light stemming because it is better suited for high-precision tasks, such as the Named Page finding and the Homepage finding tasks ).
In our retrieval experiments, we use two IR weighting models, namely the mixture language model and the ML2 weighting model. These models are field-based and have three parameters which require setting. For the mixture language model, we follow (Kamps et al. 2004 use the suggested setting λ 1 = λ 2 = λ 3 = λ = 0.3. For the ML2 DFR weighting model, we follow to optimise c body , c anchor and c title , using a 3-dimensional simulated annealing process to maximise MRR on the training data set described below. Table 1 details the parameters applied for the field-based weighting models on both tasks.
Four document priors are included in the experiments: These were described in section 3, namely the number of incoming links to a document, Page-Rank, information-to-noise ratio, and document URL type. Note that we only use the URL type prior for the Homepage finding task, following (Kraaij et al. 2002) .
Our initial experimental plan was to do training and testing based on the TREC topics and query relevance assessments used in previous TREC years. However, from our analysis on the TREC topics and relevant assessments information (see Table 3 : Details of the two TREC test collections used in our experiments. The third row gives the TREC year information. The fourth row gives the number of documents in the given test collections. The fifth row displays the number of topics associated to each retrieval task. The sixth row shows the number of relevant documents for each query set. The seventh and eighth rows provide the number of topics and relevant documents for the training data set and the test data set after randomly picking the associated topics. On each collection, for each set of test topics, we randomly divide them into two topic sets with an equal size. We use one of them as the training data set, and use the other data set for testing.
More details about the test collections and topics used can be found in Table 3 .
In our experiments, we compute the Spearman's rank correction between the document priors used. Our proposed method assumes a possible dependence between document priors. Therefore, observing a high correlation between the document priors would support this underlying hypothesis.
Moreover, we evaluate the retrieval performance of our proposed method for the conditional combination of document priors. In the first instance, the baseline for our evaluation is a retrieval process without the use of any document priors. In particular, we conduct four different kinds of evaluations as follows.
• First, we assess the retrieval performance of each single prior, compared to a baseline that does not use document priors.
• Second, we compare the retrieval performance of our proposed conditional combination of document priors method with a retrieval method that uses only one of the corresponding single priors.
• Third, we compare our proposed method to a heuristic combination of document priors approach, which assumes that the document priors are independent.
.GOV collection • Finally, we investigate the retrieval performance attainable by using the proposed conditional combination method, whose conditional probabilities are estimated based on the training data set and evaluated on the testing data set, in comparison to an approach where the training and evaluation are conducted on the same data set. If the two retrieval performances are similar, then we can conclude that the proposed method is less sensitive to the used training data, suggesting that our proposed method is robust and practical.
We report the obtained results, and their analysis in the next section. . This observation supports the motivation of our proposed combination method, which assumes a possible dependence between document priors.
Discussion of Results
In our evaluation, we test that our proposed combination method is feasible not only when we know the relevance assessments, but also when we have limited relevance assessments. Therefore, there are two retrieval results for each pair of combined priors using our proposed combination method: one is the retrieval performance attainable by using the conditional combination method, whose conditional probabilities are estimated based on the training data set and evaluated on the testing data set (represented by the column T rainingSet in Tables 5 and 6 ), another is the one where the training and evaluation are conducted on the same test set (represented by the column T estSet in Tables 5 and 6 ). One would expect that the retrieval performance corresponding to T estSet would be better than the one corresponding to T rainingSet. However, if both reported retrieval performances are comparable, we can conclude that the proposed method can be applied in a realistic and practical setting.
Firstly, we assess the retrieval performance of each single prior (see Tables 5 and 6 ). Our baseline (BL) applies a weighting model, where all documents have a uniform prior probability. From Tables 5 and 6 , we can see that, in some cases, the single document priors can improve the retrieval performance on the retrieval tasks used. However, some document priors are harmful Table 5 : MRR for the Named Page task. The best retrieval performance is highlighted in bold, and the base prior probabilities are highlighted in italic. T rainingSet and T estSet stand for weighting model with prior integration which is based on the training data set and the test data set, respectively. Runs statistically different from the best run in each column (Wilcoxon Matched-Pairs Signed-Ranks Test, p < 0.05) are marked with star.
to the retrieval performance, such as, ITN on the TREC 2003 Homepage finding task. Therefore, we suggest that we need to choose appropriately the document priors before applying the conditional combination of document priors.
Secondly, we investigate the combination of every pair of priors using our proposed combination approach, and compare it to the performance of the corresponding single priors. From Table 5 and Table 6 , we observe that several combinations of document priors lead to an enhanced MRR score, when we use effective document priors and choose an appropriate one as a base prior for prior combination. In particular, combining the best single priors usually leads to an enhanced retrieval performance, compared to their single use.
Thirdly, we compare our proposed method to a heuristic approach, which assumes that the document priors are independent. From Table 5 and Table 6 , we observe that our proposed combination technique generally outperforms the heuristic method. In particular, for ML2 in the Named Page finding task, we observe that when single priors are harmful to retrieval performance, the heuristic approach does not help in enhancing the retrieval performance. However, our proposed conditional combination method enhances notably the retrieval performance when the base prior is chosen correctly. Besides, our proposed technique can always outperform the heuristic approach, which assumes that the document priors are independent, when the base prior is chosen appropriately. Note that our proposed conditional combination method always outperforms the heuristic approach (the only exception being Page-Rank and inlinks on .GOV collection and ML2 weighing model), when the combination of priors involves priors with a high correlation in Table 4 . This further suggests that it is indeed useful to take into account the possible dependence between document priors.
Finally, we investigate the retrieval performance attainable by using the conditional combination method, whose conditional probabilities are estimated based on the training data set and evaluated on the testing data set, in comparison to an approach where the training and evaluation are conducted on the same data set. Evaluation results from Tables 5 and 6 show that the MRR retrieval performances in the column of T estSet are in general slightly better than the MRR scores in the T rainingSet column, but remain very comparable. This shows that our proposed conditional combination of document priors approach is less sensitive to the training data set, and suggests that the proposed method is robust and practical.
Conclusion and Future Work
In this paper, we have proposed a novel theoretically-driven method for the combination of query-independent features, which are referred to as the document priors. Our proposed method assumes a possible dependence between document priors, which was supported by the experiments. Based on this assumption, our proposed method combines the document priors by taking the conditional probability between document priors into account.
We have conducted extensive experiments on two standard TREC Web test collections, including the large-scale .GOV2 test collection, for two TREC Web search tasks, namely the Named Page finding and the Homepage finding tasks. We have obtained encouraging experimental results. The retrieval performance attainable by our proposed method can significantly increase the retrieval performance over the use of single priors (see Tables 5 and 6 ). Furthermore, we observed that if we choose the appropriate base prior, our technique can always outperform the heuristic method, which assumes that there is no dependence between document priors. In addition, the investigation of the retrieval performance attainable by using the conditional combination method, whose conditional probabilities are estimated based on the training data set and evaluated on the testing data set, in comparison to an approach where the training and evaluation are conducted on the same test data set, shows that both retrieval performances are comparable. This suggests that our proposed conditional combination method is robust and practical.
The basic parameter of our proposed method is the number of bins and sub-bins for computing the conditional probablity between priors. In this paper, we have fixed both of them to 4, which may not be optimal. In the future, we plan to conduct experiments to see if changing this parameter can further improve the retrieval performance of our proposed method.
