Abstract. This paper describes a technique to obtain NC Approximations Schemes for the Maximum Independent Set in planar graphs and related optimization problems. The strategy consists in decomposing the graph into k-outerplanar subgraphs and solve for each k-outerplanar using tree contraction techniques.
Introduction
The generalized conjecture that no NP-hard problem can be solved in polynomial time has motivated the study of fast approximation algorithms for NP-hard optimization problems. In this way, optimization problems have been classified according to their degree of approximability. Basically, the NP-hard optimization problems that can be approximated in polynomial time to any degree of (relative) accuracy are divided in the classes PTAS (Polynomial time Approximation Schemes) and FPTAS (Fully Polynomial time Approximation Schemes). The difference between both definitions is that for a problem to be in PTAS there must be an algorithm that given as input a pair (x, s) (the accuracy tolerance), where x is an instance of the problem, and a E 118 + , produces a solution to the problem within 1 + s of the optimum, with running time polynomial to the length of x (and it may depend arbitrarily on s), while in the case of FPTAS it is required that the running time of the algorithm is polynomial in both the length of x and 1/a. Asymptotic versions of the approximation classes have also been defined: FPTAS°° and PTAS. Their definition is as before, but here s is a function on the instance length instead of part of the input. As usual, asymptotically means that s(I x I) -> 0 as This research was supported by the ESPRIT BRA Program of the EC under contract no. 7141, project ALCOM II I x -oo [GJ79] . Chapter 4 of Kann's Dissertation gives a good survey on classes of problems approximable by polynomial time algorithms [Kan92] .
When dealing with polynomial time approximability, a natural question to consider is whether the full power of P is needed or there are approximation algorithms for NP-hard problems that use less resources. In particular we are interested in the study of Parallel Approximation Algorithms, in the sense of NC; using polynomial number of processors and running in polylogarithmic time. Some work has been done on parallel approximation algorithms [AM86, KSS93, SS89, Ser90, Ser9l, LN92] . It is even known that some NP-hard problems can be fully approximated in NC [AM86, KS93] . In particular, Peters and Rudolph obtained Fully NC Approximation Schemes for several Subset Sum and Knapsack Problems [PR87] .
In the present paper, we present NC approximation schemes for the Maximum Independent Set on planar graphs, and some other related NP-hard optimization problems restricted to planar graphs: Minimum Vertex Cover, Minimum Dominating Set, Minimum Edge Dominating Set, Maximum Cut, Maximum Matching and Maximum Even Degree Set. We show that they belong to the classes NCAS and NCAS. The class of optimization problems with an NC approximation scheme is defined in the following way: A problem is in NCAS if there is a parallel algorithm such that given as input a pair (x, s), where x is an instance of the problem, and e f18 + , produces a solution to the problem within 1 + e of the optimum, and the algorithm runs in polylogarithmic time in the length of x and uses a number of processors bounded by a polynomial in the length of x. In the same way as before, we can define the asymptotic version NCAS.
The Maximum Independent Set problem (from now on MIS) on planar graphs was shown to belong to the class PTAS by Baker in [Bak83, Bak94] . The idea in her proof is to decompose the graph in k-outerplanar graphs, and then using dynamic programming techniques obtain the Maximum Independent Set for each of the k-outerplanar graphs. Although we follow the same general scheme in our parallel approximation algorithms, the techniques we use are rather different, in particular we have to introduce original methods to obtain in parallel a representation of the k-outerplanar graphs as binary trees. The dynamic programming part in Baker's proof is translated into a shunt operation in the binary tree representing the graphs. Therefore our general scheme is as follows: Given the planar graph and the embedding, the first step is to classify its nodes in levels, and do it in parallel. Obtain, again in parallel, a representation of the graph in terms of a binary tree (called the face-face tree). Decompose the tree into subtrees corresponding to k-outerplanar subgraphs. Solve in parallel the corresponding problem for each k-outerplanar subgraph. Finally, again in parallel merge the partial results to obtain the desired global solution. For any k, the algorithm achieves a (k -1)/k performance ratio using a polynomial number of processors (in the number n of nodes). Recall that the Performace Ratio of an approximation algorithm is the maximum ratio between the approximate solution and the optimal solution.
Chrobak and Naor gave a NC algorithm with a linear number of processors to approximate MIS within 1/2 [CN89] . In the same paper they mention the convenience of obtaining a parallel version of Baker's result.
The advantage of our method is that it can be transformed (in the same way as Baker's algorithm) to obtain parallel approximation algorithms for a whole set of NP-hard planar graph problems. In particular we show how the technique can be transformed to approximate Minimum Vertex Cover, Minimum Dominating Set and Minimum Edge Dominating Set on planar graphs. We also show that it can be transformed to obtain NC approximations to some polynomial time computable problems, as Maximum Matching.
We also obtain exact NC algorithms for these problems as well as for the Graph Partition problem restricted to k-outerplanar graphs. To our knowledge this is the first time that these problems are proved to be in the class NC.
The paper is organized as follows: in Sect. 2 we introduce the basic definitions, and explain the representation of outerplanar and k-outerplanar graphs. Section 3 contains the parallel approximation scheme for the special case of the MIS for planar graphs. The extension of the technique to other planar graph problems is sketched in Sect. 4. Finally Sect. 5 presents the conclusions.
The algorithms in this paper are designed for the Concurrent Read Exclusive Write PRAM model of computation [KR90, JaJ92] .
Definitions and preliminaries
In this section we introduce the notation and basic facts used in the article. We introduce a method to represent a k-outerplanar graph G by a tree. The nodes of this tree will keep enough information to process the graph. Some of the basic definitions are taken from [Hag90] .
Definitions
An undirected graph G = (V, E) consists of a set of vertices V of size n and a set of edges E of size m. Each edge is an unordered pair (v, w) of disjoint vertices v and w. The subgraph induced by a set of vertices is formed by these vertices and every edge in E between them. A path joining v 1 and Vk is a sequence of vertices v 1 , v2, ... , vk such that (v;, v; + 1 ) e E, for i = 1, ... , k -1. A cycle is a path v,, v2, ... , vk such that (vk , v 1 ) e E. A simple cycle is a cycle that does not contain any other cycle.
A graph G is connected if there is a path between every pair of vertices in V. The connected components of a non-connected graph are its maximal connected subgraphs. An articulation point (or cut point) in a connected graph is a vertex v such that the graph obtained by removing v (and the edges incident with v) has at least two connected components. A bridge in a connected graph is an edge e = (u, v) such that the graph obtained by removing e has at least two connected components. A biconnected graph is a connected graph containing no articulation point. Through the remaining part of the paper, we shall be talking about undirected connected graphs.
A planar embedding of an undirected graph G = (V, E) is a function 9 that maps the vertices of G to distinct points in IR 2 and each edge (u, v) e E to a Jordan curve in R' from 9(u) to 9 #(v) such that for all e = (u, v) E E, 9(e)n(9(V )u #(E -e)) = (3(u), 4(v)). A graph G is planar if there exists a planar embedding of G. Let W 3 be a planar embedding of G. The faces of 9 r are the connected regions of 1182 -9 3 (V uE). Let .y denote the set of faces in 9 r, and let f, denote the exterior face of W. Two faces of 3 are said to be adjacent if they share at least one edge of E. The exterior boundary .4 of I is the set of edges separating f , from the other faces of 9.
The usual way to give an embedding of a graph is by the cyclic (counterclockwise) order of edges around each vertex, together with the exterior face. Notice that in a planar graph I El = O(n). In the following we will assume that a planar graph G is given as a list of vertices and for each vertex a linked list of its neighbours, in the order specified by the embedding. (We use the same datastructure as in [KH94] . For a more general treatment of datastructures in planar graphs see [NC88] ).
It is known that a plane embedding of a planar graph can be constructed in 0(log2 n) time by using O(n) processors in the CREW PRAM model, see [KR86] . An optimal algorithm is given in [RR89] .
Through the remaining of the paper, the term embedded graph will denote a planar graph G together with a particular planar embedding of G. Given an embedded graph G, its quasidual graph G* = (V*, E*) is the graph whose vertex set is the set {F -f f } u.4, for any two faces f,, f2 e . -fr,, (fl , f2) e E* if both faces are adjacent, and for any face f e F -f,,. and any e e .4, (f e) e E* if e separates f and f,. Given an embedded graph G, the face incidence graph G + = (V +, E + ) is the graph whose vertex set is the set F of faces of G, and for any two faces f, : f2, (f f2) e E exactly if fl and f2 have at least one vertex in common. For any face f e V + let d(f) be the minimum distance from f to the node representing the exterior face in G.
Levels, k-outerplanarity
First we introduce the notion of level in an embedded graph G. A vertex is a level 1 vertex if it is on the exterior face. Let G be the graph obtained by deleting all vertices in levels 1 to i, then the vertices on the exterior face of G' are the level i + 1 vertices.
An embedded graph is k-outerplanar if it has no vertices of level greater than k (see Fig. 1 ). Every embedded graph is k-outerplanar for some k. The terms outerplanar and 1-outerplanar are equivalent.
We show now how to compute in parallel the levels of a connected embedded graph G.
The following result can be proved by a straight forward induction argument on d(f). As a corollary we get the following way to compute the level of a vertex. We show now a method to compute in parallel the levels of a planar graph. Proof We first construct the face incidence graph G. For each edge in G consider two directed edges (one in each direction). Construct the matrix M(i,j) defined by edges. The associated graph to M is a disjoint union of cycles, each cycle corresponding to a face of G. Using pointer jumping assign a name to each face (for example the largest number of a processor assigned to an edge of the face). To get G + , we only need to test for each pair of faces whether they share a vertex, which can be done in O(log n) time with 0(n2) processors.
Lemma 1 Given an embedded graph G and its face incidence graph G
Using transitive closure compute the distances to the exterior face in O(log 2 n) time and 0(n3) processors [JaJ92] . Finally the minimum distance of the faces containing a given vertex can be computed in O(log n) time and with O(n) processors. q From now on, we assume all the faces in the embedded graph are identified with its numbering. In order to simplify notation we will use the term level i subgraph to denote a connected component of the subgraph induced by the level i vertices (see Fig. 2 ). It follows from the definition of levels that every level subgraph is outerplanar. Furthermore, every level i + 1 subgraph is in a face of a level i subgraph, but there can be faces in a level i subgraph that does not contain any level i + 1 subgraph, for instance face 8-10-17 in Fig. 1 . A face in a level i subgraph can have inside more than one level i + 1 subgraph. If this is the case, we add dummy edges to G to split the face in such a way that each new face contains exactly one level i subgraph taking care of preserving the planarity. For instance, in Fig. 2 the unique level-1 face has inside two level-2 subgraphs, one formed by vertex 16 and the other formed by the remaining vertices at Level-2. Therefore from now on, we assume that inside of each face at level i there is at most one level i + 1 subgraph.
Outerplanar graph representation
Let us assume we are given a biconnected outerplanar graph G' (we use G' to differenciate from planar not biconnected graphs G). The face face tree representation of G' is a rooted ordered tree that has as leaves the edges in the exterior boundary of G', and constructed in such a way that each internal node x in the tree corresponds to an interior facef of G'. In fact for every interior node x of the tree, we can associate two vertices of G', b 1 (x) and b2 (x) such that if y denotes the father of x in the tree, then (b 1 (x), b2 (x)) is the interior edge of G' separating f from f,. Moreover we also identify x with the portion of the graph GX, induced by all nodes encountered in a counterclockwise tour on the exterior face of G', starting at b 1 (x) and ending at b2 (x). In the case of the root r, we have b 1 (r) = b2 (r), so that G; = G'. (In Fig. 3 we have an example of a biconnected outerplanar graph, and in Fig. 4 its face-face tree representation.) Notice the face-face tree representation is different from the face-edge tree in the sequential algorithm [Bak83] , however both representations verify the conditions needed to process the graph, namely that for any node x, a preorder traversal of the subtree rooted at x gives a counterclockwise traversal of the exterior face GX, starting at b 1 (x) and ending at b2 (x), Figure 4 presents the face-face tree corresponding to the biconnected graph in Fig. 3 .
Lemma 2 Given a biconnected outerplanar graph G' a face face tree representation can be obtained in O(logn) parallel time using 0(n 2 ) processors.
Proof. Given G', in parallel construct its quasidual graph G'* in O(log n) time and using O(n) processors. Notice that G'* is an unrooted tree and the leaves are vertices labeled as boundary edges of G'. Choose an interior vertex of G'* as root Obtain the rooted face-face tree representation using pointer jumping. We associate to each node different than r, the edge (in G') shared with the face represented by its father, with the corresponding orientation. The parallel complexity of the tree construction is 0(log n) steps with 0(n2) processors. El
In order to construct the face-face tree of an outerplanar (not necessarily biconnected) graph G, we first transform G into a biconnected outerplanar graph G'. After, use the tree representation of G' as tree representation for G. The construction of G' from G is done by the following procedure, 1. For each cutpoint p of G whose removal gives k >_ 2 components, we add k vertices connected as a cycle. (In the case k = 2, the 2 added vertices just form an edge.) Every interior face having p as cutpoint, will be glued to one different edge on the cycle, and every single edge in G having p as endpoint will be transformed into a new edge. (Notice that the point itself expands into a new interior face of G' delimited by the cycle.) The planar embedding gives a cyclic order of the edges from p, giving also a cyclic ordering of the components. The new vertices will follow this order, each vertex will be attached to two consecutive components, and connected to the last vertex in the first component and to all vertices previous to the last (if any) in the next component. 2. After this step every edge from p has a copy as an edge from some of the new nodes in the neighborhood of p. Moreover, each bridge has been converted into four nodes (two from each endpoint), we connect the endpoints by two parallel edges. 3. Finally we remove all vertices that were cutpoints in G with the corresponding edges. factor. The constructed G' has no cutpoints, so is a biconnected graph. Also all new edges lie on the new exterior face, preserving outerplanarity. To keep information about G in G' we will classify the edges of the constructed G' in two types; virtual edges that are the edges joining two vertices in G' corresponding to the same vertex in G, and real edges that are all the remaining edges in G'. Lemma 3. Given an outerplanar graph G, the associated biconnected graph G' can be obtained in parallel time O(log 2 n) and using 0(n 2 ) processors.
Proof. Obtain the list of cutpoints and bridges of G together with the number of connected components for each cutpoint. This can be done in parallel time O(log2 (n)) using 0(n2) processors [HCS79] . Once we have the list, the new graph G' can be obtained in parallel constant time using 0(n) processors. q
It is easy to verify that the face-face tree for G' also verifies all the required conditions for the outerplanar graph G.
Lemma 4 Given an outer planar graph G and the associated biconnected graph G',
a tree representation of G can be obtained in parallel time 0(log n) and using 0(n2) processors.
H II As a last step, we have to convert the face-face tree representation in a binary tree (this step is necessary to apply in the next section the tree-contraction technique). The conversion can be done in O(logn) parallel steps using a linear number of processors [ADKP89] . As usual, during the transformation from non-binary to binary, we need to add some extra dummy nodes (without meaning with respect to the topology of G'). All the remaining nodes in the binary tree representation are also nodes in the non-binary tree representation and they are associated with an edge (b l , b2) of G'. The non-dummy nodes of the binary tree representation can be further classified in two types. A node x is said to be virtual if (b 1 (x), b2 (x)) is a virtual edge of G' that also is a vertex in G, otherwise x is said to be real. Observe that the leaves of the tree can be either real or virtual, and the internal nodes can be any of the three types. Moreover, the root r of the tree will be classified as virtual node (see Fig. 7 , where the black dots represent dummy nodes, the black squares represent virtual nodes and the remaining are real nodes).
k-outerplanar graph representation
In this section we extend the previous procedure to obtain in parallel a tree representation of a connected k-outerplanar graph. In this representation we will keep information over each of the level subgraphs (a face-face tree as presented before) but now the graph associated with an internal node at level i in the face-face tree will be a subgraph of the graph induced by all nodes in levels 1 to i.
Given a k-outerplanar graph G, we convert it into an associated graph G" with the property that each level subgraph is biconnected. We proceed in parallel for each level subgraph, using the procedure described in the previous section. (Recall that for a given value of i, we may have more than one level-i subgraph, each of those is treated separately.) When we copy part of the edges from a given cutpoint, we also include the edges joining this cutpoint to the previous level. Notice that an edge joining two cutpoints of two different levels has been converted into two edges, each one connecting a cutpoint with a new edge, we connect both new vertices (Fig. 8) . We finally remove all vertices that were cutpoints in a level subgraph. The graph associated to Fig. 1 is given in Fig. 9 .
To construct the face-face tree for the whole graph, we begin by constructing the face-face tree for each level subgraph. As each level i subgraph is inside a face of a level i -1 subgraph, we know from where to hang the tree, however it is necessary to choose appropriately the roots of the different face-face trees, so when the tree for the whole k level subgraph is constructed, it will have the desired properties. Let us start with a definition. A level vertex v in a subgraph at level i is said to be consistent with a vertex u in a subgraph at level i -1 (respectively a level i -1 edge e) if the two vertices (the vertex and the middle point of the edge) can be joined by a line preserving planarity, taking into account the edges between different levels. A consistent set of roots is a selection of pairs (face, vertex), where the vertex has to be in the face, one for each level subgraph, such that after constructing the corresponding face-face trees, each root of a level (i > 1) tree is consistent with the edge (vertex) associated to the enclosing face.
Lemma 5 A consistent set of roots can be constructed in O(log n) parallel time using 0(n2) processors.
Proof. To choose in parallel the roots of the level trees, we construct an auxiliary graph. This graph has the following set of nodes: all pairs (f v) with f a face in a level subgraph of G" and such that v belongs to f, together with all pairs (f e) wheref is a face in a level subgraph and e is an interior edge of the subgraph such that e belongs to f The set of edges are the pairs: The whole auxiliary graph will look as 2k -1 bipartite graphs, starting from the bipartite graph between (f v) and (f', e) at level one and alternates in bipartite layers representing correct possible connections between levels and correct face-face subtree for a same level subgraph, and correct connections between face-face subtrees for different levels. Moreover, by construction the auxiliary graph will have O(n) vertices. This graph can be constructed in O(logn) parallel time using O(n2) processors.
From the previous construction, to select in parallel a consistent set of roots for the level trees, for each node (f e), corresponding to a level i face, we choose one of the existing edges (if any) joining this node with a level i + 1 vertex. By choosing only a level 1 (vertex, face) pair, we get a tree. The set of all pairs (vertex, face) in this tree form a consistent set of roots. q Once we have a consistent set of roots, we construct the face-face trees. We want to relate vertices in a given face-face tree of a subgraph level, to vertices in the enclosing face in such a way that the resulting tree has the desired properties. To associate a portion of the graph G to each node x in a level tree, we consider two ordered sets of vertices B 1 (x) and BZ (x). Let x be a node in the tree representing a level i subgraph with u = b 1 (x) and v = b2 (x) then B1 (
The associated graph Gx will be the subgraph containing the vertices in B 1 (x) and B2 (x), all vertices encountered in a counterclockwise traversal of level subgraphs starting at B 1 (x) and ending at B 2 (x). All edges with both endpoints in Gs are included, except the ones that leaves B 1 (x) in a clockwise direction.
To obtain the final tree we have to connect the trees for the different level subgraphs. We construct the whole tree as follows:
Suppose that x is the node corresponding to a face that has inside it a level subgraph with face-face tree T. We connect tree T as the only son of x. Let y be a leaf of T, u = b 1 (y) and v = b 2 (y). We consider two cases: (v) . let z be the first son of x such that b 1 (z) = d(u), let z' be the last son of x such that b2 (z') = d(v), and z" be the first son of x such that b2 (z") is connected to v. We add a new node labeled u as first son of y, the sons of u will be all sons of x from z to z". The second son of y when z' z" is a node labeled v that has as sons the next sons of x before z', and when z' = z a node labeled B2 (y) that has no son.
When we finally convert the tree in a binary-unary one, a node labeled u will expand into a set of dummy nodes, all of them will keep the same label u. Again this construction can be done in O(logn) parallel time using 0(n2) processors. Thus we get:
Lemma 6 Given a k-outerplanar graph, we can compute in parallel a face face tree representation in O(log2 n) time and using O(n2) processors.
In the previous result, the bounds on the number of processors and on the number of steps, are independent of k.
Approximating MIS
In this section we describe the procedure to obtain an approximation to the MIS Problem on planar graphs. The description is divided into three parts. First we describe an exact algorithm to compute a MIS for outerplanar graphs. Next, we extend the technique to obtain an exact parallel algorithm to compute a MIS for k-outerplanar graphs. Finally we show how to use the exact algorithm for k-outerplanar graphs to obtain an approximate MIS. The algorithm we describe computes the size of the independent set, however a slight modification will allow us to compute an approximate independent set.
Outerplanar graphs
In this section, given a binary face-face tree, we compute the MIS of the corresponding outerplanar graph. Recall that by construction, to each node x in the tree we have associated two vertices b l (x), b2 (x), and a subgraph G x of the graph G. Moreover we associate to each node x in the tree, a table tx with four entries; t(0, 0), t(0, 1), t.(1, 0) and t,,(1,1). Each entry contains the maximum size of an independent set in G depending on which of the associated vertices are or are not forced to be in the independent set. Thus t.,(0, 0) contains the maximum size of an independent set not containing both b l (x) and b2 (x); tx (0,1) contains the maximum size of an independent set not containing b l (x) but containing b2 (x); t,,(1,0) contains the maximum size of an independent set not containing b2 (x) but containing b I (x); finally t(1, 1) contains the maximum size of an independent set containing both b l (x) and b2 (x).
For a real leaf x the corresponding table is easy to compute, note that G. is just an edge, thus we let tx(0, 0) = 0, t(0, 1) = t(1, 0) = 1 and t(1, 1) is undefined (there is no independent set containing both endpoints). If the leaf is virtual, the associated table is defined t(0,0) = 0, t(1, 1) = 1, with t(0, 1) and t(1,0) undefined.
To compute the MIS for the whole outerplanar graph, we traverse the tree in a bottom-up way, computing at each interior node of the tree an operation merge of tables. As we have three types of internal nodes we need three types of merging. The basic merge of two tables t,, and t, is defined using dynamic programming operation: for any a,b E {0, 1}   t(a, b) = max {tX(a, c) + t(c, b) -c} .
An induction proof shows that the table obtained for each internal node, corresponds to the maximum size of an independent set for the associated subgraph. Once we have a table for the root, the two entries in this table (recall that the root is a virtual node) give us the maximum size of an independent set for G including or not the associated vertex, thus taking the maximum of both entries we get the size of an MIS for the graph G.
We define now the shunt operation in the tree contraction technique [ADKP89, KR90] . Suppose that x is the leaf which is ready to perform the shunt, that z is its father and that y is the other child of z. We will contract the three nodes into a single one. Clearly for any internal node, the piece of the graph represented after the contraction will have three contact vertices, so that we have to keep a three entries table in the internal contracted nodes. To define the new operation we proceed by cases. In order to simplify the definitions we assume that x is the left child of z, and that when we have a three entries table, the first and the second entry correspond to the vertices shared with the left child, the second and the third with the right child, and the first and the last with the father. Furthermore the term "incorporate the type of node x" to a table has the following meaning: If x is real the values corresponding to (1, 1) will be undefined; if x is virtual all values corresponding to (1, 0) and (0, 1) will be undefined, and we subtract 1 from all values corresponding to (1, 1); in case (0, 0) the table is not modified. We distinguish two cases Case 1. z is a node that has not been processed by the shunt operation, thus z contains only information about the type of an edge. Z (a, b) = max {tx (a, c) + tz (a, c, b) + t(c, b) -c} -a -b cc{O,1}
for a,be{0,1}.
Case 2.2. Node y is neither a leaf nor a node processed by the shunt operation. In this case we construct the new table as follows:
txYZ (a, b, c) = tx (a, b) + t.(a, b, c) -a -b for a, b, c a {O, 1}. After, we incorporate the type of node y.
Case 2.3. Node y is not a leaf but a node obtained as a result of the shunt. In this case y has a three entries table computed as follows:
for a,b,c a {O, 1}.
It is easy to show that in each case the values contained in each entry correspond to maximum size of independent sets for the corresponding subgraph, taking into account the associated vertices that are forced to be in the independent set.
Each one of the operations can be computed in constant time using a constant number of processors, thus using the tree contraction technique we can compute the final MIS in 0(log n) parallel time using O(n) processors. However the resources needed are dominated by the step in which we construct the associated biconnected outerplanar graph. Therefore we have: Theorem 2 There is a parallel algorithm to compute a maximum independent set for an outerplanar graph that runs in 0(log 2 n) time using 0(n2) processors.
k-Outerplanar graphs
Finally, let us compute the MIS of a given k-outerplanar graph. We consider the face-face tree described in Sect. 2.4. Recall that by construction, to each node x in a face-face tree we associated two ordered sets of vertices, B 1 (x), B2 (x), and a subgraph GX of the k-outerplanar graph G.
For each node x in the tree with i associated vertices, we compute a table t x with 2` + 1 entries t,,(a, b) with a, b e {0,1 }`, each entry contains the maximum size of an independent set in Gx depending on which of the vertices in B 1 (x), or B 2 (x) are forced to be or not to be in the independent set.
In order to compute tables for the nodes of the face-face tree, we consider three operations on tables : table extension, table contraction and table merging Given a table for a leaf x on level i, and given a level i + 1 node w, we will extend t,, to obtain a table tx+ ,, for a node with associated set of vertices <w, B 1 (x)>, <w, B2 (x)>. For any of (a, b) e {O,1}` x {O,1}` representing whether each of the vertices in B 1 (x), B2 (x) are forced to be in the independent set, the value tx+", will be: In the reverse sense, we define a table contraction operation. Given a table for the root of a level i tree, recall that B 1 (x) = (w, B i (x)> and B2 (x) = <w, B' 2 (x)>, we will contract tx to obtain a table tx _ ", for a node with associated set of vertices
We also extend the merging operation described in Sect. 3.1 to deal with sets of more than one vertex, for any a, b e {0,1 }' (i < k), let I c I denote the number of l's in c,
t(a, b) = max {tx(a, c) + t. ,(c, b) -jell.

CE {O,1}
Let us analyze the nodes on the face-face tree corresponding to a k-outerplanar graph. We have two kinds of leaves, all leaves in the level-1 tree are leaves in the tree. The initial table for these leaves will be just the initial tables in the outerplanar case. Other leaves are nodes x labeled by a set of vertices B(x), the initial table is defined as follows: tx (a, b) will be undefined when a 0 b or when both values are the same but there is an edge between two vertices that have to be included in the independent set, otherwise the value will be the number of l's in a.
The operation assigned to a non-leaf node x is the following: if x is a node in a level tree that corresponds to a face enclosing a level subgraph, in this case node x•has only one unique child and we contract the table for its son. If x is a node labeled u (or v), we extend the table of the left son with u (or v) and merge with the table for the right son using the merge operation corresponding to a virtual node. In the rest of the nodes a merging will be performed according to the type of the node.
Note that now the value in each entry of the new table is the size of a MIS including the corresponding vertices, provided that the original tables were correct. Working in a similar way as in Sect. 3.1 we can define a shunt operation to perform the tree contraction technique.
The merging of tables needs 0(k) time and 0(8") processors. A shunt operation can be done in the same time bounds, but using 0(16") processors. Thus final computation over the tree needs 0(klogn) time and 0(16"n) processors. Putting together all the bounds we get:
Theorem 3 There is a parallel algorithm to compute a maximum independent set for a k-outerplanar graph that runs in O(log n(k + log n)) time using 0(n(16k + n))
Planar graphs
The decomposition of a planar graph into k-outerplanar graphs is the same used in [Bak83, Bak94] . For each i, 0 <_ i < _ k, let G, be the graph obtained by deleting all nodes of G whose levels are congruent to i (mod k + 1). Now every connected component of G, is k-outerplanar.
An independent set for G, can be computed as the union of independent sets for each component. Furthermore, for some r, 0 < r < k the solution for G,. is at least k/(k + 1) as large as the optimal solution for G, that follows from the fact that for some r, at most 1/(k + 1) of the nodes in a maximum independent set for G are at a level that is congruent to r (mod k + 1). Thus the largest of the solutions for the G's is an independent set whose size is at least k/(k + 1) optimal.
Algorithm Independent Set planar 1. Compute: the levels, the associated graph G', and tree representation. Letting e = 1/k we get an NC' parallel approximation scheme, and taking k = clog log n for some constant c, we get an NC' asymptotic approximation scheme.
Theorem 5 The Maximum Independent Set Problem for planar graphs is in NCAS and in NCAS.
Algorithms for other problems
The techniques explained in the previous sections to obtain a parallel approximation algorithm for the MIS problem can be transformed to obtain approximations for other optimization problems on planar graphs, as well as exact NC algorithms for these problems when restricted to k-outerplanar graphs. To illustrate this fact we include a sketch of the proof of these results for Minimum Vertex Cover, Minimum Dominating Set, Minimum Edge Dominating Set and Maximum Matching. We just give a hint of the proof for the problems for the case of outerplanar graphs. This gives an idea about the changes that have to be made in the algorithms form Sect. 3 to compute the other problems. Given a face-face tree for the graph we associate to each node x in the tree a table t,, with four entries following the same ideas as in Sect. 3.1. For the Vertex Cover Problem the table tx is defined in the following way:
If x is a real leaf, then we let tx(0,0) undefined, t(0, 1) = tx(1,0) = 1, and t(1, 1) = 2. If x is a virtual leaf then tX is undefined for all entries except for (1, 1) and the value in this case is 1.
If x is an internal node with left and right children y and z, we distinguish three cases depending on whether x is dummy, real or virtual. If x is a dummy node then for any a, b e {0,1 }, tZ (a, b) is defined as then tx (a, b) is only defined for the case (a, b) = (1, 1) and t(1, 1) = t(1, 1).
(ii) Minimum Dominating Set
Given a graph G = ( V, E), find the size of the smallest subset V' g V such that for each node u e V -V' there is a node v e V' with (u, v) 
In the case of the Dominating Set problem the table t x associated with a node x in the tree, not only contains the size of a Dominating Set of the subgraph hanging from that node, but also two special symbols 1, r indicating whether the left and right border nodes are dominated or not. An entry of the table might have up to 16 values, indicating whether the border nodes are in the dominating set or not, and whether they are dominated or not.
If x is a real leaf, then we let tx(0, 0) be (1, 0, r) (none of the nodes represented in the leaf are dominated), t(0, 1) = t x (1,0) = (_,1,_), and t(1, 1) = (_,2,_). If x is a virtual leaf then tx is undefined for all entries except for (0, 0) and (1, 1) and the values are respectively (1, 0, r) and (_,1, _).
If x is an internal node with left and right children y and z, and x is dummy or
where the operation • is basically a sum with the restriction that if t(a, c) has an r and tZ(c, b) has an 1 then the operation is undefined. Otherwise the (possible) symbols 1 and r in the borders are kept, and the interior ones erased. Also if a = 1 (b = 1) then before performing the • operation the symbols l and r corresponding to nodes dominated by the first (second) component of node x are erased.
If x is a virtual node then only t x (0, 0) and tx(1, 1) are defined. The value for this is as in the real case, but considering also that if t(a, c) has an 1 and tZ (c, b) has an r then the operation is undefined, and subtracting 1 in the computation of t(1, 1).
(iii) Minimum Edge Dominating Set
Given a graph G = (V, E), find the size of the smallest subset E' C E such that each edge in E shares at least one endpoint with some edge in E'.
Again in the case of the Edge Dominating Set problem the table t x, for a node x in the tree might contain also two special symbols 1, r; in this case they indicate whether the left or right border nodes are considered as part of the dominating set, but a matching node (forming an edge) has not yet been taken. If x is a real leaf, then we let t(0,0) be undefined, t(0,1) _ (_,1, r), tx (1,0) = (1, 1,_), and t(1, 1) = (_,1,_). If x is a virtual leaf then tX is undefined for all entries except for 1, 1 and the value for this case is (1, 1, r) .
If x is an internal node with left and right children y and z, and x is a dummy node, then t,,(a, b) If x is a virtual node then only t.,(0, 0) and t(1, 1) are defined. The value for this is as in the real case, but considering also that if t(a, c) has an r or tZ (c, b) has an l then 1 has to be subtracted from the value given by the • operation, and also 1 has to be subtracted for the case t.,(1,1).
(iv) Maximum Matching
Given a graph G = (V, E), find the size of the largest subset E' 9 E such that each pair of edges in E' has disjoint endpoints.
It is known that there are NC Approximation Schemes for Maximum Matching on bipartite graphs [Coh92] . The result is obtained from a reduction from Maximum Matching on bipartite graphs, and it does not seem to be extendible to Maximum Matching on planar graphs. We give the NC Approximation Scheme for Maximum Matching on planar graphs, without using the MaxFlow problem.
For the case of Maximum Matching the table t,, for a node in the tree might contain two special symbols from the set { -1, -r, + 1, + r} (besides an integer value indicating the size of the Maximum Matching for the subgraph hanging from the node); the symbols with a -indicate the corresponding border nodes are free (they have not been matched), while the symbols with + indicate that the corresponding border node has to be matched, but a matching node (forming an edge) has not yet been taken. If x is a real leaf, then we let t,,(0,0) be (-1, 0, -r), t(0, 1) be (-1, 1, + r), tx(1, 0) be ( + 1, 1, -r) . For the entry (1, 1), t,, has the two possible values (_, 1, _) and ( + 1, 2, + r). If x is a virtual leaf then t undefined for all entries except for and (0, 0) and (1, 1) and in these cases takes respectively the values (-1, 0, -r) and The sequential PTAS for this particular problem is given in [BP92] . For each node x in the tree, representing a subgraph with n nodes, we consider a table tx with n + 1 entries. For 0 <-i <-n, tx (a, b) [i] 
Conclusions
We have shown that for any k there is a NC algorithm that approximates the Maximum Independent Set problem on planar graphs to a factor (k -1)/k, and runs in time O(log n(k + log n)) using O(n2 (16k + n)) processors. From this follows that the MIS problem for planar graphs is in NCAS and in NCAS. These techniques can be adapted to obtain approximations for other optimization problems on planar graphs, like Minimum Vertex Cover, Minimum Dominating Set, Minimum Edge Dominating Set and Maximum Matching, as well as exact NC algorithms for these problems when restricted to k-outerplanar graphs.
A consequence of the proofs of these results is that there are exact polylogarithmic parallel algorithms for these problems restricted to k-outerplanar graphs. Adapting the same technique it can be shown that the Graph Partition problem on k-outerplanar graphs belong also to the class NC. (The problem for general graphs is NP-complete. ) An interesting open problem is to lower the bounds on the number of processors. It would be an improvement to obtain an optimal parallel approximation scheme, that has a work complexity 0(n) for constant k.
