To examine the previously claimed fast cooling of the Central Compact Object (CCO) in the Cas A supernova remnant (SNR), we analyzed two Chandra observations of this CCO, taken in a setup minimizing instrumental spectral distortions. We fit the two CCO X-ray spectra from 2006 and 2012 with hydrogen and carbon neutron star atmosphere models. The temperature and flux changes in the 5.5 years between the two epochs depend on the adopted constraints on the fitting parameters and the uncertainties of the effective area calibrations. If we allow a change of the equivalent emitting region size, R em , the effective temperature remains essentially the same. If R Em is held constant, the best-fit temperature change is negative, but its statistical significance ranges from 0.8σ to 2.5σ, depending on the model. If we assume that the optical depth of the ACIS filter contaminant in 2012 was ±10 % different from its default calibration value, the significance of the temperature drop becomes 0.8σ to 3.1σ, for the carbon atmospheres with constant R Em . Thus, we do not see a statistically significant temperature drop in our data, but the involved uncertainties are too large to firmly exclude the previously reported fast cooling. Our analysis indicate a decrease of 4%-6% (1.9-2.9σ significance) for the absorbed flux in the energy range 0.6 − 6 keV between 2006 and 2012, most prominent in the ≈ 1.4-1.8 keV energy range. It could be caused by unaccounted changes of the detector response or contributions from unresolved SNR material along the line of sight to the CCO.
INTRODUCTION
The physical properties of the interiors of neutron stars (NSs) are currently poorly understood. However, recent observations targeting different measurable NS properties have put some constraints on the equation of state of the NS interior; see, e.g.,Özel (2013); Hebeler et al. (2013) ; Steiner et al. (2010) ; Lattimer & Prakash (2007) for reviews. Assessing the cooling of a NS by studying its thermal evolution in X-rays provides a possibility to investigate the composition and structure of NSs (e.g., Page et al. 2004 ). An exciting result on unusually fast NS cooling was reported by Heinke & Ho (2010, HH10 hereafter) . From an analysis of several Chandra observations of the Central Compact Object (CCO) in the Cassiopeia A (Cas A) supernova remnant (SNR) they found a 4% (5.4σ) decline of the surface temperature and a 21% change of the flux over the time span of 10 years. The observed rapid cooling has been interpreted as first direct evidence for nucleon superfluidElectronic address: posselt@psu.edu 1 Kazan (Volga region ) Federal University, Kremlevskaya 18, 420008, Kazan, Russia ity in the core of NSs Page et al. 2011) . Other models suggest a quark color superconducting phase with a large energy gap to explain the rapid cooling (Noda et al. 2013) , or cooling after an rmode heating process (Yang et al. 2011 ). According to these models, a continued fast cooling can be expected for several decades.
Different cooling model predictions can be tested by measuring the NS surface temperature in monitoring X-ray observations of the Cas A CCO. Such measurements, however, must be extremely accurate, requiring an optimal and homogeneous instrumental setup to minimize the systematic errors. Recently, Elshamouty et al. (2013, E+13 in the following) tested the temperature decline using previous observations by all Chandra X-ray detectors in various modes (HRC-S, HRC-I, ACIS-I, ACIS-S in Faint mode and ACIS-S in Graded mode). While the results of all instruments showed indications of a temperature decrease, E+13 found it to be statistically significant only in the case of the ACIS-S Graded mode observations where the best fit decay is 3.5 ± 0.4% (from 2000 to 2010) . Since the ACIS-S Graded mode observations are subject to spectral distortions because of the pile-up and charge transfer inefficiency (CTI) effects, the temperature decline needs to be further investigated with other instruments or instrument modes. Here, we present two dedicated observations of the Cas A CCO taken in an instrumental configuration which minimizes spectral distortions.
The Cas A SNR is very young, with an age of only ≈ 330 years (Ashworth 1980) . Its distance was determined to be 3.4 +0.3 −0.1 kpc (Reed et al. 1995) . The SNR has been well studied from X-rays to radio wavelengths (e.g, DeLaney et al. 2010; Helmboldt & Kassim 2009; Fesen et al. 2006 , and references therein). An X-ray point source at the SNR center was detected in the first light observations with Chandra (Tananbaum 1999) . The properties of the point source in these observations were analyzed by Chakrabarty et al. (2001) and by Pavlov et al. (2000) who called the point source a "Compact Central Object". A thermal-like spectrum was found, coming from a small inferred emitting area. Pavlov et al. (2000) and Chakrabarty et al. (2001) suggested that the X-rays are emitted from hot spots on a NS, similar to some other CCOs and rotation-powered pulsars.
Since the Cas A CCO is a bright X-ray source, the first-light and many subsequent observations with the Chandra ACIS instrument in full-frame mode were strongly affected by the photon pile-up effect 2 . Therefore, the measured spectrum of the point source was distorted. Using an instrumental configuration designed to minimize pile-up and CTI effects, Pavlov & Luna (2009) (PL09 in the following) investigated the Cas A CCO with a 62 ks ACIS-S observation. They confirmed the thermal-like spectrum without any significant power-law component. They found that while a lowmagnetic field hydrogen atmosphere model can fit the spectrum, the respective inferred emission radius is only R Em ∼ 4 − 6 km, smaller than the expected NS radius. PL09 interpreted this as hot spots on a NS, but did not exclude a strange quark star as a counterpart.
A carbon atmosphere model for a NS with low magnetic field was shown to produce a good fit to the spectrum as well (Ho & Heinke 2009, HH09 in the following). In contrast to other atmosphere models, such a carbon atmosphere implied an emission size consistent with theoretical predictions for the NS radius (R NS = 8 − 17 km). HH10 used these non-magnetic carbon atmosphere models to investigate the surface temperature evolution in the Cas A CCO.
No X-ray or radio pulsations have been detected from the Cas A CCO so far. A low-significance 12 ms period has been reported by Murray et al. (2002) from Chandra HRC observations, but it was not confirmed in later observations. From XMM-Newton observations Mereghetti et al. (2002) derived a 3σ upper limit on the pulsed fraction of < 13% for P > 0.3 s, but PL09 argued that the limit on the background-corrected pulsed fraction is a factor of three higher. PL09 did not find pulsations with a period P > 0.68 s in the Chandra ACIS observations and estimated the upper limits on the pulsed fraction to be 16% (99.9% confidence level). Halpern & Gotthelf (2010) obtained the lowest limit on the instrinsic pulsed fraction so far, 12% (99% confidence level) for P > 0.01 s from HRC timing observations. The Cas A CCO is similar to CCOs in other young SNRs. These X-ray sources are all characterized by their thermal-like X-ray spectra, the lack of pulsar wind nebulae, and the lack of detections at wavelengths other than X-rays (e.g., Pavlov et al. 2002 and de Luca 2008 . The emitting areas inferred from blackbody fits are substantially smaller than the expected NS surface area for all CCOs. In contrast to the Cas CCO, however, three of the eight most secure CCOs have detected X-ray pulses with periods in the range of 0.1 − 0.4 s and pulsed fractions of 9%, 11% and 64% (e.g., Gotthelf et al. 2013 and references therein). Gotthelf et al. (2013) and Halpern & Gotthelf (2010) measured the period derivatives for these three CCOs and inferred dipole magnetic fields of B = (3 − 10) × 10 10 G, supporting their 'antimagnetar' hypothesis for the CCOs. It is, however, not clear whether the objects are born with low magnetic fields or whether they have much higher magnetic (dipole and toroidal) fields under the crust (e.g., buried under supernova fallback material). The 'hidden magnetar' or 'hidden magnetic field' scenario has become a viable model for the CCOs since it can explain several observed features, e.g., the highly anisotropic surface temperature distributions (e.g., Shabaltas & Lai 2012; Viganò & Pons 2012; Ho 2011 and references therein) . It remains unclear whether or not the Cas A CCO is different from other CCOs, in particular, whether or not its atmosphere has a different chemical composition.
OBSERVATIONS AND DATA REDUCTION FOR THE SPECTRAL ANALYSIS
We report on two observations of the Cas A CCO taken in the same instrumental setup. The observations were done on 2006 October 19 (MJD 54027, ObsID 6690, 61.7 ks dead-time-corrected exposure time) and on 2012 May 5 (MJD 56052, ObsID 13783, 63.4 ks deadtime-corrected exposure time) using Chandra ACIS in the Faint telemetry mode. In each observation the target was imaged on the ACIS-S3 chip in the 100 pixel subarray. This reduces the frame time to 0.34 s versus the 3.24 s in full-frame mode. This smaller frame time reduces the pile-up effect. The estimated pile-up fraction is only 1.6% in comparison to ∼ 20 % in the case of the full frame mode (PL09). The subarray was placed near the chip readout to reduce the CTI effect on the spectrum.
We used CIAO version 4.5 with CALDB version 4.5.5.1 for reprocessing both data sets with the latest calibrations, for producing images, extracting spectra and creating detector responses. Both observations were free of strong background flares. We filtered the reprocessed event files for good time intervals which have less than 5σ deviation from the overall light curve mean rate. The effective exposure times of the filtered event files were 61.7 ks in 2006 and 63.0 ks in 2012. We selected a circle with radius of 4 ACIS pixels (1.
′′ 97) for ′′ 4, the positions are consistent with each other. We note that DeLaney & Satterfield (2013) estimated the proper motion of the Cas A CCO as 390 ± 400 km s −1 . Thus, the CCO is expected to have moved by 0.0022 ± 0.0023 pc between 2012 and 2006, corresponding to a possible shift of 0.
′′ 13 ± 0. ′′ 14. Due to the lack of reference point sources for relative astrometry we neither correct for a systematic coordinate shift nor can measure the proper motion of the CCO.
From the comparison of the 2006 and 2012 observations ( Fig. 1) it is obvious that the emission from the surrounding SNR filaments changed in brightness and in position with respect to the CCO. In particular, the slightly enhanced emission south-west of the CCO in 2006 has disappeared in 2012, while the filament south-east of the CCO is brighter and closer to the CCO in 2012. We remove the respective regions of enhanced emission in the background annulus, for which we chose an inner radius of 5 pixels and an outer radius of 10 pixels.
All spectra were binned requiring a signal to noise ratio of at least 10 in each bin. The spectral analysis was done using XSPEC (version 12.7.1). We excluded energies higher than 5 keV since the background dominates at these energies. We used the Tuebingen-Boulder ISM absorption model (tbabs) with the solar abundance Yan et al. (1998) .
PL09 searched for extended pulsar wind nebula emission close to the CCO in the 2006 observation and found none. The 2012 observation does not reveal such extended emission either. A region with slightly enhanced emission can be attributed to the asymmetry in the Chandra point spread function 3 . We obtained the location of the inflicted region by applying the CIAO task make psf asymmetry region, see Figure 2 .
A contaminant has been accumulating on the opticalblocking filters of the ACIS detectors. The contaminant accumulation is changing over time. The effect on the inferred spectral parameters of an X-ray source depends on the contamination model implemented in the data reduction. An error in the contamination correction may lead to a different measured flux and may offset the derived spectral parameters. The uncertainties of the optical depth measurements at 0.67 keV, on which amongst others the contamination model is based, are of the order of 5%−10% (A. Vikhlinin, pers. comm.). We changed the optical depth by ±10% (possible changes) and ±30% (less likely changes) for trial spectra derived from the 2012 data to investigate the effects on our spectral analysis results. The resulting effective areas are shown in Figure 3 . For details on the contamination model and our modifications we refer to the Appendix A.
RESULTS
3.1. Spectral Analysis PL09 presented a detailed spectral analysis for the 2006 observation. We concentrate in the following on atmosphere model fits but note that we checked the simpler model fits (e.g., blackbody, power law or a combinations of those) for consistency as well.
Carbon atmosphere models
The main goal of our new observations is to examine the temperature drop reported by HH10 who fitted multi-epoch X-ray data with the carbon atmosphere models by HH09. For our XSPEC fits, we employed new carbon atmosphere models 4 , which are briefly summarized in the Appendix B and will be presented in detail in another publication (Suleimanov et al., subm. to ApJS ) .
Here, we note only that these atmosphere models are very similar to those by HH09 as demonstrated in Figure 4 . This is particularly true for the observable energy range -in the case of the Cas A CCO there is nearly no detected X-ray flux for energies below 1 keV. Therefore, the fit parameters obtained by fitting the spectra with our carbon atmosphere models are expected to be consistent with those that would have been obtained with the models by HH09.
Our carbon atmosphere models were calculated for nine different surface gravitational accelerations, g, ranging from log g = 13.7 to log g = 14.9 with a sampling of 0.15. As demonstrated in the Appendix B, it does not matter quantitatively which (log g, z) pair one chooses to investigate a possible temperature evolutionas long as this pair is located within our 1σ mass-radius contour. We will give in the following all our fit results Figure 5 . The data and our fit to the (log g = 14.45, z = 0.375) carbon atmosphere model in the case of different N H values for the first epoch (black) and the second epoch (red). For this fit, it is assumed that the whole NS surface is emitting in X-rays and that the distance is 3.4 kpc. The count rates at energies < 2 keV are lower in the second epoch because of the decreasing effective area (mostly due to the increasing ACIS filter contamination -see Figure 3 ). We use the default ACIS filter contamination in this fit. The lower panel shows the fit residuals in units of sigmas.
for (log g = 14.45, z = 0.375) 5 , which is the nearest point of our (log g, z) grid to the (log g = 14.4534, z = 0.377) used by HH10.
We considered two cases for the X-ray absorption along the line of sight. In one set of models we required the absorbing N H to be the same in the two observing epochs, in the other set N H was allowed to be different. Different N H could indicate a changing ISM density along the line of sight, but it could also account for matter distribution changes in the SNR itself. The possibility of a N H change is supported by several observations. The N H distribution map by Hwang & Laming (2012) (their Figure 1) Rest et al. (2011) . The CCO environment is also highly dynamic -the SNR as a whole appears to move to the north with a plane of the sky velocity of about 700 km s −1 (Hwang & Laming 2012) , while the CCO's (highly uncertain) proper motion corresponds to a velocity of around 400 km s −1 in the south-east direction (e.g., DeLaney & Satterfield 2013 , Fesen et al. 2006 . It is reasonable to allow for the possibility of a changing effective absorption by the SNR material in the line of sight to the CCO given the overall dynamic and inhomogeneous environment. Similarly, the ISM around the Cas A SNR is known to be very inhomogeneous too, it is assembled in fractal structures which indicate turbulent motions (Kim et al. 2008; Fesen et al. 2011) . Therefore, we also cannot exclude N H changes from turbulent ISM clumps.
Different N H values could also have their origin in an imperfect contamination correction of the ACIS instrument.
We note that, strictly speaking, the extinction models, such as tbabs, are not directly applicable to the absorption by the hot SNR material because the element abundances and temperatures are very different to those in the ISM. We, however, have to use the ISM extinction models as approximate description because of the lack of models for intra-SNR extinction.
The fit results for the different sets of models are listed in Table 1 . In Figure 5 , we show the fit and its residuals for the case of different N H in the two epochs, assuming a fixed distance of 3.4 kpc and X-ray emission from the whole uniformly heated NS surface. In general, our carbon atmosphere models describe the data well. The χ 2 ν values of our best fits to the carbon atmosphere models are slightly smaller than those of the best hydrogen atmosphere model fits (see Section 3.1.2). Allowing N H to vary between the two epochs results in slightly different N H values, which are, however, still consistent with each other within errors. for the fit to the (log g = 14.45, z = 0.375) carbon atmosphere model for the default ACIS filter contamination. Note that in this and all following contour plots we mark the contour levels for two parameters of interest. The black solid contours mark the fit where the N H is set to be the same for both epochs, the red dashed contours mark the fit where the N H is allowed to be different (see Figure 7 for a zoom-in version). In both cases, the distance is fixed at 3.4 kpc and the whole NS surface is assumed to emit in X-rays. In contrast to that, the blue dashed contours mark the fit where the normalization is a fit parameter, although it is tied between the epochs. N H is allowed to be different in the two epochs for this fit. See Table 1 
Note. -The fits were done simultanously for O1 and O2 (first and second observation epoch, respectively). The normalization is defined as N = R 2 NS /d 2 10kpc , where R NS is the NS radius in km, and d 10kpc is the distance in 10 kpc. N = 923 corresponds to the distance of 3.4 kpc assuming emission from the whole uniformly heated surface of a neutron star with log g = 14.45 and z = 0.375. Fluxes are given for the energy range of 0.6-6 keV. F abs −13 is the absorbed flux in units of 10 −13 erg cm −2 s −1 , while
is the unabsorbed flux in units of 10 −12 erg cm −2 s −1 . All errors indicate the 90% confidence level for one parameter of interest. The bolometric luminosity at inifinity is calculated as
T eff 4 (1+z) −2 erg s −1 . The temperature differences were calculated using the temperature values before rounding. The temperature uncertainties were determined from the 90% confidence contours for one parameter of interest, which are a factor 0.77 the contour levels for two parameters of interest shown in, e.g., Figures 6 and 7. Similarly, the luminosity uncertainties were determined from the 90% confidence contours in temperature and normalization, e.g., in Figure 9 , if the normalizations were fit parameters. models represented in these figures consider three cases: tied and untied N H values for a fixed normalization (which assumes that the whole NS is emitting at d = 3.4 kpc) and untied N H values for free but tied normalizations (allowing an uncertainty in either the NS emission area and/or the NS distance). In Table 1 we also list the case of free and untied normalizations (allowing the emission area to be different in the two epochs). It is evident from the fit results in Table 1 and Figure 6 that the errors of the individual temperatures are significantly larger (about a factor 9) if the carbon atmosphere normalization (i.e., distance or emitting area) is a free fit parameter. Yet, Figure 6 also shows that, due to the strong correlations of the fit parameters, the uncertainty in the temperature difference is virtually the same -regardless of whether the normalization is a fit parameter or not. Therefore, we can restrict our discussion of the temperature change in the following to the cases of fixed normalizations, although the absolute temperatures are in fact much more uncertain. Note that in the case of free and untied normalizations, the best fit actually indicates an (insignificant) temperature increase from 2006 to 2012. Figure 7 provides an enlarged view on the comparison of the two cases with fixed normalizations -tied and untied N H in the two epochs. While the temperatures of the two epochs are consistent with each other within the 68% confidence contour in the case of varying N H , they are consistent with each other only within the 99% confidence contour if N H is the same for both epochs. Thus, in general, although the best-fit temperature in 2012 is found to be slightly lower than in 2006, the temperature difference Figure 8 . Temperature versus N H confidence contours (68 %, 90 %, 99 %) for the fit to the (log g = 14.45, z = 0.375) carbon atmosphere model. For these fits, it is assumed that the whole NS surface is emitting in X-rays and that the distance is 3.4 kpc. The black contours mark the fit where N H is set to be the same for both epochs, the red contours mark the fit where the N H is allowed to be different. is less than 1%, and its significance is < 3σ. 6 with the equivalent hydrogen column density N H . Although the best-fit values are different in the two epochs, they are consistent with each other within the 90% confidence contour for the two model setups -the one where N H is set to be the same for both epochs, and the other one where N H is allowed to be different.
The temperatures are also strongly correlated with the normalization(s) if tied or free normalizations are fit parameters. The normalization is defined as
10kpc , where d 10kpc is the distance in units of 10 kpc, and R NS is in km. If only a part of the NS surface is emitting, one can formally define an equivalent sphere with radius R Em such that N = R (Reed et al. 1995) . A distance different from 3.4 kpc would equally influence the normalizations at both epochs. Second, the effective emission area might change if only a part of the NS surface is emitting in X-rays. This effect would lead to different normalizations in the two epochs. Table 1 lists our fit results for all these cases. Figure 9 shows confidence contours for temperatures and normalizations in the case of a fit where both normalizations are free fit parameters. The normalizations are consistent with the value expected for the case of the whole NS surface emitting at 3.4 kpc. The uncertainties of independent normalizations overlap as well, although the actual best-fit effective emission areas are slightly different in the two epochs.
We used the cflux model to estimate the absorbed and unabsorbed fluxes and their confidence levels in the energy range 0.6 keV to 6 keV, see Table 1 . The best-fit 2012 fluxes are lower than the 2006 fluxes. The best-fit absorbed flux changes range from 4% to 6%, depending on whether parameters (N H , N ) have been tied or not. The range for the unabsorbed flux changes is 2% to 7%. The unabsorbed fluxes at the two epochs are consistent with each other at the 90% confidence level regardless of the model setup (N H the same or different, N free, tied or fixed). Figure 10 shows the confidence contours of the absorbed fluxes for free untied N and free N H . The difference of the absorbed flux is △F abs −13 = −0.31 ± 0.28 (90% confidence level for one parameter of interest). If the parameters are tied, the confidence contours look similar, but the flux difference can be more significant ( Figure 10 ). For instance, if the normalizations are fixed and N H is set to be the same, the difference of the absorbed flux is △F abs −13 = −0.41 ± 0.23. For all considered models, however, the differences of the absorbed fluxes are still below the 3σ significance level.
To investigate the origin of the apparently lower fluxes in the second epoch, we obtained the 'unfolded' flux spectrum ( Figure 11 ) using XSPEC and our best-fit carbon atmosphere model with free N and free N H (Table 1). As a cautionary note we emphasize that the data points in the unfolded flux spectra depend on the applied model. The photon fluxes of the 2012 observation are lower than the 2006 photon fluxes in the energy range 1.1 keV to 2.0 keV, most prominently for ≈ 1.4 − 1.8 keV, and more so for the data points than for the model values. Applying the cflux model, the differences of the absorbed fluxes in these energy ranges are △F abs −13 = −0.17 ± 0.10 for 1.1 − 2.0 keV and △F abs −13 = −0.09 ± 0.06 for 1.4 − 1.8 keV (both 90% confidence levels). Thus, the significance for the flux drop increases from 1.8σ to 2.8σ for the carbon atmosphere model with free N and free N H if a smaller energy range is considered.
This deficit is not due to the decreasing effective area (assuming the default calibration is correct), contrary to the deficit in the 2012 count rate spectrum (Fig 5) . The strongest hint of a flux decrease in the data points is seen in the energy range of ≈ 1.4 − 1.8 keV. At the same time we see no flux decrease at energies 2 keV, which suggests that the overall apparent flux decrease is not caused by a changing NS surface temperature. Since the unfolded spectra are model dependent, we also checked the result for the model with the largest absorbed flux change and a temperature drop (fixed N , tied N H ; see Table 1 ). The residuals with respect to the model persist nearly unchanged for this model. Therefore, we conclude that we see flux deviations from the model in the energy range of ≈ 1.4 − 1.8 keV for all the models considered in Table 1 , and this effect cannot be explained by a temperature change. Interestingly, there is an excess of the data points with respect to the 2006 model spectrum and a lack of such excess in the 2012 data ( Figure 11 ). This may hint at an inconsistency in the default ACIS responses or a varying background contribution unaccounted for in our analysis.
Hydrogen atmosphere models
We used the NS hydrogen atmosphere models (Pavlov et al. 1995; Zavlin et al. 1996) , NSA in XSPEC; to fit the data of the two epochs simultaneously. Similarly to PL09, the NSA models with high magnetic fields (B = 10 12 G or B = 10 13 G) result in worse fits (reduced Table 2 for more details on the fit. Table 2 ). The black solid contours correspond to the fit where the N H is set to be the same for both epochs, the red dashed contours correspond to the fit where the N H is allowed to be different in the two epochs. Table 2 . In addition to the small magnetic field, we used the model with fixed R NS = 10 km (R ∞ NS = 13.06 km) and M NS = 1.4 M ⊙ (log g = 14.39, z = 0.306). As outlined in Section 3.1.1, we cannot exclude N H variability. Therefore, we checked whether allowing N H to vary between the observations gives different fit values but found that the change of N H is much smaller than the N H uncertainties. The fit in the case of different N H and varying emission area sizes is shown in Figure 12 . In general, low magnetic field NSA models fit the spectra of both epochs well. Even better fits are obtained for the two-component NSA+NSA models (see PL09). Here, we do not investigate these two-component models because the temperature uncertainties would be too large to address any temperature change. We assume a distance of d = 3.4 kpc to calculate the ratio R 2 Em /R 2 NS from the NSA normalization, where R 2 Em is the effective emission radius. The temperatures, emission areas and unabsorbed fluxes are the same for both epochs, considering fit uncertainties (see Table 2 ). The best-fit absorbed and unabsorbed flux decreases in the energy range 0.6-6 keV are ∼ 4% to ∼ 6% but their significance does not exceed the 3σ level. If the same emission area sizes are assumed in both epochs, the flux decrease is formally due to a slight Note. -The same definitions as in Table 1 are used in this table. The effective area of the second epoch has been modified to check different contamination uncertainty ranges as described in Appendix A. The change of the thickness of the contamination layer is indicated in the column △l/l. For example, "O2+10 %" indicates an increase of the contamination layer thickness, thus, its optical depth by 10%, the same for all photon energies. All fits were done for fixed normalizations, N = 923, which corresponds to the distance of 3.4 kpc assuming emission from the whole uniformly heated surface of a neutron star with log g = 14.45 and z = 0.375. As in Table 1 , all errors indicate the 90% confidence level for one parameter of interest. The temperature differences were calculated using the temperature values before rounding. The errors of the temperature difference were determined from the 90% confidence contours. temperature decrease. If instead the emission area is allowed to change, the slight decreases of the best-fit fluxes can be attributed to the decrease of the best-fit emission areas. The seen increases of the best-fit temperatures in this case are within the 68 % confidence levels ( Figure 13 and Table 2 , one parameter of interest for the considered temperature difference). The 68 % confidence contours (two parameters of interest) of both epochs also overlap in the temperature versus N H plot (Figure 14) and the temperature versus emission area plot (Figure 15 ). All the inferred emission areas are, however, a factor of ∼ 10 smaller than the NS surface area.
The effect of the ACIS contamination uncertainty
To investigate the impact of the uncertainty in the optical depth of the ACIS contamination, we used the carbon atmosphere models. Applying modified effective areas for the second epoch produced as described in the Appendix A, we used the log g = 14.45, z = 0.375 carbon atmosphere model with fixed normalizations in the fits of the two epochs. The results are listed in Table 3 .
In the case of the same N H in both epochs, a larger optical depth (i.e., increased thickness in 2012) of the contamination layer leads to smaller N H , temperature and flux differences (see Table 3 and Figure 16 ). A Figure 14 . Temperature versus N H confidence contours (68 %, and 99 %) for our NSA model fits allowing varying emission areas (see Table 2 ). The black contours mark the fit where N H is set to be the same for both epochs, the red contours mark the fit where N H is allowed to be different in the two epochs. Table 2 ) for the temperature versus the ratio of the effective emission area to the surface area of a R NS = 10 km neutron star. N H and the emission areas are allowed to be different in the two epochs. decreased contamination layer thickness in 2012 results in the opposite effect. Compared to the original fit, the χ 2 ν marginally improves for △l/l = +10%, where △l/l is the change of the thickness of the contamination layer. The χ 2 ν is worse for all other (larger or smaller) contamination optical depths. For a reasonable uncertainty of the contamination layer, ±10 %, the found range of temperature change is △T 4 = △T eff /10 4 K= −2.1 ± 1.1 to △T 4 = −1.4 ± 1.1 (90% confidence errors). In the case of the 10% decreased contamination layer, the temperature change is at the 3.1σ level.
Thus, if the contamination layer in 2012 is overestimated by at least 10% in the current calibration models, the temperature decrease would be significant in the case of the same N H in the two epochs. For an uncertainty of ±10 % of the 2012 contamination layer, the unabsorbed fluxes are consistent with each other within their 90% confidence errors. In the case of a 10% thicker or thinner contamination layer, the significance of the absorbed flux drop reaches the 2.3σ level and 3.5σ level, respectively.
In the case of a variable N H in the two epochs, the effect of a changing contamination layer on the temperature difference is smaller since the second N H can partly account for the changed effective area. In fact, the effect on the temperature is in the opposite direction compared to the case of the same N H -the temperature difference gets larger or smaller for an increasing or decreasing contamination optical depth, respectively. Compared to the original fit of the variable-N H case, the χ 2 ν marginally improves for decreasing contamination. For a reasonable uncertainty of the contamination layer, ±10 %, the temperature and flux differences are less significant than in the case of the same N H , all difference values are below the 3σ level (see Table 3 ). Figure 16 . Temperature confidence contours (68 % and 99 %) for the fit to the (log g = 14.45, z = 0.375) carbon atmosphere model using different thicknesses of the contamination layer on the ACIS detector, which correspond to the same relative changes in the optical depth. The black contours show the original fit obtained with the standard contamination correction in CIAO (same contours as in Figure 7 ). The red contours indicate changes of the contamination optical depth by 10 %, blue contours indicate changes of 30 %. Dashed lines mark increasing optical depths, solid lines mark decreasing optical depths. The N H is set to be the same for both epochs in all fits.
Timing Analysis
We did a similar timing analysis for the 2012 data as done by PL09 for the 2006 data. We extracted events in a circle around the CCO centroid position with a radius of 2.9 pixels, obtaining 6311 total counts which includes 508 background counts for the 2012 observation in the energy range of 0.3 to 8 keV. The times-of-arrival of the X-ray photons were corrected to the solar system barycenter system using the CIAO tool axbary. We calculated the Z 2 1 statistic (e.g., Buccheri et al. 1983) to search for pulsations of the CCO. Considering the frame time, t frame = 0.34104 s, we searched in the period range of 0.68 s to 20 s (or a frequency range of 0.05 Hz< ν < 1.47 Hz). Using a sampling of 0.5 µ Hz, we did not find any significant Z 2 1 peak in the data (Z 2 1,max = 26.4 at ν = 0.958305 Hz has a chance probability p = 0.19). Similarly to PL09, we follow the approach by Groth (1975) to estimate the upper limits on the intrinsic pulsed fraction for the period range of 0.68 s to 20 s as 13%, 15% and 16% at the confidence levels of 95%, 99%, 99.9%.
DISCUSSION
In this section we first discuss the consistency of our analysis methods and results on the 2006 data to previous ones (Section 4.1). This is followed by a discussion of our results for the temperature and flux differences (Section 4.2). In the end we briefly discuss the applicability of different atmosphere models to the Cas A CCO (Section 4.3).
Comparison with previous works on the 2006 data
Detailed analyses of the 2006 data were presented by PL09 and HH09. Temperature fit results were also reported by HH10 for the 2006-only fit where the other parameters were fixed at values derived from the fits of the ACIS-S3 piled-up Graded mode data. We concentrate in the following on these three works.
Compared to the previously published results, all our 2006-only fits show a significantly higher hydrogen column density. In the case of the NSA model fits by us and PL09, the discrepancy of △N H,22 = 0.44, where N H,22 is in units of 10 22 cm −2 , can be explained by the different abundances and effective cross sections used in calculating the photoelectric absorption. Applying wabs and the abundance tables by Anders & Grevesse (1989) Our N H values (N H,22 ≈ 2.3) are, however, also significantly larger than the values by HH09 for both the hydrogen and carbon atmosphere models (N H,22 ≈ 1.7), although HH09 used the same absorption model tbabs and abundances. Apart from the fact that most of the observations used by HH09 suffer from pile-up, and are telemetered in Graded mode, two other main differences are the selection of the background region and the accounting for dust scattering with a fixed gas-to-dust ratio. Extracting the same source and background regions as HH09, and applying the XSPEC 'dust' scattering model, we can reproduce N H values consistent with the values obtained by HH09. As explained in the Appendix C, we neglect dust scattering in the rest of the paper because the applied simplifyed model has no significant influence on the studied temperature difference.
For the hydrogen atmosphere model fits, the other parameters in our NSA fit results are consistent within errors with the corresponding values reported by PL09 (using the same abundances for both fits). Comparing our hydrogen atmosphere best-fit parameters for 2006 to those of HH09, we find a slight temperature difference and a difference in the fraction of the X-ray emitting NS surface area (0.09 +0.03 −0.02 from Table 2 versus 0.18 ± 0.03 from HH09) at goodness of fit indicators comparable to our values. We checked that the seen small differences can be mostly attributed to different choices of background regions. The additional use of the megasecond long Graded mode observation of the CasÃ SNR by Hwang et al. (2004) had also an impact on the HH09 fit results.
For the carbon atmosphere model fits, HH09 reported a NS surface temperature of T 4 = 180 We conclude that the fit results using our carbon atmosphere models are consistent with those by HH10 for data with negligible pile-up taken in Faint mode. Thus, the two independent sets of carbon atmosphere models produce comparable results in the parameter range of interest.
Temperature and flux differences
As shown in Section 3.1.2 and listed in Table 2 , there is no significant temperature decrease if we fit the data with the hydrogen atmosphere models. Depending on whether the emission areas are tied or not in the two epochs, we obtain a slightly higher or lower best-fit temperature for the second epoch, respectively; however, the difference in each case is statistically insignificant (e.g., △T 4 = +6 ± 22, for different N H and emission areas). An apparent ∼ 4% flux decrease can be formally attributed to the decrease of the emitting area or of the temperature for varying or tied emission areas, respectively. However, the significance of the model flux decrease is below the 3σ level.
The temperature and the (small) emission area are strongly correlated, but the fits to the 2006 data and the 2012 data overlap within their 68% confidence contours (Figure 15) . Thus, the bolometric luminosities of the hydrogen atmosphere models are consistent within their errors as well (see Table 2 ).
In the case of the carbon atmosphere fits (Section 3.1.1 and Table 1), the obtained best-fit temperature in 2012 is lower than the one in 2006 if the normalizations are fixed or tied, but it is higher if both normalizations are free fit parameters. Since the statistical significance of the temperature drop over the time span of 5.5 years does not exceed 3σ (1σ in the case of varying N H , which we consider more realistic), we can only estimate an upper limit on the drop. As a conservative estimate, we define the upper limit as the sum of the best-fit drop and its 90% uncertainty. Such upper limits are in the range of −△T 4 < 3.1 (the same N H in both epochs, tied N ) and −△T 4 < 2.7 (different N H , the same fixed N in both epochs), for the default contamination. The upper limit slighty increases if we include the additional uncertainty of the contamination thickness (−△T 4 < 3.2 for contamiantion changes at the 10% level).
The question arises whether we can completely exclude -for our time baseline and data -a temperature drop on the order of what has been found by HH10 and E+13. HH10 reported an overall surface temperature decrease of 3.6 %±0.6 % over a time span of 9.8 years. Using an enlarged data set and a CTI correction in the Graded mode, E+13 found 3.5 %±0.4 % (from 2000 to 2010) and estimated an additional systematic uncertainty due to the choice of their background as (+1.6%, −0.3%).
To obtain an average yearly temperature change rate from the piled data points and the respective errors presented by HH10, we performed a standard leastsquare fit to a straight line (e.g., Bevington & Robinson 2003) , T eff = T 0 +Ṫ (t − t 0 ), where t is the time and t 0 the reference time. We chose the average value of their covered time span as the zero-point of the independent variable, t 0 = 2004.816. We derived a slopeṪ = −7700 ± 1900 K yr −1 and an intercept T 0 = (207.9 ± 0.7) × 10 4 K (all errors indicate 90% confidence levels, χ 2 ν = 0.56 for ν = 3 d.o.f.), shown in yellow in Figure 17 . We followed the same approach for the data points presented by E+13 and obtaineḋ T = −7700 ± 1300 K yr −1 and T 0 = (210.1 ± 0.6) × 10 4 K (χ 2 ν = 0.41 for ν = 5 d.o.f.), indicated by blue stripes in Figure 17 . For illustration, assuming constant (timeindependent) systematic shifts between the fit results of the Graded mode data by HH10 and E+13 with respect to our results, we shifted the straight-line fits by constant values in such a way that the fit predictions at the time of our first epoch are going through the value of our fit result.
Obviously, there are several systematic errors involved in this simple comparison. The employed systematic shifts for our linear-regression fits could be larger or smaller. In fact, the systematic shift can be different for each observation due to the different locations of the target on the detector with account for the spatial dependencies of the pile-up and ACIS contamination. Taking these uncertainties into account, one can expect larger error bars for any 'shifted' data points, hence the total uncertainty of any fit to these data will be larger. The different contributions to the systematic errors from the poorly modeled pile-up and the CTI correction in Graded mode are unknown and cannot be assessed without directly comparable observations. The uncertainties in the temperature difference are relatively large, in particular if we take into account the possible spread in values due to the uncertainty in the ACIS filter contamination (Tables 1 and 3 , Figures 6, 7, and 16 ). Calculating the average temperature change per year for our data, we obtain a range oḟ T from −1600 ± 3200 K yr −1 to −1800 ± 3200 K yr −1 (90% confidence levels) for varying N H , fixed N , and considering a ±10 % uncertainty in the optical depth of the ACIS contaminant (Tables 1 and 3 ). If one sets N H to be the same in the observing epochs,Ṫ ranges from −2500 ± 2000 K yr −1 to −3800 ± 2000 K yr −1 (90% confidence levels, fixed N ), respectively, i.e., the yearly change is still considerably smaller, and its error is larger than those found from the HH10 and E+13 results. Only for the same N H and 10% less contamination in 2012, the values barely overlap at the 90% confidence levels. If we consider, however, the ranges at the 99% confidence levels, all slopes overlap. Thus, we cannot firmly exclude a temperature change on the order of what has been reported before by E+13 (or HH10), but the probability that this temperature change is correct appears to be rather low. Table 1 and Figure 2 ) and E+13 (their Table 2 ), respectively. Their fit results were derived from piled data telemetered in Graded mode, using carbon atmosphere models The most likely reason of the discrepancy inṪ is the lower quality of the data used by HH10 and E13, subject to strong pile-up and other calibration issues (e.g., the effects of the CTI cannot be reliably corrected for the Graded-mode data). We suspect that these calibration issues had an impact on the data analyzed by HH10 and E+13, leading to an underestimate of the error in the previously reported temperature decline 7 . As shown in our analysis, it furthermore matters whether one assumes that N H is the same or variable in the different epochs (HH10 and E+13 used the same fixed N H in all their spectral fits). The fit uncertainties of our N H values in the two epochs are large and of the same order as the obtained N H difference (e.g., Tables 1  and 3 ). Therefore, it is currently not possible to say whether N H has indeed changed or not. However, given the dynamic and inhomogeneous environment of the SNR and the ISM around it (see Section 3.1.1), a varying N H appears to be a realistic choice, in particular if the same background regions are used in all epochs.
Our upper limit on the cooling rate of the CCO between 2006 and 2012 is −Ṫ < 5100 K yr −1 (calculated as the sum of the best-fit yearly rate plus its 90% confidence uncertainty) for fixed N , varying N H , and with account for the uncertainty in the optical depth of the ACIS contamination layer. In the case of the tied (but fitted) N and varying N H , the upper limit on the cooling rate of the CCO between 2006 and 2012 is −Ṫ < 5400 K yr −1 (default contamination). With the likely future improvements of the contamination model, our upper limit could be further refined in the future.
The unabsorbed fluxes of 2006 and 2012 are consistent with each other within their 90% confidence levels for all the models (varied and tied N H and N , ±10 % uncertainty in the ACIS contamination layer thickness). The change of the absorbed flux, however, is more significant, approaching the 3σ level. In Figures 11, we showed that there is a hint of a flux decrease in a particular energy region (≈ 1.4 − 1.8 keV). If this energy-restricted flux decrease is real, it could indicate problems in the ACIS filter contamination model. Currently, the model assumes the same accumulation rate for the individual contaminant components. If the contaminants accumulate differently, one would expect such an apparent energy-restricted flux change. Another explanations could be unresolved patches of matter in the SNR (e.g., cold dust clumps, see also Section 3.1.1) moving across the sight line to the CCO. In order to test whether the flux decrease is a calibration issue, one could reobserve soft non-varying X-ray sources with ACIS. Good calibration sources are most of the X-ray thermal isolated NSs which are also monitored with the stable XMM-N ewton EPIC pn instrument (e.g., Sartore et al. 2012) , allowing for an independent check of any suspected temperature or flux changes.
The bolometric luminosities are different for the NSA hydrogen atmosphere model and the carbon atmosphere model, but the respective values of the two epochs are consistent with each other at the 90% confidence level (see Table 2 and Table 1 ). The luminosity difference between the hydrogen and carbon atmosphere models is due to the fact that the emitting area of the former is a factor of ∼ 10 smaller than the emitting area of the latter, but the hydrogen atmosphere temperature is only a factor ∼ 1.6 higher than the inferred temperatures of the carbon atmosphere model fits.
4.3. Is there a preferable atmosphere model ? Formally, the hydrogen (NSA) and carbon atmosphere models fit the data similarly well. Although the carbon atmosphere fit has a slightly smaller χ 2 ν (Tables 2 and 1) , the difference is minute, and the NSA fit becomes better if an additional NSA component is included (PL09).
The NSA model fits imply that only a small part of the NS surface is responsible for the observed X-ray emission (for a distance of 3.4 kpc). At a favorable viewing geometry, such hot spot emission would be expected to result in X-ray pulsations, which are currently not detected. As mentioned in Section 1, however, the current upper limits on the pulsed fraction of the Cas A CCO are above the pulsed fractions seen for two of the three other CCOs with detected X-ray pulsations (and small emission areas). Therefore, the non-detection of X-ray pulsations for the Cas A CCO is not constraining with respect to the existence of small hot spots.
The origin of small hot spots is difficult to explain if only low dipole magnetic fields -as obtained for three CCOs from timing by Gotthelf et al. (2013) and Halpern & Gotthelf (2010) -are considered. PL09 discussed several possible explanations. Their most promising scenario, in the light of the recent theoretical work by Viganò & Pons (2012) and Viganò et al. (2013) , is the presence of a large toroidal magnetic field in the NS crust which would lead to a large temperature contrast between the poles and the rest of the NS surface (Pérez-Azorín et al. 2006) . The idea that a large crustal toroidal magnetic field aligned with the magnetic dipole axis can suppress heat conduction everywhere except around the magnetic poles, has initially been explored by Geppert et al. (2004 Geppert et al. ( , 2006 . Viganò & Pons (2012) concluded from their study that the 'hidden magnetar' model is a viable scenario to explain CCOs. Their twodimensional simulations allowed them to account for the Hall drift which can generate toroidal and multipolar components in the inner crust. Viganò & Pons (2012) showed that in the case of a 'hidden magnetar' the reemerging field can indeed create a highly anisotropic surface temperature distribution. They proposed the difference between the isotropic and anisotropic surface temperature distribution as a possibility to distinguish between the 'anti-magnetar' and the 'hidden magnetic field' scenarios. Considering these latest results together with the previous work on this subject (e.g., Ho 2011; Geppert et al. 1999) as well as the relatively large pulsed fraction limit, we conclude that the small size of the emission region does not exclude the applicability of hydrogen atmosphere models for the Cas A CCO.
An argument for the use of the carbon atmosphere model is the more realistic radius inferred for the emission area (HH09). The mass and radius confidence contours deduced for the carbon atmosphere model cover well the range expected for state-of-the-art NS equations of state (Appendix B, Figure 19 ), while the area inferred from the hydrogen atmosphere fits is far too small compared to the whole NS surface. However, as we describe in the Appendix B and show in Figure 19 , the actually inferred radius (and mass) are highly uncertain. Even for the carbon atmosphere model one cannot exclude the possibility that the X-ray emission comes from a fraction of the NS surface, given the uncertainty of the contours as well as the uncertainty of the distance.
Another indirect argument in favor of using the carbon atmosphere model for the Cas A CCO is that the spectrum of another CCO, in the SNR G353.6-0.7, can be fitted with such an atmosphere too, resulting in a reasonable radius estimate (Klochkov et al. 2013) . That spectrum can, however, be also fitted with a hydrogen atmosphere model with a smaller effective radius, similarly to the Cas A CCO, which means that one cannot exclude the possibility that the X-ray emission comes from a fraction of the NS surface.
Overall, we do not see a compelling reason to prefer the carbon atmospheres over the hydrogen atmospheres. Spectral features would help to identify the correct atmosphere model. Unfortunately, the spectral features of the carbon atmosphere cannot be seen in the Cas A CCO spectrum because of the substantial interstellar absorption. Thus, there is currently no direct way to verify whether or not this NS is covered by a carbon atmosphere.
Note that in this work we did not consider a magnetic carbon atmosphere model. At the relatively low magnetic fields expected for CCOs (10 10 -10 11 G), the cyclotron lines cannot change model continuum fluxes significantly (see Fig. 2 in Suleimanov et al. 2010) . The effect of the magnetic field on the carbon atmosphere models can be more complicated due to the magnetic shift and broadening of the carbon spectral lines and photo-ionization edges, and an increasing line blanketing effect. This effect could change the model spectra quantitatively and lead to some shift of the allowed region in the M − R plane and the derived temperatures.
SUMMARY
There are no strong arguments to prefer either hydrogen or carbon atmospheres for the modeling of the X-ray spectrum of the Cas A CCO.
For our data with negligible pile-up, the temperature change between 2006 and 2012 does not exceed the 2.5σ level applying either of those atmosphere models with various parameter configurations (emission area fixed, tied or free; N H tied or free for the two epochs) at the default calibration.
If we allow a change of the emission area size, the best-fit temperature grows within its 1σ uncertainty, while a temperature drop is found for tied or fixed emission area sizes. This temperature drop has a different significance depending on whether N H is allowed to vary between the observations or not (< 1.0σ and < 2.5σ in the former and latter case, respectively). If we consider the possible ±10% uncertainty in the optical depth of the ACIS filter contamination, the significance of the temperature drop stays below 1.0σ for varying N H , but increases to 3.1σ if N H is assumed to be the same in 2006 and 2012. From our CCO observations as well as observations of the Cas A SNR, we regard the former as the more realistic assumption.
For the case of different N H and tied emission areas, for instance, we obtain △T = (−1.1 ± 1.9) × 10 4 K and the corresponding cooling rate is −Ṫ = 2000 ± 3400 K yr −1 (errors at 90% confidence level). The cooling rates obtained from fits to the results by HH10 (−Ṫ = 7700 ± 1900 K yr −1 ) or E+13 (−Ṫ = 7700 ± 1300 K yr −1 ) overlap with our −Ṫ uncertainty at the 2σ level. Based on the broader range of models considered in this paper, the lower quality of the data used by HH10 and E+13 (uncertain CTI and pile-up correction), and the fact that E+13 only found a significant temperature drop for the Graded mode ACIS-S data but not, for instance, for the HRC observations, we believe that the previously reported rapid cooling of the Cas A CCO is likely a systematic artifact, and we cannot exclude the standard slow cooling for this NS.
In contrast to the temperature change, we see an apparent flux drop for all considered atmosphere models. The decrease in the absorbed flux is 4%−6% in the energy range 0.6 − 6 keV, and its significance is at the ≈ 2σ − 3σ level. The flux drop is most pronounced in the data for energies ≈ 1.4 − 1.8 keV. Although the model-fitted flux decrease remains below the 3σ significance level, the concerted behavior of the data points hints at a systematic effect in this energy range. Possible explanations are unaccounted instrument calibration issues (e.g., individual ACIS contaminant components accumulate differently) and background/foreground uncertainties (e.g., small patches of Silicon-rich cold dust in the center of the SNR might have moved into the line of sight toward the CCO).
Overall, our results (2006) (2007) (2008) (2009) (2010) (2011) (2012) are consistent with no temperature decline at all, or a smaller temperature decline than that reported for the data suffering from pile-up and acquired in Graded mode during the time interval 2000-2012. A longer time base of data with negligible pile-up and a better knowledge of the ACIS filter contamination changes are needed to assess any temperature or flux change with higher certainty.
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assumptions of the stellar atmosphere modeling and all the used equations can be found in Mihalas (1978) . The main input parameters are the surface gravity
and the effective temperature T eff . The gravitational redshift z on the star surface is related to the NS mass M NS and NS radius R NS as follows:
In our calculations, we assumed local thermodynamic equilibrium (LTE). In addition, we accounted for the dissolving of bound levels and the pressure ionization effects using the occupation probability formalism (Hummer & Mihalas 1988) as described by Hubeny et al. (1994) . We took into account the coherent electron scattering as well as the freefree and bound-free transitions for all carbon ions using the opacities from Verner et al. (1996) and Verner & Yakovlev (1995) (see Ibragimov et al. 2003) . The photoionization from the first excited levels of CV and CVI ions was also included. The spectral lines of these ions were taken into account from the CHIANTI, Version 3.0, atomic database (Dere et al. 1997) .
For computations, we used the numerical code ATLAS (Kurucz 1970 (Kurucz , 1993 modified to deal with high temperatures (Ibragimov et al. 2003; Suleimanov & Werner 2007; Rauch et al. 2008) . Using this code, we computed an extended grid of the carbon model atmospheres. In this grid the models were computed for log g values from 13.70 to 14.90 with a step of 0.15 and the effective temperatures from T eff = 10 6 K to 4 × 10 6 K with a step size of 5 × 10 4 K. The emergent spectra and temperature structures for a few effective temperatures and the fixed surface gravity are shown in Figure 18 .
The CV and CVI photoionization edges change the spectral continuum dramatically in comparison with the blackbody spectrum or the spectrum of hydrogen model atmospheres (see also Ho & Heinke 2009 ). Overall, our assumptions are similar to those of HH09, e.g., regarding the opacities, and the two models are very similar as demonstrated in Figure 4 .
The photon fluxes for all the models have been integrated in narrow (0.02 keV) energy bins over an energy grid from 0.01 to 20.00 keV. These photon flux spectra have been converted into a FITS-table that can be imported as an atable model component in XSPEC. Our method of the carbon atmosphere modeling and the validity of the adopted assumptions will be discussed in a separate paper, Suleimanov et al. (submitted to ApJS).
For our XSPEC fits, we probed a range of the gravitational redshift, z, adapted to the log g values in order to represent reasonable NS masses and radii. The z sampling in our model grid was △z = 0.006. Formally, the model having the lowest χ 2 ν fit in the (log g, z) grid is the 'best-fit model', and confidence levels can be derived in the (log g, z) space or the corresponding (M NS , R NS ) space. Assuming that the whole NS surface is emitting in X-rays at a fixed distance d = 3.4 kpc, we obtained such 'best-fit model' and its confidence contours. These contours are shown in Figure 19 for the case of different N H in the two epochs. They cover a large region in the mass-radius space. If we allowed the distance or the emitting area, hence the normalization, to be fit parameters 15 , we were not able to produce reasonable confidence contours. This is due to the fact that the model parameters are highly correlated (e.g., the temperature with the gravitational redshift) and the spread in the resulting χ 2 ν values is very small, even for very different (log g, z) models. Therefore, we want to emphasize that the confidence contours in Figure 19 cover in fact an unrealistically small area since, first, there is a distance uncertainty and, second, it also remains to be proven that the Figure 18 . The emergent spectra of pure carbon atmospheres with a fixed log g = 14.3 and a set of effective temperatures. For T eff = 1.5 MK the blackbody spectrum (dotted curve) and the pure hydrogen model spectrum (dashed curve) are also shown. Figure 19 . Mass-radius confidence contours (68 %, 90 %, 99 %) for our carbon atmosphere model fit where N H is allowed to be different in the two epochs. Note that these contours would become much broader if the additional uncertainties of the distance and of the emitting NS surface fraction were included. See the text for a detailed discussion. For the case of a perfectly known distance and the assumption that the whole NS surface is emitting, our 'best-fit model' (log g = 14.6, z = 0.468 corresponding to M NS = 1.6 M ⊙ and R NS = 8.9 km is marked with a red cross. The NS parameters used by HH10 (M NS = 1.648 M ⊙ and R NS = 10.3 km) are marked with a blue cross. The two black lines indicate the range of the considered log g values, while the dashed blue lines indicate different gravitational redshift parameters. The overplotted curves are the mass-radius relations for three possible EOSs according to Hebeler et al. (2013) (their Figures 11 and 12 ). The green dashed line corresponds to a soft EOS which decribes the minimal radius over the entire mass range, and the blue dotted line corresponds to an intermediate EOS. The purple solid line corresponds to the stiff EOS which follows closely the upper limit of the possible EOS range, and thus, indicates the largest possible NS radii.
temperature of the entire NS surface is uniform. Figure 19 provides, however, a good representation of the considered (log g, z) or corresponding (M NS , R NS ) space as well as the location of the models discussed below. While we cannot derive useful constraints on mass and radius, thus on the NS equation of state (EOS), we show for completeness in Figure 19 three representative EOSs provided by Hebeler et al. (2013) . These EOSs illustrate the center and the extremes of the allowed EOS region. Our best-fit mass and radius are outside that allowed region due to a small radius; however, our 68% confidence contour encompasses the whole radius range of these three representative EOS. Our 68% confidence contours in mass-radius overlap with those previosly calculated for Cas A (e.g., Yakovlev et al. 2011, their Figure 1 ). The orientations of the confidence contours in the two works are slightly different due to the different number of free fit parameters in the models.
Here, we want to illustrate the effect of the gravitational redshift on the temperature estimates, in particular the substantial uncertainty of the model parameters at the NS surface due to the unknown gravitational redshift. Our best-fit model (fixed distance, whole NS surface is emitting in X-rays) has the grid parameters log g = 14.6, z = 0.468 which corresponds to M NS = 1.612 M ⊙ and R NS = 8.881 km. For this model fit, we derive the effective temperatures T 4,2006 = 220.2 +1.3 −1.4 and T 4,2012 = 219.1 ± 1.5 (fit with N H different in the two epochs; the errors indicate a 90% confidence level). Note that these values are the effective temperatures at the NS surface. Any temperature constraint on the spectrum obtained by a distance observer, however, actually corresponds to T ∞ eff = T eff (1+z) −1 . This correlation between spectral model parameters 16 and the gravitational redshift is the reason why it is so difficult to constrain mass and radius from such atmosphere fits.
The above temperatures in the case of (log g = 14.6, z = 0.468), for example, correspond to T are much closer to each other than the temperatures at the NS surface. Furthermore, the temperature difference between the epochs is the same at infinity taking rounding errors into account. From this exercise, one concludes that it does not matter quantitatively which (log g, z) pair one chooses to investigate the temperature evolution -as long as this pair is located within our 1σ mass-radius contour. In this paper we give all our fit results for (log g = 14.45, z = 0.375). This allows for an easy comparison with the results from HH10 who used (log g = 14.4534, z = 0.377).
C. DUST SCATTERING
In addition to the absorption by the interstellar gas, X-ray photons can be absorbed and scattered by the interstellar dust. The dust absorption is included in modern interstellar extinction models (e.g, 'tbabs' in XSPEC), but the dust scattering is not. To take it into account in the spectral analyis of a point X-ray source, the absorbed model source
