Although our visual experience of the world is rich and full of detail, visual short-term memory (VSTM) can retain only about four objects at a time. Long-term memory (LTM) for pictures lasts longer but may rely on abstract gist, raising the question of how it is possible to remember details of natural scenes. We studied the accumulation and persistence of memory for pictures shown for 1Y20 s. Performance in answering questions about the details of pictures increased linearly as a function of the total time that the scene was viewed. Similar gains in memory were found for items of central and marginal interest. No loss of memory was found for picture detail over a 60-s interval, even when observers performed a VSTM or reading task during the delay. Together these results suggest that our rich phenomenological experience of a detailed scene reflects the maintenance in memory of useful information about previous fixations rather than the limited capacity of VSTM.
Introduction
The ability to remember the contents of visual displays is critical for a variety of tasks. Traditionally, this process has been characterized by storage of around four items in visual short-term memory (VSTM) followed by either information loss or transfer into long-term memory (LTM) (Baddeley, 1992; Cowan, 2001; Sperling, 1960) . A number of behavioral and physiological studies have suggested a fixed capacity for VSTM of about three or four items based on the finding that performance in a change detection task drops for stimulus sets larger than about three objects (Alvarez & Cavanagh, 2004; Luck & Vogel, 1997; Todd & Marois, 2004; Vogel & Machizawa, 2004) . Such findings have led to claims that little or no visual detail is retained across separate glances (Horowitz & Wolfe, 1998; O'Regan & Noe, 2001) .
Studies of eye movements and behavior in natural tasks have suggested that information about the identity and location of objects is used to guide eye and body movements efficiently (Land, Mennie, & Rusted, 1999) . There is also considerable evidence that LTM for natural scenes is extensive (Standing, 1973) and requires only a brief glance at the picture (Potter, 1976) . It has been suggested, however, that LTM is abstract and depends on general scene layout and gist rather than exact visual details (Ballard, Hayhoe, & Pelz, 1995; Friedman, 1979; Irwin & Andrews, 1996; Miller & Gazzaniga, 1998; Rensink, 2000) .
The current experiments examined the accumulation and persistence of memory for visual details over a period of seconds. This is a time frame that is often important in natural behavior and requires learning about the location and properties of objects across separate glances. There is support for the idea that useful visual information accumulates across separate glances (for a good review, see Tatler, Gilchrist, & Rusted, 2003) . For example, Tatler et al. (2003) found that performance in answering questions about the visual details of a photograph increased over a period of seconds. Likewise, there is evidence of LTM for objects from natural scenes (Friedman, 1979; Henderson & Hollingworth, 2003; Hollingworth & Henderson, 2002; Melcher, 2001; Melcher & Kowler, 2001; Parker, 1978) .
The goal of the present study was to examine the buildup and persistence of working memory for different visual attributes in a complex image. Natural scenes contain a myriad of visual information, including color, texture, shape, absolute and relative object location, object identity, overall spatial layout, and scene gist. Recent studies suggest that different visual features may have different rates of memory accumulation and decay (Melcher & Morrone, 2003; Pasternak & Greenlee, 2005; Tatler et al., 2003) . Such differences in memory for particular visual features might, in fact, help to explain the conflicting reports in the visual memory literature.
A second, and related, issue is the role of scene-related salience in the guidance of attention and subsequent accumulation of memory for objects in a scene. In studies of change detection, alterations to the scene are noticed more quickly when they occur to an item of Bcentral interest[ rather than one that is marginal to the general meaning of the picture (O'Regan, Deubel, Clark, & Rensink, 2000; Rensink, O'Regan, & Clark, 1997) . This raises the question of which types of items benefit from extended viewing of a scene. One possibility might be that salient items would show more improvement because they are viewed earlier and more often, increasing the chance that their details would be in memory, whereas marginal items would tend to be ignored. On the other hand, marginal items might show the greatest benefit from longer presentations, compensating for a lack of earlier attention, whereas central items would lose their initial dominance in memory.
This study involved two experiments. In the first, memory accumulation for the visual details in photographs and drawings was tested. On each trial, participants were shown a picture and then were either given a memory test (Figure 1 ) or instructed to continue on to the next trial. Critically, some images were not followed by a memory probe after the first presentation but only after being shown a second time. This manipulation served to measure whether memory accumulation continued across separate views or was eliminated by the introduction of a subsequent stimulus that should, in theory, fill the capacity of VSTM. Thus, this experiment tested both the accumulation of memory across glances in a single view and the buildup of memory across views of a picture separated by other trials.
The second experiment examined the persistence of scene memory. Specifically, we introduced a change detection or reading task during a 60-s delay period. We chose a color change VSTM task used frequently in behavioral and physiological investigations of working memory capacity (Alvarez & Cavanagh, 2004; Luck & Vogel, 1997) . A similar task has been shown to interfere with visual search (Han & Kim, 2004 ). Importantly, the task combined both item color and location to avoid testing only spatial or object working memory.
Methods Subjects
Twenty-one subjects took part in the first experiment (memory accumulation), whereas the second experiment involved a more in-depth psychophysical study with nine observers (memory persistence). The first experiment lasted approximately 1 hr, whereas the second experiment required 3 hr. Informed consent was obtained from all participants.
Stimuli
Photographs and artistic renderings of natural scenes (drawings and paintings) were taken from non-copy-written images available to the public domain and edited using Adobe Photoshop (Figure 1, top panel) .
Each picture contained from 5 to 20 objects (mean of 11.4). The stimuli were displayed on a 21-in. SONY highresolution monitor viewed from 60 cm and controlled by MATLAB and the Psychophysics toolbox (Brainard, 1997) . Each image was approximately 20 deg of visual angle in height and width.
In the first experiment, the memory probe was made up of three written questions displayed on the screen along with three multiple-choice answers to each question (see Figure 1 , middle panel). Two questions examined visual details about the color or location of objects (e.g., BWhat was the color of the cup? (1) white (2) blue (3) green[), and the third question asked about the identity of a particular object (e.g., BWhat object was sitting on the table? (1) plate (2) glass (3) vase[). Questions about the images were written by a group of four people and each person's questions were evenly distributed throughout the experiment to control for any effects of difficulty. The full set of questions, without any pictures, was given to two naive observers to determine chance performance. Both observers were unable to guess the correct answer at a rate significantly better than chance. The set of pictures used in each experimental block was counterbalanced across participants. The objects in each scene were categorized as either of central or marginal interest. The criteria used for this distinction were taken from previous change detection studies (O'Regan et al., 2000; Rensink et al., 1997) . Objects were defined as Bcentral[ based on their relationship to the overall theme of the picture rather than their location on the screen. Given that observers had 5Y20 s to view the picture, there was sufficient time to scan any of the objects of interest independent of their location. The theme of each picture was derived by giving a short description of the picture (such as Ba bathroom,[ Bairplanes parked on a runway,[ or Bthree people waiting for a bus[). Two judges worked together to categorize each object based on these descriptions. In the case in which the distinction between central and marginal for a particular object was not clear, that object was not included in the test. Objects were categorized solely on relationship to the gist of the picture rather than dimensions of low-level visual salience (for a review of the role of visual salience on eye movements, see Tatler, Baddeley, & Gilchrist, 2005) .
In the second experiment, the memory test was divided over two different display frames. Shape information was tested by a three-alternative forced choice display with three conceptually identical items, only one of which had been present in the scene (Figure 1 , bottom panel). Each choice was presented in grey scale. The remainder of the memory probe was made up of the three written questions.
Procedure

Experiment 1
Each trial commenced with a button press. The stimulus display was presented for a period of 5, 10, or 20 s, followed 1 s later by either the memory test or a fixation point. As described above, some images were not followed by a memory test after the first presentation but only after being shown a second time. This manipulation served to measure whether memory accumulation continued across repeats of the same stimuli (Melcher, 2001) . Total viewing time for a repeated stimulus was either 10 s (5 + 5) or 15 s (10 + 5). The latter could either be made up of a 10-s duration trial preceded by a 5-s trial (50%), or the opposite pattern (50%). Retest trials were shown four to six trials after the initial display of that stimulus.
The 5-and 10-s trials were run together in two blocks. Each block contained 10 stimuli shown once (continuous trials) and 10 stimuli shown twice before the test, giving a total of 20 trials with questions. The 20-s duration trials were run in separate blocks of 20 trials. The experiment was selfpaced, allowing the participant to type in the answer to each question (by giving the corresponding number to their choice: 1, 2, or 3) before moving to the next display screen.
A number of the subjects in the first experiment performed much worse on the memory tests than the rest of the group. The exclusion of these five participants raised average performance by about 10%, making it comparable to the levels found in the second experiment. The full set of data, however, was used in the analyses and figures because the outliers could not be excluded based on any criterion other than poorer performance.
Experiment 2
In the second experiment, there were five conditions, each containing 20 trials. The first two conditions consisted of displays shown once for 1 or 10 s. The third block of 20 trials contained a 10-s display of the stimulus, followed by a delay of 10 s and then a 1-s redisplay of the stimulus. The fourth block extended the delay to 60 s. During the delay period, a written paragraph (taken from history textbooks) was presented on the screen and participants were instructed to silently read the paragraph throughout the delay period, repeating if necessary. The reading task was designed to occupy visual, verbal, and conceptual working memory. The scenes used in each condition were counterbalanced across subjects, as was the order in which the conditions were tested.
The fifth condition in the second experiment contained a typical VSTM test (Luck & Vogel, 1997) . Five colored squares were briefly (500 ms) presented, followed by a 1500-ms blank delay and a further display of five colored squares (500 ms). On 50% of the trials, one of the five squares changed colors and the task was to respond whether the second set of squares was the same or different. After responding, an additional 5-s delay preceded the second view (1 s) of the picture, followed by the usual memory tests. This condition was identical to the other delay conditions except that the reading test was replaced by the VSTM task. The duration of the delay was 12 s plus time for the participant to respond. Performance on this task ranged from 75% to 90%, as would be expected from a VSTM capacity of four or five items.
Results
Performance improved for longer views, F(1,647) = 8.302, MSE = 0.363, p G .001, improving as duration increased from 5 to 10, and then 20 s (Figure 2 , solid squares).
This memory accumulation also occurred when a stimulus was shown once without giving the test and then repeated later in a subsequent trial. As shown by the open circles in Figure 2 , performance in repeat trials was predicted by the total viewing time (e.g., 5 s + 5 s = 10 s) rather than the duration of each individual presentation of the stimulus. Memory for scene details significantly improved for repeat trials compared to trials of the same duration containing scenes shown only once, F(1,756) = 6.755, MSE = 0.240, p G .02. Overall, performance improved linearly over time, consistent with our previous studies of free recall for briefly presented scenes (0.25Y4 s; Melcher, 2001; Melcher & Kowler, 2001) .
Performance was analyzed separately for each of the different question types, with data divided into trials containing items of central and marginal interest (for more details, see Methods). Overall, performance was superior for questions about items categorized as of central interest (Figure 3 , filled circles), maintaining a consistent advantage of about 15% compared to items of marginal interest (Figure 3 , filled squares). The same trend was found for repeat trials (open circles and squares).
Performance improved as a function of total viewing time for all three types of question (Figure 4 ). The accumulation of memory was similar for each attribute, with location showing the greatest gain. Given that there were fewer trials per condition with the data divided by question type, the results were less consistent and linear in nature. For color, there was little or no improvement as the viewing time increased from 5 to 10 s. This is consistent with the results of Tatler et al. (2003) , who also reported a plateau in picture color memory from about 4 to 10 s. Interestingly, observers in our study then continued to improve as stimulus duration increased to 20 s.
Given that the stimulus pictures contained an average of 11.4 objects that could potentially be the topic of a question, it can be estimated that the number of objects remembered after 5 s was around 5.1, whereas approximately 7.0 objects were remembered after 20 s (11.4 Â [%correct j 33.33/ 66.67] ). This estimate is based on a number of assumptions. The first is that observers would perform at chance (33% correct) if they remembered nothing and not miss a single question (100% correct) if they could remember at least 11.4 objects. In addition, our estimate makes the tenuous assumption that a complete memory for the identity, location, and color of the object was always stored together. It is plausible that observers might correctly answer a question about the identity of an object yet incorrectly report its location or color, in which case the number of items about which some information could be remembered might be far greater.
The results of Experiment 2 provided further evidence that information about the scene remained in memory across separate views. Performance after only 1 s was poor, but above chance ( Figure 5 ). Adding a 10-s preview before the 1-s view led to a dramatic improvement of around 25%, equaling or surpassing performance after a single 10-s view. In other words, visual memory did not start from scratch, but it started where it had left off.
There was no influence of adding a delay between the 10-s view and the test (Figure 5 ). Performance was unaffected by the addition of a 10-or 60-s reading task during the delay, showing that semantic working memory did not play an important role in the persistence of scene memory ( Figure 5) .
The VSTM task had no influence on picture memory ( Figure 5 ). To ensure that any small effect of the VSTM task on a particular type of memory (such as color) was not masked by the combination of data for four separate attributes, we examined whether the VSTM test influenced performance for either color or location, which were the two attributes tested in the VSTM task. The addition of the VSTM task had no measurable influence on average performance for either color or location questions compared to other 10-s trials with no delay or with reading delays of 60 s (Figure 6 ). Specific shape information required for the three-alternative forced choice recognition task was also unaffected by the VSTM task (Figure 6 ). It is interesting to note that the three-alternative forced recognition test led to high levels of performance in all of the 10-s trial conditions ( Figure 6 , rightmost set of bars). Correct performance on the recognition test required that observers remember visual details of object shape because all three choices were similar examples of the same object type (teacup, table lamp, etc.).
Previous studies of the accumulation of shape information have produced inconsistent findings, with no correlation reported between fixation duration and recognition memory for object shape (Hollingworth & Henderson, 2002; Tatler, Gilchrist, & Land, 2005) . Performance in this experiment, however, improved as a function of scene viewing time, increasing from 57.2% (1-s trials) to well over 80% (10-s trials), suggesting that information about the shape of 
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Melchermultiple objects in a scene accumulates across separate views. Performance was better overall in the second experiment, with an estimate of about 4.2 objects remembered after 1 s and 8.3 objects after 10 s. The estimated number of items remembered after 1 s is similar to the number of items recalled freely after seeing a scene (Melcher, 2001; Melcher & Kowler, 2001) , whereas the number of objects recalled after 10 s is larger than the estimate of 7.4 objects reported in a recent study of object recognition in self-paced trials (Liu & Jiang, 2005) .
Discussion
Overall, the current results show that memory for the visual detail of natural scenes accumulates over time and across separate glances. Memory for the visual details of objects in a scene showed a consistent, linear increase over time. It is important to note that this linear accumulation was the same after viewing a scene once, in a single long trial, or after viewing that scene twice for the same total duration. In the latter case, the two views of the trial were separated by an average of five other scenes (Experiment 1) or by a 1-min reading or VSTM task (Experiment 2). The fact that memory accumulation continues across separate trials is contrary to what would have been expected if scene memory relied on a limited VSTM combined with LTM for abstract gist (e.g., Irwin & Andrews, 1996; Rensink, 2000; Todd & Marois, 2004) .
Memory for items judged as Bcentral[ to the overall meaning of the picture was better than that found for items of marginal interest. This is consistent with findings that changes to these items are noticed more easily (O'Regan et al., 2000; Rensink et al., 1997) . The rate of accumulation of memory across the 20-s period, however, was similar for central and marginal interest items, which did not support the hypothesis that memory representation might be built initially with central items and later with less important details. One possibility is that items were fixated quasirandomly based on low-level attributes (Araujo, Kowler, & Pavel, 2001; Hooge & Erkelens, 1998; Itti & Koch, 2000; Melcher & Kowler, 2001; Parkhurst, Law, & Niebur, 2002) rather than according to the saliency criteria used by our judges. Objects that are not central to the meaning of the scene may still be fixated, although change detection tends to be poorer for these items even when they are fixated (O'Regan et al., 2000; Rensink et al., 1997) . Without recording eye movements, however, it is not clear whether the effect of scene-related salience on memory was due to which items were fixated or on how well items were remembered (for a discussion of low-level influences on fixation selection, see Tatler, Baddeley, et al., 2005) .
The present results reflect the fact that observers in the current experiments were actively engaged in learning about the scene, hence their attention was likely drawn to all the items as potential targets for a memory test. In real life, attention may be given primarily to task-relevant items (Land et al., 1999) , with ignored objects failing to be retained in memory. Even for the items judged as most salient and viewed for 10 s, observers were able to answer correctly only about 80Y85% of the questions. This is a reminder of the contradictory nature of scene memory: it is both abstract and detailed (Gould, 1976; Tatler et al., 2003) . While scene memory accumulation is not analogous to stitching together separate snapshots in an internal memory, it does allow for task-relevant details to be accumulated across glances and used to guide our cognition and actions.
Conclusions
The current results are in sharp contrast to suggestions that our visual memory representation is relatively sparse (e.g., Irwin & Andrews, 1996; Rensink, 2000; Todd & Marois, 2004) but add support to the claim that scene memory builds up across separate glances and over a period of minutes (Hollingworth, 2005; Hollingworth & Hollingworth, 2004; Melcher, 2001; Melcher & Kowler, 2001; Tatler et al., 2003) . Our initial studies with verbal recall (Melcher, 2001; Melcher & Kowler, 2001 ) have recently been criticized as failing to eliminate the role of verbal and/or conceptual representations, despite the inclusion of a control study showing that verbal responses to words did not accumulate in the same fashion (Hollingworth, 2003) . The present study, which directly probed memory for visual details, may succeed in placating these criticisms. The current paper also provides the opportunity to compare our methods and conclusions with the series of papers by Hollingworth and Henderson on change detection (Hollingworth, 2003 (Hollingworth, , 2005 Henderson & Hollingworth, 2003; Hollingworth & Henderson, 2002; Hollingworth & Hollingworth, 2004; Hollingworth, Williams, & Henderson, 2001 ). Most importantly, their studies share the conclusion that scene memory is not limited to VSTM, consistent with our findings and those of earlier studies showing accurate LTM for objects in scenes (Friedman, 1979; Parker, 1978) . Nonetheless, the exact nature of scene memory and its underlying mechanisms remain a topic of debate.
In our studies (Melcher, 2001; Melcher & Kowler, 2001 ), which directly examined buildup of memory over time, we found no evidence for a discontinuity in the rate of accumulation that would indicate a transition from STM to LTM, but we did find evidence for information loss over a 24-hr period. This was surprising because memory is traditionally divided into short-term and long-term stores in cognitive models. This led us to suggest that scene memory might involve a proto-LTM, in which some information available over a period of minutes fails to be consolidated into the permanent memory for the stimulus. Importantly, the theory of Bmedium-term[ memory does not posit the existence of a new, separate memory store (PierrotDeseilligny, Murri, Rivaud-Pechoux, Gaymard, & Ploner, 2002) . Medium-term memory describes the information that is available in earlier stages of LTM but not consolidated into permanent memory. The theory of consolidation in LTM is a common idea in studies of learning and neurophysiology (McGaugh, 1966 (McGaugh, , 2000 M[ller & Pilzecher, 1900) , going back at least as far as the Roman scholar Quintilian (1891).
Thus, despite agreement over the fact that there is LTM for visual details, there remains a fundamental disagreement over whether scene memory can be cleanly divided into two storage systems. The dual stage theory (Hollingworth, 2005; Hollingworth & Hollingworth, 2004 ) is based on studies of change detection for computer-generated scenes. In a series of papers, Hollingworth and Henderson showed that change detection for objects was better for objects fixated around the time of the change (Hollingworth, 2003 (Hollingworth, , 2005 Henderson & Hollingworth, 2003; Hollingworth & Henderson, 2002; Hollingworth & Hollingworth, 2004; Hollingworth, Schrock, & Henderson, 2001; Hollingworth, Williams, et al., 2001) . This is consistent with other reports (O'Regan et al., 2000; Zelinsky, 2001 ) but may not be surprising, given that performance in difficult tasks tends to improve in general when we look at and/or pay attention to task-relevant items (Nelson & Loftus, 1980; Kowler, Anderson, Dosher, & Blaser, 1995) . Moreover, Henderson and Hollingworth found that change detection was best when the changed target was completely different from the original object, whereas performance was still above chance when replaced by a conceptually similar object or a rotated version of the object. Change detection was also superior for recently fixated items (for similar findings of recency effects with natural scenes, see also Irwin & Zelinsky, 2002; Zelinsky, 2001) , supporting the claim that change detection involves short-term memory (Luck & Vogel, 1997; Todd & Marois, 2004; Vogel & Machizawa, 2004) . While short-term memory appears to play a role in change detection, performance was still above chance for items viewed tens or hundreds of fixations earlier (Hollingworth, 2003) , providing further evidence for long-term retention of object details (Friedman, 1979; Parker, 1978) . Given that Hollingworth and Henderson found both recency effects and memory over a period of minutes, they proposed that scene memory involves both STM and LTM.
It is interesting to note that change detection actually showed three distinct levels of performance as the number of items viewed between the target and test period was increased (Hollingworth, 2003) . Best performance was for items that had just been fixated (better than 90%), followed by performance for items fixation 4 to 10 objects previously (around 83%), with the lowest level of performance for items tested at the end of the session (around 75% correct). These three levels of performance were statistically different, which argues against the dichotomous STM/LTM model but is consistent with our finding that the information persisting beyond VSTM is not necessarily consolidated into permanent LTM. A similar finding is reported in another change detection paper (Hollingworth & Henderson, 2002) , in which performance was better for items shown earlier in the same trial compared to items shown in previous trials, despite the fact that both situations involved memory beyond the duration and capacity of short-term memory. Although Henderson and Hollingworth do not give importance to the change in performance within the timeframe of LTM, we have suggested that it reflects an efficient strategy to avoid retaining details in permanent store that are unlikely to be useful in the future (Melcher, 2001; Melcher & Kowler, 2001) .
Although memory has traditionally been divided, based on duration, into STM and LTM, others have argued that the term Bworking memory[ better describes the online nature of the information that is readily available while engaged in a particular task (Baddeley, 1992) . The terms Bvisual shortterm memory[ and Bvisual working memory[ are often used interchangeably (Hollingworth & Henderson, 2002; Luck & Vogel, 1997; Vogel & Machizawa, 2004) , but this ignores important theoretical differences such as the assumption that the former is a storage stage between sensory memory and LTM, whereas the latter is the collection of all information readily available in mind, some of which may have been recently retrieved from long-term storage (Baddeley, 1992) . Studies of complex tasks such as reading have led to the theory of Blong-term working memory[ (LT-WM), which includes both working memory and accessible aspects of LTM (Ericsson & Kintsch, 1995) . This theory is based on findings that skilled behavior can be interrupted and then later resumed without hindering performance and that working memory capacity can increase significantly as a result of practice and expertise (Ericsson & Kintsch, 1995) . Because people are experts at viewing natural scenes, the efficient use of LTM for the gist and layout of the scene might increase the capacity and duration of working memory for visual scenes. It is not clear, however, whether the LTYWM model can fully account for the medium-term nature of memory for objects in scenes.
Another issue for scene memory is the fact that buildup depends on the type of information involved, such as shape, color, location, and identity (Tatler et al., 2003; . This would not be predicted by a simple STMYLTM model that treats all kinds of information as identical. The tasks used by Hollingworth and Henderson, for example, have not directly tested what type of information is critical for change detection. Although they tested change detection for different types of changes (see also O'Regan et al., 2000) , they did not control for the low-level, metric differences between the different types of change or the nature of the visual features involved. Both low-level (Zelinsky, 2003) and conceptual factors (O'Regan et al., 2000) have been shown to predict change detection performance. Because Hollingworth and Henderson did not have a low-level metric to compare the visual impact of the changes, the role of conceptual factors can only be inferred. Thus, for example, the difference between an object and its rotated counterpart across a range of visual features might be greaterVor lesserVthan the difference between two examples of the same object type. In contrast, psychophysical studies of visual memory have allowed for comparisons across stimulus features, finding high fidelity memory for basic attributes such as orientation, contrast, and motion for periods of 10 s or more (for an excellent review, see Pasternak & Greenlee, 2005) . These studies have not, however, looked at differences in memory accumulation for different features.
Perhaps the strongest evidence for the accumulation of basic visual information across glances comes from studies of trans-saccadic memory. We have shown, for example, that temporal integration of subthreshold motion continues across saccades (Melcher & Morrone, 2003) and that visual adaptation aftereffects transfer spatiotopically across separate glances (Melcher, 2005) . The pattern of results in those studies suggests that memory accumulation is greatest for information that is task relevant, predictive, and invariant across saccades. In the case of visual aftereffects, for example, local information about object contrast is lost across separate glances, whereas mid-level information (orientation and 2-D shape) is partially maintained and high-level visual information pertaining to object identity completely transfers across saccades (Melcher, 2005) . Our trans-saccadic memory findings provide a potential explanation for the differences in change detection found for various types of changes (Hollingworth & Henderson, 2002; Hollingworth, Schrock, et al., 2001; O'Regan et al., 2000; Rensink et al., 1997) . Exact viewpoint of the object is not invariant across changes in the position of the observer, and thus this type of information would be least likely to persist in memory, even when observers knew that it was task relevant. Given that scene viewing, outside the laboratory, typically involves self-motion with respect to the objects, it would be inefficient to encode in detail the orientation of each object with respect to each view. On the other hand, visual features related to object identity would be most likely to be remembered, leading to better change detection.
Under natural viewing conditions, scene memory is likely to include a myriad of different types of information from the different senses, including semantic gist, visualYspatial layout, visual detail, nonvisual information, and multimodal object representations (Pierrot-Deseilligny et al., 2002; Romo, Brody, Hernandez, & Lemus, 1999) . There is evidence that the scene representation accumulates over time, with gist and general layout represented first and details about specific objects added on subsequent fixations (Melcher, 2001; Melcher & Kowler, 2001; Tatler et al., 2003) . At the same time, a comprehensive theory of scene memory might be extended to include information that is below the threshold of conscious report but that nonetheless influences later behavior (Hayhoe, Bensinger, & Ballard, 1998; Ryan & Cohen, 2004; VanRullen & Koch, 2003) . All of these types of information may contribute to our impressive ability to learn across separate glances and to interact with the environment in an efficient way.
