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Abstract. The generalized, two-component Hunter-Saxton system comprises several well-known
models of fluid dynamics and serves as a tool for the study of one-dimensional fluid convection
and stretching. In this article a general representation formula for periodic solutions to the system,
which is valid for arbitrary values of parameters (λ, κ) ∈ R×R, is derived. This allows us to examine
in great detail qualitative properties of blow-up as well as the asymptotic behaviour of solutions,
including convergence to steady states in finite or infinite time.
1. Introduction
We are concerned with the study of regularity in solutions to a boundary value problem for a
system of equations comprising several well-known models of fluid dynamics as well as modeling
convection and stretching in one-dimensional fluid evolution equations,
uxt + uuxx − λu2x − κρ2 = I(t), t > 0,
ρt + uρx = 2λρux, t > 0,
u(x, 0) = u0(x), ρ(x, 0) = ρ0(x), x ∈ [0, 1],
(1.1)
where λ and κ denote arbitrary parameters, the nonlocal term I(t) is given by
I(t) = −κ
∫ 1
0
ρ2 dx − (1 + λ)
∫ 1
0
u2x dx, (1.2)
and solutions are subject to periodic boundary conditions
u(0, t) = u(1, t), ux(0, t) = ux(1, t), ρ(0, t) = ρ(1, t). (1.3)
System (1.1) was first introduced in [67] as the generalized Hunter-Saxton system due to its con-
nection, via (λ, κ) = (−1/2,±1/2), to the Hunter-Saxton (HS) system. Both models have been
studied extensively in the literature, see for instance [66]-[68], [39]-[42], [64], [47], and [46]. The
HS system is a particular case of the Gurevich-Zybin system describing the formation of large scale
structure in the universe, as well as harmonic wave generation in nonlinear optics (c.f. [53] and ref-
erences therein). Moreover, it arises as the “short-wave” (or “high-frequency”) limit, obtained via
the change of variables (x, t) → (x, t) in (1.1)i) and then letting  → 0 in the resulting equation,
of the two-component Camassa-Holm (CH) system ([14], [22]), which, in turn, is derived from
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2 ALEJANDRO SARRIA
the Green-Naghdi equations ([33], [26]); widely used in coastal oceanography and approximate
the free-surface Euler equations. The two-component CH system has been the subject of exten-
sive studies ([14], [22], [27]-[29], [39], [45], [48], [70]). In this context, u represents the leading
approximation of the horizontal fluid velocity, whereas ρ stands for the horizontal deviation of the
rescaled free water surface from equilibrium. Further, for ρ0 ≡ 0, the two-component CH system
reduces to the well-known CH equation, a nonlinear dispersive wave equation that arises in the
study of propagation of unidirectional irrotational waves over a flat bed, as well as water waves
moving over an underlying shear flow (([4], [19], [33], [16]), [34], [44]). The CH equation is com-
pletely integrable, has an infinite number of conserved quantities, and its solitary wave solutions
are solitons ([4]). It also admits “peakons” and “breaking wave” solutions. The former are waves
of the form u(x, t) = ce−|x−ct| which are smooth everywhere except at their peaks, whereas, the
latter represent waves whose height, u, remains finite while its slope, ux, blows up. System (1.1)
is also particularly of interest due to the potential exhibition of such non-linear phenomena in its
solutions, phenomena, we should note, is not inherent to small-amplitude models but exist in the
full governing water-wave equations.
For ρ ≡ 0, or ρ = √−1 ux, (1.1) becomes the generalized, inviscid Proudman-Johnson (giPJ)
equation ([56]-[61], [11], [50], [51], [15], [63], [65], [13], [12], c.f. [9], [10] for viscous model)
comprising, for λ = −1, the Burgers’ equation of gas dynamics, differentiated twice in space. If
λ = 1n−1 , it models stagnation point-form solutions ([11], [61], [59]) to the n−dimensional incom-
pressible Euler equations
ut + (u · ∇)u = −∇p, ∇ · u = 0, (1.4)
where u denotes the n−dimensional fluid velocity and p represents its pressure. Alternatively, for
λ = 1 and n = 2 it appears as a reduced one-dimensional model for the three-dimensional inviscid
primitive equations of large scale oceanic and atmospheric dynamics ([7], c.f. [5], [6] for viscous
case). Lastly, when λ = −12 , the giPJ equation becomes the HS equation, describing the orientation
of waves in massive director field nematic liquid crystals ([32], [18], [37], [2], [62], [69]). For
periodic solutions, HS also has a deep geometric interpretation as it describes geodesics on the
group of orientation-preserving diffeomorphisms on the unit circle modulo the subgroup of rigid
rotations with respect to a particular right-invariant metric ([36], [3], [62], [38]). It is known ([39])
that the HS system admits an interpretation as the Euler equation on the superconformal algebra of
contact vector fields on the 1|2−dimensional supercircle. Particularly, this geometric perspective
has been useful in the construction of global weak solutions to the HS system ([39], [40], [68]).
From a more heuristic point of view, (1.1) may serve as a tool to better understand the role that
convection and stretching play in the regularity of solutions to one-dimensional fluid evolution
equations; it has been argued that the convection term can sometimes cancel some of the nonlinear
effects ([49], [31], [52]). More particularly, differentiating (1.1)i) in space, and setting ω = −uxx,
yields 
ωt + uωx︸︷︷︸
convection
+(1 − 2λ) ωux︸︷︷︸
stretching
+2κ ρρx︸︷︷︸
coupling
= 0,
ρt + uρx︸︷︷︸
convection
= 2λuxρ.
(1.5)
The nonlinear terms in equation (1.5)i) represent the competition in fluid convection between non-
linear steepening and amplification due to (1 − 2λ)-dimensional stretching and 2κ-dimensional
coupling ([30], [67]). More particularly, the parameter λ ∈ R is related to the ratio of stretching
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to convection, while κ ∈ R denotes a real dimensionless constant measuring the impact of the
coupling between u and ρ.
Additional fluid models belonging to the family of equations (1.1) include: For (λ = −κ = ∞),
equation (1.1)ii) reduces, after the introduction of new variables, to the well-known Constantin-
Lax-Majda equation ([17]), a one-dimensional model for the three-dimensional vorticity equation
for which finite-time blow-up solutions are known to exist. If λ = −κ = 1/2, the inviscid von
Karman-Batchelor flow ([8], [31]), derived from the 3D incompressible Euler equations, is known
to have periodic global strong solutions. Lastly, if we assume that, as long as it is defined, ρ never
vanishes on [0, 1], then uxt + uuxx − u2x + ρ2 =
∫ 1
0
ρ2 dx − 2 ∫ 1
0
u2x dx,
ρt + uρx = 12ρux,
(1.6)
which represents a slight variation of (1.1), can be obtained from the 2D inviscid, incompressible
Boussinesq equations 
ut + (u · ∇)u = −∇p + θ →e2,
∇ · u = 0,
θt + u · ∇θ = 0
(1.7)
by considering velocities u and scalar temperatures θ (or densities) of the form
u(x, y, t) = (u(x, t),−yux(x, t)), θ(x, y, t) = yρ(x, t)2
on an infinitely long two-dimensional channel (x, y) ∈ [0, 1]×R. The Boussinesq equations model
large-scale atmospheric and oceanic fluids (see for instance [25], [54], [43], [60]). Above, θ de-
notes either the scalar temperature or density, and
→
e2 is the standard unit vector in the vertical
direction.
Before giving an outline of the paper, we discuss some previous results.
1.1. Previous Results. In this section, we review a few results on the regularity of solutions to
system (1.1) ([66], [67], [64], [41]). For additional blow-up or global-in-time criteria the reader
may refer to [46] and [47].
First of all, the local well-posedness of (1.1) has already been established, see for instance [66],
[67], or [64]. Then the following is known:
• If (λ, κ) = (−1/2,−1/2), suppose ∫ 1
0
ρ20 dx ≤
∫ 1
0
(u′0)
2dx and minx∈[0,1] u′0 < 0. Then ux
diverges in finite time.
• For (λ, κ) ∈ {−1/2} × R−, assume u0 is odd with u0(0) < 0, while ρ0 is even and ρ0(0) = 0.
Moreover, suppose
∥∥∥u′0∥∥∥22 + k ‖ρ0‖22 ≥ 0. Then ux(0, t) diverges.• If (λ, κ) ∈ {−1/2} × R+, (u, ρ) blows up if minx ux → −∞ or ‖ρx‖∞ → +∞.
• Suppose (λ, κ) ∈ {−1/2} × R+, and ρ0 never vanishes. Then solutions are global. Similarly
for (λ, κ) ∈ {0} × R+.
• Suppose (λ, κ) ∈ [−1/4, 0) × R− and
min
x∈[0,1]
u′0(x) < −
√
k
|2λ| − 2 ‖ρ0‖
− 12λ
p < 0,  ∈ (0, |λ|)
for p = − 12λ . Then ux will diverge.• For (λ, κ) = (−1/2, 1/2), nontrivial ρ0, and nonconstant u0 assume there is x0 ∈ [0, 1] such
that ρ0(x0) = 0. Then solutions diverge.
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2. Outline of the Paper
The outline for the remainder of the paper is as follows. In §3, we derive representation formulae
for general solutions to (1.1). This is done using the method of characteristics to reformulate the
system as a nonlinear second-order ODE, which we are then able to solve using the prescribed
boundary conditions. In §4.1 we establish terminology and introduce useful preliminary results.
Then we begin our study of regularity in Sections §4.2 and §4.3, where we examine the case of
parameter values λ and κ such that λκ < 0 and respectively λκ > 0. More particularly, Theorems
4.24 and 4.29 in §4.2 establish criteria for the finite-time convergence of solutions to steady states
and their finite-time blow-up, respectively. Then Theorems 4.49 and 4.60 in §4.3 examine finite-
time blow-up and global existence in time for (λ, κ) ∈ R− × R− and respectively (λ, κ) ∈ R+ × R+,
with the latter case leading to the “most singular” solutions. Lastly, specifics examples are provided
in §5, while trivial or simpler cases are deferred to Appendix A or the Corollaries C.5 and C.6 in
Appendix C.
3. General Solution Along Characteristics
In this section we derive new solution formulae for ux and ρ, along characteristics, for arbitrary
(λ, κ) ∈ R × R.
Fix α ∈ [0, 1] and define, for as long as u exists, characteristics γ via the initial value problem
γ˙(α, t) = u(γ(α, t), t), γ(α, 0) = α, (3.1)
where · = ddt . Then equation (1.1)ii) may be written as
(ln ρ(γ(α, t), t))· = 2λux(γ(α, t), t),
which yields
ρ(γ(α, t), t) = ρ0(α) · e2λ
∫ t
0 ux(γ(α,s),s) ds. (3.2)
But (3.1) implies that
γ˙α = ux(γ(α, t), t) · γα, γα(α, 0) = 1, (3.3)
so that the ‘jacobian’, γα, satisfies
γα = e
∫ t
0 ux(γ(α,s),s) ds. (3.4)
From (3.2) and (3.4), we conclude that
ρ(γ(α, t), t) = ρ0(α) · γα(α, t)2λ. (3.5)
Now, using (3.3) and (3.5) we may write (1.1)i), along γ, as
d
dt
(ux(γ(α, t), t)) = λ
(
γ˙α · γ−1α
)2
+ κ
(
ρ0 · γ2λα
)2
+ I(t). (3.6)
Then differentiating (3.3) in time and subsequently using (3.3) and (3.6), gives
γ¨α =
(
γ˙α · γ−1α
)2 · γα + (λ (γ˙α · γ−1α )2 + κ (ρ0 · γ2λα )2 + I(t)) · γα,
which may be rearranged as
I(t) + κ
(
ρ0 · γ2λα
)2
=
γ¨α · γα − (1 + λ) γ˙2α
γ2α
, (3.7)
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or alternatively for λ , 0,1
I(t) + κ
(
ρ0 · γ2λα
)2
= −1
λ
γλα ·
(
γ−λα
)¨
. (3.8)
Letting
ω(α, t) = γα(α, t)−λ (3.9)
in (3.8) and setting
f (t) = λI(t), β(α) = −λκρ0(α)2, (3.10)
then yields
ω¨(α, t) + f (t)ω(α, t) = β(α)ω(α, t)−3, (3.11)
a second-order nonlinear ODE parametrized by α and whose solution, according to (3.3) and (3.9),
satisfies the initial values
ω(α, 0) = 1, ω˙(α, 0) = −λu′0(α). (3.12)
Equation (3.11) is known as the Ermakov-Pinney equation ([21], [55]) and it appears in several im-
portant physical contexts including quantum cosmology, quantum field theory, nonlinear elasticity,
and nonlinear optics (see for instance [35]).
Our strategy for solving (3.11)-(3.12) is to first consider the associated linear, homogeneous
problem
y¨(α, t) + f (t)y(α, t) = 0. (3.13)
Suppose we have two linearly independent solutions, φ1(t) and φ2(t), to (3.13) satisfying φ1(0) =
φ˙2(0) = 1 and φ˙1(0) = φ2(0) = 0. Then by Abel’s formula, W(φ1, φ2) ≡ 1, t ≥ 0, for W(u1, u2) the
wronskian of u1 and u2. We look for solutions to (3.13), satisfying appropriate initial data, of the
form
y(α, t) = c1(α)φ1(t) + c2(α)φ2(t) (3.14)
where, by reduction of order,
φ2(t) = φ1(t)η(t), η(t) =
∫ t
0
ds
φ1(s)2
. (3.15)
The above reduces (3.14) to
y(α, t) = φ1(t)(c1(α) + c2(α)η(t)). (3.16)
Now let
ω(α, t) = z(η(t))y(α, t) (3.17)
for some function z(·) to be determined. Note that (3.12), (3.16) and (3.17), along with the initial
values for φ1 and η, imply that
c1(α) =
1
z(0)
, c2(α) = −
z′(0) + λz(0)u′0(α)
z(0)2
(3.18)
1Refer to the Appendix for the case λ = 0.
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for z(0) , 0 and ′ = ddη . For simplicity we set z(0) = 1 and z
′(0) = 0; this yields
c1(α) = 1, c2(α) = −λu′0(α), (3.19)
so that (3.16) may be written as
y(α, t) = φ1(t)J(α, t) (3.20)
for
J(α, t) = 1 − λη(t)u′0(α), J(α, 0) = 1. (3.21)
Next, plugging (3.17) into (3.11) and recalling that y in (3.20) satisfies (3.13), we obtain, after
simplification,
J(α, t)z′′(η) − 2λu′0(α)z′(η) = β(α)(z(η)J(α, t))−3 (3.22)
which, for
µ(α, η(t)) = z(η(t))J(α, t), (3.23)
reduces to
µηη = β(α)µ−3 (3.24)
complemented by the initial values
µ(α, 0) = 1, µη(α, 0) = −λu′0(α). (3.25)
Rewriting (3.24) as a first-order equation leads to
∂
∂µ
h(α, µ)2 = 2β(α)µ−3, h(α, µ) = µη, (3.26)
which we integrate to find
µη(α, η)2 = C(α) − β(α)µ(α, η)−2 (3.27)
for
C(α) = λ
(
λu′0(α)
2 − κρ0(α)2
)
, (3.28)
by (3.10)ii) and (3.25). Now, (3.27) gives
µη(α, η) = ±
√
C(α)µ2 − β(α)
µ(α, η)
. (3.29)
Solving the above separable equation yields
±C(α)η(t) =
√
C(α)z(η(t))2J(α, t)2 − β(α) − √C(α) − β(α) ,
which we solve for z2 to obtain
z(η(t))2 =
C(α)η(t)2 ± ∣∣∣2λu′0(α)∣∣∣ η(t) + 1
J(α, t)2 (3.30)
for fixed α ∈ [0, 1] and λ , 0. But setting η = 0 in (3.29) and using (3.25) and√
C(α) − β(α) = ∣∣∣λu′0(α)∣∣∣ ,
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implies that
z(η(t))2 =
Q(α, t)
J(α, t)2 (3.31)
for
Q(α, t) = C(α)η(t)2 − 2λu′0(α)η(t) + 1, (3.32)
which we use on (3.9), (3.17) and (3.20), to obtain
γα(α, t) =
[
φ1(t)2Q(α, t)
]− 12λ
. (3.33)
To determine φ1 above, we note that uniqueness of solution to (3.1) and periodicity of u requires
that
γ(α + 1, t) = 1 + γ(α, t)
for all α ∈ [0, 1] and as long as u is defined. Particularly, this implies that the jacobian has mean
one in [0, 1], namely ∫ 1
0
γα(α, t) dα ≡ 1. (3.34)
For i = 0, 1, ..., n, set
Pi(α, t) = Q(α, t)−i− 12λ (3.35)
and
P¯i(t) =
∫ 1
0
Pi(α, t) dα, P¯i(0) = 1. (3.36)
Integrating (3.33) in α and using (3.34) gives
φ1(t) = P¯0(t)λ, (3.37)
which we substitute back into (3.33) to find
γα = P0/P¯0. (3.38)
Using the above on (3.3)i) and (3.5), yields
ux(γ(α, t), t) =
P˙0
P0 −
˙¯P0
P¯0
(3.39)
and
ρ(γ(α, t), t) = ρ0(α) ·
(
P0/P¯0
)2λ
(3.40)
with the strictly increasing function η(t) satisfying the IVP
η˙(t) = P¯0(t)−2λ, η(0) = 0. (3.41)
In view of the above, we have now obtained a complete description of the two-component solution
to (1.1) valid for parameters (λ, κ) ∈ R\{0} ×R and in terms of the initial data. Explicitly, and after
simplification, (3.39) may be written as
ux(γ(α, t), t) =
P¯0(t)−2λ
λ
{
λu′0(α) − η(t)C(α)
Q(α, t) −
1
P¯0(t)
∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα
}
, (3.42)
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while (3.40) becomes
ρ(γ(α, t), t) =
ρ0(α)
Q(α, t)
(∫ 1
0
dα
Q(α, t) 12λ
)−2λ
. (3.43)
Lastly, from (3.41) define 0 < t∗ ≤ +∞ as
t∗ ≡ lim
η↑η∗
t(η) = lim
η↑η∗
∫ η
0
∫ 1
0
dα
(C(α)σ2 − 2λu′0(α)σ + 1)
1
2λ
2λ dσ (3.44)
for some η∗ ∈ R+ to be defined. We will get back to formula (3.44) once regularity is examined.
Remark 3.45. The above formulae is also valid for u satisfying Dirichlet boundary conditions
u(0, t) = u(1, t) = 0,
which implies that, for as long as u is defined, those characteristics that originate at the boundary
stay at the boundary,
γ(0, t) ≡ 0, γ(1, t) ≡ 1.
As a result, the jacobian still has mean one in [0, 1] and we may proceed as in the periodic case.
Remark 3.46. Integrating the jacobian (3.38) in α yields the trajectories
γ(α, t) = γ(0, t) +
1
P¯0(t)
∫ α
0
P0(y, t) dy, (3.47)
where γ(0, t) = u(γ(0, t), t). For Dirichlet boundary conditions, γ(0, t) ≡ 0, and so u ◦γ is obtained
from γ˙ = u ◦ γ, namely
u(γ(α, t), t) =
(
1
P¯0(t)
∫ α
0
P0(y, t) dy
)·
.
However, for periodic solutions γ(0, t) ≡ 0 is generally not true, and so an extra condition is needed
to determine γ(0, t). Consequently, to have a completely determined description of the problem,
we will assume for the remainder of the paper that the first component solution, u, has mean zero
in [0, 1], ∫ 1
0
u(x, t) dx ≡ 0. (3.48)
It is known in the case of the giPJ equation (see for instance [57] or [15]), that (3.48) arises
naturally for initial data satisfying certain symmetries that are preserved by the PDE. Moreover,
in the context of the Euler equations, (3.48) holds as long as the pressure is periodic in one of its
coordinate variables ([61]).
4. Blow-up, Global Estimates, and Convergence to Steady States
In this section we study the evolution in time of (3.42) and (3.43) for parameters (λ, κ) ∈ R\{0}×
R\{0}, particularly, their finite-time blow-up, persistence for all time, and convergence to steady
states in finite or infinite time. Most of the regularity results established here, as well as in the
Appendix, apply to initial data (u0, ρ0) that is either smooth or belongs to a particular class of
smooth functions; however, from the solution formulae derived in §3, these results can actually be
extended to larger classes of nonsmooth functions, specifically, bounded functions u′0(x) and ρ0(x)
which are, at least, C0[0, 1] a.e.
GENERALIZED TWO-COMPONENT HUNTER-SAXTON SYSTEM 9
First, in §4.1 we introduce some new terminology and establish useful preliminary results. Then
§4.2 examines the case of parameter values λκ < 0, whereas, those satisfying λκ > 0 are deferred
to §4.3. More particularly, Theorems 4.24 and 4.29 in §4.2 establish criteria for the convergence,
in finite time, of solutions to steady states as well as their finite-time blow-up, respectively. Then
Theorems 4.49 and 4.60 in §4.3 examine finite-time blow-up and global existence in time for
(λ, κ) ∈ R− × R− and respectively (λ, κ) ∈ R+ × R+, with the latter case leading to the “most
singular” solutions. Lastly, we note that in §4.3 we treat the case where (3.32) vanishes earliest at
some η−value of single multiplicity; the case of a double root is deferred to Corollaries C.5 and
C.6 in Appendix C.
4.1. Notation and Preliminary Results.
For C(α) as in (3.28), let
Ω ≡ {α ∈ [0, 1] |C(α) = 0} (4.1)
and
Σ ≡ {α ∈ [0, 1] |C(α) , 0}, (4.2)
so that [0, 1] = Ω ∪ Σ. Although we allow for Ω = ∅, we will assume that C(α) is not identically
zero, namely, Ω , [0, 1]. Moreover, and mostly for simplicity, we suppose that for Ω , ∅, C(α)
vanishes at a finite number of locations2. Lastly, we limit our analysis to the case ρ0(x) . 0, which
by (3.43) implies ρ(x, t) . 0. For The case of ρ ≡ 0 see, for instance, [57] and [58].
From the formulae (3.42) and (3.43), we see that the issue to consider when studying the evo-
lution in time of these quantities is not just a possible vanishing of the quadratic Q in (3.32), but
also what are the locations in [0, 1] that yield the least, positive η−value for which vanishing oc-
curs. With this in mind, note that whenever α ∈ Ω, Q reduces to a linear function of η. Instead, if
α ∈ Σ, then C(α) , 0 and we may factor the quadratic into terms whose zeroes have either single
or double multiplicity. More particularly, since the discriminant of (3.32) is given by
D(α) = 4λκρ0(α)2, (4.3)
Q admits three representations. The first is
Q(α, t) = (1 − η(t)g1(α))(1 − η(t)g2(α)) (4.4)
for
g1(α) = λu′0(α) +
√
λκ |ρ0(α)| , g2(α) = λu′0(α) −
√
λκ |ρ0(α)| (4.5)
and valid whenever α ∈ Σ is such that ρ0(α) , 0. The second is given by
Q(α, t) = (1 − λη(t)u′0(α))2 (4.6)
for α ∈ Σ and ρ0(α) = 0, while the third representation for Q, when α ∈ Ω, is
Q(α, t) = 1 − 2λu′0(α)η(t). (4.7)
Now, for 0 < t∗ ≤ +∞ as in (3.44), let
0 < η∗ < +∞ (4.8)
2The reader may refer to Appendix A for the cases Ω = [0, 1], as well as λ = 0 and/or κ = 0. For now, we note that
these special cases lead to regularity results that have already been established (see, e.g., [57] or [58]), or to solution
formulas which simplify greatly, in some cases leading to trivial solutions.
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denote the η−value
lim
t↑t∗
η(t) = η∗ (4.9)
and
α ∈ [0, 1] (4.10)
a finite number of points in the unit interval such that
lim
t↑t∗
Q(α, t) = 0. (4.11)
Below we remark on the behaviour of Q relative to a possible, earliest root η∗ and the location(s)
α which may lead to η∗.
Case λκ < 0
Clearly, if λκ < 0 and ρ0 never vanishes, (4.3) implies that 0 < Q < +∞ for all α ∈ [0, 1] and
η ∈ R+ (recall that Q(α, 0) ≡ 1). However, if λκ < 0 and ρ0 is zero somewhere in [0, 1], then (4.6)
holds at those locations and Qmay now have roots of multiplicity two. We will examine both cases
in detail in §4.2.
Case λκ > 0
Next suppose λκ > 0. Then the discriminant (4.3) satisfies D(α) ≥ 0 and Q now admits roots
η∗ of either single or double multiplicity. Relative to our choice of α and initial data, the above
representations (4.4)-(4.7) for Q will play an important role in our study of regularity because
the λ−values for which the integral terms in (3.42) and (3.43) either converge or diverge as η
approaches η∗ may, in turn, depend on the multiplicity of η∗. Therefore, and as we will see in later
estimates, it will only be necessary to consider representations (4.4) (or (4.7)) and (4.6), the single
and respectively double multiplicity cases. However, the case of η∗ a double root, as it turns out,
has already been studied. In fact, the simplest instance in which this occurs is when ρ0(α) ≡ 0, so
that (3.32) reduces to (4.6) for all α ∈ [0, 1]. As discussed in §1, for ρ0 ≡ 0, (1.1) becomes the
giPJ equation, studied extensively in [57], [58], and the references therein. Moreover, if ρ0 . 0
but u0 and ρ0 are such that Q takes the form (4.6) (i.e. Σ , ∅),3 then η∗ = 1λu′0(α) where u
′
0(α)
represents the negative minimum or positive maximum of u′0(α) over Σ when λ < 0 or respectively
λ > 0, assuming each exists in the corresponding case. If so, it follows that solutions still retain
the giPJ equation behaviour from the ρ0 ≡ 0 case. Indeed, the latter assumptions imply that the
space-dependent term in (3.42) will diverge earliest at α = α as η ↑ η∗,
λu′0(α) − η(t)C(α)
Q(α, t) =
1 − λη(t)u′0(α)
(1 − λη(t)u′0(α))2
=
λu′0(α)
1 − λη(t)u′0(α)
→ +∞. (4.12)
Similarly, for both r > 0 and η∗ − η > 0 small, the integral terms satisfy
P¯0(t) ∼
∫ α+r
α−r
dα
(1 − λη(t)u′0(α))
1
λ
, (4.13)
while ∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ∼
∫ α+r
α−r
λu′0(α)
(1 − λη(t)u′0(α))1+
1
λ
dα. (4.14)
3See Appendix C for remarks on how plausible this case actually is.
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Consequently, if Q has as its earliest zero, η∗, a root of double multiplicity, then for η∗ − η > 0
small the above estimates imply that the time-evolution of (3.42) can be examined, alternatively,
via the simpler estimate
ux(γ(α, t), t) ∼
∫ α+r
α−r
dα
(1 − λη(t)u′0(α))
1
λ

−2λ
 u
′
0(α)
1 − λη(t)u′0(α)
−
∫ α+r
α−r
dα
(1 − λη(t)u′0(α))
1
λ

−1 ∫ α+r
α−r
λu′0(α) dα
(1 − λη(t)u′0(α))1+
1
λ

 .
(4.15)
The right-hand-side of (4.15) was studied in [57] and [58] in connection to the giPJ equation. Thus,
for the double root case estimates on the behaviour of the integrals (4.13) and (4.14) as η ↑ η∗ are
readily available in these works, and we simply direct the reader to Corollaries C.5 and C.6 in
Appendix C for the corresponding regularity results. However, and for the sake of completeness,
we will give a brief outline on how to obtain these estimates in the proof of Theorem 4.29.
In light of the above discussion, in §4.3 we will only be concerned with the representations (4.4)
and (4.7), the case where η∗ is a single root of Q. Accordingly, define
M ≡ max
α∈Ω
{2λu′0(α)} (4.16)
and
N ≡ max
α∈Σ
g1(α). (4.17)
Notice that, while M always exists, N may not due to the vanishing of C(α) at finitely many points,
which implies that Σ is an open set. Also, note that there is no need to consider an eventual
vanishing of the linear term in (4.4) involving g2. Indeed, if the initial data is such that g2(α) ≤
0, then due to the strictly increasing nature of η(t) and η(0) = 0, such term will never vanish.
Moreover, if g2 is somewhere positive, it is easy to see that, over those α ∈ Σ where ρ0(α) , 0, we
have g1(α) > g2(α). As a result, for parameters λκ > 0, we conclude that there are two cases of
interest concerning the least value η∗ > 0 at which Q vanishes. If N does not exist, or if it does but
M > N, we set
η∗ =
1
M
, (4.18)
whereas, for N > M, we let
η∗ =
1
N
. (4.19)
See below for two simple examples involving single roots.
Single Multiplicity Roots
Example 1. For (λ, κ) = (1, 1), take u′0(α) = cos(2piα) and ρ0(α) ≡ 1. Then C(α) = 0 in (3.28)
implies that Ω = {0, 1/2, 1}, the points where cos(2piα) = ±1. Then M = maxΩ{2 cos(2piα)} = 2
occurs at both end-points α = 0, 1. Now g1(α) = cos(2piα) + 1, and so N = maxΣ g1(α) does not
exist since the boundary points lie in Ω. We conclude that
Q(α, t) = (cos(2piα)2 − 1)η2 − 2 cos(2piα)η + 1→ 0 (4.20)
earliest at the boundary α = {0, 1} as η ↑ η∗ = 1M = 12 . For all other α ∈ (0, 1) and 0 ≤ η ≤ η∗,Q > 0. See Figure (1)-left below.
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Example 2. For (λ, κ) and u′0 as above, now let ρ0(α) ≡ 12 . Then C(α) = 0 gives Ω ={1/6, 1/3, 2/3, 5/6}, and so M = maxΩ{2 cos(2piα)} = 1 is attained at α = 1/6, 5/6. Now, this
time g1(α) = cos(2piα) + 12 so that N = maxΣ g1(α) =
3
2 occurs at both end-points, which, as
opposed to the previous example, now lie in Σ. Since N = 32 > 1 = M, we have η∗ =
1
N =
2
3 and
Q(α, t) =
(
cos(2piα)2 − 1
4
)
η2 − 2 cos(2piα)η + 1→ 0 (4.21)
earliest at the boundary α = {0, 1} as η ↑ η∗, whereas, for α ∈ (0, 1) and 0 ≤ η ≤ η∗, Q > 0. See
Figure (1)-right below.
Figure 1. Plots of (4.20) and (4.21). Both vanish first at the boundary as η ap-
proaches 1/2 and 2/3 respectively. For α ∈ (0, 1) and 0 ≤ η ≤ η∗, Q > 0.
4.2. Regularity Results for λκ < 0.
For parameters λκ < 0, Theorem 4.24 below establishes conditions on the initial data for which
both component solutions, (3.42) and (3.43), converge in finite time to steady states U∞ and re-
spectively P∞, given by
U∞(α) = −
( N
M1+2λ +
u′0(α)
ρ0(α)
P∞(α)
)
, P∞(α) =
ρ0(α)
C(α)M2λ (4.22)
where C(α) > 0 is as in (3.28) and the real numbersM > 0 and N are defined as
M ≡
∫ 1
0
dα
C(α)
1
2λ
, N ≡
∫ 1
0
u′0(α)
C(α)1+
1
2λ
dα. (4.23)
In contrast, Theorem 4.29 provides criteria leading to the existence of finite-time blow-up solu-
tions. The reader may refer to §5 for specific examples.
4.2.1. Convergence to Steady States for λκ < 0.
Theorem 4.24. Consider the initial boundary value problem (1.1)-(1.3) for parameters λκ < 0
and initial data u′0(x) and ρ0(x) both bounded and, at least, C
0[0, 1] a.e. If ρ0(α) never vanishes,
there exists a finite t∞ > 0 such that (3.42) and (3.43) converge to the steady states in (4.22) as
t ↑ t∞. Similarly if λu′0(αi) ≤ 0 for αi , 1 ≤ i ≤ n, the locations where ρ0(α) vanishes.
Proof. Suppose λ and κ are such that λκ < 0 and ρ0(α) is never zero on [0, 1]. The latter implies
that, particularly, ρ0(α) , 0 on Σ. This and λκ < 0 imply that (4.3) is negative and, thus, 0 < Q <
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+∞ on Σ for all 0 ≤ η < +∞. Moreover Σ = [0, 1]. Indeed, suppose Ω , ∅, namely, that there are
α ∈ [0, 1] such that C(α) = 0. From (3.28) this implies that
0 ≤ u′0(α)2 =
κ
λ
ρ0(α)2 < 0, (4.25)
a contradiction. Therefore, 0 < Q < +∞ for all α ∈ [0, 1] and 0 ≤ η(t) < +∞, but Q → +∞ as
η→ +∞. Next, define real numbersM > 0 andN as in (4.23) and note that both are well-defined
because λκ < 0 and ρ0 , 0 imply that C(α) > 0. Then (3.32) yields, for large enough η > 0, the
simple asymptotic estimates
P¯0 ∼ M η− 1λ ,
∫ 1
0
λu′0(α) − ηC(α)
Q(α, t)1+ 12λ ∼
λN −M η
η2+
1
λ
. (4.26)
Using (4.26)i) on (3.43) we find that
ρ(γ(α, t), t) ∼ ρ0(α)Q(α, t)
M
η
1
λ
−2λ = ρ0M2λ
(
η2
C(α)η2 − 2λu′0η + 1
)
.
Then, if P∞(α) denotes the limit as η → +∞ of the right-hand-side above, we get (4.22)ii). In a
similar fashion, using (4.26) on (3.42) yields (4.22)i). Finally, since (4.26)i) implies that
lim
η→+∞ P¯0 =
0, λ > 0,+∞, λ < 0, (4.27)
(3.41) gives
lim
η→+∞
dt
dη
= 0,
that is, as η→ +∞, t ceases to be an increasing function of η and converges to a finite value, which
we denote by t∞. This establishes the first part of the Theorem.
For the last part, denote by αi ∈ [0, 1], 1 ≤ i ≤ n, the points where ρ0 vanishes. Moreover,
assume there are finitely many of these points and suppose λu′0(αi) ≤ 0. Clearly, if α < {αi}, the
discriminant D in (4.3) is negative and 0 < Q < +∞ for such values of α and 0 ≤ η < +∞. Now,
if α ∈ {αi} and λu′0(αi) < 0, then ρ0(αi) = 0 so thatD(αi) = 0 and
Q(αi, t) = (λu′0(αi))2 (H − η(t))2, H = 1λu′0(αi) < 0, (4.28)
which, once again, implies that 0 < Q < +∞ since η ≥ 0. Similarly for u′0(αi) = 0, in which caseQ(αi, t) ≡ 1. At this point, we may now follow the argument used to prove the first part of the
Theorem. This establishes our result. 
4.2.2. Blow-up Solutions for λκ < 0.
From Theorem 4.24 above, note that we still have to consider the case ρ0(αi) = 0 and λu′0(αi) >
0. As evidenced by the proof of the previous Theorem, the main issue with parameters λκ < 0
is the possibility of a vanishing discriminant (4.3), which in turn would lead to one real-valued,
double root of Q and, possibly, divergent space-dependent terms and time-dependent integrals in
(3.42) and (3.43). Below we show that, in this last case, there exist smooth initial data for which ux
diverges in finite time. In contrast, the second component solution, ρ, will either persist globally
in time, or, at least, up to the blow-up time for ux.
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Theorem 4.29. Consider the initial boundary value problem (1.1)-(1.3) for parameters λκ < 0.
Suppose there are αi ∈ [0, 1], 1 ≤ i ≤ n, such that ρ0(αi) = 0 and λu′0(αi) > 0. Then for
(λ, κ) ∈ R− × R+, or (λ, κ) ∈ (1,+∞) × R−, there exists a finite t∗ > 0 for which ux diverges as
t ↑ t∗ while ρ remains bounded for 0 ≤ t ≤ t∗. In contrast, if (λ, κ) ∈ (0, 1] × R−, both solution
components exist globally in time. More particularly, let the restriction of λu′0 to {αi} attain its
greatest value at α1. Then there exist smooth initial data such that
(1) For (λ, κ) ∈ (−2, 0) × R+, a “one-sided” singularity in ux occurs, that is, ux(γ(α1, t), t)
diverges to minus infinity as t ↑ t∗ but remains finite otherwise.
(2) For (λ, κ) ∈ (−∞,−2] × R+, ux undergoes “two-sided, everywhere” blow-up, namely,
ux(γ(α1, t), t)→ −∞ as t ↑ t∗ and diverges to plus infinity otherwise.
(3) For (λ, κ) ∈ (1,+∞) × R−, ux(γ(α1, t), t) → +∞ as t ↑ t∗, while, for α , α1, ux(γ(α, t), t)
blows up to negative infinity.
(4) For (λ, κ) ∈ (0, 1]×R−, both ux and ρ persist globally in time. In fact, for (λ, κ) ∈ (0, 1)×R−,
ux vanishes as t → +∞ but approaches a non-trivial steady-state when (λ, κ) ∈ {1} × R−.
Properties of the global-in-time behaviour of ρ ◦ γ are given below.
Proof. For λκ < 0, suppose there are αi = {α1, ..., αn} ⊂ [0, 1] where ρ0(αi) = 0 and λu′0(αi) > 0.
Notice that {αi} ⊆ Σ. Indeed, if αi ∈ Ω for some i = 1, ..., n, then C(αi) = 0 implies that u′0(αi) = 0,
a contradiction since λu′0(αi) > 0 and λ , 0. The reader may check, by following an argument
similar to that used in Theorem 4.24, that
0 < Q < +∞ (4.30)
for all α < {αi} and 0 ≤ η < +∞. This implies the boundedness of the space-dependent terms in
(3.42) and (3.43) for α < {αi}. Now, sinceD(αi) = 0 and λu′0(αi) > 0,
Q(αi, t) = (λu′0(αi))2 (H − η(t))2, H = 1λu′0(αi) > 0.
Let
η∗ =
1
c0
> 0 (4.31)
where, without loss of generality, we have set
c0 ≡ max
α∈{αi}
{
λu′0(α)
}
= λu′0(α1).
Notice that c0 > 0 by periodicity of u0. Since for α ∈ {αi}, (3.42) may be written as
ux(γ(αi, t), t) =
P¯0(t)−2λ
λ
{
1
H − η(t) −
1
P¯0(t)
∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα
}
, (4.32)
we see that its space-dependent term will diverge earliest when α = α1 as η ↑ η∗. However, this
does not necessarily imply blow-up of ux(γ(α1, t), t); we still have to determine the behaviour of
P¯0(t) =
∫ 1
0
dα
Q(α, t) 12λ ,
∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα (4.33)
as η ↑ η∗. Consider first the simple case where λκ < 0 for (λ, κ) ∈ [−1/2, 0) × R+, which implies
that 12λ < 0 and 1+
1
2λ ≤ 0. Then for smooth enough initial data, both integral terms remain positive
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and finite for all η ∈ [0, η∗]. Indeed, if α < {αi}, we have (4.30), whereas, for α ∈ {αi}, suppose
there is t > 0 and  > 0 small such that η ≡ η(t) = 1c0+ . Then 0 < η < η∗ and
Q(αi, t) = (λu′0(αi))2 (c0 − λu′0(α) + λu′0(αi)(c0 + )
)2
> 0
for all  > 0. Also Q(αi, t)→ 0+, first, when α = α1 as  → 0, that is, as η ↑ η∗. Thus Q(αi, t) > 0
for all 0 ≤ η ≤ η∗. This, together with (4.30), implies that
0 < P¯0(t) < +∞ (4.34)
for 0 ≤ η ≤ η∗ and λ < 0. Letting i = 1 in (4.32), we conclude that
ux(γ(α1, t), t) ∼ C
λ
(
1
η∗ − η
)
→ −∞ (4.35)
as η ↑ η∗ for (λ, κ) ∈ [−1/2, 0) × R+. If instead α , α1, then ux ◦ γ stays bounded for η ∈ [0, η∗].
The existence of a finite blow-up time t∗ > 0 such that (4.9) holds follows from (3.44) and (4.34).
Moreover, since ρ0(αi) = 0, (3.43) implies that
ρ(γ(αi, t), t) ≡ 0,
whereas, for α < {αi}, ρ stays bounded for all t ∈ R+ due to (4.30) and (4.34). This establishes part
(1) of the Theorem for (λ, κ) ∈ [−1/2, 0) × R+. Next suppose λκ < 0 for (λ, κ) ∈ (−∞,−1/2) × R+.
Then (4.34) holds while the behaviour of (4.33)ii), as η ↑ η∗, requires further study. But recall
that η∗ in (4.31) is a double root of Q corresponding to α1 ∈ [0, 1]. Consequently, for α = α1, the
space-dependent term in (3.42) will diverge earliest in the same fashion as (4.12), with α = α1.
Furthermore, and also with α replaced by α1, the integral terms in (4.33) will behave as in (4.13)
and (4.14) for η∗ − η > 0 small. Consequently, the evolution of (4.32) as η ↑ η∗ follows that of
(4.15), for which, as remarked in §4.1, estimates are readily available in [57] and [58]. However,
and for convenience of the reader, below we give a brief outline of how to obtain these estimates
for certain values of λ and a particular class of smooth data. The reader may refer to [58] for an
argument suitable to larger classes of smooth and non-smooth data. First, since λ < −1/2 and
λu′0(αi) > 0, denote by m0 < 0 the least value of u
′
0 in {αi}, namely, u′0(α1) = m0. Then (4.31)
becomes
η∗ =
1
λm0
.
Additionally, assume that u′′0 (α1) = 0 and u
′′′
0 (α1) , 0 so that, a Taylor expansion about α1, yields
u′0(α) ∼ m0 + C1(α − α1)2, C1 =
u′′′0 (α1)
2
> 0
for 0 ≤ |α − α1| ≤ r and arbitrarily small r > 0. Then, for  > 0 small,∫ α1+r
α1−r
( + u′0(α) − m0)dα
( + u′0(α) − m0)2(1+
1
2λ )
∼
∫ α1+r
α1−r
dα
( + C1(α − α1)2)1+ 1λ
=
1
1+
1
λ
∫ α1+r
α1−r
1 +
√C1 (α − α1)
2

−1− 1λ
dα
∼ 2
− 12− 1λ√
C1
∫ pi
2
0
(cos θ)
2
λ dθ
(4.36)
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where the last integral is obtained via the change of variables
√
C1

(α− α1) = tan θ. Now recall the
well-known properties of the gamma function (see for instance [20], [23]),∫ 1
0
tp−1(1 − t)s−1dt = Γ(p)Γ(s)
Γ(p + s)
, Γ(1 + y) = yΓ(y) (4.37)
for p, s, y > 0. Suppose λ ∈ (−∞,−2) and let t = (sin θ)2, p = 12 , and s = 1λ + 12 in (4.37)i), to obtain
2
∫ pi
2
0
(cos θ)
2
λ dθ =
√
piΓ
(
1
λ
+ 12
)
Γ
(
1 + 1
λ
) = C2 ∈ R+.
Consequently, for  > 0 small,∫ α1+r
α1−r
 + u′0(α) − m0
( + u′0(α) − m0)2(1+
1
2λ )
dα ∼ C2√
C1
−
1
2− 1λ . (4.38)
But since
λu′0(α) − η(t)C(α) ∼ λu′0(α)(1 − λη(t)u′0(α))
for α arbitrarily close to α1,4 we let  = m0− 1λη into (4.38) to find, for η∗−η > 0 small and λ < −2,∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ∼
C2
(η∗ − η(t)) 12 + 1λ
. (4.39)
Setting i = 1 in (4.32) and using the above, we see that the space-dependent term dominates,
ux(γ(α1, t), t) ∼ − C
η∗ − η → −∞ (4.40)
as η ↑ η∗ for (λ, κ) ∈ (−∞,−2) × R+.5 In contrast, for α , α1, (3.42) for α < {αi}, or (4.32) if
α ∈ {αi}, imply that (4.39) now dominates and
ux(γ(α, t), t) ∼ C
(η∗ − η) 12 + 1λ
→ +∞. (4.41)
The existence of a finite blow-up time t∗ > 0 follows from (3.44) and (4.34). Lastly, for (λ, κ) ∈
(−2,−1/2)×R+, we follow the argument outlined in Appendix B, also used in the proof of Theorem
4.36 in [57], to show that (4.33)ii) remains finite as η ↑ η∗. Consequently, for α = α1 and (λ, κ) ∈
(−2,−1/2) × R+, (4.32) diverges according to (4.35) but remains finite otherwise.
Now, from the argument in the case λ ∈ [−1/2, 0), ρ(γ(αi, t), t) ≡ 0, while, for α < {αi}, ρ stays
finite for t ∈ R+ due to (4.30) and the fact that (4.39) is absent in its representation formula (3.43).
This establishes parts (1) and (2). Lastly, suppose λκ < 0 for (λ, κ) ∈ R+ × R−. Then estimates on
both terms in (4.33), as η ↑ η∗, are needed. Now, because λ > 0 and λu′0(αi) > 0, (4.31) becomes
η∗ =
1
λM0
4See Remark 4.54.
5Throughout the paper, C will denote a generic positive constant. Also note that, to avoid confusion in notation
between C and the function C(α) in (3.28), we will always emphasize the α-dependence in the latter.
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where M0 > 0 denotes the greatest value attained by u′0 on {αi}, i.e. u′0(α1) = M0. As in the previous
case, we estimate the integral terms for u′0 satisfying u
′′
0 (α1) = 0 and u
′′′
0 (α1) , 0. Following an
argument analogous to the one leading to estimate (4.39), we find that, for η∗ − η > 0 small,
P¯0(t) ∼

C4(η∗ − η(t)) 12− 1λ , λ ∈ (0, 2),
−C ln(η∗ − η(t)), λ = 2,
C, λ ∈ (2,+∞),
(4.42)
while6 ∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ ∼ C5(η∗ − η(t))
−( 12 + 1λ ), λ ∈ R+. (4.43)
The generic constants C ∈ R+ in (4.42)ii), iii) depend only on λ, and the positive constants C4 and
C5 are given by
C4 =
Γ
(
1
λ
− 12
)
Γ
(
1
λ
) √piM0|C3| (λM0) 12− 1λ , λ ∈ (0, 2),
and
C5 =
Γ
(
1
λ
+ 12
)
λΓ
(
1 + 1
λ
) √piM0|C3| (λM0) 12− 1λ , λ ∈ R+.
For future reference, we note that (4.37)ii) implies that
C5
C4
=
1
λ
− 1
2
> 0, λ ∈ (0, 2). (4.44)
First let λ ∈ (0, 2) and i = 1 in (4.32). Then using the corresponding estimates we find that
ux(γ(α1, t), t) ∼ (3λ − 2)C(η∗ − η(t))λ−1 →

0, λ ∈ (0, 1),
C, λ = 1,
+∞, λ ∈ (1, 2)
(4.45)
as η ↑ η∗. If instead α , α1, then (3.42) and (4.32) give
ux(γ(α, t), t) ∼ − C(η∗ − η(t))λ−1 →

0, λ ∈ (0, 1),
C, λ = 1,
−∞, λ ∈ (1, 2).
(4.46)
For the second component ρ in (3.43), if α ∈ {αi} then ρ ≡ 0 due to ρ0(αi) = 0. Similarly for
α < {αi} such that ρ0(α) = 0. Finally, when α < {αi} and ρ0(α) , 0, (4.3) givesD < 0 and so (4.30)
holds. Consequently, (3.43) and (4.42)i) yield
ρ(γ(α, t), t) ∼ Cρ0(α)(η∗ − η)2−λ → 0
as η ↑ η∗ for λ ∈ (0, 2). Lastly, from (3.41) we have that
dt = P¯0(t)2λdη. (4.47)
Then using (4.42)i) on the above gives
t∗ − t ∼ C
∫ η∗
η
(η∗ − µ)λ−2dµ. (4.48)
As a result t∗ = +∞ for λ ∈ (0, 1] but 0 < t∗ < +∞ if λ ∈ (1, 2).
6Estimate (4.42)iii) is obtained by following the argument outlined in Appendix B.
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Last suppose (λ, κ) ∈ (2,+∞) × R−. Then letting i = 1 in (4.32), and using (4.42)iii) and (4.43),
we find that
ux(γ(α1, t), t) ∼ C
η∗ − η → +∞
as η ↑ η∗. If instead α , α1, the integral (4.43) in (3.42), or (4.32), dominates and
ux(γ(α, t), t) ∼ −C(η∗ − η)−( 12 + 1λ ) → −∞.
Moreover, using (3.43), (4.30) and (4.42)iii), we find that, as in the previous case, ρ ◦ γ ≡ 0
whenever ρ0 is zero, while for α < {αi} such that ρ0(α) , 0, ρ ◦ γ → C ∈ R+ as η ↑ η∗. Finally,
the existence of a finite blow-up time t∗ > 0 for ux ◦ γ follows from (4.42)iii) and (4.47) as η ↑ η∗.
Also, by using (4.42)ii) and a similar argument as above, it can be shown that (ux, ρ) ◦ γ, for
(λ, κ) ∈ {2} × R−, behave as in the case (λ, κ) ∈ (2,+∞) × R−. This concludes the proof of parts (3)
and (4), and thus establishes the Theorem. 
4.3. Regularity Results for λκ > 0.
In this section, we are concerned with regularity properties of (3.42) and (3.43) for Ω in (4.1)
non-empty and parameters λκ > 0.7 Below we will see how, of the two cases λκ < 0 or λκ > 0,
the latter represents the “most singular” in the sense that, relative to a class of smooth initial data,
spontaneous singularities may now form in ρ. This should not come as a surprise if we note that
for λκ > 0, as opposed to λκ < 0, the discriminant (4.3) now satisfiesD(α) ≥ 0, and so a root (4.8)
of single multiplicity corresponding to α ∈ [0, 1] with ρ0(α) , 0, may now occur. Furthermore, we
remind the reader that only the case where (4.8) is a single root of Q is considered in this section.
Although such case arises the most for ρ0(α) . 0, in Appendix C regularity results for the instance
of a double multiplicity root are presented and examples of nonsmooth initial data for which it
occurs are given.
Theorem 4.49. Consider the initial boundary value problem (1.1)-(1.3) for (λ, κ) ∈ R− × R−. Let
sets Ω and Σ be defined as in (4.1) and (4.2), and denote by α the finite number of locations in
[0, 1] where the largest of
M ≡ max
α∈Ω
ρ0(α),0
{2λu′0(α)}, N ≡ max
α∈Σ
ρ0(α),0
{λu′0(α) +
√
λκ |ρ0(α)|} (4.50)
is attained. Then there exist smooth initial data and a finite t∗ > 0 such that
(1) For (λ, κ) ∈ R− × R−, ux(γ(α, t), t) → −∞ as t ↑ t∗, whereas, if α , α, it remains finite
for (λ, κ) ∈ (−1, 0) × R− and 0 ≤ t ≤ t∗, but diverges to plus infinity, as t ↑ t∗, when
(λ, κ) ∈ (−∞,−1] × R−.
(2) For ρ0(α) > 0 or ρ0(α) < 0, ρ(γ(α, t), t) diverges, as t ↑ t∗, to plus or respectively minus
infinity, but remains finite otherwise.
Proof. We consider the case where η∗ > 0, the earliest zero of Q, has multiplicity one. Refer to
Corollary C.5 in Appendix C for the double multiplicity case (N > M with ρ0(α) = 0), and see
Appendix A for Ω = ∅.
For (λ, κ) ∈ R− × R−, let α ∈ [0, 1] denote the finite number of points where the largest between
M and, if it exists, N, both as defined in (4.50), is attained8. Without loss of generality, we will
7The case Ω = ∅ follows similarly.
8If N is not defined simply use M.
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assume that N exists and N > M; otherwise, you may use an almost identical argument to the one
presented below. Set
η∗ =
1
N
.
Then the space-dependent term in (3.42) will vanish, first, when α = α as η ↑ η∗. However, we still
need to consider the behaviour of the integral terms in (4.33). As in the proof of Theorem 4.29, we
begin with the simple case where (λ, κ) ∈ [−1/2, 0)×R−. For such values of λ, the integral terms in
(3.42) and (3.43) remain finite for smooth enough initial data and, thus, the space-dependent term
in (3.42) leads to blow-up, i.e. for α = α,
ux(γ(α, t), t)→ −∞
as η ↑ η∗. In contrast, if α , α, then the space-dependent term, and consequently ux(γ(α, t), t),
remain finite for all 0 ≤ η ≤ η∗ and (λ, κ) ∈ [−1/2, 0) × R−. Moreover, (4.50)ii) implies that
ρ0(α) , 0, consequently (3.43) and boundedness of (4.33)i) yields, as η ↑ η∗,
ρ(γ(α, t), t)→
+∞, ρ0(α) > 0,−∞, ρ0(α) < 0, (4.51)
but remains finite otherwise. The existence of a finite blow-up time t∗ > 0 in this case follows from
(3.44) in the limit as η ↑ η∗. Actually, because only the integral term (4.33)i) appears in (3.43), we
have in fact established part (2) of the Theorem.
To finish the proof of part (1), let (λ, κ) ∈ (−∞,−1/2) × R−, so that estimates on (4.33)ii), as
η ↑ η∗, are needed. We will use the approach in Theorem 4.29 (recall estimate (4.39)). For α as
defined above, namely N = g1(α) > M with g1 as in (4.5)i), suppose g′(α) = 0 and g′′(α) < 0.
Then smoothness of the initial data implies, by a simple Taylor expansion about α, that
g1(α) ∼ N + C1(α − α)2, C1 = g
′′(α)
2
< 0
for 0 ≤ |α − α| ≤ r and small r > 0. Consequently, for  > 0 small,
 − g1(α) + N ∼  + |C1| (α − α)2,
so that ∫ α+r
α−r
dα
( − g1(α) + N)1+ 12λ
∼
∫ α+r
α−r
dα
( + |C1| (α − α)2)1+ 12λ
∼ 2
− 12 (1+ 1λ )√|C1|
∫ pi
2
0
(cos θ)
1
λ dθ.
(4.52)
Following the derivation of (4.39), with  = 1
η
− N instead, we find that∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ∼
C6
(1 − η(t)N) 12 (1+ 1λ )
(4.53)
for η∗ − η(t) > 0 small, λ ∈ (−∞,−1), and
C6 =
Γ
(
1
2 +
1
2λ
)
Γ
(
1 + 12λ
) √ piN|C1| ∈ R+.
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Setting α = α into (3.42) and using (4.53) leads to a dominating space-dependent term,
ux(γ(α, t), t) ∼ − C1 − η(t)N → −∞
as η ↑ η∗ for (λ, κ) ∈ (−∞,−1] × R−. If α , α, (4.53) takes control and
ux(γ(α, t), t) ∼ C
(1 − η(t)N) 12 (1+ 1λ ) → +∞.
The value λ = −1 is considered separately; it yields a logarithmic blow-up rate for (4.33)ii) which
leads to the same blow-up behaviour as above for ux ◦ γ. By slightly modifying the argument
outlined in Appendix B, it can be shown that for λ ∈ (−1,−1/2), (4.33)ii) converges as η ↑ η∗. As
a result, the regularity results derived above for λ ∈ [−1/2, 0) apply. This concludes the proof of
the Theorem. For specific examples, the reader may turn to §5. 
Remark 4.54. To derive (4.53) above, we have assumed that the top and the bottom terms in the
integrand of (4.33)ii) do not vanish simultaneously as η ↑ η∗. Recall that neither η∗ = 1N nor, when
applicable, η∗ = 1M are double roots of Q. This and the identity
−1
2
∂Q
∂η
= λu′0(α) − η(t)C(α)
imply that a simultaneous vanishing of both terms in (4.33)ii), as η ↑ η∗, occurs only if η∗ is a
double root. In fact, the term on the right above remains positive near α as η ↑ η∗. Indeed, since
C(α) = g1(α)g2(α) for g1 and g2 as in (4.5) and C(α) in (3.28), we see that for α ∼ α,
λu′0(α) − η(t)C(α) ∼ λu′0(α) − η(t)Ng2(α), (4.55)
and then, as η ↑ η∗ = 1N ,
λu′0(α) − η(t)C(α)→ λu′0(α) − g2(α) =
√
λκ |ρ0(α)| . (4.56)
But η∗ is not a double root of Q, that is D(α) in (4.3) is positive, which gives ρ0(α) , 0 and, thus,
the term on the right is positive.
Remark 4.57. Notice that, if N does not exist, g1 cannot attain positive values greater than M at
infinitely many points in Σ. Indeed, suppose N does not exist and recall that Ω is assumed to be a
discrete finite set. Then there is α˜ ∈ Ω such that
g1(α) = λu′0(α) +
√
λκρ0(α)2 < λu′0(α˜) +
√
λκρ0(α˜)2 (4.58)
for all α ∈ Σ. But α˜ ∈ Ω and (3.28) imply λκρ0(α˜)2 =
(
λu′0(α˜)
)2
, which we substitute into the
right-hand-side of (4.58) to obtain
g1(α) <
2λu′0(α˜), λu′0(α˜) ≥ 0,0, λu′0(α˜) < 0. (4.59)
Clearly, if (4.18) holds, 2λu′0(α˜) above becomes M for α˜ = α. The above argument justifies (4.18)
as the earliest η−value causing blow-up of the space-dependent terms in the case where N does
not exist. A similar argument to the one above may be used for the case where g2 in (4.5)ii) has a
positive maximum.
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This last part of the paper studies the most singular class of solutions. Suppose λ and κ satisfy
λκ > 0 with (λ, κ) ∈ R+ × R+. Below we show the existence of smooth initial data for which, as
long as the associated root η∗ of Q has single multiplicity, both ux and ρ diverge in finite time for
all (λ, κ) ∈ R+ × R+. More particularly, ux undergoes a two-sided, everywhere blow-up, while ρ
diverges at finitely many points to either plus or minus infinity. In contrast, if η∗ represents a double
root, then both global-in-time and blow-up solutions exist. For the latter result refer to Corollary
C.6 in Appendix C.
Theorem 4.60. Consider the initial boundary value problem (1.1)-(1.3) for (λ, κ) ∈ R+ × R+. Let
sets Ω and Σ be as in (4.1) and (4.2), and denote by α the finite number of locations in [0, 1] where
the largest of
M ≡ max
α∈Ω
ρ0(α),0
{2λu′0(α)}, N ≡ max
α∈Σ
ρ0(α),0
{λu′0(α) +
√
λκ |ρ0(α)|} (4.61)
is attained. Then there exist smooth initial data and a finite t∗ > 0 such that, as t ↑ t∗, ux(γ(α, t), t)→
+∞, while ux◦γ → −∞ otherwise. Moreover, if ρ0(α) > 0 or ρ0(α) < 0, ρ(γ(α, t), t) diverges to plus
or respectively minus infinity as t ↑ t∗, whereas, for α , α such that ρ0(α) , 0, ρ ◦ γ vanishes as
t ↑ t∗ for (λ, κ) ∈ (0, 1]×R+, but converges to a non-trivial steady state when (λ, κ) ∈ (1,+∞)×R+.
Lastly, if α , α but ρ0(α) = 0, then ρ ◦ γ ≡ 0 for all time and (λ, κ) ∈ R+ × R+.
Proof. As with Theorem 4.49, we consider the case where η∗ > 0 has multiplicity one. More
particularly, and without loss of generality, assume N in (4.61)ii) exists and N > M, so that the
least, positive zero of Q with single multiplicity is given by
η∗ =
1
N
.
The reader may refer to Corollary C.6 in Appendix C for the double multiplicity case N > M with
ρ0(α) = 0 as well as Appendix A for Ω = ∅.
Let (λ, κ) ∈ R+×R+ and denote by α ∈ [0, 1] the finite number of points where N is attained, that
is N = g1(α) for g1 as in (4.5)i). More particularly, we will be concerned with a class of smooth
initial data for which g′1(α) = 0 and g
′′
1 (α) , 0. Therefore, following an argument similar to that of
Theorem 4.49, we use a Taylor expansion of g1 around α to derive, for η∗ − η > 0 small,
P¯0(t) ∼

C7(1 − Nη(t)) 12− 12λ , λ ∈ (0, 1),
−C ln(η∗ − η), λ = 1,
C, λ ∈ (1,+∞)
(4.62)
where
C7 =
Γ
(
1
2λ − 12
)
Γ
(
1
2λ
) √ piN|C1| ∈ R+, C1 = g
′′
1 (α)
2
< 0.
The convergence result (4.62)iii) can be obtained via the hypergeometric series argument outlined
in Appendix B. Further, for the integral term (4.33)ii), we find that∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ∼ C8(1 − Nη(t))
− 12 (1+ 1λ ) (4.63)
for λ ∈ R+ and C8 ∈ R+ given by
C8 =
Γ
(
1
2
(
1 + 1
λ
))
Γ
(
1 + 12λ
) √ piN|C1| .
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For κ ∈ R+, suppose λ ∈ (0, 1) and set α = α in (3.42). We obtain
ux(γ(α, t), t) ∼ C(1 − Nη(t))λ → +∞
as η ↑ η∗, whereas, for α , α,
ux(γ(α, t), t) ∼ − (1 − λ)C(1 − Nη(t))λ → −∞.
Above we use the fact that (4.37)ii) implies C8C7 = 1 − λ > 0 for λ ∈ (0, 1). Moreover, blow-up
occurs in finite time due to (4.47) and (4.62)i), which yield the asymptotic relation
t∗ − t ∼ C
∫ η∗
η
(η∗ − µ)λ−1dµ, λ ∈ (0, 1).
Then integrating the above implies the existence of a finite t∗ > 0. The above results hold for λ = 1
as well by following a similar argument with (4.62)ii) instead and recalling (4.56).
Now let λ ∈ (1,+∞). Using (4.62)iii), (4.63) and (4.56) on (3.42) implies, for α = α,
ux(γ(α, t), t) ∼ C1 − Nη(t) → +∞
as η ↑ η∗, while, if α , α, (4.63) dominates and
ux(γ(α, t), t) ∼ − C
(1 − Nη(t)) 12 + 12λ → −∞.
The existence of a finite blow-up time for ux follows from (4.47) and (4.62)iii). This establishes the
first part of the Theorem for (λ, κ) ∈ R+ ×R+. Last we study the evolution of (3.43). As mentioned
above ρ0(α) , 0 due to the single multiplicity of η∗ and (4.3). Then (3.43) and (4.62) imply that,
for α = α,
ρ(γ(α, t), t) ∼ ρ0(α)
1 − Nη(t)

(
C7(1 − Nη(t)) 12− 12λ
)−2λ
, λ ∈ (0, 1),
(−C ln(η∗ − η))−2 , λ = 1,
C, λ ∈ (1,+∞),
(4.64)
so that, as t approaches the finite time t∗ > 0,
ρ(γ(α, t), t)→
+∞, ρ0(α) > 0,−∞, ρ0(α) < 0 (4.65)
for (λ, κ) ∈ R+ × R+. Finally, if α , α and ρ0(α) = 0, ρ ◦ γ ≡ 0 for all time and (λ, κ) ∈ R+ × R+,
whereas, if α , α is such that ρ0(α) , 0, Q remains positive for all 0 ≤ η ≤ η∗ and (3.43) yields
ρ(γ(α, t), t) ∼ Cρ0(α)

C(1 − Nη(t))1−λ, λ ∈ (0, 1),
C(ln(η∗ − η))−2, λ = 1,
C, λ ∈ (1,+∞)
(4.66)
for η∗ − η > 0 small. Consequently, as t ↑ t∗,
ρ(γ(α, t), t)→
0, λ ∈ (0, 1],Cρ0(α), λ ∈ (1,+∞). (4.67)
This concludes the proof of the Theorem. 
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5. Examples
In this section, we use the Mathematica software to aid in the closed-form computation of time-
dependent integral terms and the subsequent plotting of (3.42) and (3.43). Examples 1-4 are in-
stances of Theorems 4.49, 4.29, 4.60, and 4.24, respectively. We remark that plots depict either
(3.42), or (3.43), versus the variable η instead of t.9 Also, only Figure (5) uses the Eulerian vari-
able, x, as opposed to the Lagrangian coordinate α. For practical reasons, specific details of the
computations in some examples are omitted. Lastly, and for simplicity in the computations, Ex-
ample 4 use first component initial data, u0, satisfying Dirichlet boundary conditions instead of
periodic. See Remark 3.45 at the end of §3.
5.1. Example 1. For (λ, κ) = (−1/2,−1) take u′0(α) = cos(2piα) and ρ0(α) ≡ 1/2. Then C(α) = 0
implies that Ω = {1/8, 3/8, 5/8, 7/8}, so that M = maxΩ{2λu′0(α)} =
√
2/2. Now
g1(α) =
1
2
(
1√
2
− cos(2piα)
)
with N1 = g1(1/2). Since N1 > M, we conclude that Q will vanish earliest when α = 1/2 as
η ↑ η∗ = 2
√
2
1 +
√
2
∼ 1.17.
Evaluating the integrals in (4.33) now yield
P¯0(t) ≡ 1,
∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ≡ 0, (5.1)
so that (3.42) and (3.43) become
ux(γ(α, t), t) =
8 cos(2piα) + 2t cos(4piα)
8 + 8t cos(2piα) + t2 cos(4piα)
(5.2)
and
ρ(γ(α, t), t) =
4
8 + 8t cos(2piα) + t2 cos(4piα)
. (5.3)
In the above we used η(t) = t, a consequence of (3.41) and (5.1)i), and which yields
t∗ = η∗ =
2
√
2
1 +
√
2
.
Letting α = 1/2 in (5.2), we see that
ux(γ(1/2, t), t)→ −∞
but remains bounded for α , 1/2 and 0 ≤ t ≤ t∗. Similarly, since ρ0(α) ≡ 1/2 > 0,
ρ(γ(1/2, t), t)→ +∞,
while it stays finite otherwise. See Figure 2 below.
9With the exception of Figures 2 and 5 where representations in t were available.
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Figure 2. For Example 1 with (λ, κ) = (−1/2,−1), Figures A and B represent blow-
up of (5.2) and (5.3) for α = 1/2 to −∞ and respectively +∞ as t ↑ t∗ ∼ 1.17. In
contrast, if α , 1/2, both remain finite for 0 ≤ t ≤ t∗.
5.2. Example 2. For (λ, κ) = (−1, 1), take u′0(α) = cos(2piα) and ρ0(α) = sin(2piα). We follow the
criteria in Theorem 4.29. Note that ρ0 = 0 for α ∈ {0, 1/2, 1}, but, of those points, λu′0 = −u′0 > 0
only at α = 1/2. Therefore α1 = 1/2 and η∗ = 1. Evaluation of the integrals in (4.33) yield
solutions in terms of Elliptic integrals, while (3.44), in the limit as η ↑ 1, gives t∗ ∼ 0.86. We find
that ρ stays bounded for all α ∈ [0, 1] and 0 ≤ t ≤ t∗, whereas
ux(γ(1/2, t), t)→ −∞
as t ↑ t∗, but remains finite otherwise. See Figure 3 below.
Figure 3. For Example 2 with (λ, κ) = (−1, 1), Figure A depicts blow-up of
ux(γ(1/2, t), t) to −∞ as t ↑ t∗ ∼ 0.86. Figure B shows a bounded ρ ◦ γ for sev-
eral choices of α and 0 ≤ t ≤ t∗.
5.3. Example 3. For (λ, κ) = (1, 1), take u′0(α) = cos(2piα) and ρ0(α) ≡ 1, which corresponds to
Theorem 4.60. Notice that C(α) = 0 gives Ω = {0, 1/2, 1} so that maxΩ{2λu′0} = 2 occurs at both
end-points α = 0, 1. This implies that (4.18) could be given by 1/2. Now, ρ0 never vanishes, so no
double roots; however, since g1(α) = cos(2piα) + 1, then g1 attains its maximum value at α = 0, 1,
both of which lie in Ω, thus, N does not exist. We conclude that η∗ = 1/2 and α = 0, 1. Evaluating
the integrals yield representations in terms of Elliptic integrals,
P¯0(t) =
2 EllipticK
[
4η(t)2
4η(t)2−1
]
pi
√
1 − 4η(t)2
.
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For practical purposes, we omit the formula for (4.33)ii). Using (3.42) and (3.43), we find that
ux(γ(α, t), t) → +∞ as t ↑ t∗ ∼ 0.4, and diverges to +∞ otherwise. Moreover, ρ(γ(α, t), t) → +∞
but vanishes, as t ↑ t∗, for α , α. See Figure 4 below.
Figure 4. In Example 3 for (λ, κ) = (1, 1), Figure A shows ux ◦ γ undergoing a
two-sided, everywhere blow-up as t ↑ t∗ ∼ 0.4, whereas, in Figure B, ρ◦γ diverges,
to +∞, only at two locations in the domain and vanishes everywhere else.
5.4. Example 4. For (λ, κ) = (−1/2, 1) take u′0(α) = 1 − 2α and ρ0(α) ≡ 1. In this case the
discriminant (4.3) of the quadratic is always negative and so Q remains positive and finite for all
0 ≤ η < +∞. We are then interested in the behaviour of solutions as η → +∞. Evaluating the
integrals in (4.33) yields
P¯0(t) = 1 + 7η(t)
2
12
,
∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα = −
7η(t)
12
.
Then using the above to solve (3.41) gives
t(η) =
√
12
7
arctan

√
7
12
η
 ,
so that t∞ ≡ limη→+∞ t(η) = pi2
√
12
7 ∼ 2.06 represents the finite-time it take solutions to reach steady
states. The solution components are computed as
ux ◦ γ = 12 − 24α + 4η(t)(1 + 6α(α − 1)) + 7(2α − 1)η(t)
2
3(4 + η(t)(4 + 3η(t) + 4α(η(t)(α − 1) − 2)))
and
ρ ◦ γ = 12 + 7η(t)
2
3(4 + η(t)(4 + 3η(t) + 4α(η(t)(α − 1) − 2))) .
We note that we are also able to obtain the inverse jacobian function in closed-form, which is then
used to plot the solution in Eulerian coordinates. Lastly, the steady states, u∞x and ρ
∞, are given by
ρ∞ =
7
3(4α2 − 4α + 3) , u
∞
x = −u′0(α)ρ∞.
Additionally, and for the sake of comparison, below we plot (3.42) and (3.43) for the same initial
data but (λ, κ) = (1/2,−1). The steady states in that case are
ρ∞ =
√
2
(4α2 − 4α + 3) arcCot√2 , u
∞
x = −u′0(α)ρ∞,
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which are reached at, approximately, t∞ ∼ 2.22. It is simple to check that both steady states
coincide with the formulae in Theorem 4.24. See Figures 5 and 6 below.
Figure 5. For Example 4 with (λ, κ) = (−1/2, 1), convergence of ux(x, t) and ρ(x, t)
to steady states as η→ +∞ (t ↑ t∞ ∼ 2.06).
Figure 6. In Example 4 for (λ, κ) = (1/2,−1), convergence of ux ◦ γ and ρ ◦ γ to
steady states as η→ +∞ (t ↑ t∞ ∼ 2.22).
Appendix A. Some Simple Cases
In this section, we consider some special and trivial cases not studied in the paper.
A.1. Case κ = 0 and C(α) . 0. For κ = 0, (1.1)i) reduces to the giPJ equation, for which a
general solution was derived, and analyzed extensively, in [57] and [58]. The reader may also refer
to [50], [51], [15], [61], [65], [13] and [12] for additional results. Excluding the trivial case ρ0 ≡ 0,
regularity of ρ is easily studied in this case by using (3.5) and the estimates established in [57] and
[58] for the corresponding jacobian function.
A.2. Case κ = 0 and C(α) ≡ 0. Suppose κ = 0 and C(α) ≡ 0 for C(α) as in (3.28). Assuming
λ , 0, this implies that u′0(α) ≡ 0. Then the formulas in §3 yield (ux, ρ) ◦ γ(α, t) = (0, ρ0(α)).
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A.3. Case κ , 0 and C(α) ≡ 0. For (λ, κ) , (0, 0), suppose C(α) ≡ 0. Then for λκ > 0, the initial
data (u′0, ρ0) will be restricted by the condition
u′0(α)
2 =
κ
λ
ρ0(α)2, α ∈ [0, 1]. (A.1)
Moreover, setting C(α) ≡ 0 into (3.35)-(3.41) leads to representation formulae derived in [57]10. If
instead λκ < 0, then (A.1) implies that (u′0(α), ρ0(α)) ≡ (0, 0), the trivial solution (ux, ρ) = (0, 0).
A.4. Case λ = 0. For smooth enough initial data, this case may be treated by following the
argument in Appendix A of [57], and leads to global-in-time solutions.
Appendix B. Further Integral Estimates
In this section, we give a brief outline of the method used to obtain several of the integral esti-
mates used throughout the paper for (4.33)i), particularly those leading to a convergent integral as
η ↑ η∗ for certain values of λ. First we need some auxiliary results. Recall the Gauss hypergeo-
metric series ([1], [20], [24])
2F1 [a, b; c; z] ≡
∞∑
k=0
(a)k (b)k
(c)k k!
zk, |z| < 1 (B.1)
defined for c < Z− ∪ {0} and (x)k, k ∈ N ∪ {0}, the Pochhammer symbol (x)0 = 1, (x)k = x(x +
1)...(x + k − 1). Then consider the following results ([20], [24]):
Proposition B.2. Suppose |arg (−z)| < pi and a, b, c, a − b < Z. Then, the analytic continuation for
|z| > 1 of the series (B.1) is given by
2F1[a, b; c; z] =
Γ(c)Γ(a − b)(−z)−b2F1[b, 1 + b − c; 1 + b − a; z−1]
Γ(a)Γ(c − b)
+
Γ(c)Γ(b − a)(−z)−a2F1[a, 1 + a − c; 1 + a − b; z−1]
Γ(b)Γ(c − a)
(B.3)
where Γ(·) denotes the standard gamma function.
Lemma B.4. [57] Suppose b ∈ (−∞, 2)\{1/2}, 0 ≤ |β − β0| ≤ 1 and  ≥ C0 for some C0 > 0. Then
1
b
d
dβ
(
(β − β0)2F1
[
1
2
, b;
3
2
;−C0(β − β0)
2

])
= ( + C0(β − β0)2)−b. (B.5)
Below we give a simple example on how to use the above results to estimate the behaviour, as
η ↑ η∗, of the integral ∫ 1
0
dα
(1 − λη(t)u′0(α))
1
λ
for λ ∈ (1,+∞)\{2} and
η∗ =
1
λM0
(B.6)
where M0 > 0 denotes the largest value attained by u′0(α) at finitely many points α ∈ [0, 1]. For
 > 0 small, we start with the approximation
 − u′0(α) + M0 ∼  −C1(α − α)2, (B.7)
10See equation (3.19) in [57].
28 ALEJANDRO SARRIA
which originates from a Taylor expansion, with non-vanishing quadratic coefficient, of u′0 about α.
Now, suppose λ ∈ (1,+∞)\{2} and set b = 1
λ
in Lemma B.4 to obtain∫ α+s
α−s
dα
( −C1(α − α)2) 1λ
= 2s−
1
λ 2F1
[
1
2
,
1
λ
;
3
2
;
s2C1

]
, (B.8)
where the above series is defined by (B.1) as long as  ≥ −C1 ≥ −s2C1 > 0, namely −1 ≤ s2C1 < 0.
However, ultimately, we are interested in the behaviour of (B.8) for  > 0 arbitrarily small, so that,
eventually, s
2C1

< −1. To achieve the transition of the series’ argument across −1 in a well-defined,
continuous fashion, we use proposition B.2 which provides us with the analytic continuation of
(B.8) from argument values inside the unit circle, particularly on the interval −1 ≤ s2C1

< 0, to
those found outside and thus for s
2C1

< −1. Consequently, for  small enough, so that −s2C1 >  >
0, proposition B.2 implies
2s−
1
λ 2F1
[
1
2
,
1
λ
;
3
2
;
s2C1

]
= C Γ
(
1
λ
− 1
2
)

1
2− 1λ +
C
λ − 2 + ψ() (B.9)
for ψ() = o(1) as  → 0 and C ∈ R+ which may depend on λ and can be obtained explicitly from
(B.3). Then, substituting  = 1
λη
− M0 into (B.9) and using (B.7) along with (B.8), yields∫ 1
0
dα
(1 − λη(t)u′0(α))
1
λ
∼
C(1 − λη(t)M0)
1
2− 1λ , λ ∈ (1, 2),
C, λ ∈ (2,+∞) (B.10)
for η∗ − η > 0 small. We remark that the above blow-up rate for λ ∈ (1, 2) could also have
been obtained for the whole interval λ ∈ (0, 2) via the simpler method used in the proofs of most
Theorems in this article.
Appendix C. Roots with double multiplicity
In this section, we present blow-up and global existence results for solutions to (1.1) in the case
where the quadratic (3.32) vanishes earliest at η∗ having double multiplicity. As shown in §4.1, in
such case the asymptotic analysis of the space-dependent terms in (3.42) and (3.43), as well as that
of the integrals (4.33), follows that of [57] and [58]. Consequently, we direct the reader to those
works for specific details on the corresponding estimates.
Suppose the initial data is such that Q vanishes earliest at
η∗ =
1
N1
where
N1 ≡ max
α∈Σ
{λu′0(α)} = λu′0(α) (C.1)
is attained at finitely many points α ∈ [0, 1]. In other words, we are assuming that the least, positive
zero of the quadratic has multiplicity two (see (4.6)). In turn, this means that the discriminant of
Q satisfies D(α) = 0, namely ρ0(α) = 0. By comparing N1 with the maximum value over Ω
of 2λu′0 or, if it exists, the maximum over Σ of g1 in (4.5)i), both of which lead to single roots,
we see that for most choices of smooth, non-trivial initial data, η∗ will be a zero of multiplicity
one; however, double roots may occur in some trivial cases as well as for (non-)smooth data with
particular growth conditions near locations where ρ vanishes. For instance, as mentioned before,
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for the trivial case ρ0(α) ≡ 0 (the giPJ equation case), η∗ is always a double root of Q. For the
non-trivial case, consider for instance piecewise continuous data
u′0(α) ≡

1
2 , α ∈ [0, 1/4),
1, α ∈ [1/4, 3/4],
−52 , α ∈ (3/4, 1]
(C.2)
and
ρ0(α) ≡

−14 , α ∈ [0, 1/4),
0, α ∈ [1/4, 3/4],
−14 , α ∈ (3/4, 1].
(C.3)
In this case Ω = ∅ and
g1(α) =

3
4 , α ∈ [0, 1/4),
1, α ∈ [1/4, 3/4],
−94 , α ∈ (3/4, 1].
(C.4)
Therefore, if α ∈ [1/4, 3/4] we have that Q(α, t) = (1 − η(t))2, which vanishes as η ↑ η∗ = 1, a
root of double multiplicity. For α ∈ [0, 1]\[1/4, 3/4], Q has single roots that are either negative, or
larger than η∗. Notice that for the above non-smooth initial data formulas (3.42) and (3.43) are still
defined. Although we are not concerned with non-smooth data in this work, the above may serve
as a prototype on how double roots, with ρ0 . 0, can occur. We claim that for smooth data a single
root is most common because, if we are to compare the greatest values of g1 = λu′0 +
√
λκ |ρ0| and
λu′0 over Σ for λκ > 0, then for the former to be less that than the latter, assumptions are needed on
how steep u′0 and |ρ0| decrease and respectively increase near zeroes of ρ0 in Σ, and that is assuming
u′0 attains its greatest value there. If not, then the maximum of g1 would be greater. Clearly, in the
other case the maximum of 2λu′0 is greater than that of λu0.
As opposed to Theorem 4.49, which deals with an earliest root η∗ of single multiplicity, Corol-
lary C.5 below considers a double multiplicity root for parameters (λ, κ) ∈ R− × R−. We find
that regularity results in both cases are rather similar, with the only difference being a scaling
between the λ values in both results. In contrast, Corollary C.6 represents the case where, for
(λ, κ) ∈ R+ × R+, Q has an earliest root of multiplicity two. As opposed to the single multiplicity
case in Theorem 4.60, we find that double multiplicity in η∗ now allows for global solutions in
certain ranges of the parameter λ.
Corollary C.5. Consider the initial boundary value problem (1.1)-(1.3) for (λ, κ) ∈ R− ×R−. Sup-
pose the initial data is such that (3.32) vanishes earliest at η∗ = 1λm0 , a zero of double multiplicity,
where m0 < 0 represents the least value achieved by u′0 in [0, 1] at finitely many points α. Then
(1) For (λ, κ) ∈ (−2, 0) × R−, there is a finite t∗ > 0 for which ux(γ(α, t), t) diverges to minus
infinity, as t ↑ t∗, but remains bounded otherwise. Instead, if (λ, κ) ∈ (−∞,−2] × R−,
ux(γ(α, t), t)→ −∞ as t ↑ t∗ and blows up to positive infinity otherwise.
(2) For (λ, κ) ∈ R− × R−, ρ stays bounded for all 0 ≤ t ≤ t∗ and α ∈ [0, 1].
Proof. Recall that for λκ < 0, the only instance leading to finite-time blow-up involved Q having a
double root η∗. Based on this assumption, we derived estimate (4.39) in the proof of Theorem 4.29.
Comparing such derivation to the one leading to estimate (4.53) in Theorem 4.49, we note that the
two correspond simply if we replace λ in the latter by λ2 , you may check that both (4.36) and (4.52)
coincide under the suggested substitution. In this way, for instance, the regularity result for ux on
the interval −1 < λ < 0 in Theorem 4.49, will apply to our ux for −1 < λ2 < 0, namely, −2 < λ < 0,
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and similarly for the remaining values. In contrast, greater care is needed when studying ρ. Since
η∗ = 1λm0 is the earliest root of Q and has multiplicity two, we have, fromD(α) = 0, that ρ0(α) = 0,
whose opposite was precisely the requirement we needed on ρ0 in Theorem 4.49 to obtain blow-up.
Because this is not possible in the present double root case, we obtain part (2) of the theorem. 
Corollary C.6. Consider the initial boundary value problem (1.1)-(1.3) for (λ, κ) ∈ R+ ×R+. Sup-
pose the initial data is such that (3.32) vanishes earliest at η∗ = 1λM0 , a zero of double multiplicity,
where M0 > 0 represents the greatest value achieved by u′0 in [0, 1] at finitely many points α. Then
(1) For (λ, κ) ∈ (0, 1] × R+, ux persists globally in time. More particularly, it vanishes as t →
+∞ if (λ, κ) ∈ (0, 1)×R+, but converges to a non-trivial steady-state for (λ, κ) ∈ {1}×R+. In
contrast, for (λ, κ) ∈ (1,+∞) × R+, there exists a finite t∗ > 0 such that ux(γ(α, t), t)→ +∞
as t ↑ t∗, but blows up to −∞ otherwise.
(2) For (λ, κ) ∈ R+ × R+, ρ(γ(α, t), t) ≡ 0; however, if α , α is such that ρ0(α) , 0, then
ρ ◦ γ → 0 as t → +∞ when (λ, κ) ∈ (0, 1] × R+, while, for (λ, κ) ∈ (1, 2] × R+ and t∗ > 0
finite as above, ρ ◦ γ → 0 as t ↑ t∗, whereas ρ ◦ γ → Cρ0(α) if (λ, κ) ∈ (2,+∞) × R+.
Proof. Suppose (λ, κ) ∈ R+ × R+ and assume that the initial data is such that Q vanishes earliest at
η∗ = 1λM0 , namely, η∗ is a zero of double multiplicity. Here, M0 > 0 is the maximum of u
′
0 in [0, 1],
which we assume occurs at finitely many points α. Then by our usual assumption that u′′0 (α) = 0
and u′′′0 (α) , 0, we follow an argument analogous to the one that led to estimate (4.39) and find
that, for η∗ − η > 0 small,
P¯0(t) ∼

C9(1 − λη(t)M0) 12− 1λ , λ ∈ (0, 2),
−C ln(η∗ − η), λ = 2,
C, λ ∈ (2,+∞)
(C.7)
where
C9 =
Γ
(
1
λ
− 12
)
Γ
(
1
λ
) √piM0|C1| ∈ R+.
Part (C.7)iii) is obtained via the argument outlined in Appendix B. Furthermore, for (4.33)ii), we
have that ∫ 1
0
λu′0(α) − η(t)C(α)
Q(α, t)1+ 12λ dα ∼ C10(1 − λη(t)M0)
− 12− 1λ , λ ∈ (0,+∞), (C.8)
where
C10 =
Γ
(
1
2 +
1
λ
)
Γ
(
1 + 1
λ
) √piM0|C1| ∈ R+.
Using the above estimates on (3.42), (3.43), and (3.41) yields our result. 
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