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Figure 5.11: Velocity and Q distribution for model SMAK III.
Velocity
(km/s)
Depth
(km) Q
6.20 0 500
6.20 20.0 500
6.50 20.0 500
6.50 35.0 500
8.10 35.0 500
8.10 85.0 500
8.25 85.0 200
8.32 175.0 200
8.32 315.0 200
9.20 380.0 500
10.13 559.6 500
10.16 572.6 500
10.16 659.6 500
10.71 671.3 1000
11.46 846.4 1000
Table 5.2: SMAK III velocity and Q model.
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PREFACE
In an earlier thesis project, Muirhead [1968] identified problems 
associated with the automatic reduction of array data using a powerful but 
remote computer installation. In view of the need both to extend the 
scope and facilitate the use of Warramunga (WRA) array data in 
seismological research, early in 1970 the author initiated a project 
directed to the development of a software processing system for the 
reduction of WRA data using a relatively small but accessible computer in 
the Department of Engineering Physics. The system became operational 
during 1972, since when it has been employed in several studies of fine 
Earth structure.
Contributions by the author can be summarized as follows:-
1. The development of a flexible and efficient event processing 
system, and the demonstration of the usefulness and viability of such a 
system.
2. The implementation of an adaptive processing procedure which has 
not, to the author’s knowledge, previously been implemented on a small 
computer.
3. The assessment of the capabilities of adaptive processing of 
medium-aperture array data.
4. The establishment of the nature and extent of travel-time 
triplications associated with the P wave velocity structure beneath 
northeastern Australia. Observations pertaining to a first-order 
discontinuity at a depth of about 670 km are possibly the most detailed 
yet assembled relating to this feature.
5. The demonstration that so-called precursors to PKIKP
(128° < A <143°) are probably generated by scattering at the base of the 
mantle rather than by reflection at velocity discontinuities in the outer 
core. Also, the identification of waves scattered prior to core 
transmission and the use of a novel array processing technique to study 
the amplitude characteristics within precursor wave trains.
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6. The demonstration that a mechanism other than underside 
reflection at discontinuities in the crust and upper mantle or at the 
free surface is necessary to account for observations of precursors to 
PP, and that scattering within the crust and uppermost mantle provides an 
adequate alternative interpretation of the precursors and of the P coda 
in general.
7. The identification of problems associated with the 
interpretation of precursors to PKPPKP in terms of reflections at the 
free surface or at shallow depths in the upper mantle, and the suggestion 
of an alternative interpretation involving scattering in the crust and 
uppermost mantle.
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XSUMMARY
The development of a digital processing system for data from the 
Warramunga Seismic Array is described. The system has been developed for 
a small and relatively inexpensive computer installation with many 
disparate uses. The system developed permits the rapid production of 
enhanced records and direct measurement of apparent velocity and azimuth 
of signals coherent across most or all of the array. The processing 
capability includes beamforming, Vespagram production, adaptive cross­
correlation and deconvolution.
The performance of the system developed is demonstrated in three 
seismological studies. The adaptive processing facility has been used to 
resolve the times and slownesses of multiple arrivals in the distance 
range 15° to 30° from Warramunga. The combined interpretation of travel- 
time, slowness and amplitude information has provided high resolution 
upper mantle models which include anomalous velocity gradients between 
300 and 400 km and near 520 km, a sharp discontinuity near 670 km, and a 
region of high P wave attenuation between depths of about 85 and 400 km. 
Slowness measurements along wave trains which precede the core phase 
PKIKP in the distance range 125° and 143° have been used along with other 
evidence to discriminate sharply in favour of an interpretation involving 
scattering by random irregularities in the D" region at the base of the 
mantle. This interpretation obviates the need for velocity 
discontinuities within the Earth’s outer core. Array observations and 
measurements of precursors to PP, and of the P coda in general, are shown 
to be interpretable in terms of scattering by random irregularities in 
the crust and uppermost mantle. This interpretation, along with a 
complementary interpretation of precursors to PKPPKP, provides a 
necessary alternative to interpretations involving reflections from 
shallow upper mantle discontinuities or inclined horizons near the free 
surface.
CHAPTER 1
INTRODUCTION
1.1 SEISMIC ARRAYS
The use of spatial arrangements of detectors (arrays) is common to 
many scientific fields. Seismic arrays owe their origin to the attempts 
in the late nineteen fifties to provide a technical basis on which to 
negotiate the Nuclear Test Ban Treaty. The Committee of Experts convened 
in Geneva in 1958 recommended, with regard to the detection of nuclear 
explosions, a monitoring network of about 170 control posts which would 
include a cluster of approximately 10 short-period vertical component 
seismometers deployed over a distance of 1.5 to 3 km. Provided that the 
spacing between seismometers within the cluster was sufficient to ensure 
that noise was uncorrelated (i.e. approx. 0.6 km for wind noise only), 
the summation of seismometer outputs would give a signal to noise 
improvement of about 10 db. Since the phase of a 1 second period P wave 
signal from the first and second zones (distance A < 30°) changes by less 
than one-quarter cycle over a distance of 3 km, it would not be necessary 
to align signals on individual instruments prior to summation.
In the early nineteen sixties, several factors led research groups 
in the U.K. and U.S.A. to concentrate the development of somewhat larger 
arrays. The use of increased array dimensions arose from the diversion 
of attention to the detection of signals from the source window 
(distance range 30° <A<90°) and the realization that the use of arrays 
as directional filters had much to offer in signal detection and in 
discrimination between earthquakes and explosions. The increase in array 
size to about one teleseismic P wavelength or greater meant that signals 
would have to be aligned prior to summation, and so required that each 
seismometer output be recorded separately on tape. However, the 
direction of attention to teleseismic signals relaxes the restrictions 
on the siting of arrays, permitting the selection of low noise sites well 
removed from continental margins. It was envisaged that the originally 
proposed 170 control posts could be replaced by far fewer array 
installations.
2The efforts of the research team of the United Kingdom Atomic Energy 
Authority (UKAEA) have been primarily directed to the development of 
medium-aperture (~ 20 km) arrays [UKAEA 1965]. There are currently three 
such installations — Yellowknife (Canada), Warramunga (Australia) and 
Guaribidanur (India) — as well as a 9 km array at Eskdalemuir (Scotland). 
Each of the UKAEA arrays consists of two lines of seismometers in the 
form of an asymmetrical cross. Such a configuration has adequate 
azimuthal and velocity discrimination characteristics [Birtill and 
Whiteway 1965] yet lends itself to simple analogue (as well as digital) 
processing. The three 20-km arrays (abbreviated YKA, WRA and GBA) have 
an inter-seismometer separation of 2 to 2.5 km, this being a compromise 
between the decorrelation of surface wave noise, and limitation of the 
array aperture (for the chosen number of seismometers). The 
configuration and location of the WRA array is illustrated in Figure 1.1.
The Large Aperture Seismic Array (LASA), in Montana, was the result 
of extensive research undertaken in the USA in the first half of the 
nineteen sixties as part of the VELA UNIFORM program. The objective was 
to achieve a reasonable teleseismic detection capability with a single, 
large array. The array originally had twenty-one 7 km-aperture sub­
arrays, each containing 25 seismometers, distributed on a logarithmic 
spiral with a maximum diameter of 200 km. The number of seismometers per 
subarray has subsequently been reduced to 16 in an attempt to reduce the 
coherence of the ambient noise. With the benefit of the vast experience 
gained in the implementation of the total LASA system (i.e. array 
installation and its associated processing), a 100 km aperture array was 
installed near Oslo in Norway. The NORSAR array became fully operational 
in the Spring of 1971.
The programs to refine the use of seismic arrays with regard to 
monitoring a Test Ban Treaty were complemented by research programs 
directed to improving the understanding of teleseismic signals. It is 
now clear that both the surveillance program and seismological research 
have benefited mutually from the development of seismic arrays.
1.2 THE USE OF ARRAYS IN SEISMOLOGICAL RESEARCH
The development of seismic arrays for surveillance purposes was a 
consequence of the ability of arrays to enhance wanted signal relative to 
unwanted signal (noise). Simply measuring the ’same’ signal N times and 
combining the signals provides a reduction of /N in the level of random
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4(incoherent) noise relative to signal amplitude [e.g. Birtill and Whiteway 
1965]. An array can also be used as a matched spatial filter, i.e. 
it can be steered to any chosen direction by inserting time (propagation) 
delays appropriate to the non-vertical incidence of a wavefront in order 
to enhance signals from that direction. In this way the array 
discriminates between signal and noise arriving from different directions. 
The signal enhancement can be optimized with respect to a set of matched 
spatial filters in order to obtain an estimate of the direction of 
approach of the signal. Alternatively, the direction of approach can be 
estimated directly by effectively fitting a plane wavefront to measured 
propagation delays [Kelly 1964]. The direction of approach, normally 
specified as an apparent surface velocity (V) and azimuth (4»), itself 
provides an estimate of the location of the energy source on some 
standard Earth model. While the event location capability is of 
fundamental importance to the monitoring function of an array, it is in 
the use of array measurements (using events located by other means) to 
refine Earth models that seismology has benefited most.
The applicability of array data to the production of enhanced 
records and measurement of azimuth and apparent velocity (or slowness, 
dT/dA, « 1/V) is of particular importance for three main reasons:
1. Direct measurements of dT/dA are inherently more satisfactory 
than estimates made from smoothed travel time observations. Since 
slowness equals the ray parameter (p), and the latter is required, as a 
function of epicentral distance, in inversions of seismic data based on 
the theory of Herglotz-Wiechert [see Bullen 1963, Chapter 7], improved 
slowness estimates necessarily lead to improvements in the derivation of 
P (and S) velocity distributions with depth. Also, direct azimuth 
measurements provide information on deviations from spherical symmetry 
within the Earth. Direct azimuth and slowness measurements have also 
recently acquired a further significance. In cases where travel-time 
observations relate to scattered signals, such as is probably the case 
for reported observations of precursors to PKIKP near 130°, indirect 
measurements of slowness become meaningless since slowness need not 
relate to any gradient apparent in the travel-time readings; direct 
measurements are essential in such cases.
2. Enhanced records and (4>, dT/dA) measurements are valuable in the 
detection and identification of secondary seismic phases. For example, 
in regions where the travel-time curve is not single-valued (e.g., the
5*20° discontinuity’), first arrivals do not sample the entire depth range 
of interest and secondary arrivals are vital in the determination of 
complete velocity profiles. Travel times, azimuths, slownesses and 
amplitudes of secondary arrivals which sample the mantle or mantle and 
core provide valuable, and in some cases the only, constraints on the 
distribution of elastic and inelastic parameters in both average and 
regional Earth models.
3. The effective separation of a signal from contaminating noise 
components or interfering signals facilitates the estimation of direction 
of first motion, signal complexity and frequency content. These factors 
are useful in studies of earthquake or explosion source characteristics, 
anelastic attenuation and, to a lesser degree, in the detection of 
secondary phases [cf. Ram Datt and Varghese 1972].
The advent of seismic arrays has given rise to several important 
seismological studies in which direct azimuth and slowness values have 
been calculated from manual measurements of propagation delays [Niazi and 
Anderson 1965, Otsuka 1966, Chinnery and Toksoz 1967, Wright and Cleary 
1972, and others]. The measurement of time delays has been partially 
automated by Johnson [1967, 1969] and has subsequently reached a high 
state of development. The major array-seismological effort during the 
years in which array processing techniques were the subject of intense 
investigation, almost exclusively as part of the surveillance program, 
was directed to the understanding of systematic errors which arise in 
array measurements due to complexities in the crust and upper mantle 
beneath the recording site. The existing digital array processing 
techniques were not extensively exploited for seismological studies of 
deeper structure during this period, although Hannon and Kovach [1966], 
Engdahl and Flinn [1969] and Wright and Muirhead [1969], amongst others, 
demonstrated the potential of processed arrays. The proliferation of 
important studies which utilize processed array data since 1969 serves to 
illustrate that the realization of the potential of seismic arrays in 
seismological research is intimately related to the efficacy of the 
associated digital processing. It is notable that since the feasibility 
studies of Husebye and Jansson [1966] and Jansson and Husebye [1968], 
array processing techniques have been successfully employed on networks 
of ordinary seismographic stations; the treatment of networks as super- 
large ('continental’) arrays holds considerable promise in seismological
6research [cf. Evernden 1969, Whitcomb 1969, Husebye, Kanestrom and Rud 
1971], provided that data handling problems can be overcome [Husebye and 
Bungum 1971].
1.3 AUTOMATIC PROCESSING
The use of computers for data reduction can, in a broad sense, be 
considered as automatic processing. The notion that computers are, to 
some extent, self-operating is, however, implicit in the use of the term 
’automatic’. Keilis-Borok [1964, 1969] has discussed the roles and 
implications of the use of computers (automatic processing) in seismology 
and provides the following valuable perspective:
’’The general goal is to replace the fundamental 
classical relations (Jeffreys-Bullen travel-time curves 
and the Gutenberg-Richter summary of seismicity) with 
new relations that are more complete and accurate. This 
is necessary for the solution of the basic problems of 
modern seismology and is therefore today the main 
problem of processing seismic observations.”
The more specialized application of digital computers to the 
processing of seismic array data fits logically into the framework 
established by Keilis-Borok. The objective is to produce records of a 
higher quality than direct recordings, and to extract seismic wave 
parameters directly from the data. To this end, digital computers, and 
the associated equipment which permits input and output of analogue 
signals, are essential if useful amounts of data are to be processed in 
sufficient detail. The UKAEA have successfully used an analogue computer 
with a magnetic tape loop to produce enhanced records, but this device 
does not qualify as a general purpose processor.
The degree of automation desirable or possible in the reduction of 
array data relates closely to the ultimate goal of the analysis. Whereas 
a high degree of automation is essential in the nuclear surveillance 
application, many seismological applications permit and require more 
flexibility. The ability to supervise or modify processing procedures 
during execution, by the incorporation of subjective decisions made on 
the basis of seismological experience (and thus not easily programmed), 
is often necessary for the optimization of a procedure and is within the 
scope of 'automatic processing'.
71.4 THE SCOPE OF THIS THESIS
The motivation for the development of a flexible, efficient and 
interactive processing system for data from the WRA array has been 
outlined in the preceding sections. The work to be described in this 
thesis is an extension of the exploratory processing study (System AND-I) 
undertaken by Dr K.J. Muirhead at the Australian National University in 
the period 1965 - 1968 [Muirhead 1968], although the present work is 
directed solely towards seismological research applications. A digital 
processing system (ANU-II) has been developed on the Department of 
Engineering Physics PDP-15 computer to explore the scope of array 
processing on a relatively small installation. In so doing, the 'hands- 
on' computing approach has by-passed some of the problems encountered by 
Muirhead in his use of a more powerful but remote IBM 360/50, namely the 
difficulty of supervising processing procedures and the undue sensitivity 
of some processing functions to operating system changes.
The review and discussion of array processing techniques, 
limitations and systems given in Chapter 2 traces the evolution of 
current processing philosophies in order to provide justification for the 
system (ANU-II) implemented by the author. The implementation and 
general features of the system developed are described in Chapter 3. The 
factors influencing the performance are explored in a series of tests 
using both synthetic and real data (Chapter 4). Following presentation 
of the integrated processing capability given in the earlier chapters, 
the remaining chapters are concerned with demonstrating the effectiveness 
of the system in action with regard to seismological research. Chapter 5 
describes how the adaptive processing 'package' has been used to provide 
results, tabulated in Appendix A, from which a high resolution regional 
upper mantle model could be derived. The study described in Chapter 6 
involves the use of array processing to discriminate between alternative 
hypotheses for the origin of precursors to PKIKP. This particular 
analysis has encouraged the use of unconventional processing techniques 
designed to facilitate the study of composite scattered signals. The use 
of array processing to test alternative interpretations of data is also 
the subject of Chapter 7, where the interpretation of several features of 
the seismic coda is discussed. Consideration is given to the 
implications of the favoured interpration (crustal scattering) on the use 
of precursors to PKPPKP for delineating upper mantle structure. The 
final chapter (8) provides concluding remarks on the project as a whole
8and makes suggestions for further work. Appendix B outlines an argument, 
invoked in Chapter 7, which relates the lateral extent of a reflecting 
horizon to reflector efficiency. Supporting papers (end pocket) 
constitute Appendix C.
9CHAPTER 2
ARRAY PROCESSING CONSIDERATIONS
2.1 ARRAY PROCESSING - A REVIEW
The topic of array processing has been extensively studied and 
reported in the past 15 or so years. It would be fruitless, in the 
present context, to review many of these contributions. Instead, 
attention will be confined to a selection of studies which provide 
comprehensive summaries and reflect significant changes in processing 
philosophies, or otherwise bear directly on the evolution of a design 
philosophy for the system described in subsequent chapters.
The fundamental objective of all processing is to discriminate 
between signal and noise. It is convenient, then, to categorize 
processing by its ultimate objective; a basic dichotomy of objectives 
exists between event detection (and earthquake/explosion discrimination) 
and the extraction of useful information pertaining to Earth structure.
In the latter case, which is the subject of this study, the detailed 
analysis of both primary and secondary phases becomes of prime importance. 
Although the processing methods which have evolved for the treatment of 
array data need not be separated according to the above classification, 
it remains convenient to divide event detection and subsequent processing 
on the basis that once events have been detected (and located), much of 
the data can be discarded. It is the absence of stringent restrictions 
of real-time processing and data quantity that has encouraged the 
development of an automatic processing capability at the A.N.U.
Procedures for discriminating between signal and noise reflect the 
extent to which the characteristics of the signal and noise fields are 
known. Although measurements of noise characteristics are essential in 
the design of arrays and their associated processing systems, it is 
processed array data that has facilitated in-depth analysis of noise. To 
this end, estimates of frequency-wavenumber (f,k) power spectra [e.g. 
Capon et at. 1967, Capon 1969] have been particularly useful. The 
representative results of Lacoss et at. [1969], Capon et at. [1969],
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Toksöz and Lacoss [1968] and Bungum e t  a l . [1971] suggest that seismic 
noise is primarily oceanic microseisms, and the fact that the level of 
such noise correlates well with oceanic weather activity is well 
established. Toksöz and Lacos [1968] provide details of spectral and 
and propagation properties of microseismic noise at LASA. Other noise 
sources, summarized by Birtill and Whiteway [1965], include 
instrumentation, wind, cultural activity and low-magnitude events. Iyer 
and Healy [1972a] provide evidence for a contribution from locally 
generated body waves in the background noise at LASA. After the arrival 
of a large signal, local signal-generated noise, mostly in the form of 
short-period Rayleigh waves, is important [Key 1967, 1968]. Muirhead 
[1968] has pointed out that non-seismic noise presents major problems in 
the automatic detection of seismic events. In particular, lightning 
surges and tape dropouts (on playback) can appear simultaneously on some 
or all channels and so are the most troublesome.
When the signal is perfectly correlated and the noise uncorrelated 
(incoherent) between individual sensors, the optimum procedure for 
combining sensors involves delayed-summation (DS). The earlier Vela-type 
arrays, which consisted of 10 seismometers within a 3 km-diameter, failed 
to satisfy the condition that noise was uncorrelated between sensors, and 
encouraged the development of filtering techniques which exploited the 
spatial characteristics of the noise [Burg 1964, Backus e t  a t . 1964,
Levin 1964, Archambeau e t  a l . 1965, Capon e t  a t . 1967]. Whereas simple 
beamforming (DS) effectively steers the main lobe of the array response 
forward the desired signal, the more sophisticated procedures modify the 
response to steer the main lobe toward the signal and also steer nulls in 
the directions of predominant noise sources. The maximum likelihood (ML) 
filtering scheme eventually emerged as the most widely used filtering 
procedure [cf. Capon e t  d l . 1967]. This procedure effectively involves 
weighting the channels at each resolvable frequency, and is of particular 
value since the signal can be passed without distortion provided the 
filter coefficients sum to give a delta function. Both the calculation 
of filter coefficients and the actual filtered-summation procedure 
require considerable computation and restrict the use of such filters to 
post-detection processing.
The performance of DS, weighted DS and ML procedures on LASA data 
have been studied in detail by Capon e t  a l . [1968]. They demonstrate 
that the ML filtering is no more than 2 db better than DS for signals of
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about 1 second period, although the improvement is significantly better 
for slightly longer periods, where the noise is more highly organized. 
They conclude that a simple beamforming process on data from sub-arrays 
of about 15 - 20 km aperture and with a minimum sensor separation of about 
3 km would constitute a more satisfactory processing procedure. Capon 
[address to 9th International Symposium on Geophysical Theory and 
Computers, Banff, 1972] has since declared sophisticated processing 
procedures such as maximum likelihood filtering to be fseismologically 
irrelevant'. Such major changes in processing philosophy merely reflect 
the fact that detailed studies of array processing and the design of 
arrays were contemporaneous. (Even now, the need for continuing research 
into array design is recognized; cf. 'Committee on Seismology', 1969, 
part 2, page 56.)
The attraction of simpler processing procedures precipitated the 
removal of some 175 seismometers from LASA, and the remaining 350 or so 
short-period instruments yield a signal to noise gain of about 20 db 
[Davies 1973]. This is approximately 5 db lower than the /N prediction, 
due mainly to a degradation of signal coherence over the 200 km aperture 
[Mack 1969]. In the preliminary assessment of the NORSAR array, Bungum 
et dl. [1971] report that lack of perfect signal coherence results in a 
2 db loss (w.r.t. optimum) in beamforming, although the loss is as high 
as 5.7 db if time delay correction terms are not incorporated into the 
delayed summation procedure.
The processing philosophy formulated with regard to UKAEA-type 
arrays [Birtill and Whiteway 1965] has remained virtually unchanged. 
Although the inter-seismometer spacing is slightly less than the 3 km 
minimum recommended by Capon et dl. [1967] for LASA, local noise at the 
WRA site is substantially incoherent at a spacing of about 2 km. 
Furthermore, this spacing is adequate for the suppression of signal­
generated surface noise in beamforming (to be discussed later). The 
configuration of the UKAEA arrays lends itself to a correlation procedure 
which improves on the /n SNR gain attainable in beamforming, but this 
correlation procedure is effectively optimized by correlating partial 
array sums [Jacobson 1957]. In summary, then, beamforming constitutes 
the fundamental procedure on which almost all other procedures are based. 
The limitations of beamforming are discussed in the following section, 
after which the more specialized procedures which have evolved are 
introduced.
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2.2 LIMITATIONS OF BEAMFORMING
Two considerations are useful in examining the limitations of beam­
forming. Firstly, the performance of DS under various signal and noise 
conditions must be specified. Secondly, the situation where signal and 
beam directions are not perfectly coincident is characterized by 
examining the response of a phased array to signal alone. Array 
configuration is the basic limitation insofar as:
1. The sensor separation governs signal and noise coherence and so 
governs DS performance for a fixed number of sensors.
2. The sensor separation, array aperture and spatial arrangement 
govern the 3-D directional response and thus ultimately the DS 
resolution.
2.2.1 Signal to Noise Enhancement
Signal to noise performance can be evaluated as a function of the 
total number of sensors for various signal and noise conditions. The 
following well-known theory, adapted here from Johnson [1968], is a 
generalization of the simple /N theory which permits such an evaluation.
Consider an array of N seismometers at vector locations x\ , 
i = l,...,N, with respect to some origin. For a signal of apparent 
velocity V in the direction described by unit vector k, the propagation 
delays required to form the appropriate beam are
r . »kt = jl_i V
The noise output in the beam is given by
n0T
N
2
i=l
\  (t + ti)
(1)
(2)
where n^(t) is the noise output of the ith seismometer at time t 
ensemble average noise ’power’ is
N
<n2 (t)> = 2 < n . ( t+t.)n.(t+t.)>O T ^ ' a v  l l 3 1 avi , 3 = l  J
Assuming the noise has zero mean and is wide-sense stationary,
= ( n2 >
The
(3)
< n. (t + t .) n . (t + t . ) > i l 3 3 i. R (r. ., t . .) av n v 13* 13' (4)
where r. . = r. -r., t .. = t. -t., R (r,x) is the normalized cross 13 1 3 1 3  1 3 n v '
correlation of the ith and ith seismometers for time lag t and ( n2 ) i< 
the average noise power in a single seismometer. Substituting (4) into
13
(3),
< n2 T (t) > 0TV J av
N
<n2 > S R (r. t . .) . av . . , n i l  13J
Since all zero-lag autocorrelations give of unity and
R(r,T) R(-r,-T) ,
equation (5) becomes
<nOT (t)>av N< n2 > + 2<n2 ) Z R (r.., x..)av av . . , n v 13 13'
i,3 = l
i<3
If R^ is the average zero lag noise correlation for a particular beam 
specified by (V,k), then
2 R (r. T. .) = M L H  r .
i,j = l n x3 V  2 n
i<3
From (6) and (7), the noise gain is given by
(7)
* n0T \v 
N 2  ( n 2  >
[1+ (N-l) Rn]
Similarly, a signal gain is
[1+ (N-l) Rs]
where Rg is the average signal correlation. Equations (8) and (9) give
the signal-to-noise ratio improvement with beamforming (G) to be
1 + (N-l) R
G (in db) = 10 log10 1 + (N-l) R.n
(10)
When the signal is perfectly correlated and the noise uncorrelated, Rg =1
and R^ = 0, giving the familiar case of G = N (in power) or i^ N in
amplitude. Figure 2.1 shows the variation in SNR gain for various
combinations of R , R .s n
2.2.2 Array Response
Steering an array to some chosen direction effectively focuses the
array at a point in wavenumber (spatial frequency) space (k ,k ). Thex y
output of an array focused to some point in k-space for signals 
originating elseshere in k-space expresses the so-called array response. 
Response patterns for single frequencies and various array configurations 
are given by Birtill and Whiteway [1965]. The contoured response 
patterns, plotted against dimensionless wavenumber for the unphased
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No. of Seismometers
Figure 2.1: SNR gain in beamforming as a function of number of
seismometers, for various signal and noise conditions.
condition, illustrate the effective width of the main lobe (at some 
arbitrary power level) and the distribution and widths of side lobes, and 
are of some use in assessing the directivity of various configurations. 
The response for any particular beam can be obtained by shifting the 
origin, but the response to wide-band signals is not readily evaluated 
because there is a different origin for each separate frequency. Kelly 
[1967] has calculated the response of LASA to a wide-band signal with a 
conveniently represented power spectrum (Gaussian). Furthermore, he has 
made the response patterns more readily interpretable by presenting them 
in real space, although, of course, separate real-space patterns are 
required for separate beams. Graul and Judson [1969] have presented an 
algorithm which would permit the calculation of wide-band responses for 
signals of arbitrary power spectrum. They use the equivalence of the 
mean square value of the time function with the zero lag autocorrelation 
in order to calculate the RMS array output from the array impulse 
response and input signal autocorrelation. This method offers the 
possibility of assessing the directivity in the presence of interfering 
or dispersive signals by convolving array impulse responses prior to 
calculation of RMS array output.
15
A knowledge of the width of the main lobe of the response is usually 
adequate in resolution considerations. An approximate estimate of the 
lobe width at about the 3 db level is given by lobe width in 
c/km - 1/array size in km. Steinberg [1971], using geometrical arguments, 
has derived expressions for radial and transverse beamwidths and depth of 
field which permit a more accurate assessment of beam dimensions.
Although the expressions per se relate to sinusoids, beamwidths for wide­
band transients are readily calculable by superposition. The expressions 
depend on travel-time derivatives, and so if a P-wave beamwidth has been 
calculated, the beamwidths for other phases can be derived from the 
ratios of travel-time derivatives. Also, since the expressions are 
dependent on derivatives of time with respect to geometry, the choice of 
Earth model from which derivatives are calculated is not critical.
The relatively small aperture of WRA and other UKAEA arrays results 
in a broad DS beamwidth, the azimuthal beamwidth being superior to the 
velocity beamwidth. However, the directivity of these arrays is 
considerably improved by using correlation processing (cf. 2.4). The 
directivity of the YKA array for correlation processing of sinusoids has 
been calculated by Somers and Manchee [1966] and Weichert [1970]. Since 
the YKA and WRA arrays have a very similar configuration, their results 
are readily applicable to the WRA array.
2.3 DETECTION PROCESSING
Event detection (and location) is performed on-line at the two large 
aperture arrays, LASA and NORSAR. The processing procedures which 
provide a detection capability are described by Bungum et at. [1971) and 
Shlien and Toksöz [1973]. Since the NORSAR processing facility is 
effectively a facsimile of the LASA facility, originally devised by IBM’s 
Seismic Array Analysis Center (SAAC), either review is appropriate to 
both arrays. In essence, the detection algorithm involves forming array 
beams over all or part of the third zone. Short and long term averages 
of the rectified beam outputs are calculated, and a detection is declared 
when the ratio of these averages exceeds a certain threshold. A 
comparison of beam averages during a detection provides a location 
estimate and some discrimination against false alarms. Schlien and 
Toksöz [1973] provide detailed statistics on detection and location 
capabilities for both LASA and NORSAR, and report that both arrays almost 
achieve their theoretical location capabilities.
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Detection processing at medium-aperture arrays is described by 
Weichert et at. [1967] and Muirhead [1968a]. The preferred algorithm, 
which is similar to that described above, involves comparing the 
correlation of partial array sums with a pre-determined trigger level. 
This delay-sum-correlate search method [Birtill and Whiteway 1965] was 
found experimentally to provide a reliable estimator of signal direction 
of approach, provided that the correlation window was placed at the start 
of the signal and was not too short. Under these assumptions, beam 
parameter determination was almost independent of SNR down to the stage 
where the signal is not discernible in the noise. The detection 
statistics for such a procedure at YKA have been studied in detail by 
Manchee and Weichert [1968] and Anglin [1971], and for WRA by Muirhead 
[1968a].
The permissible false alarm rate governs detection thresholds. 
Muirhead [1968b] suggested a modification of the delay-sum-correlate 
procedure which would reduce susceptibility to non-seismic noise spikes. 
The method involves taking the mth root of each signal, with sign 
preserved, prior to beamforming, and then raising the beams to the mth 
power. As well as reducing susceptibility to large random noise spikes, 
this non-linear method provides a SNR gain and increased resolution over 
direct summation. Kanesawich et at. [1973] have since made a detailed 
study of the properties of such mth-root stack filters. Weichert [1972b] 
has suggested that if logarithms are taken rather than roots, then the 
method is useful in real time since logarithms can be simply calculated 
using shift registers. An alternative method for suppressing false 
alarms has been discussed by Wirth et at, [1972], and involves the 
evaluation of the ratio of beam power to noise power in the signal window 
(a 'Fisher detector') rather than noise power prior to signal arrival (a 
'power detector').
Event locations derived from single arrays are limited in accuracy 
by many factors. Manchee and Weichert [1968] have given some discussion 
to this problem, and have presented quantitative results. Even with the 
advent of elaborate processing procedures capable of providing more 
accurate estimates of signal direction of arrival, epicentral 
uncertainties are significantly inferior to those obtained using the 
global network of conventional stations. The use of multi-array data has 
been suggested as a means of improving the accuracy of event location 
[Lilwall and Douglas 1968, Weichert 1969], and the location capabilities
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of combined LASA and NORSAR data has been studied in detail by Gjjöystdal 
et o l I . [1973]. Weichert [1969] has pointed out that epicentral 
uncertainty arising from a calculation based on azimuth information alone 
from four well located UKAEA arrays would be comparable with USCGS (NOAA) 
accuracy.
The role of arrays in the detection/discrimination program is 
discussed in excellent review articles by Basham and Whitham [1971] and 
Davies [1973]. The most useful discrimination criterion is the ratio 
M^/M^, although location (w.r.t. seismicity), complexity, radiation 
pattern, depth phase arrival time and so on are also being studied 
intensively. The importance of surface wave detection and reliable 
measurements has encouraged the development of several arrays of long- 
period instruments. Mack and Smart [1972] have shown how multi-array 
long-period data can be processed in the (f-k) domain in real time to 
provide reliable detection (using a Fisher detector) and values, even 
in the presence of interfering events. A further array development 
concerns broad-band (Kirnos) instruments [Marshall et al. 1972], in which 
the peak microseismic noise is not pre-filtered. Since the magnification 
of such instruments is necessarily low (~ 1 K), arrays are essential if 
reasonable detection thresholds are to be achieved. However, these 
instruments provide relatively undistorted records of true ground motion 
and in consequence have much to offer in nuclear discrimination.
2.4 EVENT PROCESSING
In the present context, event processing refers to off-line 
procedures involved in the production of enhanced records and direct 
measurement of apparent velocity and azimuth. To this end, both time and 
frequency domain processing methods are useful.
Frequency domain methods involve estimating the (f-k) spectrum by 
calculating the squared modulus of the multi-dimensional Fourier 
transform in time and space. Array geometry (response) limits the wave- 
number resolution, and frequency resolution is limited by signal duration 
(and spectral smoothing). Despite these limitations, f-k analysis has 
been used successfully on short-period data from large arrays [e.g. 
Doornbos and Vlaar 1973, Davies and Capon 1973]. The application to 
short-period (and long-period) data is made more attractive by the 
increased wavenumber resolution possible in the modified f-k technique of 
Capon [1969]. In Capon's method, which involves varying the wavenumber
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window at each frequency, the level of incoherent noise determines the 
ultimate resolution attainable.
To the author's knowledge, there are no published results on the use 
of f-k analysis on UKAEA array data. The following reasons are suggested 
for this notable absence:
1. The fact that time resolution is traded for frequency resolution 
restricts the usefulness of f-k analyses in some seismological 
studies. Furthermore, f-k analysis does not yield time 
residuals characterizing deviations from plane wave propagation.
2. Variations in azimuth and slowness with frequency would not be 
easily interpretable with a single small array.
Array response (approx, main lobe width .06 c/km at 3 db level for 22 km 
array) represents no greater limitation in the frequency domain than in 
the time domain. (For example, Davies and Capon [1973] have used f-k 
analysis on 7 km subarrays, but their interpretation depends on the 
results from several subarrays.) However, the UKAEA configurations are 
specifically aimed at time domain processing.
Simple time-domain beamforming is fundamental to more elaborate 
processing and also constitutes the most readily produced enhanced record. 
The delay-sum-correlate (DSXC) search method described in the preceding 
section is useful in event processing for obtaining preliminary estimates 
of apparent velocity and azimuth associated with some time window. In 
the generation of enhanced records, array beams are generally accompanied 
by time-averaged product (TAP) traces ('correlograms') which are formed 
by multiplying and averaging the partial sums from separate array lines 
over a sliding window. The signal to noise improvement with such 
correlation processing depends on preserving wide and equivalent signal 
and noise bandwidths; furthermore, the improvement in resolution is at 
the expense of precision in time of arrival. TAP traces are usually 
smoothed using square or exponential windows, and can be plotted on 
linear or square root (or log) scales depending on whether a coherent 
signal is to be emphasized or diminished relative to secondary arrivals. 
The averaging time is usually about 1 second for event processing and 
somewhat longer for detection purposes.
The extraction of apparent velocities (or slownesses) is facilitated 
by a data presentation suggested by Birtill and Whiteway [1965, Fig. 29] 
and developed by Kelly [1968] and Davies et al. [1971]. Beam power can
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be mapped in time and slowness if attention is confined to a single 
azimuth. This restriction is not important in many applications, 
although it is recognized that ray propagation is often complicated by 
lateral inhomogeneity in the Earth. The resultant output (a VESPAGRAM, 
from Velocity Spectra Analysis) suffers a lack of time resolution due to 
the use of an averaging window (usually of 1 second), but is particularly 
useful for identifying secondary phases. For medium-aperture array data, 
a Vespagram is simply formed by effectively stacking side-by-side TAP 
traces from a range of equispaced slownesses and a single (usually the 
great circle) azimuth, and viewing from above.
The accuracy of azimuth and slowness values derived by the above 
methods of analysis is limited by the fact that beam information alone is 
used. It has been demonstrated [Gangi and Fairborn 1968] that by using 
beam information in conjunction with individual channel signals, measured 
propagation delays can be refined to provide an improved estimate of 
($, dT/dA). This method, devised under the auspices of the original SAAC 
(IBM) in Washington, involves forming a beam from the best known 
information and then determining the onset time at each seismometer by 
correlating the beam (minus the seismometer output in question) with each 
single seismometer output in turn. The procedure is repeated iteratively, 
and beam information is continually upgraded by the refinement of time 
delays and the removal of signals which do not correlate well. Provided 
that the initial beam parameters were on the main response lobe, the 
process converges in a few iterations to yield an optimum estimate of 
signal parameters. The direct use of refined propagation delays to 
calculate signal parameters has the added advantage that a library of 
steering delays (or delay corrections) can be readily accumulated in 
order to reduce the loss of array gain in beamforming [e.g. Bungum and 
Husebye 1971] or for delineation of structure beneath the array [e.g. Iyer 
and Healy 1972b]. The SAAC correlation method is not as noise-immune as 
the simple DSXC method, but in many seismological research applications, 
attention can be confined to events which exhibit a high SNR and 
coherence. The effect of noise is studied in the theoretical treatment 
of the method given by Farrell [1971].
A further processing method which has received little attention with 
regard to array data is deconvolution. This method is used extensively 
to improve time resolution in the processing of seismic exploration data. 
The method has been used with some success on single records by Douglas
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et at, [1972] and Wiggins and Helmberger [1973], The method, discussed 
in detail by Robinson [1967], is limited by the absence of complete 
knowledge of the transfer function of the Earth or the seismic pulse.
In the following chapters, the implementation and performance of the 
time domain processed methods described will be presented in the light of 
practical experience. Firstly, however, restrictions on array processing 
imposed by complexities in the Earth beneath array stations will be 
discussed.
2.5 STRUCTURE BENEATH ARRAYS
A basic assumption in all the processing discussed so far is the 
homogeneity of the Earth in the vicinity of the array. In practical 
situations, deviations from homogeneity ('structure') influence the 
application of arrays to specific problems insofar as they affect the 
spatial coherence of the signal and introduce systematic errors into 
azimuth and slowness determinations. It is necessary to examine these 
structural effects since the justification for detailed array processing 
relies on the ability to produce meaningful results interpretable in 
terms of Earth structure well removed from the array site. The 
interpretation of direct azimuth and slowness measurements is complicated 
by ambiguities in the origin of any differences between measured values 
and values derived from one standard Earth model. Measured differences 
are often an order of magnitude larger than would be expected from 
epicentral uncertainty, errors in onset-time measurement or systematic 
measurement errors arising from differences in seismometer constants. 
Differences of the magnitude observed can result from irregularities in 
the crust and upper mantle beneath arrays, but significant azimuthal 
anomalies can also arise as a result of small lateral variations in 
seismic velocities elsewhere on a ray path. Despite the ambiguity, it 
has proved possible to derive approximate corrections for local structure 
from array measurements themselves; the application of these corrections 
has then enabled some fine structure in velocity-depth profiles to be 
established, although with some difficulty [cf. Wright and Cleary 1972].
Local structural irregularities can act to generate secondary 
arrivals which interfere with primary arrivals, with the result that 
recorded waveforms can vary unpredictably between array elements. Mack 
[1969], using inverse filtering techniques, has demonstrated that 
amplitude variations at LASA could be interpreted in terms of
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interference between the primary pulse and secondary pulses generated by 
phase splitting at irregular deep crustal interfaces. Mereu [1969] has 
also demonstrated that topography on the Moho can act to focus and 
defocus rays, and to produce signal replications. Landers [1972], using 
a single 3-component set at LASA, has identified crustal scattered S 
waves, confirming that these arrivals contribute to signal complexity. 
Wright [1970] and Wright et al. [1973] have invoked a mechanism of phase 
splitting in the deep crust to account for an unusual observation from a 
Fiji event recorded at WRA (A=46.5°). This event exhibited an 
unexpected large amplitude secondary arrival less than 1 second after P 
and with a different slowness. Hand measurements by Wright [1970], along 
with automatic measurements by Muirhead [1968a], gave the slownesses of 
the two arrivals as 8 s/deg and 5.1 s/deg respectively, both arrivals 
having azimuthal anomalies of between 4° and 8°. Furthermore, an 
extensive search by Muirhead [1968a] revealed that although many Fiji 
events produced records with marked changes of waveform and similar P 
azimuthal anomalies, the separation into two distinct phases occurred 
only for events from a very highly localized source region. The 
interpretation of the two separate arrivals is difficult on any model, 
although it seems clear that the cause must lie beneath WRA and not in the 
source region. While Wright’s (tentative) interpretation involves a deep 
crustal effect, an alternative interpretation in terms of diffraction 
effects at a depth of about 400 - 600 km is favoured by Muirhead [personal 
communication] and by the author. The fact that the phenomonen is 
associated with a very highly localized source region is more readily 
explained on this alternative interpretation. No detailed interpretation 
has been tested because of the absence of an adequate diffraction theory 
and uncertainties in the exact nature of the travel-time curve near 46° — 
cf. Chinnery [1969], Evernden and Clark [1970]. However, Woodhouse 
[1973] has demonstrated that if a primary wave passes through a region of 
low Q, then a wave diffracted around the boundary of such a region can 
have an amplitude comparable to that of the attenuated primary wave.
Otsuka [1966a,b] and Niazi [1966] pioneered the interpretation of 
large scale anomalies in ($, dT/dA) in terms of dipping planar interfaces. 
Although Fairborn [1966] has shwon that lateral velocity gradients 
beneath arrays are effectively indistinguishable from dipping interfaces, 
attention will be confined to the latter for conceptual convenience. A 
single plane dipping interface introduces an approximately sinusoidal
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variation into azimuth and slowness anomalies (as a function of azimuth), 
the variations being about 90° out of phase. Kelly [unpublished, cited 
in Greenfield and Sheppard 1969] has shown that a stack of plane 
interfaces of arbitrary orientation is, to a good approximation, 
indistinguishable from a single interface, and Wright [1970] reached a 
similar conclusion after calculating the effects of multiple layering 
using Niazi*s [1966] theory. The effects of a single dipping interface 
can be readily corrected for using either the tables presented by Niazi 
[1966] or the simple analytic expressions derived by Zengeni [1970].
Several authors have used ($, dT/dA) measurements to estimate 
structure beneath various arrays; the results reveal that the degree of 
structural complexity encountered differs markedly between array sites. 
With regard to the effects of local structure on teleseismic signals, YKA 
would appear to be the most favourably sited array. Several studies have 
confirmed that the crustal layers and Moho beneath YKA are effectively 
devoid of structure [Weichert 1972], although Wright [1973] provides 
evidence for a certain amount of inhomogeneity in the underlying mantle. 
Niazi [1966] reports that a dipping Moho discontinuity is an adequate 
representation (to a first approximation) of the source of perturbation 
under the Tonto Forest array in Arizona. While many studies have 
indicated that LASA is underlain by a complex crust and upper mantle, 
preliminary results from NORSAR suggest that this array is sited over a 
region of even greater complexity [Capon 1972]. In view of the large 
aperture of these arrays, it is not surprising that a single plane 
interface represents a poor approximation to subsurface structure. 
Greenfield and Sheppard [1969], Iyer [1971] and Iyer and Healy [1972b], 
amongst others, have derived more complex crustal models for the LASA 
region using variations in travel-times and apparent velocity both within 
the array and for events from different source regions. These models 
show significant similarities and can be used to provide corrections to 
measured values. (For LASA and NORSAR, time delay correction terms are 
essential at the data processing level; if propagation delays are 
uncorrected for structure, the loss of array gain in beamforming can be 
of the order of several db.) It is apparent, however, that not all 
anomalous features of LASA measurements can be explained by crustal 
features alone.
The region underlying the WRA array gives rise to a complex pattern 
of azimuth, slowness, travel-time and amplitude anomalies, implying that
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the region itself is complex. The results on which this conclusion is 
based are summarized in Wright et dl. [1973]. The complexity is 
reflected in the fact that ($, dT/dA) anomalies do not vary with azimuth 
in the manner predicted by models involving dipping interfaces; also, 
Cleary et dl. [1968] and Wright and Muirhead [1969] derived structures 
differing by up to 80° in dip direction and 4° in dip angle using 
different data sets. Wright [1970] and Wright et dl. [1973] describe an 
attempt to consolidate all the azimuth and slowness anomalies at WRA by 
deriving a smooth ’structure surface*. The procedure involved finding an 
average structure, specified as a dip vector, for 48 separate azimuth- 
distance event groups, and relating these dip vectors to a plane surface 
representative of the most general structure at some arbitrary depth.
The structure surface derived [Wright et dl. 1973, Fig. 7] illustrates 
the complexity of the structure beneath WRA, and the authors conclude 
”... it would be futile to try and work out numerically a detailed 
structural surface". However, the apparent futility of attempting to 
derive a ’structure’ surface from a data base of numerous probably 
unrelated structure correction ’models* (i.e. single dipping interfaces) 
does not bear on the usefulness of such a data base for correcting 
measured azimuth and slowness values in practice. The set of structures 
presented by Wright and Cleary [1972], reproduced here as Table 2.1, is 
suitable for correcting slowness and azimuth measurements at WRA when 
alternative empirical corrections are unwarranted. In view of the 
inhomogeneity beneath WRA, the most satisfactory application of the array 
would appear to be in joint travel-time and slowness studies confined to 
narrow azimuthal profiles. In such studies [e.g. Simpson et al. 1973], a 
structure correction can be derived empirically by minimizing the bias 
between measured dT/dA values and the gradient of a smooth curve through 
travel-time measurements. This procedure will be explained in more 
detail in Chapter 5.
The inadequacy of all ray-theory type models to provide a total 
explanation for observed ($, dT/dA) anomalies at LASA (and other arrays) 
encouraged both Capon [1972] and Aki [1973] to direct attention to the 
role of scattering in a random inhomogeneous medium. These authors used 
different approaches to obtain data on amplitude and phase fluctuations 
within the LASA aperture. In particular, Capon [1972] has provided 
subarray (4, dT/dA) measurements which differ markedly between subarrays 
separated by only a few km. The data presented by both authors exhibits
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Structure
group
Distance
range
C)
Azimuth
range
(°)
Dip
direction
o
Dip
anglen
1 27.9 - 40.9 73.0 - 94.6 314.4 3.84
2 34.1 - 35.7 93.8 - 100.8 129.3 3.75
3 32.6 - 47.9 8.6 - 25.6 221.0 9.59
4 41.7 - 53.3 342.9 - 357.8 158.3 6.59
5 64.5 - 77.7 338.6 - 358.5 177.3 7.48
6 30.1 - 39.1 9.9 - 
337.1 -
11.8
344.5
165.1 7.45
7 31.3 - 37.3 333.0 - 
147.7 -
338.5
168.2
198.7 7.13
8 46.4 - 63.9 4.8 - 10.5 156.0 3.43
9 65.4 - 80.1 5.3 - 16.8 228.5 3.95
10 74.2 - 98.8 21.4 - 33.4 241.0 8.84
11 43.4 - 47.5 100.9 - 119.5 201.3 2.95
12 27.9 - 44.6 291.1 - 297.5 124.4 11.39
13 47.0 - 70.2 297.7 - 314.3 183.3 7.73
14 71.2 - 90.9 283.4 - 327.3 233.7 9.45
Table 2.1:* List of structures used to correct WRA dT/dA 
measurements. Assumed velocity constrast = 0.7 (crustal 
velocity = 5.74 km/s; mantle velocity = 7.20 km/s) [* from 
Wright and Cleary 1972].
some systematic features which are, in the main, compatible with the 
crustal models discussed earlier. They report, however, that the 
application of Chernov [1960] scattering theory to statistical features 
of the data provides the most satisfactory interpretation of amplitude 
and phase fluctuations. On the basis of the observed statistical 
properties, Capon [1972] concludes that the region under LASA can be 
characterized by a random medium of correlation distance 12 km and 
refractive index r.m.s. variation 1.9% down to a depth of about 136 km. 
Aki [1973], using a different approximation, concludes that the random 
medium has a correlation distance of about 10 km, a refractive index 
r.m.s. variation of 4% and extends to only 60 km depth. By modelling the 
subsurface as a random medium, it may prove possible to refine the 
’structure corrections’ used at LASA and NORSAR.
The scattering interpretation casts serious doubt on Mack’s [1969] 
phase splitting interpetation of amplitude variations at LASA, and 
appears to offer an explanation for at least part of the azimuth, 
slowness and amplitude anomalies observed at WRA. Wright et at. [1973]
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have pointed out that WRA measurements can sometimes be strongly 
dependent on the combination of seismometers used in the measurement.
Such a dependence suggests that ($, dT/dA) anomalies would vary within 
the array aperture, i.e. over distances similar to those reported by 
Capon [1972]. A useful application of the techniques of Capon [1972] and 
Aki [1973] to the WRA region would, however, require data from an array 
of many more instruments deployed over 50 or so kilometres.
In view of all preceding comments, the following considerations are 
relevant in the processing and interpretation of WRA measurements:
1. The 'library' of structure models (Table 2.1) provides adequate 
corrections in many applications. However, the interpretation of
($, dT/dA) values corrected in this manner is best performed with 
reference to similar studies from other arrays [cf. Wright and Cleary 
1972], Also, phases other than direct P are useful in removing some 
ambiguities from the corrections [cf. Wright 1973].
2. Structural effects can be most satisfactorily removed when both 
travel-time and slowness measurements are available in narrow azimuth and 
distance ranges [e.g. Simpson et at. 1973, Simpson 1973].
3. Time residuals between least-squares wavefronts and actual 
arrival times at individual seismometers should be accumulated to 
facilitate the refinement of correction models. Averaged residuals are 
also of use in increasing the precision of ($, dT/dA) measurements, but 
need not be incorporated into the beamforming procedure at WRA. (From 
Steinberg [1965], the associated loss in beamforming gain (in db) is 
given by 170 (o/t)2, where a is the standard deviation of timing errors 
and t is the dominant signal period. The WRA residuals result in a loss 
in beamforming gain of order 0.3 db or less for 1 Hz signals.)
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CHAPTER 3
THE ANU-II PROCESSING SYSTEM - 
IMPLEMENTATION AND DESCRIPTION
3.1 THE WRA ARRAY INSTALLATION
The Warramunga array, near Tennant Creek in the Northern Territory 
of Australia, is a medium-aperture array of twenty short-period Willmore 
Mkll vertical component seismometers. The approximately E-W and N-S 
lines of the asymmetrical cross (see Figure 1.1) are referred to as the 
Red Line and Blue Line respectively. The array installation is shown 
schematically in Figure 3.1, and further details are given by Muirhead 
[1968a]. An analogue magnetic tape record of the twenty seismometer 
outputs (in FM form), along with a binary coded time signal and two error 
correction channels, is written continuously at 0.3 ins/sec for 
subsequent despatch to the UKAEA. The seismometer outputs are also 
monitored by an Automatic Event Detector (AED), which was designed by 
Dr. K.J. Muirhead of the ANU. The AED operates in the following way:
Each seismometer output is frequency-filtered into 4 bands, which are 
thereafter treated independently. A detection is 'declared* when a 
prescribed number of seismometers exceed an amplitude threshold in one 
(or more) frequency bands within the time it takes for a slow wavefront 
to propagate across the array. The AED incorporates an inhibitor to 
prevent false 'detections' due to lightning surges or power supply 
transients. The valid event detection condition triggers a secondary 
tape drive and initiates a transcription of the information from the 
primary tape; loss of signal information is prevented by the inclusion 
of an 18 second tape loop delay. The secondary (edited) tape written in 
this way collects about 1 month's data, after which it is sent to the ANU 
in Canberra for processing. Edited tapes have been successfully produced 
in this way since 1969. It is the availability of edited tapes which has 
permitted the confining of attention to 'event processing' rather than 
'detection processing'.
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Figure 3.1: Schematic array installation.
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Figure 3.2: Block diagram, signal conditioning
equipment at the A.N.U., Canberra.
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3.2 THE ANU INSTALLATION
The 24-track FM tapes are replayed and processed in Canberra using 
analogue pre-processing followed by digital processing.
3.2.1 Signal Conditioning Equipment
Analogue pre-processing is directed to restoring recorded signals to 
time domain form at a useful output (voltage) level. The signal 
conditioning equipment designed and built for this purpose in the ANU's 
Department of Engineering Physics is shown schematically in Figure 3.2 
[Muirhead 1968]. The tape deck used on playback is identical to that 
used in recording at WRA, but a tape speed of 3.75 ins/sec (i.e. 12.5 
times real-time) is usually employed on playback. This speed is by no 
means an upper limit but is generally governed by the paper speed which 
can be conveniently handled by an operator if an analogue paper record is 
required on playback. Signals can be output directly or via a bank of 
variable pass-band 12 db/octave filters which give a wide choice of high 
cut and low cut combinations between 0.2 Hz and 10.5 Hz. As well as 
direct output to the digital installation (q.v.), paper records can be 
produced with an Oscillomink Jet Pen Recorder, which has a frequency 
response up to 800 Hz and includes provision for accurate alignment and 
calibration of each of 16 channels. The ability to produce high quality 
filtered array record sections on an expanded time scale itself provides 
considerable scope for the use of the array data in seismological 
research [cf. Wright 1970].
3.2.2 Digital Computer Installation
The digital data processing installation of the ANU’s Department of 
Engineering Physics is shown schematically in Figure 3.3. The 
configuration includes 32 K of 18 bit core storage, but it should be 
noted that throughout much of this project the core memory was restricted 
to 16 K. The installation is well suited to seismic processing, yet has 
cost only of the order of A$100,000; since seismic processing represents 
only about one-tenth of machine usage, this serves to illustrate that at 
least event processing is practical for non-specialized institutions.
The major features of the installation which bear on its suitability to 
seismic processing are:
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1. Fast (800 ns) memory cycle time.
2. Autonomy of central processor, memory and input/output 
processor.
3. High-speed arithmetic operations and register manipulation; the 
times for 18-bit addition and multiplication are 1.6 ys and 7 us 
respectively.
4. Word length (18 bits) which permits use of half-word format for 
raw data. The dynamic range of all ’front-end' analogue 
equipment is 57 db, i.e. 11 bits. The use of a 9-bit 
representation does not seriously effect any processing but 
considerably expands the data capacity of the installation.
5. Indexed addressing which permits direct access to any memory 
location in a single memory cycle.
6. Fast-access bulk data storage facility with fixed-head disk 
units. (Each disk has a capacity of 256 K 18-bit addressable 
words, an average access time of 20 msec and a high data 
transfer rate.)
7. Capacity for archival data and program storage on fixed address 
DEC tapes. A single DEC tape holds 150,000 18-bit words.
8. Wide range of input and output facilities for graphic and 
alphanumeric data.
9. Adequate scope for ’hands-on’ interaction via console/keyboard 
switches, video/graphic storage terminal and incremental plotter.
3.3 DIGITAL DATA ACQUISITION
The pre-requisite for non real-time digital processing of array data 
is to convert a useful amount of data into a digital format. In 
attempting 'large-scale' data processing on a relatively small computer, 
it is necessary to use a high-speed auxiliary device, such as a fixed- 
head disk, for bulk data storage. The signal conditioning pre-processing 
equipment is directly interfaced to the PDP-15 computer via a 128-channel 
AM09 multiplexer and a 12-bit ADC1/9 A/D converter. A program was 
developed to control the multiplexer and A/D converter, accept the 
digital data, decode and monitor time information, blank out faulty data 
and transfer re-formatted data to bulk storage (disk) as required. It 
proved convenient to control the approximate sample rate (per channel per
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recorded second) by triggering the A/D converter with an external pulse 
generator. At a playback speed of 12.5 times real-time, a pulse 
frequency of about 300 Hz is appropriate for the generation of about 24 
samples per channel per recorded second. Such a sample rate avoids 
aliasing problems and ensures that the narrowest time channel pulse 
(l/10th second duration) can be reliably detected.
The conversion of the multichannel analogue signals to digital form 
is effectively a real-time problem insofar as if the input data is not 
’accepted' within a given period, the data is 'lost'. The constraint 
that all program instructions are executed in the interval between the 
arrival of bursts of data presents no real problem at the relatively low 
data rates associated with playback at 12.5 times real-time speed. 
However, maximum program efficiency is desirable during a sample sweep of 
the 22 channels digitized, in order to minimize the 'move-out' or 'skew' 
between respective channel samples. It proved possible to approach the 
A/D converter maximum rate of 50 kHz when sampling across the channels by 
writing a small special-purpose device handler to accept the digital 
samples.
The format chosen for data organization within core buffers 
comprised two channel samples, rounded to 9 bits, to each 18-bit word, 
with two full words reserved for time information. Such a format 
requires 12 words per channel 'sweep'. The use of a half-word format is 
dictated by data storage considerations and by programming considerations 
in subsequent processing. With regard to the former, it is normally 
adequate to store up to 2 minutes of any event being studied; this 
length of data requires l/7th of the single disk capacity for a sample 
rate of 25 Hz. With the half-word format it is thus practical to reserve 
a permanent data area on an otherwise scratch disk.
Since the digitization procedure was designed to handle continuous 
(pre 1969) as well as edited tapes, a provision was incorporated for 
decoding the digitized time channel. With this provision it has been 
possible to search data tapes to locate events to be digitized. Events 
on edited tapes can be found in a similar manner, although it is often 
more convenient to locate events using the analogue play-back facility. 
The digitized time channel is stored uncoded when tape searching is not 
required. In both operating modes, the sample rate can be conveniently 
monitored by detecting the time channel pulses on the appropriate 
incoming data channel.
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The transfer of data to disk is performed under direct program 
control and exploits the autonomy of the input/output processor. Data 
arriving from the A/D converter is directed to one of two contiguous core 
buffers. When one buffer is filled, a disk transfer is initiated, and 
the transfer of data from this buffer proceeds while the other buffer is 
being filled. By transferring data in this way, the worst case access 
time for the disk presents no problems. The data is written onto a 
reserved portion of disk which is treated as non-file oriented; with 
this arrangement, any required portion of data on disk is directly 
accessible. Once an event has been digitized, programs have been written 
which allow all or part of the data to be rapidly saved on or restored 
from DEC-tapes. The operation of all processing routines to be described 
depends on the availability of the addressable disk data area for both 
input and output, and the accessibility of this area will thus be assumed 
in all subsequent sections.
3.4 PROCESSING ROUTINES
The processing system developed comprises an extensive collection of 
compatible subroutines, which perform routine functions such as beam­
forming, and a set of control programs designed to exploit these 
subroutines in order to fulfil some processing objective. Program 
combinations assembled to perform commonly required functions (e.g. 
produce a Vespagram) will be referred to as 'packages’. It is not 
practical to describe in detail the operation of all programs developed; 
instead, the range of programs available will be indicated and the 
salient details of the major programs will be outlined briefly. The more 
important programs which have been developed by the author are as follows
A. Subroutines (all Fortran callable)
a) Beamforming (Section 3.4.1).
b) Correlation — Time Averaged Product and delay-sum-correlate 
(Section 3.4.2).
c) Numerous plotting routines, with options for various scaling 
conventions.
d) Transfer of various lengths of data to and from absolute data 
area on disk.
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e) Manipulation of multiplexed half-word data format to allow 
extraction and insertion of single channel data.
f) Accurate sample rate calculation from short lengths of time 
channel data.
B. Packages
a) Enhanced record production.
b) Delay-sum-correlate search to find approximate ($, dT/dA).
c) Vespa production (Section 3.4.3).
d) Adaptive processing (section 3.4.4) to refine ($, dT/dA) 
measurements. This package incorporates many subroutines not 
specified above, e.g. find event start, parabolic interpolation 
of correlation maximum, fitting of plane wavefront to 
propagation delays etc.
e) Deconvolution (Section 3.4.5). Based on the programs given by 
Robinson [1967], although extensive modifications were required 
to implement many of the programs on the PDP installation.
f) Data modification. Used for equalizing channel peak amplitudes, 
blanking or inverting faulty data and so on. A modified version 
of this package has been used to replace each channel with its 
own envelope for experimental processing (see Section 6.9).
g) Data Synthesis. Simulates the arrival at the array of signals of 
different $, dT/dA, amplitude and arrival time.
All the processing programs listed utilize standard system software and 
some other locally written system additions. In particular, extensive 
use was made of routines for half-precision (single word) arithmetic 
operations [Pile and Macleod 1973a] and free-format input/output [Pile 
and Macleod 1973b]. The former provides real arithmetic of adequate 
precision without recourse to the usual real number (double word) 
representation; as well as the space savings associated with the storage 
equivalence of real and integer numbers, multiplication times are reduced 
by half. The free-format I/O routines facilitate user interaction by 
removing any format restrictions on alphanumeric input.
The flexibility of this system as developed is reflected in the ease 
with which programs to perform non-standard processing can be written.
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Examples of non-standard processing which was readily implemented are the 
production of ’residual amplitude’ traces (Section 4.2) and the squared- 
channel beams (Section 6.7).
The development of a flexible system on a relatively small computer 
with many disparate uses (and therefore 'undevoted') inevitably involves 
compromises with regard to program operation, size and efficiency. For 
instance, a beamforming program must be sufficiently small that it can be 
incorporated into more complex processing ’packages’, which possibly 
include large system overheads (e.g. for graphical output), but also 
sufficiently efficient to not seriously restrict repeated execution. The 
strategy employed in the design and implementation of the ANU-II system 
was to use the disk data area as a kind of extension to core memory.
With extensive use of a disk for data buffering, the loss in processing 
efficiency due to the relatively slow data manipulation is compensated by 
the increased core space available for programs. With this arrangement, 
most of the processing capability listed is executable in a 16 K core 
module. The adaptive processing package which would require about 60 K 
for serial loading, can be efficiently executed in a 16 K segment of core 
with the aid of a chained-execution overlay scheme which employs the disk 
for program back-up as well as data. It is the adaptive processing 
package which represents the most unique feature of the software system 
ceveloped.
2.4.1 Beamforming
The computational considerations relevant in the development of 
teamforming programs are discussed in detail by Weichert [1967], Weichert 
at. [1967] and Muirhead [1968]. These authors were specifically 
concerned with a beamforming program useful in a detection environment, 
where the constraints are, in general, more restrictive than those 
xelevant in the present (non real-time event processing) context. With 
the use of the disk to provide relatively rapid access to a fixed block 
cf data (as discussed earlier), it is convenient to form about 40 seconds 
cf a single array beam, specified by ($, dT/dA), at a time. Such a beam 
is then immediately useful in the production of enhanced records or in 
subsequent processing. In order that such a beamforming program can be 
used with a minimum of restrictions, it is necessary to ensure that a 
variable additional program overhead can be readily accommodated along 
with the core requirements of the beamforming program. A program which
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fulfils these requirements has been developed by the author, and a brief 
description follows.
The time delays appropriate to each channel are readily calculated 
according to t^ = [r^  cos($-0^)]/v (where (r^,0^) are the polar 
coordinates of the ith seismometer), and rounded to an integer multiple 
of the sample interval. The minimum line buffer usable in any delayed 
summation is directly related to the longest time delay which could arise. 
In the limiting case, the minimum size is given by
sample rate * storage words per time interval * array aperture * 2
minimum apparent velocity
In the present case,
T r - 25 (Hz) x 12 (words) * 2 x 22 (km)
min ~ 8 (km/sec)
= 1650 memory locations .
Basic programming is simplified considerably if at least twice the 
minimum requirement is available. Also, when about 40 secs of data are 
to be processed at one time, much larger buffers become necessary if an 
excessive number of disk transfers is to be avoided. A practical 
compromise is possible as a consequence of the half-word data format 
adopted. It proved convenient to duplicate the data in half of each of 
the two buffers as illustrated in Figure 3.4. With this arrangement, and 
exploiting the I/O independence of the PDP-15, it is a relatively simple 
and efficient process to be filling one buffer while simultaneously 
proceeding with the actual summation in the other. A buffer containing 
beam samples can be transferred back to disk at times when the disk is 
not busy. The actual summation procedure is effectively optimized since 
addressing across page (or bank) boundaries can be achieved in a single 
memory cycle with the use of an index register. However, it transpired 
that standard index instructions could not be used efficiently to provide 
the variable address offsets for concatenation with the index register, 
and it proved necessary to use the address offsets corresponding to the 
calculated delays to actually generate indexed ’load-accumulator' 
instructions in a self-modifying section of program. To permit this type 
of program instruction modification, it is necessary to ensure that the 
offsets are all positive to avoid the possibility of generating 
meaningless codes. This is achieved by reducing the base value of the 
index register by an amount equal to the magnitude of the largest 
negative offset, and by converting all offsets to positive by the
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addition of the same amount. The method described is similar to the 'in 
extenso' subprogram generation described by Weichert [1967] and Weichert 
et al. [1967].
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Figure 3.4: Data structure for beamforming.
The beamforming program occupies 335 memory locations, and has 
generally been used with buffer storage of about 4700 locations. With 
this configuration, and using the disk for input of data and output of 
the beam and partial sums, about 40 seconds of beam are available within 
about one second. The separation of the program from its required data 
storage releases this storage for use in subsequent processing operations.
3.4.2 Correlation
In the event processing application the correlation, or, more 
correctly, the time-averaged product (TAP) of partial array sums is a 
widely used enhanced record which facilitates the identification of both 
primary and secondary phases. In the ANU-II system, the TAP is formed 
from partial array sums stored with the array beam on disk. A one-second 
averaging time has been used almost exclusively to avoid excessive 
smoothing of closely spaced arrivals. The correlation process has been 
programmed using half-precision real arithmetic to obviate the need for 
large dimension arrays. TAP traces can be plotted in both linear and 
square-root form, depending on interpretational requirements. The
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dynamic range on plotting presents no problems, since the extreme values 
in the time-series can be determined prior to plotting. Figure 3.5 
illustrates the ’standard' processed array output sequence which is used 
throughout this thesis unless labelling indicates otherwise. The traces 
are, from the bottom: time channel : single seismometer : sum of red-
line seismometers (SR) : Sum of blue-line seismometers (SB) : array 
beam (total sum, SR + SB) : one-second time averaged product on square- 
root scale (signum \/sR x S B) .
A program has also been developed to determine a single correlation 
value over a fixed time window. This has been used in a package which 
performs a delay-sum-correlate search over a chosen data window to yield 
an estimate of ($, dT/dA). The separation of beamforming and correlation, 
along with the extensive disk usage, make this procedure as implemented 
relatively inefficient. However, since the estimation of ($, dT/dA) by 
this method finds only limited application in post-detection event 
processing, no effort was made to optimize the procedure. Notwithstanding 
the inefficiency, the delay-sum-correlate package was successfully 
employed in a study of precursors to PKIKP (Chapter 6). It should be 
pointed out that even the method of correlating partial sums widely used 
in detection processing does not constitute an 'optimum' procedure 
[Weichert 1967, Muirhead 1968]. Muirhead [1968] has suggested that each 
phased line sum should be divided into two and the half-line sums 
correlated against each other. Such a procedure would reduce the number 
of necessary correlations by an order of magnitude at the expense of only 
a 5 db loss in detection capability.
3.4.3 Vespa Analysis
The formation of about 70 or less TAP traces at a single azimuth and 
equispaced slownesses within the range 0 to 13.5 sec/deg is sufficient 
for the generation of a Vespagram. Of interest in the ANU-II 
implementation of this procedure is the mode of presentation of the [2D] 
power surface formed by stacking the TAP traces side-by-side and viewing 
from above. The availability of a PEP-400 video/graphic storage terminal 
and a TV monitor suggested the possibility of producing Vespagrams as 
intensity modulated TV images rather than as contoured line plots. After 
each TAP trace is formed, it is plotted as a series of contiguous points 
on the storage screen and is immediately visible on the TV monitor. The 
intensity modulation is controlled by writing each separate point m times,
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where m is directly proportional to the magnitude of the data point. By 
forming Vespagrams in this way, it is not necessary to store all the data 
points produced; however it becomes necessary to pre-select a suitable 
scaling factor for intensity plotting in order to preserve the dynamic 
range of the output. Since plotting on the PEP-400 is about 8 times 
faster than on the Calcomp incremental plotter, the program has been 
arranged so that selected conventional time-vs-amplitude traces can be 
plotted for inspection and the trace maximum printed prior to Vespa 
production. It is then simple to choose an approximate scaling factor 
adequate for plotting on linear or square root scales.
The quality of the Vespagrams produced in this manner is limited by 
the non-linearity of the intensity scale. A single ’point', written by a 
pulse of a few hundred nanoseconds, can be over-written up to about 20 
times to yield a fairly linear increase in intensity. When a point is 
over-written more than 20 times, the original spot, of diameter less than 
0.01 inches, becomes no brighter but spreads in extent. However, while 
the intensity resolution in the vicinity of a maximum is not good, there 
is some compensation in the zooming facility on the output employed. 
Zooming allows close inspection and selective erasure of any area of the 
storage screen.
As a consequence of the rapidity with which output can be written 
onto the PEP-400 screen, the time required for the production of a 
complete Vespagram is somewhat less than 5 minutes. The output quality 
is apparent in Figure 3.6, where a typical Vespagram is presented. The 
Vespa processing method as described proved to be particularly useful in 
the study described in Chapter 6, where further examples can be found.
3.4.4 Adaptive Processing
In the processing methods described in preceding sections, relative 
arrival times of propagating signals are measured indirectly (by 
optimizing signal output with respect to a family of matched spatial 
filters) to provide an estimate of approach direction ($, dT/dA). The 
precision of ($, dT/dA) estimates depends on the accuracy with which 
(relative) arrival times between array sensors can be measured. An 
alternative and, in general, more accurate method of determining the 
signal parameters is to measure relative arrival times directly. With 
the arrival time data, a least-squares estimate of ($, dT/dA) is obtained
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by solving an overdetermined set of linear equations [Kelly 1964, Otsuka 
1966a]. Cleary et at. [1968] have described a manual wave-matching 
technique in which propagation delays can be measured directly to an 
accuracy of about 0.01 sec. This manual method is not only tedious, but 
suffers the limitation that while 'eyeball' techniques can satisfactorily 
align peaks and troughs, the human performance deteriorates significantly 
for complex and/or noisy signals. In the presence of interfering signal 
pulses, wave-matching could lead to erroneous results.
Gangi and Fairborn [1966] described an automatic adaptive processing 
method which they used for the refinement of approximate propagation 
delays in exploratory tests. The method involves cross-correlating the 
signal on each channel (of a multi-channel recording) with a velocity and 
azimuth filtered composite signal in an iterative manner. The method is 
adaptive in that the delay values resulting from each iteration are used 
to provide a refined reference signal for the subsequent iteration. The 
use of a cross-correlation technique to define optimum signal alignment 
means that maximum use is made of the signal wave shape.
The scheme used in the implementation of this adaptive processing on 
the ANU-II system is as follows:
Pre-processing
For a selected digitized 100-sec data sample (on disk), the 
'expected' or approximate azimuth and slowness ($ , (dT/dA)e) are derived 
from either (a) delay-sum-correlate processing, or (b) bulletin 
information (e.g. UKAEA's Gedess listing).
Adaptive Processing
1. Input of processing parameters, e.g. accurate sample rate,
($ , (dT/dA)e), window length for cross-correlation, maximum number of 
iterations and others.
2. Initial steering delays are calculated according to
^ i v e i1 2*7
Ti = ------V------- *e
where (R^,0^) are polar coordinates of the ith seismometer w.r.t. origin 
of coordinates (at intersection of least-squares lines through red and 
blue seismometers) and V is the 'expected' apparant velocity
(Ve «l/(dT/dA)e).
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3. Approximately 40 seconds of the array beam and TAP are formed 
and saved on scratch disk. The corresponding traces can be plotted if 
required.
4. Portions of the record to be analysed are selected either 
(a) manually: operator enters details of sections he requires to be
analysed, or (b) automatically: the computer selects significant peaks
in the TAP trace and saves the appropriate details.
5. Short sections of the beam and the corresponding sections of 
each channel are transferred into core storage from disk. (The length of 
the section depends on the processing window lengths, but is typically
2 seconds.)
6. After subtracting the appropriately aligned channel from the 
beam, the cross-correlation of that channel and the depleted beam is 
evaluated and the maximum located. The channel is then added back into 
the beam re-aligned. For computational efficiency, cross-correlations 
other than those in the first iteration can be confined to the immediate 
vicinity of the correlation maximum.
7. The revised time delays are further refined by using a parabolic 
interpolation between the discrete time values.
8. The refined time delays are used to obtain a solution of the 
normal equations [Kelly 1964]:
n
2 (xitT0 ~ Ti “ p y± Q)]) = °>i=l
n
2 M W  (x.P + y.Q)])
1 =  1
0 ,
where
X [T0 -T.-(x.P + yiQ)] 
1=1
P 
T
sin $ cos $
V ’ v V
arrival time at origin of coordinates,
T^ = arrival time at seismometer i,
and (x^,y^) are cartesian coordinates of seismometer i.
9. The V,$ solution (v = (P2 + Q 2) 2, $ = tan_1(P/Q)) is compared 
with the previous solution (if any) to check for convergence. The new
beam is formed and the process executed iteratively from Step 6 until 
convergence is reached.
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In step 8, the errors associated with estimates of ($, dT/dA) 
obtained from the solution of the normal equations are calculated 
according to the formulae provided by Kelly [1964], namely:
<T> rms
✓6(dT/dA)\ 
\ dT/dA /rms
^ V 9[Var X cosz <D -
-2Cov(x,y) sin <S> cos $ + Var y sin2
and
< <5 $ > rms
where
radians = oV/Hd tVar x sin2 $ + 2 Cov(x,y) sin $ cos $
+ Var y cos2 $] 2 ,
a2 = variance of reading errors,
D = Var x Vary - [Cov(x,y)]2 ,
1 n = -  2
n i=l
Var x (xi - x)2 ,
l nVar y ■ s . s ,i=l
(Xi-y)2 ,
Cov(x,y) 1 n = -  2
n i=l
(xi - x) (yi - y) ,
and overbars denote mean values. The 'reading' errors, of variance a2, 
are assumed to be independent Gaussian variables of zero mean, and can be 
readily calculated from
2 e?
.9 i=l 1
n - 3
where is the residual between the least-squares wavefront and the 
measured arrival time at the ith seismometer, although it is recognized 
that the residuals include some systematic errors [Wright 1970]. The 
program includes provision for output of these residuals for visual 
scrutiny. Also, the residuals appropriate to the P-wave solution can be 
saved in a disk file on a routine basis. The residuals are discussed 
further in Chapter 5 (Section 5.2.1).
The implementation of such a processing scheme on a 16 K (or 32 K) 
computer is not possible unless program overlaying is used. The scheme 
outlined lends itself to overlaying since the various processing stages 
can be conveniently grouped if the disk is used for all intermediate bulk
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data storage. However, overlaying requires the construction of an 
elaborate ’chain-file' comprising all programs necessary to effect the 
adaptive method, and so it is desirable to include into a single file as 
many processing options as possible. A master-file of some 35 programs 
was constructed which incorporates 18 processing options which can be 
controlled from console switches. The options include choice of mode of 
output for data and results and provision for saving least-squares time 
residuals both individually and in space-averaged form. The single 
chain-file, which can be efficiently executed from disk, constitutes a 
powerful and flexible adaptive processing package as will become apparent 
in the following chapters. A typical ($, dT/dA) solution for primary and 
secondary P phases is illustrated in Figure 3.7. The lower sets of 
symbols relate to the LH axis, the upper symbols to the RH axis; the 
sizes of the symbols are indicative of the average maximum correlation 
between the beam and the channels, and the vertical bars show standard 
errors. Since such adaptive processing has not, to the author's 
knowledge, previously been implemented on a small computer or used with 
medium-aperture array data, a more detailed description of the operating 
characteristics and performance is provided in Chapter 4. Further 
examples of adaptive solutions are presented in Chapters 4 and 7.
3.4.5 Deconvolution
Deconvolution processing can be used to increase the time resolution 
between interfering pulses on a seismogram provided either the signal 
shape or transfer function of the Earth (and recording system) are 
'known'. Douglas et at. [1972] have successfully deconvolved 
seismograms recorded from assumed simple impulsive sources (i.e., nuclear 
explosions) by making reasonable assumptions about the transfer function. 
For earthquake seismograms, the source function cannot in general be 
assumed to be a simple delta function, and so an alternative procedure is 
required. Hemlberger and Wiggins [1971] have estimated source functions 
from a standard seismogram (35° <A<49°) in order to generate inverse 
filters for deconvolving more complex seismograms, and a similar 
technique has been employed by Thyssen and Wagenitz [1973].
The main objective in attempting to deconvolve WRA array records was 
to increase time resolution to see whether any improvement would be 
carried through to ($, dT/dA) measurements. A procedure was adopted 
whereby a representative pulse on an array beam was used to form an
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Figure 3.7: Adaptive solution for event on July 27, 1971, A = 22.2°,
O$ = 52.4 (Lvcnt 106). Lower symbols (*) refer to LH-axis, upper 
symbols (0) to RH-axis.
RZi
MUT
H 
(DE
G)
46
inverse filter using programs adapted from Robinson [1967, Ch. 2] [cf. 
Mack 1969]. A filter formed in this manner was then convolved with each 
array channel in turn. Time shifts arising from the non-minimum delay 
nature of the assumed signal pulse are of no consequence since they are 
identical on each channel. Figure 3.8 shows a noise-free synthetic array 
record and the associated deconvolved record. The improvement in 
resolution attainable with a 2 second filter derived from accurate 
signal information is impressive. However, Figure 3.9 shows a real data 
section of high quality (SNR) and its deconvolved section. While there 
is undoubtedly some improvement in the time resolution of the two major 
arrivals, there are numerous subsidiary spikes. The identification of 
subsidiary spikes as either artefacts of the processing (arising from 
inadequate assumptions on signal shape) or effects associated with 
structural irregularities beneath the array and other ’noise’ sources is 
difficult. It is shown in the next chapter that the deconvolution 
process as implemented is of only limited use in the present context. 
However, the deconvolution capability developed is suitable for 
applications similar to those of Wiggins and Helmberger [1973], who 
showed that the envelopes of deconvolved seismograms are useful in 
identifying secondary arrivals associated with velocity structure at 
depth. Furthermore, it is probable that significant improvements to the 
inverse filtering technique could be effected by improving signal 
estimates using homomorphic deconvolution [Ulrych 1971].
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Figure 3.8: a) Synthetic noise-free data section comprising 7 pulses
with slownesses as labelled. Pulses (b § c), (d § e) and (f § g) 
have time separation At seconds and amplitude ratios as indicated.
b) Data of a) deconvolved with 2-second filter derived from 
pure pulse information (i.e. phase a).
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Figure 3.9: a) Data section from Solomon Isles event, July 17 1971
(A = 24.52) (Event 151).
b) Data of a) deconvolved with 2-second filter.
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CHAPTER 4
THE ANU-II PROCESSING SYSTEM - 
PRELIMINARY ASSESSMENT
4.1 OBJECTIVES
The remaining chapters of this thesis are directed to demonstrating 
the efficacy of the system developed, with regard to the motivation for 
the development. Since this motivation concerns the exploitation of WRA 
data in seismological research, the most trenchant tests in the system 
evaluation involve the utilization of the system in specific research 
projects. Three such projects were undertaken, and are described 
separately in Chapters 5, 6 and 7. The preliminary direct tests 
described in this chapter are intended primarily to demonstrate the 
performance of the various processing methods under signal conditions 
commonly encountered in upper mantle studies (A <30°). The superiority 
of the adaptive method in such circumstances is apparent from the 
preliminary tests and in the detailed regional mantle study described in 
Chapter 5. (It was, in fact, the upper mantle study which stimulated the 
development of the adaptive processing facility.) However, the study of 
PKP precursors (Chapter 6) represents a case where the simpler methods 
(Vespa and delay-sum-correlate) were more suitable than the adaptive 
method. The implications of the interpretations in Chapters 5 and 6 are 
explored in Chapter 7, with the aid of both enhanced records and adaptive 
processing.
Since all the studies to be described involve the analysis of 
secondary phases, it is useful to examine first of all the nature of the 
noise field within the P coda.
4.2 SIGNAL GENERATED NOISE
Key [1967, 1968] studied the contribution of signal generated noise 
to the P coda at the four UKAEA arrays. The mechanism operative in the 
generation of such noise is P-wave to Rayleigh-wave scattering at local 
near-surface topographic irregularities, and this mechanism has been
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analysed theoretically by Hudson and Knopoff [1966]. A technique similar 
to that cescribed by Key [1967] has been used by the author to 
investigate the level of noise generated by the arrival near WRA of P- 
waves frcm the Novaya Zemlya test site. The procedure involves deriving 
scaling factors which minimize the 'fitting error' between the array beam 
and the individual channels, aligned according to the maxima in each 
signal window. Each channel is then appropriately scaled and subtracted 
in turn from the beam over about 30 seconds, starting just prior to 
signal arrival. The resulting 'residual amplitude' traces represent that 
energy which is effectively incoherent at the azimuth and velocity which 
specifies the P signal (and thus the array beam). An option has been 
incorporated whereby the signal on the array beam could be cross- 
correlated with the residual traces in order to emphasize arrivals with 
the same shape as the signal itself.
Both the residual amplitude and associated correlogram sections for 
the 1966 (October 27th) Novaya Zemlya explosion are shown in Figure 4.1. 
There are many 'discrete' arrivals visible in these sections, and 
particular attention is drawn to the (arrowed) arrival which is coherent 
across mo;t of the array. An estimate of the arrival time on qach 
channel yielded an apparent velocity of 3 km/sec and an azimuth of 45°, 
and so th3 origin of the wave would appear to be some 75 km to the NE of 
the array cross-over point. There are no sharp topographic features in 
that viciiity, but there are several zones of anomalous gravity field.*
The ratios of 'coherent' to signal generated noise for the separate 
channels }f three Novaya Zemlya explosions are presented in Table 4.1. 
These ratios are only coarse approximations, since the success with which 
the coheisnt energy is subtracted varies considerably. These results 
indicate that locally-generated Rayleigh waves could contribute between 4 
and 5 tines as much energy as the primary signal (and any associated 
reverberations) to the total energy recorded in the coda of the primary 
signal, rhe level of noise appears to be greatest in the northerly half 
of the blue line —  and this is consistent with the fact that the most 
severe topography is to the NW of the array.
Although these results relate only to noise which is rejected in 
beamformiig, the theoretical results of Johnson [1968] suggest that a
* Map E5S/B2-14(R), Bureau of Mineral Resources, Canberra.
■~>j^ \fA/\J\j^ \/\Aj^ Aj\^
- ^ W v / W V — — ,/'\^ f^tJ\/\/\/\/''S\/^ /^/^ l\s/\f\J\^ j*\AiAf*-v 
~A/\J\f\/^A/^A^\fv^^\f\^^
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Figure 4.1: Novaya Zemlya explosion, October 27th, 1966. (a)
20
section 2 S. 
i-i :
— 1<S. r (for beam dT/dA = 5.3 s/deg, $ = 344 )
(b) Corellogram section
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seismometer spacing of 2-3 km provides near-optimum discrimination 
against low velocity surface noise. To confirm the validity of this 
result for the WRA configuration, data sections comprising various 
arbitrary arrivals with velocities of 11 km/sec and 3 km/sec were 
synthesized (e.g. Figure 4.2a). The results of steering the array at the 
higher velocity signal (Figure 4.2b) demonstrate that beamforming is 
indeed effective in suppressing the signal generated noise.
Table 4.1
coherent energy 
signal generated energy
1966 1970 1971
Mb = 6.3 Mb = 6.7 Mb = 6.4
RIO .49 .51
9 .47 .64 .68
8 .59 .82 .78
7 .86 1.35 1.38
6 .57 .95 .10
5 .25 .69 .63
4 .41 .80 .52
3 .35 .50 .49
2 .48 1.0 .87
R1 .44 - -
B1 .5 1.2 .69
2 .49 1.1 -
3 .38 1.1 .52
4 .5 1.4 .42
5 .20 .88 .38
6 .30 .41 .39
7 .69 1.5 .67
8 .22 .56 .44
9 .34 .63 .3
BIO .32 .48 .39
4.3 RESOLUTION
In order to permit a meaningful inversion of upper mantle travel- 
time and slowness data, a detailed knowledge of not only first arrivals 
but also of later phases is essential if control over velocities 
throughout the depth range of interest is to be achieved. This requires 
that small differences in slowness and azimuth of often overlapping 
phases must be resolved. For WRA (and similar arrays), the beamforming, 
TAP and Vespa methods are all limited in this application since the array
BIO
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io sees
b
Figure 4.2: a) Synthetic data section: Simulation of arrival of 6
P-phases ($=50°, dT/dA=10 s/deg) and various interfering Rayleigh 
waves (connected by dashes).
b) Array beam and TAP formed from data a) with $ = 50°, 
dT/dA = 10 s/deg.
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aperture is not large compared to the apparent wavelengths of the 
incident signals. Furthermore, the time resolution of the TAP and Vespa 
methods is restricted by the averaging times employed in the processing. 
These limitations are illustrated in Figures 4.3, 4.4 and 4.5, as a 
prelude to the demonstration of the capabilities of the adaptive method 
in a subsequent section. The first illustration (Figures 4.3a and 4.3b) 
demonstrates the insensitivity of beamforming and cross-multiplication to 
small changes in slowness even in the absence of noise. As expected, 
there is no resolution at all between arrivals f and g, which are 
separated by only 0.5 secs (i.e. half the averaging time). The real data 
sections shown in Figures 4.4a and 3.9a exhibit exhibit different degrees 
of interference with (atypically) high signal to noise ratios. The 
corresponding processed sections (Figures 4.4b and 4.5) demonstrate the 
inadequacy, in the present context, of all the processing methods which 
use beam information alone.
4.4 ADAPTIVE PROCESSING
The adaptive processing method uses single channel information in 
conjunction with beam information and offers the possibility of improving 
the precision of propagation delay measurements under favourable signal 
conditions. In practice, the choice of processing parameters can affect 
the performance of the method. It is convenient, however, to standardize 
such parameters as signal frequency content on the basis of a limited 
number of tests. Bungum and Husebye [1971] reported the results of an 
extensive series of tests at NORSAR, and their results were used along 
with test results obtained on the ANU-II system to rationalize the choice 
of processing parameters. Initial tests indicated that the results 
obtainable were relatively insensitive to the system pass-band (i.e. pre­
processing filters) provided that the pass-band was sufficiently wide so 
as not to degrade signal coherence, in accordance with the findings of 
Bungum and Husebye [1971]. In consequence, the pass-band of 0.4 Hz to 
3.0 Hz was chosen for all subsequent processing. For simplicity, 
attention has been confined to events with SNRs >> 2; the seismicity to 
the North of Australia is such that this represents no limitation 
whatsoever in upper mantle studies using WRA data.
The full sampling rate of about 25 Hz is preserved throughout the 
adaptive processing. It is important that the sample rate is accurately 
known, since errors in its specification (or calculation) induce errors
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Figure 4.3a: Synthetic data section: Simulation of 7 P-phases of
equal amplitude with various slownesses (as marked) and an 
azimuth of 50°. The time separations of the doublets are 2 secs, 
1 sec and 0.5 secs.
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Figure 4.3b: Processed section from data 4.3a, The
parameters are dT/dA = 9.7 s/deg, $ = 50° (lower section) 
and dT/dA = 10.3 s/deg, $=50° (upper section). Ticks 
(in all processed data sections) indicate those signals 
perfectly phased.
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l-ißure 4.4a: Real data section:
1970). A = 20.95°, * „ ,expected
and has been blanked out.
New Britain event (October 3rd,
= 51.8°. (Event 89). R1 was faulty
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Figure 4.4b: Processed traces from data 4.4a. The beam parameters are
dT/dA = 9.7 s/deg, $ = 52° (lower section) and dT/dA = 10.4 s/deg,
$ = 52° (upper section).
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F ig u re  4 .5 :  P rocessed  t r a c e s  f o r  even t on du ly  17 th , 1971.
A = 2 4 .5 2 ° ,  (l>exp = 560 . (Data o f  F ig u re  3 .9 a . )  The 
p a ram e te rs  a r e  dT/dA = 10.5 s /d e g ,  0 = 56° (low er s e c t io n )  
and d'l’/dA = 9 .5  s /d e g ,  $ = 56° (u})per s e c t i o n ) .  (Event 151)
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of a similar magnitude in the calculation of slowness values from time 
delay data. The two methods which have been used to ensure the accuracy 
of the sample rate are:
1. The raw time channel data is plotted using a fixed plot 
increment of 0.01 inches. The length of 30 plotted seconds is then 
measured and compared with a reference table which gives the appropriate 
sample rate. With this method, the operator can readily reject spurious 
noise spikes on the time channel.
2. About twelve seconds of the time channel is autocorrelated and 
de-trended. The peak spacing is then calculated (automatically) to yield 
the accurate sample rate. The use of an autocorrelation ensures that 
this automatic method is also robust.
4.4.1 Operating Characteristics
In the adaptive processing procedure described by Gangi and Fairborn 
[1968], the convergence condition was detected by comparing the gradient 
of each zero-lag cross correlation with zero, and the curvature of the 
zero-lag cross correlation with that of the zero-lag beam autocorrelation. 
An alternative procedure was adopted in the ANU-II implementation since 
the objective was to refine ($, dT/dA) measurements rather than to 
accumulate a library of steering delays which would optimize the 
detection capability. Convergence was monitored by comparing the 
apparent velocity and azimuth specified by the time delays before and 
after any single iteration. In such a scheme, flexibility is retained by 
the incorporation of a provision for rejecting channels with a low 
correlation coefficient, which might otherwise hinder convergence. With 
this provision, stable solutions for well defined signals usually require 
no more than five iterations. Channels can also be rejected after 
stability has been attained if the time residual between measured and 
calculated arrival times exceeds some arbitrary amount (0.1 secs, say).
The choice of processing window length governs both the portion of 
signal to be aligned and the amount by which initial delays can be 
corrected. Since the necessary condition for valid convergence is that 
the initial delays be sufficiently accurate to ensure some register 
between the incident signal direction and the main lobe of the array 
response, all correlations must be performed over a time interval greater 
than the delay errors which could be induced from an extremity of the
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lobe. Although the consideration of the accuracy of initial delays 
places a real constraint on the adaptive processing of data from large 
arrays (assuming the full aperture is employed), it represents no real 
limitation for a medium aperture array such as WRA. Thus, while large 
arrays achieve better azimuth and velocity resolution than somewhat 
smaller arrays, the latter have the advantage that the initial steering 
delays need not be so accurately known. Some approximate empirically 
determined tolerances are illustrated in Figure 4.6. For upper mantle 
events (A <30°), the azimuthal tolerance is greater than 10° even when 
the velocity is not particularly well known, and so the likelihood of 
providing inadequate initial parameters is remote. It can be added that 
the use of inadequate parameters can also be readily detected from one or 
more of: large error of solution; high scatter of solutions for
different window positions; low correlation values; and failure of 
solutions to converge satisfactorily. Figure 4.6 shows the beam 
improvement related to the 15° difference between initial and final 
azimuths for the data of Figure 4.4a.
&  V*, 2S 
V'»V>
1.0 0.8 0.6 0.5
a z i m u t h a l
T O L E R A N C E
±  15 ± 10 ±6 ± 1
final beam <t>= 51
in it ial beam 0 = 3 6
Figure 4.6: Approximate empirical azimuthal tolerance (degrees) for
various errors in initial apparent velocity (V^ ) relative to actual 
velocity (V ) at $ ~ 50°. Also shown is a comparison of array beams 
corresponding to initial and final azimuths differing by 15°.
An alternative way to consider the required accuracy of initial delays is 
to relate the possible delay errors to the oscillations of the cross­
correlation function. It is clear that initial delays must be accurate 
to better than half of the period of the main oscillation (t — 0.5 sec) 
to prevent convergence on a side lobe ('cycle skipping'). The tolerance
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of the initial ($, dT/dA) for core phases is illustrated in Figure 4.7,
which shows the PKKP phases from a Novaya Zemlya explosion in 1966
(A =106°). The initial slowness specified in the processing was 2 s/deg,
but the solution has converged to the ’correct' value of ~ 4 s/deg on the
late phase (PKKP ).*A d
Bungum and Husebye concluded from their tests of the adaptive method 
that a window of about 2.8 s, covering the first part of the recorded 
energy, provided the most reliable time delay solutions; however, they 
were concerned only with teleseismic P signals. With all the above 
considerations in mind, and the performance of the adaptive method in the 
presence of partially overlapping pulses being of particular interest in 
the present context, the possibility of using only short data windows 
(< 1 sec) was investigated. Not surprisingly, the results for short 
windows (SW) are, in general, completely equivalent to solutions obtained 
for longer windows, provided that real parameter variations are absent 
within the duration of the signal. It is desirable, however, to 
consolidate confidence in any solution by obtaining several closely 
spaced solutions over the signal length, in the manner of Figures 3.7 and 
4.7. With such a procedure, reliable ($>, dT/dA) solutions for coda 
phases can sometimes be obtained (e.g. Figure 3.7).
Of course, by using SW solutions in this way, one loses any 
advantage gained with regard to computation times. However, even with 
the multiple solution procedure, computation times are in no way 
restrictive. For instance, the solutions and plotted outputs of Figures 
3.7 and 4.7 were produced in about 10 minutes. The solution for a single 
window position required an average of between 15 sec and 25 sec.
4.4.2 Resolution
The plethora of seismic events recorded at WRA and originating in 
the active belts to the north of Australia provided motivation to attempt 
extending adaptive processing to isolate and determine the ($>, dT/dA) of 
secondary as well as primary phases. Complexities in the upper mantle 
sampled by rays from some such events result in a P-wave multiplicity
* The example 4.7 is of some seismological interest. Although the
initial slowness used was 2 s/deg, there is no evidence for an arrival 
of slowness near 2 s/deg interfering with the AB branch arrival, as 
reported by Wright and Muirhead [1969]. The three arrivals evident in 
this figure are consistent with the Jeffreys-Bullen model or slight 
modifications of the same.
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Figure 4.7: Adaptive solution for PKKP arrivals from Novaya Zemlya
explosion on October 27th, 1966. (A=106°). Initial parameters 
dT/dA = 2 s/deg, 4> = 165°.
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over several seconds. An ability to obtain measurements of (<J>, dT/dA) 
for arrivals corresponding to the various branches of the travel-time 
curve offers the additional constraints necessary to permit meaningful 
modelling by data inversion. Furthermore, signal multiplicities can 
arise for other reasons; in particular, the presence of lateral 
heterogeneities and/or distributed scattering bodies along a ray path can 
partition energy for subsequent interference [Mereu 1969, Mack 1969, 
Weichert 1972, Haddon and Cleary 1973b, Davies and Capon 1973], In all 
such signal conditions, it is essential to use short data windows to 
avoid averaging out the very effects which are to be identified.
In order to demonstrate the resolution which was obtained in the 
analysis of an extensive set of upper mantle earthquakes, it is necessary 
to foreshadow the results of the study described in Chapter 5. Some 
representative results are presented in Figures 4.8 through 4.14 (inc.), 
as well as Figure 3.7. All of these solutions were obtained using a 
window length of 0.75 seconds.
The examples have been chosen to illustrate the various types of 
results which have been obtained. The solutions shown in Figures 4.8 and 
4.9*, associated with the data shown in Figures 4.4a and 3.9a 
respectively, along with those of Figure 3.7, are representative of a set 
of solutions where small slowness differences (— 0.5 s/deg) between two 
identifiable arrivals have been reliably resolved. However, in many 
cases no decisive visual resolution of arrivals was possible; for many 
of these events, the solutions obtained by stepping the correlation 
window across the suspected composite signal displayed systematic drifts 
in one or both of the slowness or azimuth (e.g. Figures 4.10, 4.11, 4.12, 
4.13). Figure 4.14 is representative of a set of solutions where the 
individual ($, dT/dA) determinations are scattered or vary so rapidly 
that no reliable interpretation can be made.
In order to confirm that the ($, dT/dA) variations detected could be 
associated with real variations within the data, experiments using 
adaptive processing of composite synthetic data were conducted. The 
results of processing the data illustrated in Figure 4.15a are shown in 
Figure 4.15b. The solutions plotted in Figure 4.15b drift systematically
Figure 4.9 also illustrates the convergence of the solution for a 
phase 30 secs after P from ~ 10 s/deg to ~ 12.5 s/deg. This arrival 
is the reflected phase PP.
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Figure 4.8: Adaptive solution for event on October 30, 1970.
A = 20.95°, ^eXp s 51.8°. (Data of Figure 4.4a, livent 89.)
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Figure  4 .9 :  Adaptive s o l u t i o n  fo r  event  on J u l y  17th,  1971.
A = 24 .52° ,  <5>eXp ~ 56°.  (Date o f  F igure  3 , 9 a ,  Hvent 151.)
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Figure  4 .10 :  Adaptive s o l u t i o n  f o r  even t  on .January 6 th ,  1969.
A = 2 4 .9 ° ,  <J> = 67°.  (Event 152)exp
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figure 4.11: Adaptive solution for event on July 27th, 1971.
A = 23.8°, 4> =52.7°. (livent 1.39)exp
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F igure  4 .12 :  Adaptive s o l u t i o n  f o r  event  on J u l y  23rd ,  1971.
A = 2 4 .2 ° ,  <t> = 5 5 . 3 ° .  (livcnt 147)exp
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figure 4.13: Adaptive solution for event on December 2nd, 1070.
A - 29.3°, <D = 70.7°. (1-vent 180). exp
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F ig u re  4 .1 4 :  Adap tive s o l u t i o n  f o r  ev en t  on J an u a ry  9 t h ,  1969.
A = 1 8 . 7 6 ° ,  $ = 4 6 .9 ° .exp
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Figure 4.15a: Synthetic data section: Simulation of arrival at array of
8 P-phases of various dT/dA’s, $’s and time values.
Phase marked: a b c d e f g h
Azimuth (°) 50 50 50 50 50 50 54 52
dT/dA (sec/deg) 9.75 10.25 9.7 10.4 10 9.7 10.4 10
Amp ratio 0.3 1 1 1 1 1 1 1V V V V V
0.5 0.5 0.9 0.6 0.8Time separation (s)
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between the true values which are tabulated in the caption to Figure 
4,15a. The solutions plotted in Figure 4.15c were obtained using a 
2 second data window; the true variations present in the data have been 
averaged out, confirming the intuitive idea that ’long1 windows are not 
suitable for events from distances (e.g. A <30) where signal replications 
may occur.
It seems reasonable to assume, then, that the observed variations in 
azimuth and slowness along the early P coda are, in fact, real. While 
there must always be a degree of uncertainty and ambiguity in seismic 
interpretation, there is sufficient justification to account for the 
observed systematic variations in azimuth and slowness in terms of 
interference effects. There are undoubtedly many mechanisms which 
contribute to the complexity of the signal conditions encountered. The 
upper mantle velocity structure has been assumed to be the dominant (or 
at least most reproducible) mechanism. While many of the solutions 
obtained are probably true manifestations of upper mantle structure, the 
effects of other mechanisms are such that many events must be processed 
before any meaningful interpretation (in terms of upper mantle velocities) 
can be made (cf. Chapter 5). It is relevant to identify ’other’ 
mechanisms which are effective in contributing to signal complexity, even 
though the results do not permit any discrimination:
1. Mode conversions in the vicinity of the source. In particular, 
Rayleigh to P wave scattering [Greenfield 1971] can readily account for 
(4>, dT/dA) variations of the magnitude observed, but the effects would in 
general not be severe in the first 10 or so seconds of the coda.
2. P wave to Rayleigh wave scattering in the vicinity of the array 
(cf. this chapter, section 4.2). The effects of this mechanism would, in 
general, not be severe in the early part of the coda. However, since 
some measurements have been made within the coda, the possible effects 
were investigated by obtaining a solution for the synthetic data shown in 
Figure 4.2a. The solution is shown in Figure 4.16. This illustration 
demonstrates that Rayleigh wave interference could induce significant 
drifting, thereby complicating any coda measurements.
3. Complex source mechanism. Those events which exhibit a high 
beam coda level (e.g. Figures 4.10, 3.7) are almost certainly associated 
with complex source motions which might persist, continuously or 
discontinuously, for many seconds. The initial P ($, dT/dA) solutions
74
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Figure 4.15c (top): Adaptive solution for latter 6 phases of data 4.15a
using 2 s window.
Figure 4.15b (bottom): Adaptive solution for synthetic data 4.15a using
0.75 s window.
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F igu re  4 .16 :  Adap tive s o l u t i o n  f o r  s y n t h e t i c  d a t a  o f  F igu re  4 . 2 a ,
u s ing  0.75  s window.
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for such events are commonly duplicated within the coda (e.g. Figure 
4.10), and could be misinterpreted as ’genuine' secondary arrivals.
4. 'Structure' on the ray path. Jacob [1972] has shown that 
structure in the vicinity of an earthquake source (e.g. a dipping 
lithospheric slab) could generate secondary phases, and Davies and Capon 
[1973] have suggested that topography on upper mantle velocity 
discontinuities could account for some body-wave multipathing. Dr. R.F. 
Mereu [personal communication ] conducted ray tracing experiments which 
confirmed that 'structure' at depth could account for secondary arrivals 
differing in travel-time, slowness and azimuth from the direct arrival by 
amounts similar to those observed.
5. Anomalous absorption effects. Douglas et al. [1971] have 
suggested that complex P signals result from ray paths of different 
average Q. Although the example from GBA presented by these authors can 
be simply explained in terms of a reasonable upper mantle velocity model, 
there is sufficient evidence to suggest that the mechanism contributes to 
signal complexity. Theoretical calculations by Woodhouse [1973] 
substantiate this conclusion.
4.4.3 Processing of Deconvolved Data
Although those ($, dT/dA) solutions which exhibited systematic 
features provide some slowness resolution, it seemed desirable to 
increase this resolution by effecting an increase in the time resolution 
of interfering signals. The attempts to increase time resolution, 
described previously (section 4.5 of Chapter 3), met with limited success 
(see Figure 3.9). The adaptive solution for the deconvolved data of 
Figure 3.9b is shown in Figure 4.17. While the array beam and TAP 
clearly shown an improvement in time resolution compared with the 
original data (Figure 3.9a), the actual ($, dT/dA) solution is less 
reliable than that obtained from the raw data (Figure 4.9). The effects 
of variations in signal shape, and of inverse filtering of noise, have 
acted to reduce the confidence of the final azimuth and slowness 
solutions. Deconvolution clearly provides no panacea in the present
context.
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CHAPTER 5
AN UPPER MANTLE STUDY 
5.1  THE WRA UPPER MANTLE STUDY
The d i s t r ib u t io n  o f e l a s t i c  and a n e la s t ic  param eters w ith in  th e  
E a r th ’s upper m antle i s  in tim a te ly  r e la te d  to  th e  com position and 
p h y s ica l s t a t e  o f th a t  reg io n , and thus has im p lic a tio n s  in  th e  under­
s tan d in g  o f the  ro le  o f the  m antle in  te c to n ic  p ro c e sse s . As a r e s u l t ,  
th e  r a d ia l  and l a t e r a l  d is t r ib u t io n  o f th e se  param eters has been th e  
su b je c t o f  in te n s iv e  (and con tinu ing) s tu d y . Numerous s tu d ie s ,  review ed 
by Hales [1972] and Simpson [1973], have e s ta b lis h e d  th e  e x is ten c e  o f 
f i r s t  o r second o rd e r v e lo c ity  d is c o n t in u i t ie s  n ea r depths o f 400 km and 
600 km which r e s u l t  in  m u ltip le  P wave a r r iv a l s  w ith in  th e  d is ta n ce  range 
10° < A < 30°. Although th e  n a tu re  and e x te n t o f  th e se  tra v e l- t im e  
t r i p l i c a t i o n s  must be a cc u ra te ly  sp e c if ie d  i f  f in e  s t ru c tu re  in  the  
v e lo c ity -d e p th  p r o f i l e  i s  to  be d e lin e a te d , most s tu d ie s  have been 
l im ite d  by d i f f i c u l t i e s  in  th e  o b se rv a tio n , id e n t i f i c a t io n  and 
in te r p r e ta t io n  o f  th e  secondary a r r iv a l s .  In consequence, th e  e s tim a te s  
o f th e  r a d ia l  d is t r ib u t io n  o f P wave v e lo c i ty  are  poorly  c o n stra in e d  over 
much o f  th e  depth range o f in t e r e s t  ( i . e .  down to  depths o f about 800 km). 
In o rd e r to  f a c i l i t a t e  m eaningful in v e s t ig a t io n s  o f the  l a t e r a l  
d i s t r ib u t io n  o f P wave v e lo c i t i e s ,  i t  is  e s s e n t ia l  th a t  w e ll-c o n s tra in e d , 
re g io n a l r a d ia l  v e lo c i ty  models a re  e s ta b lis h e d . Although no such models 
w il l  be unique, th e  s im p lest models which s a t i s f y  a l l  th e  d a ta , and 
p re d ic t  no fe a tu re s  which a re  in c o n s is te n t w ith  th e  d a ta , would be 
s u i ta b le  fo r  comparisons o f re g io n a l v e lo c i ty  d i s t r ib u t io n s .
The WRA a rra y  i s  id e a l ly  s i te d  fo r  such a re g io n a l upper m antle 
s tu d y , because o f th e  high le v e l o f  s e is m ic ity  in  th e  d is ta n c e  range 12° 
to  30° over a wide a rea  to  th e  no rth  o f A u s tra l ia .  Many o f  the  even ts 
which occur in  c e n tr a l  New Guinea and along th e  New B r i ta in ,  New Ire la n d  
and Solomon Is lan d  a rc s  are  p a r t ic u la r ly  s u i ta b le  fo r  re g io n a l s tu d ie s ,  
s in ce  th e  ray  p a th s  from th ese  reg ions to  WRA l i e  m ainly beneath  th e  
s ta b le  A u s tra lia n  co n tin e n t. Furtherm ore, th e se  sources l i e  in  a
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relatively narrow azimuth range from WRA, and this feature allows 
problems associated with the complex structure beneath WRA to be 
circumvented (cf. Section 5.2.1).
In view of these considerations, an experiment was planned, in 
collaboration with R.F. Mereu and D.W. Simpson, which exploited the 
favourable location of WRA for regional upper mantle studies. A brief 
discussion of the results presented in more detail by Simpson [1973], 
Simpson, Mereu and King [1973], and Mereu, Simpson and King [1973] is 
given in the present chapter. The first stage of the experiment involved 
the development and testing of the adaptive processing capability to 
facilitate the identification of secondary arrivals (Chapter 4; also 
King et al. 1973]. Subsequent ($, dT/dA) measurements were performed 
mainly by the author, while Mereu and Simpson were responsible for the 
analysis and derivation of models, and for the interpretation of the 
results.
5.2 DATA AND RESULTS
Over 200 events from the region to the north of Australia were 
chosen for processing. For each event, all significant arrivals within 
the first 30 or so seconds of the records were processed using the 
adaptive method, and wherever possible several solutions were obtained 
for each separate arrival. The computer time used in the processing of 
the total data set was in excess of 100 hours. Details of the 196 events 
which provided useful ($, dT/dA) measurements for some 494 separate 
arrivals are listed in Appendix A; the distribution of epicentres is 
illustrated in Figure 5.1. The data set includes 54 aftershocks of the 
magnitude 7.9 earthquake in New Ireland on July 14th, 1971. These events 
provided detailed coverage of the distance range 21.6° to 24.5° within a 
very narrow azimuthal range near 53°. Most of the other events lie 
within the azimuth range 30° to 60°, although it proved necessary to 
extend this range to obtain suitable events at distances < 18° and >28°.
All ($, dT/dA) measurements were outputed graphically, and Figures 
3.7, 4.8-4.14 (inc.) are representative of the solutions obtained at 
various distances. These solutions also serve to illustrate the slowness 
’reversal’ which is a manifestation of a travel-time triplication. For 
instance, the low slowness arrival which arrives 4 seconds after the 
first (high slowness) arrival at A =20.95° (Figure 4.8) becomes the first
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arrival at A =24.52° (Figure 4.9), where it is followed by a higher 
slowness arrival. Details of all slowness and travel-time measurements, 
both 'raw* and corrected for focal depth [Simpson 1970], are included in 
Appendix A. The weight (WT) ascribed to each determination reflects both 
the standard error and the consistency of the solutions. All the depth 
corrected data are presented in a single graphical representation, due to 
Simpson [1973], as Figure 5.2. The detailed features of the data are 
obscured by the scatter, which arises, in the main, from origin time 
errors and epicentral mislocations. In Figure 5.3, this scatter has been 
artificially reduced by constraining the travel-times of all first 
arrivals to correspond with the Herrin et at, [1968] times, with the 
effect of accentuating the secondary branch in the distance range 
21° s A < 26° and the apparent complexity of shorter distances 
(18° < A < 21°). These features will be discussed further in subsequent 
sections.
5.2.1 Structure Corrections
Wright [1970] clearly established that the structure beneath WRA 
acts to perturb ($, dT/dA) measurements, and he identified the approach 
directions for which the apparent structure changes rapidly. The effect 
of the local structure is to introduce a systematic bias into ($, dT/dA) 
measurements. Such a bias is visible in Figures 5.2 and 5.3, where the 
slownesses do not lie at a true tangent to the associated smooth travel 
time curve. This systematic bias can be (partially) removed if a 
correcting structure is assumed (cf. Chapter 2, section 5), but an 
empirical approach is preferable when extensive data from a limited 
azimuth and distance range are available. It is necessary, however, to 
confirm that all the data are affected by the same structure before a 
meaningful empirical correction can be derived. Such confirmation has 
been provided in the present study from an inspection of the least- 
squares time residuals associated with the initial ($, dT/dA) 
determination for each event. As indicated in earlier chapters, these 
residuals can be saved both individually and in space-averaged form with 
the adaptive processing package. The residuals for all upper mantle 
events processed have been saved, and the space-averaged residuals for 
three groups of events are plotted in Figure 5.4. The similarity between 
the residuals for these three azimuth ranges justifies the assumption 
that upper mantle events (A < 30°) within the azimuth range 40° to 70° are 
affected by essentially the same structure in the vicinity of WRA.
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An empirical structure correction factor has been derived by 
'correcting1 the measured slownesses with 21 factors in the range 0.9 to 
1.1, and then evaluating the r.m.s. residual between corrected slownesses, 
suitably adjusted for focal depth, and the gradient of a smooth curve (a 
fifth order polynomial) through first arrival times. The variation of 
this residual for a range of correction factors is plotted in Figure 5.5, 
and it is clear that the appropriate factor is 0.97. All measured 
slownesses have thus been reduced by 3%, and the depth corrections to 
epicentral distance and arrival time, which are dependent on the ray 
parameter, re-calculated. The appropriately corrected values are listed 
in the right hand columns of Appendix A. The structure corrected data in 
the distance range 19° < A < 31° is plotted in Figure 5.6 for direct 
comparison with Figure 5.3. There is a marked improvement in the 
consistency of the data.
0 . 2  I_________ I_________ I_________ I_________ I_________ I
1.02 1.00 0.98 0.96 0.94 0.92
CORRECTION FACTOR
Figure 5.5: RMS residual between slope of smoothed travel times and
corresponding measured slownesses as corrected for local structure 
using a range of multiplicative factors.
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Figure 5.6: Data from distance range 19° < A <31° in Figure 5.3 corrected
for local structure with factor 0.97. First arrivals constrained to 
Herrin et at. [1968] P times.
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5.3 INTERPRETATION
The initial objective in the interpretation was to derive the 
simplest velocity model consistent with the times, slownesses and 
relative amplitudes of the observed primary and secondary arrivals, and 
with the absence of observable arrivals (i.e. significant amplitudes) at 
other times. The ’negative evidence' constitutes a valuable additional 
modelling constraint implicit in the data set. The interpretational 
technique adopted was to use the slowness measurements, in conjunction 
with enhanced records, to identify the various arrivals, rather than for 
direct inversion by the Herglotz-Weichert technique. The phase 
identification was aided by consideration of relative amplitudes, which 
bear on the curvature of travel-time branches. Hie interpretation 
technique is illustrated in Figure 5.7, where an annotated composite 
section of enhanced records representative of the main features of the 
total data set is presented. (The notation used to identify the various 
arrivals foreshadows the form of the travel-time curve associated with 
the interpretation.) Interpretations of this kind were used to 
determine smooth dT/dA values for various branches, prior to a trial and 
error inversion using standard Herglotz-Weichert techniques.
By using the automatic array analysis procedure both to acquire a 
large and detailed data set and to facilitate the 'correct' identification 
of arrivals, it was anticipated that the true manifestations of the upper 
mantle velocity distribution could be effectively separated from the 
other mechanisms which contribute to P signal multiplicities at short 
(A <30°) epicentral distances. The degree to which the phase separation 
has been successful is evident in Figures 5.2, 5.3 and 5.6.
5.3.1 Velocity Models
Models have been determined [Simpson 1973, Simpson et al. 1973] 
which satisfy the major features of the data. The two 'preferred' models, 
SMAK I and SMAK II, are tabulated in Table 5.1; graphical representations 
of the models and their associated travel-times, slownesses and amplitudes 
are presented in Figures 5.8 and 5.9. The models differ as a result of 
the assumptions about velocities above 320 km, which could not be derived 
from the WRA data. In model SMAK I, velocities above 320 km are 
intermediate between model values (in other studies) for regions 
representative of opposite ends of the ray paths. This model is least 
satisfactory with regard to A branch slownesses. The deficiency is to
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SMAK ][ SMAK I I
V e lo c i ty
(km/s)
Depth
(km)
V e lo c i ty
(km/s)
Depth
(km)
6 .2 0 0 . 6.20 0 .
6 .50 20. 6 .20 20.
6 .5 0 30. 6 .50 20.
8 .05 30. 6 .50 35.
8 .05 70. 8.10 35
8 .2 0 70. 8 .10 85.
8 .20 320. 8 .25 85.
8.3672 321. 8 .32 175.
8 .4353 330. 8 .40 175.
8.5137 340. 8 .40 320.
8 .5910 350. 8.5130 330.
8.6851 360. 8.5652 340.
8.8152 370. 8.6288 350.
8 .9814 380. 8.7063 360.
9 .1836 390. 8.8029 370.
9 .3003 400. 8.9409 380.
9 .3508 410. 9.1452 390.
9.3918 420. 9.3063 400.
9.4272 430. 9.3641 410.
9.4591 440. 9.4097 420.
9 .4885 450. 9.4491 430.
9 .5145 460. 9.4847 440.
9 .5415 470. 9.5174 450.
9 .5790 480. 9.5480 460.
9 .6382 490. 9.5755 470.
9 .7192 500. 9.6197 480.
9 .8326 510. 9.6880 490.
9 .9370 520. 9.8116 500.
9 .9982 530. 9.9015 510.
10.0500 540 9.9581 520.
10.0974 550. 10.0071 530.
10.1400 560. 10.0515 540.
10.1696 570. 10.0933 550.
10.1901 580. 10.1322 560.
10.3200 680. 10.1632 570.
10.9500 695. 10.1808 580.
11.2000 800. 10.3200 680.
10.9500 695.
11.2000 800.
Table  5 .1 :  WRA v e l o c i ty  m odels.
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Figure 5.8: Velocity model SMAK I and corresponding derived travel-times
and slownesses. The spacing of the crosses on the travel-time curve 
is inversely proportional to relative amplitude.
(KM
) 
RE
DU
CE
D 
TR
AV
EL
 T
IM
E 
(S)
 
sl
oh
ne
ss
91
T - A / 10.00 KM/3
1-rX^L
VELOCITY (KM/SI.6 7 o g ion
DEPTH OF PENETRATION
400 -
LU600 -
DIST AN C E  (DEG)
Figure 5.9: Velocity model SMAK II and corresponding derived travel-
times and slownesses.
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some extent remedied in SMAK II, which represents an attempt to 
incorporate lateral variations into the ray paths by using different 
models for velocities in the uppermost mantle at source and receiver ends 
of the paths. Times and slownesses calculated for SMAK II are compared 
with measured values in Figure 5.10; the agreement in respect of travel­
time, slowness and amplitude is clearly satisfactory.
The major features of the derived velocity distributions are as 
follows:
1. A low velocity gradient between 150 km and 300 km, resulting in 
low amplitudes on the A branch.
2. A high velocity gradient between 300 km and 400 km, resulting in 
the A-B-Cj triplication.
3. A small (2%) velocity increase near 520 km, resulting in the 
minor C1-C2-C3 triplication.
4. A 6% velocity increase over a depth range < 30 km (and probably 
< 15 km) between depths of 650 km and 700 km.
5.3.2 A Q Model*
The only features of the velocity models presented which find no 
support in the WRA data are the A and B branch extensions in the distance 
range 22° <A<31°. The low amplitude predicted for the A branch arises 
as a result of the low velocity gradient above 300 km, and the amplitudes 
of the retrograde B branch are controlled by velocity gradients between 
300 and 400 km. At distances > 21°, no slownesses were measured within 
the range appropriate for A and B branch arrivals, namely 12 to 13 s/deg. 
The failure to observe any such arrivals can be explained in terms of the 
coda level associated with earlier arrivals from the C, D and E branches. 
However, in view of the fact that both surface wave studies [Anderson, 
Ben-Menahem and Archambeau 1965] and body wave studies [e.g. Kanamori 
1967a, Julian and Anderson 1969, Archambeau et at. 1969] have provided 
evidence for the existence of a highly attenuating layer within the upper 
mantle, Mereu examined whether reasonable Q models, compatible with those
The experiment described in this section was performed solely by 
R.F. Mereu; it is included here for completeness, since it represents 
an extension to a collaborative project and bears directly on the data 
and results obtained in the initial project.
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Figure 5.10: The WRA data (corrected for focal depth, local array
structure, JB origin time bias) compared with the SMAK II model.
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of other studies, could provide an alternative explanation. The 
experiment performed involved the introduction of an additional parameter 
(Q, the specific attenuation factor) into the modelling, but was not 
designed to generate definitive models of the anelastic structure of the 
upper mantle.
In order that the effects being investigated would not be obscured 
by complexities in the velocity models, a simplified velocity model,
SMAK III, which is consistent with the more important features of the WRA 
data, was adopted. Details of this model are presented in Table 5.2 and 
Figure 5.11, and the derived travel-time curve is illustrated in 
Figure 5.12.
The effect of Q on amplitude can be determined using a factor
that if Q were kept constant or excluded from consideration, travel-times, 
slownesses and amplitudes derived for SMAK III (and similar models) 
predicted significant arrivals where none were evident in the 
observations. However, the introduction of a low Q (i.e. high 
attenuation) layer, such as that presented in Table 5.2 and Figure 5.11, 
had the effect of modifying the amplitudes so as to make them more 
consistent with the observations. To illustrate this point, synthetic 
seismograms for the SMAK III velocity model, taken with a constant Q of 
1000, are plotted as a record section in Figure 5.13. The corresponding 
record section for the SMAK III velocity and Q models (Table 5.2) is 
shown in Figure 5.14. The main effect of introducing the low Q layer has 
been to attenuate the A and B branch arrivals, relative to C branch 
arrivals, to such an extent as to render the A branch unobservable as a 
secondary arrival (A >19°).
To facilitate comparison with the observed data, a selection of the 
events with relatively simple source functions, plotted in the form of a 
record section, are shown in Figure 5.15. The scatter in the observed 
travel-times was eliminated by constraining the first arrival times to 
those of the model, and otherwise there is good agreement between the 
major features of Figures 5.14 and 5.15.
where f is the frequency and t is travel-time. It was found
95
V (kms/sec)
5 6 7 8 9 10 11 12
ST 600
o
Figure 5.11: Velocity and Q distribution for model SMAK III.
Velocity 
(km/s)
Depth
(km)
Q
6.20 0 500
6.20 20.0 500
6.50 20.0 500
6.50 35.0 500
8.10 35.0 500
8.10 85.0 500
8.25 85.0 200
8.32 175.0 200
8.32 315.0 200
9.20 380.0 200
10.13 559.6 500
10.16 572.6 500
10.16 659.6 500
10.71 671.3 1000
11.46 846.4 1000
Table 5.2: SMAK III velocity and Q model.
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5.4 CONCLUSIONS
In order to establish regional models useful in studies of the 
lateral distribution of elastic (and anelastic) parameters within the 
upper mantle, it is necessary to unravel a complex, multi-branched P 
travel-time curve. In the study described in this chapter, direct 
slowness measurements obtained by digital processing of WRA data have 
been used as an interpretational aid in the delineation of fine structure 
in the upper mantle beneath northeastern Australia. The automatic 
processing of a large data set with the adaptive processing facility of 
the ANU-II system has enabled high confidence to be placed on the 
identification of a retrograde branch associated with a sharp velocity 
discontinuity between depths of 650 and 750 km. The velocity structure 
near 400 km is less well constrained by the data, but supports the 
conclusion that the transition near 400 km occurs over a much wider depth 
range than that near 670 km.
The inclusion of Q into the upper mantle modelling aggravates the 
non-uniqueness inherent in the inversion of finite, imperfect data sets. 
However, the velocity profiles determined (SMAK I and SMAK II) represent 
a better fit to both 'positive1 and 'negative' amplitude data when a 
simple Q model involving a low Q layer below 85 km is used in conjunction 
with the velocity models. Such a model is in qualitative agreement with 
the results of various other studies [e.g. Anderson et dl. 1965, Kanamori 
1967a, Archambeau et dl. 1969, Albert and Tsujiura 1973],
Notwithstanding the non-uniqueness, the models SMAK I, II and III 
are suitable for comparison with models derived for different regions, 
e.g. the western United States. Such a comparison [Simpson 1973] reveals, 
for instance, that the upper mantle at depths greater than aboqt 450 km 
beneath northeastern Australia and the western United States are 
probably very similar. However, the United States models of Helmberger 
and Wiggins [1971] and Wiggins and Helmberger [1973] suggest that the 
transition zone near 430 km is more highly localized (in depth) than the 
'equivalent' transition beneath Australia. This difference may well be a 
reflection of a true lateral variation in structure, but the possibility 
that it arises as a result of interpretational difficulties or non­
uniqueness cannot be excluded on the basis of either the WRA or United 
States data.
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The interpretation of the WRA velocity models in terms of the 
geochemistry of the upper mantle is discussed by Simpson [1973] and 
Simpson et al. [1973]. In brief, the SMAK velocity models are compatible 
with an upper mantle of pyrolitic composition, which has been favoured by 
Ringwood [1969] on petrological grounds. The SMAK III Q model is 
consistent with numerous models which feature low Q layers and are 
interpreted in terms of a low velocity layer associated with a region of 
partial melting.
CHAPTER 6
ARRAY ANALYSIS OF PRECURSORS TO PKIKP 
IN THE DISTANCE RANGE 1 2 8 °  TO 1 4 2 °
6.1 REVIEW OF PRECURSOR INTERPRETATIONS
The genesis of precursors to the seismic core phase PKIKP in the 
distance range 125° to 143° is crucial to the evaluation of certain 
hypotheses regarding fine structure in the interior of the Earth. Bolt 
[1962] interpreted the precursor observations as resulting from waves 
refracted sharply upwards at the outer boundary of a postulated 
transition layer between the outer and inner cores. Many workers 
subsequently investigated this hypothesis, and Earth models which include 
one or more velocity discontinuities in the outer core have proliferated 
[Bolt 1964, Adams and Randall 1964, Ergin 1967, Engdahl 1968, Sacks and 
Saa 1969, Husebye and Madariaga 1970, Buchbinder 1971, Qamar 1973,  and 
others]. Ruprechtovä [1972] tried to reconcile observed discrepancies in 
relative amplitudes of various PKP arrivals at distances > 144° (i.e. 
beyond the caustic) with amplitudes calculated froip Bolt’s [1964]  model 
by suggesting that the PKP^U (PKHKP) and PKP branches coalesce. This 
study neglected the fact that Sacks and Saa [1969] and Buchbinder [1971]  
had demonstrated that Bolt’s original interpretation was unable to 
account satisfactorily for observed precursor amplitudes, and is also 
unsatisfactory in its own right. Sacks and Saa [1 9 6 9 ] ,  Buchbinder [1971]  
and Qamar [1973] proposed as an alternative to refractions that the 
precursors may result from reflections from very small velocity 
discontinuities (0.01 km/sec in Buchbinder*s model) at the boundaries of 
postulated transition layers.
Haddon [1972] and Doornbos and Husebye [1972] drew attention to the 
inadequacy of either of these transition layer interpretations for 
explaining certain features of the observational data. Haddon [1972] 
suggested as an alternative that the precursors may result from 
scattering of PKP waves by small scale random irregularities in the 
vicinity of the core-mantle boundary (CMB). Cleary and Haddon [1972] 
subsequently determined a minimum time curve for scattered waves
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generated in this manner, and assembled a body of evidence in support of 
the hypothesis. At the invitation of Drs Cleary and Haddon, the author 
initiated a study of precursor slownesses and other array evidence 
bearing on the scattering hypothesis. It was evident from the notable 
absence of extensive published results that precursor measurements would 
not be simple, so this study provided an excellent opportunity to test 
many aspects of the ANU-II processing system.
Initial measurements from events near A =130° discriminated sharply 
against the transition layer interpretations and in favour of the 
scattering interpretation [King et at. 1973a]. These results, along with 
results published independently by Doornbos and Vlaar [1973], included 
the first evidence for scattering before entry into the core, and 
precipitated the extension of Haddon’s theory to include this case. In 
the present chapter a discussion of the analysis methods, results and 
interpretation for 12 events in the distance range 128° < A < 142° is 
presented. In addition, there are comparisons with results from other 
workers as well as additional pertinent evidence from 1) reverse azimuth 
phases which follow PKiKP for three Novaya Zemlya explosions (A=106°), 
and 2) the temporal characteristics of energy arrival within precursor 
wave trains. The results are presented against a theoretical framework 
established by Haddon [1973] and Haddon and Cleary [1973b], and the 
consequences of the scattering mechanism are discussed before 
presentation of results since the unusual nature of the problem 
necessitates the introduction of unconventional graphical representations. 
All the theoretical models are based on a Jeffreys velocity model, but the 
choice of model is of relatively minor importance in the present context. 
A publication based on most of the material presented in the chapter is 
in press [King et at. 1973b].
6.2 CONSEQUENCES OF THE SCATTERING HYPOTHESIS
The propagation of plane waves through regions containing random 
inhomogeneities has received considerable attention of late [Capon 1972, 
Aki 1973, Haddon 1973]. Capon [1972] and Aki [1973] have both used the 
acoustic wave theory of Chernov [1960] to examine the effects of 
scattering in the crust and upper mantle. Haddon [1973] has extended the 
theory of Chernov [1960] to spherically symmetric Earth models containing 
regions of small scale irregularities. Calculations based on this theory 
[Haddon 1973, Haddon and Cleary 1973b] have demonstrated that scattering
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by irregularities of order 1% in density and elastic parameters inside 
the lowest 200 km of the mantle (Bullen's D" layer) can account for most 
observed features of precursors. In the following sections the 
implications of the scattering mechanism in respect of travel-time, 
slowness (ray parameter) and amplitude are summarized. A more extensive 
account is given by Haddon and Cleary [1973b].
6.2.1 Travel-Times
Cleary and Haddon [1972] showed that their theoretical least time 
curve for singly scattered waves was compatible with the earliest 
reported precursor travel-times. The least time curve (T, shown in 
Figure 6.6) corresponds to scattering in the diametral plane through 
source and receiver from the point on the intercept of the PKP caustic 
surface (or its dual on the source side of the ray path) with the CMB. 
While the minimum time curve is associated with two single points on the 
CMB, later scattered arrivals would originate in an extensive volume of 
the scattering region. The azimuthal effects resulting from the three- 
dimensional nature of the problem, along with considerations of amplitude 
behaviour to be discussed shortly, explain why most precursor travel- 
times do not lie on the minimum-time curve. It may be noted that with 
regard to surface focus travel-times there is complete reciprocity 
between scattering in the lower mantle before entry into and after exit 
from the core.
6.2.2 Slowness
In the present context the term slowness for scattered waves refers 
to the ray parameter of the scattered wave segment of the total path. As 
mentioned earlier, an essential feature of the scattering interpretation 
of precursors is that the resultant signals would generally consist of a 
superposition of waves having a range of directions of approach. 
Interference effects and regional variations in the distribution of 
irregularities would readily account for the apparent distinct phases 
commonly observed in individual precursor wave trains. Furthermore, the 
absence of correlation between the precursor 'branches' of Bolt [1964], 
Adams and Randall [1964], Husebye and Madariaga [1970], Buchbinder [1971] 
and others now finds explanation.
Calculations of the slownesses of precursor contributions generated 
in the lowest 200 km of the mantle define a range of slowness and azimuth
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values for each arrival time. In Figure 6.1 the slownesses of scattered 
waves have been resolved into the diametral plane through source and 
receiver. At each epicentral distance there are two slowness 'fields’, 
one resulting from scattering before entry into the core and the other to 
scattering after exit from the core. The fields of ’high’ slowness 
correspond to scattering on the source side of the ray path, the ’low* 
slowness fields to scattering on the receiver side. It may be noted that 
the two fields have similar slownesses near to 140°, but that the 
slownesses of the two fields become markedly different with decreasing 
epicentral distance. These slowness fields, particularly at the shorter 
distances, are in marked contrast to the slownesses entailed on the 
transition layer interpretation. Furthermore, while the transition layer 
interpretation involves discrete phases with a travel-time and slowness 
uniquely determined by the radial position of the reflecting horizon (see 
Figure 6.2), the scattering interpretation is associated with a composite 
precursor wave train as described above. It can be added that the nature 
of composite scattered precursors would be such that meaningful slowness 
measurements could not be extracted from multi-event travel-time data; 
slowness measurements must be made directly using array stations.
6.2.3 Amplitudes
Haddon [1973] and Haddon and Cleary [1973b] have shown that the 
scattering mechanism can account for most of the observed amplitude 
characteristics of precursor wave trains. The theoretical treatment 
involves summing the energy contributions from all elements of the 
scattering volume contributing to the resultant signal at a particular 
receiver at a particular time in order to estimate the temporal 
characteristics of mean square amplitudes. In particular they have shown 
that amplitude maxima become less distinct and recede from the minimum 
time with decreasing distance. This explains why observations of 
relatively weak precursor wave trains generally refer to central sections 
of the wave trains. A further important result is that for an assumed 
uniform distribution of irregularities in region D", the contributions to 
the scattered energy from scattering regions beneath source and receiver 
are practically equal. For reasons to be discussed later, however, in 
the case of signals recorded at arrays, the array response may be quite 
different for waves scattered in these two regions.
5TIME before PKIKP in seconds
Figure 6.1: Theoretical distribution of slowness components resulting
from scattering in the lowest 200 km of the mantle, resolved into the 
diametral plane through source and receiver. The slowness ’fields' 
are shown for 5 epicentral distances as labelled. For each distance, 
the lower slowness field (hatched, suffixed r) results from 
scattering on the receiver side of the ray path, while the higher 
slowness fields (suffixed s) result from scattering on the source 
side of the ray path. [Based on calculations by Haddon.]
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Figure 6.2: Summary of precursor slownesses entailed by the transition
layer interpretation. For each of 5 epicentral distances, the 
discrete slowness of a precursor generated by reflection at a 
velocity discontinuity at a depth Zr is given by the intersection of 
the solid and dashed lines. Each solid line is terminated at a time 
equal to the earliest reported precursor arrival time for the 
distance in question.
Although the theoretical treatment excludes the case of waves 
scattered on both source and receiver side of the ray path, it is 
recognized that such secondary effects could be significant, particularly 
near 143° [cf. Haddon and Cleary 1973b, section 3.1 and Fig. 4]. Since 
the theoretical treatment is primarily directed to demonstrating that 
scattering is capable of producing observable precursor amplitudes, the 
influence of doubly scattered waves is not of importance in the present 
context.
6.3 ARRAY PROCESSING OF PRECURSORS
It will be clear from preceding sections that the use of arrays is 
essential in attempting to resolve detailed characteristics of precursor 
signals. The difficulty of extracting ($, dT/dA) information directly 
from precursor wave trains is due to low signal levels and poor signal 
coherence (see Figure 6.3). These features alone render the direct 
measurement of relative propagation delays, by either manual or automatic 
means, ineffective. For this reason, the Vespa method was chosen for the 
analysis.
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The beamwidth of the 22 km aperture WRA array is such that the Vespa 
method tolerates reasonable azimuthal variations without drastically 
altering the slowness values for steeply incident energy. For example, 
in typical noise conditions encountered, an azimuthal mis-alignment of 
15° for signals with slownesses of 2 and 1 s/deg and an azimuth of 150° 
resulted in slowness shifts of less than 0.1 and 0.3 s/deg respectively. 
The possibility of identifying steeply incident energy is thereby 
enhanced. Since we are interested in slownesses in the range 0-5 s/deg, 
it becomes necessary to confirm the azimuthal integrity of short data 
sections which produce peaks on the Vespagram. The delay-sum-correlate 
(DSXC) search procedure is suitable for this purpose. An initial coarse 
search using a grid of 36 azimuth values and 13 slowness values within 
the range 0 - 360° and 0-13 s/deg respectively is adequate, although an 
optional fine search is useful for extracting ’best' estimates of 
($, dT/dA) associated with the data window examined. While the DSXC 
method is sensitive to noise and window alignment, it provides a reliable 
estimator accurate to about 0.5 s/deg. Taken together, the Vespa and 
DSXC methods offer a means by which azimuth and slowness values of 
selected portions of precursor signal can be obtained.
It became clear early in the study that the accuracy limitations 
would not be of major concern in so far as the results would at least be 
capable of discriminating against the transition layer interpretation. 
When it became clear (from Haddon's theoretical work) that scattered 
signals would generally consist of a complex superposition of 
contributions, the choice of processing methods was vindicated. The 
smoothing provided by the Vespa and DSXC methods renders them more 
suitable in the present application than more precise methods.
Exploratory experiments with composite synthetic data confirmed the 
applicability of the processors employed to the possibly complex signal 
conditions encountered. In view of the suggested nature of scattered 
signals, measured slownesses must be interpreted as representing only 
average slownesses of sections of the wave packet.
While fine resolution in slowness and azimuth of individual 
components of a composite signal is beyond the capability of a medium- 
aperture array, the resolution of the slownesses within wave trains is 
sufficient to provide positive evidence for scattering and discriminate 
sharply against the transition layer hypothesis.
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Doornbos and Vlaar [1973] have used data from Norsar (100 km 
aperture) and a processing scheme based on the f-K spectrum [Smart and 
Flinn 1971] to analyse precursor signals. While such methods have the 
advantage of displaying wide azimuth and slowness ranges simultaneously, 
they trade time resolution for frequency resolution. However the 
resulting ambiguity in associating travel-times with slownesses does not 
limit their analysis, especially since slownesses are probably mean 
observations. The natural beamwidth of the array would preclude the 
possibility of separating interfering components of a composite signal, 
and their method would also act to smooth out variations as a consequence 
of the linearity of the processing. The high resolution f-K method of 
Capon [1969], applied to data from the 200 km aperture LASA array (in 
Montana), may provide the higher resolution necessary.
The remaining feature of array response considerations relevapf to 
the study of scattered signals concerns amplitude. Although the 
theoretical results of Haddon and Cleary [1973b] indicate that scattering 
before entry to and after exit from the core provide similar total energy 
contributions at the receiver, they show that the array response would 
generally favour observation of waves scattered on the source side of the 
ray path. Intuitively, one expects that the array ’sees' more of the 
total scattered energy as the distance to the scattering volume increases. 
These considerations are consistent with the fact that contributions from 
the two slowness fields have roughly similar amplitudes at WRA, while in 
the Norsar observations the high slowness arrivals have significantly 
greater amplitudes than the low slowness arrivals.
6.4 DATA AND RESULTS
Recordings at the WRA array of precursors to PKIKP from 12 large 
earthquakes (Table 6.1) have been analysed. The distance range covered 
by the data is 128.7° to 141.4°. A typical array data section is 
illustrated in Figure 6.3. Attention is drawn to the difference in the 
coherence across the array of the precursor and main PKIKP (+ PKiKP) 
signals - a feature which is consistent with the scattering 
interpretation.
Vespagrams were formed for each of the 12 events. Unlike the data 
used by Doornbos and Husebye [1972], the amplitudes of the arrivals for 
each of these events did not vary significantly within the array aperture, 
so it was not necessary to equalize channel amplitudes prior to Vespa
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production to avoid the introduction of spurious side-lobes into the 
array response. Data windows (~ 40 seconds) which included the major 
core phases were plotted on a square-root intensity scale for dynamic 
range reasons. Since such a procedure introduces a spreading of the 
energy peaks, Vespagrams plotted on a linear scale were produced for data 
windows which included only precursor information. This exclusion of the 
core phases facilitated the identification of fine detail within the 
'velocity spectra' of the precursor wave trains.
Preliminary time and slowness values for identifiable 'phases' were 
read from the Vespagrams, the value adopted corresponding to the centre 
points of the energy peaks. Although as discussed earlier the accuracy 
of such a procedure is limited, it proved adequate to provide an average 
slowness with an uncertainty of less than about 0.5 s/seg. Since it 
often proved difficult to specify the PKIKP time with any accuracy, a 
procedure was adopted in which the first major peak with a slowness of 
approximately 2 s/deg was used as the reference for precursor timing.
These preliminary slowness values were checked using the DSXC method. As 
well as isolating side-lobe peaks, this procedure also provided direct 
quantitative values for those sections of the Vespagram where it proved 
difficult to choose a peak. In general, the agreement between the 
results from the two procedures was satisfactory within the above limits. 
The more significant discrepancies have been indicated as vertical bars 
in the presentation of results (q.v.).
The values adopted have not been corrected for structure under the 
array. For scattered signals, the variable direction of approach of the 
contributions limits the possibility of making meaningful structure 
corrections using the somewhat ad hoc 'dipping layer' method. However, 
on the basis of the slownesses observed for PKIKP (see Figure 6.5), it is 
reasonable to assume that the effect of structure beneath WRA would tend 
to increase the measured precursor slownesses by less than 0.5 s/deg, and 
increases of this order would not affect the conclusion.
A selection of whole and part Vespagrams, chosen to illustrate some 
of the points raised in the preceding paragraphs , are reproduced in 
Figures 6.4 and 6.5. The two distinct regimes of slowness for the events 
at shorter distances are clearly shown; the 'low' slowness arrivals 
(dT/dA <2 s/deg) were present at various times on all events with A <132°, 
as expected on the scattering interpretation. It must be emphasized that 
the observation of arrivals with slownesses less than that of PKIKP
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d is c r im in a te s  sh arp ly  a g a in s t th e  r e f le c t io n  h y p o th e s is . The ’h ig h ' 
slow ness a r r iv a l s  expected on th e  s c a t te r in g  h y p o thesis  were observed 
throughout th e  e n t i r e  d is ta n c e  range. A ll th e  measurements a re  p re sen te d  
on an a p p ro p ria te  tra v e l- t im e  graph as F igure 6 .6 . N otw ithstand ing  the  
l im i ta t io n  o f  such a p re s e n ta tio n  in  th i s  a p p l ic a t io n , th e  main fe a tu re s  
o f th e  t o t a l  d a ta  s e t  a re  ap p aren t. The d isc re p a n c ie s  between the  
measured slow ness v a lues and th e  g ra d ie n ts  o f  t r a v e l- t im e  branches which 
can be d e riv ed  from tra v e l- t im e  d a ta  a lone a re  n o ta b le ; p a r t  o f  B o l t 's  
GH branch i s  inc luded  in  F igure 6 .5  fo r  com parison p u rp o ses. This 
fe a tu re  o f  th e  o b serv a tio n s  i s  s im ila r  to  th a t  re p o rte d  by Doombos and 
Husebye [1972, p .396] and cannot be ex p la in ed  on th e  r e f le c t io n  
in te r p r e ta t io n .
The r e s u l t s  have a lso  been grouped in to  th re e  d is ta n c e  ranges 
(A <132°, 132° < A <137°, A >137°) and superim posed on th e  th e o r e t ic a l  
slow ness f i e ld  diagrams fo r  d is ta n c e s  o f  130°, 135° and 140° re s p e c tiv e ly  
(F igures 6 .7 a ,b ,c ) .  Although the  slowness f i e ld s  a re  no t e x ac tly  
a p p ro p ria te  fo r  each in d iv id u a l ev en t, they  a re  s u f f i c i e n t ly  c lo se  to  
show th e  adequacy o f th e  s c a t te r in g  h y p o th esis  to  account fo r  th e  r e s u l t s  
o f  th e  a n a ly s is .  To emphasize th e  d isc r im in a to ry  n a tu re  o f  th e  r e s u l t s ,  
each o f F igures 6 .7 a ,b ,c  shows th e  slow nesses e n ta i le d  by th e  h y p o th esis  
o f  r e f le c t io n  a t  o u te r  core d is c o n t in u i t ie s .  The c o n tra s t  can be r e a d i ly  
ev a lu a ted .
6 .5  COMPARISON WITH OTHER RESULTS
Independent r e s u l t s  prov ided  by Doornbos and Husebye [1972] and 
Doombos and V laar [1973] e x h ib it  s t r ik in g  s i m i l a r i t i e s  w ith  those  
p re sen ted  h e re . The form er used d a ta  in  th e  range 136° < A <142° to  r e j e c t  
th e  t r a n s i t io n  la y e r  in te r p r e ta t io n  o f p re c u rso rs . They suggested  
d i f f r a c t io n  from th e  c a u s t ic  as th e  most l ik e ly  ex p lan a tio n  o f t h e i r  d a ta . 
Haddon and C leary  [1973a,b] p o in ted  out th a t  s c a t te r in g  would p rov ide  a 
more p la u s ib le  ex p lan a tio n . To i l l u s t r a t e  t h i s  p o in t ,  F igure  6 .7c shows 
th e  c o rre c te d  p re c u rso r  slowness measurements from F igure  4 o f Doornbos 
and Husebye [1972] superim posed ( v e r t ic a l  h a tch in g ) on th e  th e o r e t ic a l  
f i e ld  diagram fo r  A =140°. The hatched  reg io n  has been lim ite d  to  an 
8 second lead  tim e , which re p re se n ts  th e  maximum lead  tim e on th e  
Vespagrams p re sen te d  in  t h e i r  paper. These o b se rv a tio n s  may be 
in te rp re te d  as m ainly r e s u l t in g  from s c a t te r in g  in  th e  low est m antle 
p r io r  to  core tra n sm iss io n  — a r e s u l t  c o n s is te n t  w ith  th eo ry  when th e
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>0 130
DISTANCE (deg)
Figure 6.6: Complete set of precursor slowness measurements for events
1 to 12 in relation to travel time curves for PKIKP, part of Bolt’s 
GH branch and the minimum time curve for scattered signals (T). 
Slownesses of reverse azimuth phases from Novaya Zemlya explosions 
(A = 106°) are also plotted. The gradients of the lines plotted are 
the measured slowness values. The lengths of the lines indicate 
the reliability of the measurement.
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TIME before PKIKP in seconds
Figure 6.7a: Measured slowness values for events 1 to 5 (Table 6.1) on
theoretical slowness fields for A =130°. Solid triangles represent 
good measurements and open triangles fair measurements; vertical 
bars indicate significant differences between measurements from Vespa 
and delay-sum-correlate processing. Slowness measurements reported 
by Doombos and Vlaar [1973] are also plotted (□ symbols). Points in 
line R represent discrete slowness of reflected precursors as in 
Figure 6.2.
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TIME bafora PKIKP in saconds
Figure 6.6b: Measured slowness values
on theoretical slowness fields for
for events 6, 7 and 8 (Table 6.1) 
A = 135°. Symbols as Figure 6.7a.
14 12 10 8 6 4
TIME bafora PKIKP in taconds
Figure 6.7c: Measured slowness values for events 9 to 12 (Table 6.1) on
theoretical fields for A =140°. Symbols as Figure 6.7a, except that 
the region in which measurements reported by Doornbos and Husebye 
[1972] lie is indicated by vertical hatching.
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effect of array response is taken into account. Doombos and Husebye 
also indicate the presence of lower slowness phases, approximately 6 db 
below the ’main' precursors, which can be interpreted as the result of 
scattering on the receiver side of the ray path.
Doombos and Vlaar [1973] have obtained consistent evidence of 
phases with a slowness of about 3.6 s/deg, which is about 0.6-1.0 s/deg 
higher than theoretical slownesses for the transition layer 
interpretation. They also observed phases with slownesses less than 
2 s/deg at shorter distances. Doornbos and Vlaar’s arrival time and 
slowness values from events at distances near to 130°, 135° and 140° are 
plotted (open square symbols) on Figures 6.7a,b,c respectively, and show 
excellent agreement with the WRA results. A more detailed comparison of 
the results of Doornbos and Vlaar with theoretical results for the 
scattering interpretation is given in Haddon and Cleary [1973b]. The 
analysis presented by Haddon and Cleary, in addition to that presented 
here, shows that if one considers scattering from all PKP waves in a 
laterally extensive region at the base of the mantle rather than 
scattering from a 'caustic surface' alone, both the Norsar and WRA 
results do not require the vertical extent of the scattering region to 
exceed 200 km. Indeed, Haddon and Cleary remark that the absence in the 
Norsar results of non-minimum time precursors with no azimuthal deviation 
suggests that scattering may well be confined to a very thin layer at the 
CMB itself. It can be added that a mechanism of scattering within the 
core does not provide a satisfactory interpretation of all the pertinent 
data. For instance, scattering within the core would give rise to 
earlier precursor times than those observed, and the separation into two 
distinct slowness 'regimes' would not be expected. Further, the fluid 
core would seem less likely to be able to support irregularities of the 
order invoked.
Bertrand [1972] has made a study of PKP and its precursors recorded 
at WRA, and favours an interpretation involving two discontinuities 
within the outer core. However, the measured slownesses were corrected 
for local structure in an ad hoc fashion which depended on placing severe 
limiting values on the slowness of each 'branch' at any particular time; 
with this procedure, some separate measurements from a single event 
required different correcting structures. The corrected slowness values 
were further smoothed prior to inversion. The total analysis method 
effectively constituted a circular argument and was incapable of
120
disproving the transition layer hypothesis. Furthermore, the analysis 
specifically excluded measurements from the range 125° to 130° which 
yielded slownesses both significantly lower and higher than PKIKP itself, 
and from the range 134° to 139° which yielded slownesses of up to 
3.7 s/deg. These and all other measurements reported by Bertrand are 
fully consistent with the scattering interpretation.
From all the above results it must be concluded, then, that 
precursors to PKIKP result from scattering near the base of the mantle 
and not from reflection or refraction at transition layers in the outer 
core.
6.6 EVIDENCE FOR SCATTERING FROM REVERSE AZIMUTH PHASES
In their paper, Cleary and Haddon [1972] suggested that a previously 
unexplained reverse azimuth phase (travel-time 19 min 21.5 sec) reported 
by Wright and Muirhead [1969], in their analysis of the October 27th, 
1966, Novaya Zemlya explosion (A =106° to WRA), could be explained in 
terms of scattering (see Figure 6.6). Wright and Muirhead [1969] 
actually reported two reverse phases, with travel-times 19 min 21.5 sec 
and 19 min 55.0 sec. Similar phases with the same travel-times (to 
within about 1 second) have been identified by the author in an array 
analysis of two subsequent Novaya Zemlya explosion records, thereby 
enhancing the significance of Wright and Muirhead’s results. The 
processed array traces for each reverse phase for the two explosions, of 
body wave magnitude 6.7 and 6.3 respectively, are illustrated in Figures 
6.8a and 6.8b; the record sections have been aligned according to 
travel-time. The structure corrected slowness values for these arrivals 
are about 2.8 s/deg for the earlier arrival and 4.4 s/deg for the later 
arrival, and both phases have azimuthal anomalies of order 20°. These 
values are plotted on Figure 6.6. Theoretical calculations show that the 
observed travel-times, slownesses and azimuths of these arrivals are 
reasonably consistent with the hypothesis of scattering near to the base 
of the mantle. Although the generation of observable amplitudes at this 
distance (106°) would require scattering irregularities which contrast 
sharply with the surrounding medium, such a proposition cannot be 
dispelled in the light of recent evidence indicating the presence of 
considerable lateral heterogeneity near the base of the mantle [Davies 
and Sheppard 1972, Vinnik, Lukk and Nikolaev 1972, Julian and Sengupta 
1973, Ibrahim 1973]. Although special ad hoo conditions must be assumed
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Figure  6 .8 a :  P rocessed  a r r a y  t r a c e s  showing r e v e r s e  azimuth  phase o f
t r a v e l - t i m e  19 min 21.5  sec from Novaya Zemlya e x p lo s io n s  on 
October  14th ,  1970, and September 27th ,  1971. S e c t io n s  a l i g n e d  
acc o rd ing  to  t r a v e l - t i m e .  Beam p a ram e te r s  $ = 141°,  dT/dA = 2.1 s /d e g .
1970
r \ / \s ^ J \J \r S \J ^ W V \ / \ A A / \ / W y / w l m —\T^—
\ *
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F igu re  6 .8 b :  P ro cessed  a r r a y  t r a c e s  showing r e v e r s e  azim uth phase  o f
t r a v e l - t i m e  19 min 55 sec  from Novaya Zemlya e x p lo s io n s  on O ctober 
1 4 th ,  1970, and September 27 th , 1971. S e c t io n s  a l ig n e d  acc o rd in g  to  
t r a v e l  t im e .  Beam p a ra m e te rs  $ = 141°, dT/dA = 3 .8  s /d e g .
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to account for the characteristics of the observed phases in terms of 
scattering, it is notable that no alternative explanation of these 
observations has ever been offered.
6.7 ENERGY CHARACTERISTICS OF PRECURSOR WAVE TRAINS
Conventional digital processing methods are all aimed at the 
investigation of energy which is coherent across the array. Array 
recordings of precursor wave trains do, in general, exhibit only partial 
coherence for sections of the wave train (e.g. see Figure 6.3). Although 
non-coherent waves will tend to destructively interfere in ordinary array 
processing techniques, the resultant scattered energy arriving at a 
receiver will be the sum of the energies of the waves arriving from each 
element of the scattering region. Since the energy in a wave of given 
frequency is proportional to the square of the amplitude of the wave, an 
approximate estimate of the energy in the wave train may be obtained by 
summing the squares of the array channels. This unconventional 
processing was readily implemented on the ANU-II system.
The objective in the investigation of amplitude characteristics is 
to make direct comparisons with the amplitude results given by Haddon and 
Cleary [1973b]. In individual records random variations from the 
theoretical r.m.s. amplitude are, of course, to be expected, particularly 
for a small array such as WRA.
In order to reduce the random variations, various forms of smoothing 
have been tried in conjunction with the sum-square array technique. The 
most satisfactory techniques were 1) smoothing of sum-squared traces by 
time averaging with a sliding window, and 2) the substitution of each 
raw array data channel with its own envelope, defined as the square root 
of the sum of the squares of the data and its Hilbert transform. Since 
the latter method required considerable computing time, the former method 
was used in the present analysis. Smoothing with a one second window 
provided results which were readily comparable with smooth theoretical 
curves (q.v.). Further reduction of random effects could be obtained by 
combining results from different events at similar distances. Since only 
5 events were at distances sufficiently similar to permit meaningful 
’stacking*, the procedure has not been fully evaluated. It was found 
that with such a small data set, the results are unduly sensitive to data 
alignment and normalization. A similar procedure with an extensive data 
set from a large array should provide more significant tests.
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In Figure 6.9, theoretical r.ra.s. amplitudes are compared with the 
amplitudes in precursor wave trains from four events. In addition to the 
individual seismograms and their envelopes, array sum-square and smoothed 
sum-square traces are presented. The differences in the wave trains from 
events at similar distances are well accommodated in the scattering 
theory, as are the general amplitude characteristics of the wave trains.
6.8 CONCLUSIONS
Results on slownesses within PKIKP precursor wave trains have been 
presented and examined in the light of the totality of data relevant to 
the scattering interpretation of precursors. The compatibility of the 
results both with those of other workers and with a theoretical model 
lead to the conclusion that a mechanism of scattering near the base of 
the mantle provides an adequate interpretation for the precursors 
throughout their range of observation. In summary, the main features of 
the observational data which are satisfactorily explained by the 
scattering hypothesis are as follows:- distribution of travel-times, 
slownesses and amplitude with epicentral distance, variations of 
amplitude and slowness along precursor wave trains, variability of 
observations for different events and/or recording stations: (cf. Cleary
and Haddon 1972, Haddon and Clearly 1973a,b, King et al. 1973a,b]. Thus, 
on the evidence available from precursor studies as well as studies of 
long-period core phases [Müller 1973], the transition layer 
interpretation is no longer tenable. Since all seismic evidence, 
including travel-times at distances > 143° [Engdahl and Felix 1971], is 
consistent with a two-layer core model, there appears to be no present 
reason to postulate additional structural complexities within the Earth’s
outer core.
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CHAPTER 7
PRECURSORS TO PP AND THE P CODA
7.1 INTRODUCTION
In recent studies [Cleary and Haddon 1972, Haddon and Cleary 
1973a,b], including that described in the preceding chapter, observed 
precursors to the core phase PKIKP have been interpreted as waves 
scattered from the vicinity of the core-mantle boundary. The 
interpretation assumes that scattering is caused by the presence of 
inhomogeneities in the transition layer DM at the base of the mantle, and 
there is independent evidence that D" is indeed inhomogeneous [Bullen 
1963, Davies and Sheppard 1972, Ibrahim 1973, Needham and Davies 1973].
A great deal of evidence also exists for inhomogeneity in the crust and 
uppermost part of the mantle [James and Steinhart 1966, Kosminskaya, 
Belyaevsky and Volvovsky 1969, Capon 1972, Aki 1973], so if the 
interpretation of precursors to PKIKP is correct, then seismic scattering 
is likely to be significant in these regions as well. On this basis, 
Cleary and Haddon [1973] suggested that the body wave coda could be 
interpreted in terms of scattering by irregularities in the crust and 
uppermost mantle. The evidence presented in this chapter, assembled in 
collaboration with Cleary and Haddon, shows that much of the body wave 
codas following P and S, including the so-called precursors to PP [Bolt 
et al. 1968, Wright and Muirhead 1969, Bolt 1970, Angoran and Davies 1972, 
Wright 1972], S [Nuttli and Whitmore 1962] and PKPPKP [Adams 1968, 
Whitcomb and Anderson 1970, Adams 1971, Whitcomb 1971, 1973] can be 
interpreted in terms of scattering. The evidence includes array 
observations and measurements which are inconsistent with existing 
alternative interpretations.
Various types of scattering have previously been used by several 
authors to explain certain aspects of the P coda. Key [1967, 1968] 
demonstrated that the contribution of short-period Rayleigh waves 
generated by P waves incident on topographic features in the vicinity of 
the recording station was significant. Greenfield [1971] has shown that 
the reciprocal mechanism — the conversion of Rayleigh (R) waves to P
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waves at topographic features near the source —  is capable of accounting 
for observed coda power levels, given specific topographic conditions. 
Scattering has been previously suggested as a mechanism to account for 
high frequency codas at short distances by Aki [1969], Mereu and Jobidon 
[1971], and Dainty and Anderson [1972]. Other contributing mechanisms 
include crustal and sub-crustal reverberations [Davies and Frasier 1970, 
Husebye and Madariaga 1970, Landers 1972, Mereu 1973] and body-wave 
multi-pathing due to 'structure* at depth in the mantle [Davies and Capon 
1973]. Although all these mechanisms undoubtedly contribute to the 
generation of the complex and variable body wave coda, several features 
of observed codas remain unexplained.
7.2 THE SCATTERING INTERPRETATION
The model which is to be examined is one in which waves refracted 
towards the Earth's surface are scattered by inhomogeneities within or 
near the crust. The scattering mechanism is the same as that invoked in 
Chapter 6, i.e. each element of the inhomogeneous medium effectively acts 
as a source of secondary scattered waves of the same frequency as the 
primary waves. The scattering region is consistent with the conclusions 
of Capon [1972] and Aki [1973], who on the basis of observed wavefront 
deviations at LASA proposed a region of scatterers of characteristic size 
10-12 km contrasting by approximately 2-4% with the surrounding medium
down to depths of 60 - 136 km. The well-known presence of large scale
!
variations within the upper mantle [e.g. Kosminskaya et al. 1969] may be 
invoked to account for scattering of waves with wavelengths of order 
100 km.
The amplitudes of scattered waves depend, in general, on the 
distribution of inhomogeneities, the wave frequency, the primary wave 
amplitudes at the points of scattering, the angular deflections of the 
scattered wave rays, the volume of secondary sources contributing to the 
signal, and the usual focusing and defocusing effects associated with 
distance and velocity structure. For waves scattered from any small 
volume element in or near the crust, the effect of focusing and 
defocusing by the Earth's velocity structure would be similar to that for 
direct waves originating within the element. The amplitudes of direct P 
wave first arrivals are virtually independent of distance from 30° to 80° 
[e.g. Cleary 1967], and it follows that for scattering distances in this 
range, the scattered wave amplitudes would not be significantly dependent
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on the focusing factor. Also, for wavelengths which are comparable to or 
larger than the characteristic size of the scattering inhomogeneities, 
and for moderate deflection angles, the amplitudes originating within any 
volume element are only weakly dependent on the deflection angle of the 
scattered wave rays [Haddon and Cleary 1973b]. Thus for scattering 
distances between 30° and 80°, the relative amplitudes of scattered waves 
of a particular frequency would depend mainly on the direct wave 
amplitudes at the point of scattering and the total volume of sources 
contributing to the signal at any particular time. The effective total 
volume would be a steadily varying function, so the variation of 
amplitude along a scattered P wave train would be expected to reflect, to 
some extent, the variation of direct P wave amplitude with distance. 
Studies of amplitudes of P wave first arrivals [Vanek 1968, Gibowicz 
1972] indicate that amplitudes generally decrease fairly steadily with 
distance until about 10°, and then increase again to a maximum near 20° 
(the so-called ’20° discontinuity’), after which the decrease is gradual 
(cf. inset to Figure 7.3). In addition, there is evidence of later 
arrivals with relatively high amplitudes at distances less than 30° 
[Johnson 1967, Archambeau et at. 1969, Helmberger and Wiggins 1971, 
Simpson et at. 1973].
For scattering within and near the crust at small angles of 
deflection, the travel-time of a scattered wave would be close to the 
time calculated for a wave scattered at the point where the corresponding 
direct wave reaches the surface (Figure 7.1). The ray paths for 
scattered waves will, in general, not lie in the same plane as the direct 
P signal (usually the diametral plane through source and receiver); this 
will have the effect of spreading the amplitude variations in the 
scattered wave train. Figure 7.2 shows travel-time curves for the direct 
wave phases P and PP, and for P waves scattered from direct waves 
incident at the Earth’s surface at 10° and 20°. For the sake of 
simplicity, the travel-time curves shown relate only to ray paths 
confined to the diametral plane through source and receiver. The travel­
time curves shown are merely representative members from an infinite 
family of curves which constitute a coda continuum. The nomenclature 
used indicates the distance at which scattering takes place; e.g.
P20° ^  rePresents a p wave incident on the surface at an epicentral 
distance of 20°, and there converted to scattered P. It should be noted 
that waves of the P^ o(P) type follow P and generally precede PP, even for 
ray paths displaced considerably from the diametral plane.
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A°
Figure 7.1: Ray paths (------- ) for waves PA<3(P) scattered from a
direct P path close to its reflection point on the Earth's surface at 
an epicentral distance of A°.
60
DISTANCE, deg
Figure 7.2: Travel times of scattered waves compared with those of P and
PP. Times calculated for P^^P [Bolt et al. 1968] are also shown.
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7.3 ALTERNATIVE INTERPRETATIONS
At distances between 100° and 115°, the times of P2 0 ° ^  aPProximate
to those of the precursors to PP observed by Bolt and his colleagues
[Bolt, O'Neill and Qamar 1968, Bolt 1970] which they ascribed to *P^P*
waves reflected from the under-side of the 400 km discontinuity (cf.
Figure 7.2). However, both Wright and Muirhead [1969] and Angoran and
Davies [1972] have found that precursors to PP generally have slownesses
significantly less than the values predicted by the P^P hypothesis, while
Wright [1972] reported precursor slownesses both significantly greater
than and less than P,P slownesses. Furthermore, theoretical studies ond
reflection properties of transition zones [Richards 1972, Teng and Tung 
1973], taken with available petrological results pertaining to the 400 km 
transition zone [Ringwood and Major 1970], would cast serious doubt on the 
P^P hypothesis. Wright and Muirhead [1969] showed that their observed 
times and slownesses are consistent with a hypothesis involving 
asymmetric reflections from a crustal interface dipping about 10° at a 
distance near 20° from the source. Such an interpretation would give 
travel-time curves identical with those derived on the scattering 
hypothesis; the scattering interpretation seems more plausible, however, 
because of the ubiquity of the precursors and because of the wide range 
of wavelengths over which they are observed. Also, from arguments based 
on diffraction theory in optics (Appendix B), it can be shown that 
diffraction effects are such that efficient asymmetric reflectors of 
waves of 1 - 2 sec period must be nearly planar over dimensions of order 
100 km or greater. These dimensions would be considerably increased for 
greater periods, and thus further limit the plausibility and generality 
of the asymmetric reflection hypothesis. The higher precursor slownesses 
observed by Wright [1972] are consistent with a hypothesis of asymmetric 
reflection at about 20° from the recording station, but may be similarly 
interpreted as scattered waves generated at about 20° from the station, 
and focused by the upper mantle velocity structure (cf. dashed curve in 
Figure 7.6). Similarly reciprocal paths exist for scattered waves 
preceding PKIKP arrivals, and slownesses appropriate to both paths have 
been observed (cf. Chapter 6).
7.4 DATA AND RESULTS
On the scattering interpretation all so-called precursors to PP 
should be considered as part of the continuum of the P coda; apparently
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discrete arrivals within the continuum would result from interference 
effects between contributions from separate elements of the scattering 
volume. Such an interpretation is consistent with the multiplicity of 
arrivals in the records of Figure 7.3, and with the considerable scatter 
in the results obtained on the basis of either the P^P or asymmetric 
reflection hypothesis [cf. Wright 1972]. The identification of coda 
'phases' on individual seismograms is complicated by spurious arrivals 
such as locally generated surface waves. Furthermore, lateral 
heterogeneity in the crust and upper mantle and the presence of 
scattering regions which contrast very sharply with the surrounding 
region precludes the possibility of associating energy bursts with a 
unique origin. Notwithstanding these difficulties, some of the 
representative seismograms in Figure 7.3 do bear a noteworthy resemblance 
to the amplitude-distance curve (inset).
Date Location Depth, km ISC No.
(a) 12 Mar. 1966 Taiwan 42 3/306
(b) 17 Sep. 1965 Honshu 46 10/405
(c) 22 Mar. 1966 N. E. China 28 3/626
(d) 6 Nov. 1971 Aleutian Is. 
('Cannikin')
0 -
(e) 28 Jan. 1964 Hindu Kush 197 1/589
(£) 27 Oct. 1966 Novaya Zemlya (Explosion)
0
Table 7.1: Events used in Figure 7.3.
The points raised above can be illustrated more clearly by reference 
to processed seismic array records, where the effects of microseismic 
noise and locally generated surface wave noise are minimized. Although 
precursors recorded at large array stations in general lack the coherence 
commonly observed in reflected phases [e.g. Bolt and Qamar 1969], 
recordings at the medium-aperture Warramunga array of Novaya Zemlya 
explosions provide evidence which is readily interpretable in terms of 
scattering. Figure 7.4 shows processed traces of Novaya Zemlya 
explosions recorded at WRA (A = 106°) on October 27th, 1966, and October 
14th, 1970. In these records the PP precursor trains, which extend for 
about 90 seconds, reach a broad energy maximum between times calculated
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Figure 7.3: P codas of seismic signals recorded on short (SP),
intermediate (IP) and long (LP) period vertical seismographs at 
Canberra ((a) to (e)) and Warramunga (f) from the earthquakes and 
explosions listed in Table 7.1. Above each trace are marked the 
calculated arrival times of waves scattered from direct P waves at 
distances 10°, 15° and 20°. Below each trace, the unlabelled arrows 
indicate arrivals mentioned in the text.
Inset: Amplitide - distance curves for North Island (---- ) and South
Island (-----) of New Zealand [after Gihowicz 1972], and for south­
eastern I in rope (....) I alt er Vanek I9(>K|.
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for P20° ^  an<* P25° ^  * a^ter which they gradually decrease. The 
lengths of these wave trains are extremely difficult to explain on the 
P^P or asymmetric reflection hypothesis. In the record of the 1966 
Novaya Zemlya explosion, example (a), two peaks are marked which were 
identified as asymmetric reflections by Wright and Muirhead [1969]. In 
the record of the 1970 explosion, example (b), two peaks are again 
visible, but these have travel times which differ from those of (a) by 
18 seconds, although N.O.S. source locations differ by only a few 
kilometres ([77.4 N, 54.75 E] for 1966, [73.32 N, 55.15 E] for 1970).
The fact that the P and PKiKP travel-times for the two explosions agree 
to better than 0.1 seconds is consistent with the explosion sources being 
in close proximity. This phenomenon would be difficult to explain on the 
R to P conversion, asymmetric reflection or P^P hypotheses, whereas on 
the scattering interpretation a small difference in epicentral location 
could produce a marked change in the interference pattern of the 
scattered arrivals.
Figure 7.5 shows a slowness solution obtained for the 1970 explosion 
record measured by the adaptive processing technique. Using Structure 5 
(Table 2.1), all the measured slowness values should be reduced by about 
0.6 s/deg. The upward migration of slowness values along the wave train 
is similar to that reported by Davies and Frasier [1970] and Davies,
Kelly and Filson [1971], and is consistent with the scattering 
interpretation. In Figure 7.6, the structure corrected slownesses for 
the 1970 explosion have been compared with the slowness curve predicted 
by the scattering hypothesis. Also shown are the slownesses listed by 
Wright [1972] for his övent 11. The agreement is good in all cases. 
Although a similar result, in terms of travel-times and slowness, is 
predicted by the asymmetric reflection hypothesis, the evidence of a 
continuous train is in conflict with the requirement of nearly planar 
reflecting surfaces.
Although on the scattering interpretation the peaks within the wave 
trains are due to random fluctuations of amplitude, it is notable that 
the WRA records from Novaya Zemlya explosions always show a double peak. 
The time separation (~ 3 secs) and slowness difference (~ 0.5 s/deg) of 
these peaks is very similar to that measured for two high amplitude 
branches identified at A = 21° in the regional upper mantle study 
described in Chapter 5 (see also Figure 4.4). The doubled precursor peak
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Figure 7.5: Solution obtained from adaptive processing of data of
Figure 7.4(b). The line XY gives the approximate mean slowness along 
the wave train and was drawn by eye.
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10 0-
J -B  values
Wright (1972), Event 11
Wright & Muirhead (1969J, Fig 6 phases A & B
. Mean Slowness Present study.
★ ---★  measurement 0c,ofcer 14 th ,
D Phases A & B )1970 Novaya Zemlya explosion
100
TIME BEFORE PP , sec
Figure 7.6: Slownesses of scattered signals which precede PP from a
surface focus at a distance of 106°. The continuous curve was drawn 
by eye through spot values calculated from JB tables. The dashed 
curve corresponds to scattering or reflection on the receiver side of 
the geometric reflection point. Measured slownesses, corrected where 
necessary for systematic error due to structure beneath the receiver, 
are plotted as according to legend (inset).
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may be a consequence of scattering from waves of different ray parameter 
incident at the surface about 21° from Novaya Zemlya.
Further features of the seismograms presented in Figures 7.3 and 7.4 
are the spreading of the direct PP phase and the relative absence of a P 
coda before the arrival of pP on example 7.3(e). The former feature, 
which is especially apparent in the records of the Cannikin explosion, 
example 7.3(d), may be attributed to small angle scattering close to the 
PP reflection point, although complex surface layering could contribute 
to the smearing [e.g. Wu and Hannon 1966]. The relative absence of a P 
coda before the arrival of pP is commonly observed for earthquakes of 
intermediate or deep focus, and is expected on the scattering hypothesis 
when the earthquake occurs below the scattering region. In addition, the 
hypothesis entails that coda length should increase with distance, and 
this property has been noted by Jeffreys [1962] as a characteristic 
feature of observed codas.
7.5 OTHER EVIDENCE -  PRECURSORS TO S
In the distance range 35° -40°, Nuttli and Whitmore [1962] observed 
’a sinusoidal event, of period about 10 seconds, which may arrive as much 
as 30 seconds before S and continues into the S motion’. Simon [1968, 
Plate 21] gives an example of an unidentified phase preceding S by about 
30 seconds, and comments that such a phase is often seen between 20° and 
60°. These precursors may be interpreted as scattered waves of type 
P^ o(S), which arise from direct P waves reflected at the surface at 
distance A° and then scattered as S. From the representative theoretical 
curves shown in Figure 7.7, it can be seen that scattered waves P^q 0(S) 
and P2 0 ° ^  precede S up to about A =40° and A =60° respectively. Unlike 
waves of P^0(P) type, the arrival time of P^0 (S) within the train decreases 
with increasing reflection distance, thus forming a kind of 'coda in 
reverse'.
Figure 7.8 shows some examples of S precursors between 27° and 56°, 
recorded on long-period horizontal seismographs from the events listed in 
Table 7.2. The unlabelled arrows at the bottom of each trace indicate 
arrivals which cannot be associated with any known phase. On the traces 
where P^0(S) are expected to arrive substantially before S, there is clear 
evidence for an amplitude minimum in the interval between the times 
calculated for P^o (S) and P20o(S). In the later records, precursors 
close to the S time are not readily distinguishable from the direct wave
138
DISTANCE, deg.
Figure 7.7: Travel times of scattered waves P10o(S), p2o°^^ and S ° (S)
compared to those of direct P and S.
Date Location Depth, km ISC No.
(a) 1 Dec. 1970 Solomon Is. (33) -
(b) 22 Feb. 1966 New Britain 59 2/623
(c) 21 Nov. 1965 Banda Sea 101 12/482
(d) 22 June 1966 Banda Sea 523 6/767
(e) 12 Oct. 1964 Talaud Is. 62 12/289
Table 7.2: Events used in Figure 7.8.
arrival, but in examples (c) and (e) the marked arrivals immediately 
preceding S are respectively 10 and 16 seconds before the expected S time, 
and the true S is obvious on the record. These examples draw attention 
to the possibility of mid-identification in S studies, especially when 
large events are used.
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(a) 27.5
t * PPPPP
(b) 29.9
♦ ♦ ppppp1
(c) 33.7
(d) 35.8
Figure 7.8: Precursors to S recorded on long period horizontal
seismographs at Canberra from earthquakes listed in Table 7.2. Above 
each trace are marked the calculated arrival times of P^qq (S) and 
p20° (S)• Below each trace, the unlabelled arrows indicate arrivals 
mentioned in the text.
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In all the examples the precursor signals are predominantly of SV 
type, indicating that they may originate from waves which have been 
converted from P to S on reflection and then scattered, rather than from 
waves which have undergone P to S conversion on scattering. The long 
(10 - 20 sec) periods of the arrivals highlight the implausibility of the 
asymmetric reflection hypothesis as a general interpretation of precursor 
signals, because efficient reflection of waves of these periods would 
require nearly planar dipping surfaces with dimensions of at least 
1000 km.
7.6 IMPLICATIONS OF CRUSTAL SCATTERING
If precursors to PP, and the P coda in general, can be interpreted 
in terms of crustal scattering, it is to be expected that this mechanism 
will be effective in the generation of commonly observed precursors to 
PKPPKP. After reviewing the evidence which, it is believed, renders the 
existing interpretations of precursor observations untenable, it will be 
shown that crustal scattering can, indeed, provide a comprehensive 
alternative interpretation for many of the observations.
7.6.1 Precursors to PKPPKP — A Critical Review
After the initial work of Gutenberg [1960], Adams [1968] pioneered 
the interpretation of the precursors to P'P' as reflections from the 
under-side of discontinuities in the upper mantle. Engdahl and Flinn 
[1969a,b], Whitcomb and Anderson [1970], Whitcomb [1971], Adams [1971] 
and Bolt and Qamar [1972] subsequently extended this work in attempts to 
delineate some fine structure in the upper mantle on a regional basis.
The precursor observations have been commonly reported up to 200 seconds 
before the parent signal, but the majority of observations lead P'P' by 
less than 30 seconds. While some of the precursors are discrete arrivals 
with a period comparable to that of P'P' itself, most of the observations 
relate to emergent wave trains which persist for several seconds. It may 
be noted that the reported lead times are uncertain to several seconds 
since the choice of a parent phase to which precursor arrivals can be 
related depends on detailed knowledge of the travel-times and, perhaps 
more importantly, amplitudes of PKP arrivals (q.v.).
There have been consistent reports of a pulse-like precursor with a 
lead time of about 140 seconds [Engdahl and Flinn 1969a, Adams 1971,
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Whitcomb 1971, Bolt and Qamar 1972]. The interpretation of this arrival 
as a reflection from a first order discontinuity at about 650 km is 
substantiated by a measurement of slowness of approximately 2.9 s/deg by 
Engdahl and Flinn [1969a] for a coherent pulse-like arrival at the Tonto 
Forest array. Richards [1972], in an extensive theoretical study, has 
shown that reflection coefficients decrease rapidly as the thickness of 
any transition region increases from zero to one P wavelength. In 
consequence, observable 1 second period P'^P* amplitudes require a 
transition thickness of less than 4 km. Teng and Tung [1973] have also 
investigated the likelihood of observing reflections from upper mantle 
discontinuities, and they conclude that the generation of observable 
precursors from a transition zone at a depth of 650 km requires a first 
order discontinuity in the density and S wave velocity as well as in the 
P wave velocity at that depth. Many independent studies have indicated 
that a P wave velocity discontinuity exists at about 650 km [Niazi and 
Anderson 1965, Johnson 1967, Julian and Anderson 1968, Green and Hales 
1968, Archambeau, Flinn and Lambert 1969, Helmberger and Wiggins 1971, 
Wiggins and Helmberger 1973, Jordon 1972]. The study described in 
Chapter 5 [also Simpson 1973] involves a clear positive identification of 
the secondary travel-time branch associated with a discontinuity at about 
670 km, indicating that this transition is indeed highly localized in 
depth.
Although the distribution of S wave velocity and density with depth 
are much less well determined, the results of Anderson and Toksöz [1963], 
Ibrahim and Nuttli [1967], Toksöz, Chinnery and Anderson [1969], Nuttli 
[1969], Anderson and Julian [1969] and Robinson and Kovach [1972] do 
indicate the presence of an S wave velocity discontinuity to correspond 
with that in P velocity at about 650 km depth. It is reasonable to 
conclude, then, that the interpretation of those precursors which precede 
P'P* by about 140 seconds as reflections from an apparently world-wide 
first order discontinuity at a depth of about 650 km is still tenable.
Notwithstanding this conclusion, an overview of all the relevant 
observational and theoretical results is sufficient to cast serious 
doubts on the association of precursors with reflections from horizons 
shallower than 630 km within the mantle. While the theoretical results 
of Richards [1972] and Teng and Tung [1973] show that discontinuities 
capable of reflecting observable amounts of energy must necessarily be 
very sharp, there is no consistent evidence that such horizons exist in
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the appropriate depth range. The possibility is not discounted that the 
transition region at about 450 km could, at least in some areas, be sharp 
— for example under the western United States [Wiggins and Helmberger 
1973]. There is, however, direct evidence that for some regions (e.g. 
north of Australia] this transition region, and also one at about 520 km, 
is not as sharp as that at 670 km [cf. Chapter 5; also Simpson 1973]. 
Although several of the published upper mantle models include sharp 
discontinuities at shallower depths, the models are not unique and direct 
evidence for such fine structure is notably sparse or absent. The 
likelihood of observing reflections from shallow horizons, should they 
exist, is further reduced in the light of the growing body of evidence 
for the existence of a highly attenuating region in the upper mantle (cf. 
Chapter 5, section 3.2).
The presence of sharp discontinuities in the distribution of shear 
velocity and density is far from being well established. Surface wave 
dispersion studies are insensitive to fine structure but provide useful 
constraints in inversion studies. Worthington, Cleary and Anderssen 
[1972] show that the published models which result from Monte Carlo 
inversion studies have so far failed to provide a resolution adequate to 
establish or localize fine structure in the shear velocity and density 
distribution in the uppermost 700 km of the mantle. The uncertainties in 
the composition of the mantle preclude the possibility of delineating 
fine structure at depth from geochemical considerations. Laboratory 
studies of the behaviour of mineral assemblages subjected to temperatures 
and pressures comparable to those in the upper mantle would indicate that 
very few (if any) phase transitions would be likely to occur over depth 
ranges of order 4 km [see, for example, Ringwood and Major 1970].
Velocity profiles must be assumed before useful deductions (in the 
present context) can be made from equation of state, ultrasonic and 
thermodynamic data [e.g. Ahrens 1973]; there thus seem to be no strong 
geochemical grounds to establish the presence of potentially reflecting 
horizons within the upper mantle. Furthermore, although the boundaries 
of the 'low velocity zone' may be relatively sharp, these boundaries are 
now widely accepted as transitions between solid material and partial 
melt. Such transitions are, however, not associated with appreciable 
density variations [Anderson and Spetzler 1970] and are thus not expected 
to be good reflectors.
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Having discussed the numerous deficiencies of the interpretation of 
precursors as reflections from relatively shallow upper mantle 
discontinuities, it is appropriate to examine alternative interpretations. 
Adams [1968] has previously suggested that many of the emergent 
forerunners could be attributed to scattering in the uppermost 250 km of 
the mantle. Richards [1972] pointed out that since PKPPKP (AB branch 
excluded) is a true maximum time phase, the effect of perturbing the 
elastic parameters in the vicinity of the reflection point would be to 
produce a ’coda' which would precede the main arrival. Whitcomb [1973] 
has recently suggested that many of the precursors with lead times less 
than 30 sec can be interpreted as rays reflected asymmetrically at 
inclined sections of the land surface or ocean bottom. He shows, however, 
using an argument based on Fresnel diffraction at a straight edge, that 
the inclined horizons must be of considerable lateral extent (> 340 km, 
say) in order that significant amounts of energy could be reflected. A 
similar result can be obtained more realistically from consideration of 
diffraction at a rectangular aperture (Appendix B). Such a situation 
(reflecting horizons £ 340 km in extent) would be exceptional, and casts 
doubt on the general applicability of the hypothesis to the 
interpretation of the precursors. Furthermore, any interpretation based 
on reflections alone cannot account for the extended duration and 
emergent nature of the observed signals.
7.6.2 Precursors to PKPPKP and Crustal Scattering
The hypothesis of scattering by small scale irregularities in or 
near the crust outlined earlier in this chapter can be invoked to 
provide an alternative explanation of the precursors with lead times 
S 90 secs. It will be shown that waves scattered inside a region near 
where PKP waves are reflected at the Earth’s surface could produce 
precursor arrivals to PKPPKP similar to those observed. As with 
precursors to PP, the travel-times for scattered signals are readily 
calculable from standard travel-time tables. The times for asymmetrical 
reflections provided by Whitcomb [1973, Table 1] are to some extent 
appropriate as minimum times for scattering from particular PKP 
’branches', and serve to illustrate that scattering from several 
distinct regions could contribute to the energy arriving at a receiver at 
some particular time. It is relevant to point out that the details of 
PKP arrivals used in Whitcomb's calculations were derived for a core
144
model which included a transition zone in the outer core. However, the 
recent work on the interpretation of precursors to PKIKP in terms of 
scattering near the core-mantle boundary [Cleary and Haddon 1972, Haddon 
and Cleary 1973a,b, King et al. 1973a,b] has demonstrated that all 
available seismic data is consistent with a two layer core model. In 
consequence, travel times and amplitudes for PKP phases derived from a 
preferred two layer core model, such as Engdahl and Felix [1971], or 
Qamar [1973] (with the remaining small discontinuity removed), would be 
more appropriate in the present context. Any detailed assessment of 
scattered energy (or r.m.s. amplitude) requires scattering angle, primary 
wave amplitude, and the character of the scattering region (i.e. volume, 
correlation distance, level of variation of density, refractive index 
etc.) to be taken into consideration and so necessarily involves 
elaborate calculations. Scattering from a region in the neighbourhood of 
the PKP caustic at an angular distance of 143° from a surface focus event 
will be discussed qualitatively for illustrative purposes. It must be 
emphasized, however, that the scattering interpretation relies on the 
integrated effect of scattering from all PKP branches.
Figure 7.9 shows ray paths for a PKPPKP reflection recorded (at R) 
at a distance of 64° from the source (S); the distance from S and R to 
the reflection Point A is 148°. Points on the circles bounding the 
spherical caps (heavy lines, also inset) are at angular distances of 143° 
from S and R. Asymmetrical ray paths with one 'caustic' ray segment can 
result from scattering at points on either of these circles. The area 
common to both caps defines the region within which scattering from high 
amplitude PKPj and PKP2 (BC and AB branch) waves will have relatively 
large amplitudes. The earliest precursors from scattering of such waves 
would originate from the intersection points (X,Y) (as found by Whitcomb 
for reflections). Because of the maximum time nature of PKPPKP these 
precursors originate at the points furthest removed from the diametral 
plane through source and receiver. Ray segments S to X (or Y) and X (or 
Y) to R are both of 143°, and so the associated total travel time is 
39 min 7 sec (for a surface focus). Rays following such paths would have 
this travel time irrespective of the distance S to R, but would precede 
normal DF and BC branch arrivals at A =64° by 38.6 and 35.2 seconds 
respectively. The volume contributing to all later precursor arrivals 
becomes progressively larger and so readily accounts for the observed 
build-up of energy in precursor wave trains [cf. Haddon and Cleary 1973b].
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Figure 7.9: Distribution of PKP caustic regions relative to reflection
point (A) of a PKPPKP phase recorded (R) 64° from the source (S).
The caustic regions form spherical caps which intersect the diametral 
plane at CS,C^  and The hatched area in the isometric view
(not to scale) is the area from within which scattered waves could 
have both ray segments associated with the caustic region. The 
earliest precursors from the caustic region would originate at 
intersection points X and Y.
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Also, although PKPj and PKP2 amplitudes decrease from X or Y to A, the 
associated scattering angles decrease from X and Y to zero at A, which 
would further act towards increasing the energy along the train. As with 
precursors to PP and PKIKP, interference effects between contributions 
from separate elements of the scattering volume can readily account for 
apparently discrete arrivals within emergent wave trains.
Although the caustic region has been discussed as a convenient 
example, the PKP amplitude maxima at a distance of about 143° are such 
that the results of scattering from rays near the caustic should, in 
general (i.e. in the absence of gross lateral variations, for example), 
be observable if scattering from other PKP rays is observable at travel 
times less than 39 min 7 sec (for surface focus). Scattering from PKP „ 
phases is necessary to account for some of the earlier precursors; for 
example, scattered ray paths comprising two DF segments of about 134° or 
one DF segment of 120° plus an AB + BC segment of 143° are sufficient to 
explain the earliest precursor times from Novaya Zemlya explosions 
plotted in Figure 2 of Adams [1971]. The reliance on PKPnc energy in 
this interpretation is given credence by the fact that clear direct 
PKPPKP arrivals with two PKPpp ray segments of 127° have been observed at 
WRA, 106° from Novaya Zemlya explosions, by Wright and Muirhead [1969] 
and the author (see Figure 7.10). The individual precursor 'phases' are 
not meaningful in a scattering interpretation. However, throughout the 
distance range of observation one would expect to see a distinct increase 
in energy 39 min 7 sec after the event origin time. A seismogram taken 
from Adams [1971] is presented as Figure 7.11; the arrow above the wave 
train marks a travel time of 39 min 7 sec, and coincides with a distinct 
increase in energy. In Figure 7.12, the selection of LRSM seismograms 
adapted from Engdahl and Flinn [1969, Figure 1] is presented for 
comparison with the line XX', which represents the earliest possible 
onset of scattered precursors from the caustic region and was added by 
the author. Caustic scattering seems capable of accounting for all the 
emergent forerunners in this record section.
It may be possible to discriminate between the reflection and 
scattering interpretations if reliable direct azimuth and slowness 
measurements for precursor signals become available. The distribution of 
seismicity relative to WRA has so far prevented measurements from being 
made. The Vespagrams presented by Whitcomb [1973] are not appropriate 
for discrimination since scattered signals would involve contributions
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Figure 7.10: PKPPKP recorded at WRA after October, 1970, Novaya Zemlya
explosion (A = 106°) . The processed section is for $ = 164°, 
dT/dA = 1.8 s/deg.
Figure 7.11: PKPPKP and precursor wave train recorded at Jamestown
(California), after October, 1970, Novaya Zemlya explosion [from 
Adams 1971]. A = 69.0° (see text).
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Figure 7.12: Record section of PKPPKP arrivals recorded at LRSM stations
for a deep-focus Peru^Brazil earthquake on November 3rd, 1965. 
[Adapted from Engdahl and Flinn 1969b.] The line XX’ defines the 
earliest arrival of precursors generated by crustal scattering in the 
caustic region (see text).
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from wide azimuthal ranges. High quality array recordings of extended 
PKIKP precursor wave trains have been successfully analysed by Doombos 
and Vlaar T1973] using an f-k processing scheme; a similar procedure on 
wave trains preceding PKPPKP might provide evidence consistent with only 
one of the alternative interpretations.
Bolt and Qamar [1972] have drawn attention to a wave train which
emerges from the background noise between 9 and 15 seconds before an
impulsive P'P' reflection recorded at Jamestown (California) after a 650
Novaya Zemlya explosion. They suggest that this forerunner could result 
from reflections in a 40 km transition zone immediately below the 650 km 
discontinuity. A more plausible interpretation in terms of scattering or 
a focusing of asymmetric reflections from rays near the caustic is 
possible. Using Jeffreys-Bullen travel time and depth correction tables 
for PKP, it is easily shown that such rays would emerge from the 
background noise at some time less than 19 seconds before the 
symmetrically reflected phase. The 'roughness' and/or curvature of the 
650 km transition necessary to produce such a wave train in no way limits 
this interpretation [cf. Davies and Frasier 1970]; indeed, there is 
evidence in some regions for strong topography on the 650 km 
discontinuity [Davies and Sheppard 1972, Davies and Capon 1973].
7.7 CONCLUSIONS
It has been shown that a mechanism of scattering at random 
inhomogeneties in the crust and upper mantle offers a comprehensive and 
unified interpretation of many features of the seismic coda, including 
precursors to PP, S and PKPPKP. It is recognized that the interpretation 
is speculative in so far as no firm theoretical basis, such as that 
presented for precursors to PKIKP by Haddon and Cleary [1973b], is, as 
yet, available. However, on the basis of the results presented by Haddon 
and Cleary, it is reasonable to expect that scattering in a plausible 
inhomogeneous crust and upper mantle, such as that suggested by Capon 
[1972] and Aki [1973], would be capable of accounting for observable 
precursor amplitudes. (Also, with regard to precursors to PKPPKP, the 
crustal scattering mechanism may be supplemented by scattering elsewhere 
on the ray paths, although this possibility has not been explored here.) 
However, some features of the observational data find no explanation in 
alternative interpretations. Array results on precursors to PP 
discriminate sharply against an interpretation involving underside
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reflections at the free surface or shallow upper mantle discontinuities. 
Observations of precursors to PKPPKP have been shown to be interpretable 
readily without recourse to reflections from depths intermediate 
between the crust and about 500 km, and so little weight can be given to 
constraints on reflecting horizons which have been derived from precursor 
observations. Array processing offers the possibility of ultimately 
discriminating between all existing interpretations. The scattering 
interpretation is favoured, however, since it complements rather than 
conflicts with the totality of geophysical data as well as explaining the 
observational results.
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CHAPTER 8 
DISCUSSION
8.1 SYSTEM EVALUATION
The uses of automatic reduction of data from the WRA medium- 
aperture array in seismological research applications have been explored 
on a practical level. On the basis of an extensive review of seismic 
processing research and systems, the ANU-II system was designed and 
implemented on a relatively small, undevoted digital computer. A series 
of preliminary tests on both real and simulated data justified, with 
regard to the motives for the development, the particular processing 
techniques employed in the system, namely: beamforming, cross
multiplication, Vespa analysis, adaptive cross-correlation, and 
deconvolution. Since the motives for the development of the system 
concerned the exploitation of WRA data in seismological research, three 
separate but related studies of certain aspects of Earth structure have 
been described. These studies constitute decisive tests on which a 
realistic system evaluation can be based. Criteria relevant in system 
evaluation include the extent to which the seismological studies succeed 
in their objectives, and the dependence of the (successful) studies on 
the automatic processing capability. The following considerations are 
thus relevant in the present context:
1. The upper mantle study (Chapter 5): This study was successful
in establishing a well-constrained regional P wave velocity (and Q) 
distribution for northeastern Australia. The high confidence which can 
be placed on the derived models, particularly at depths below about 
550 km, results from the reliable identification of secondary branches at 
distances £ 20°, which in turn results from a favourable distribution of 
events and, more importantly, the slowness resolution attainable with the 
adaptive processing method. Furthermore, the automatic processing 
enabled a statistically significant amount of data to be processed with a 
reasonable Expenditure’ of man and computer hours. It is difficult to 
compare the extent of the WRA data set with those of upper mantle studies 
from different regions, since the salient details are unspecified in most
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studies. However, the classic study of Johnson [1967] involved some 84 
phase identifications (i.e. slowness measurements) from 52 events 
recorded at the TFO array; in the WRA study, over 196 events were 
processed, and some 500 separate phases were identified, mostly on the 
basis of multiple slowness determinations.
2. PKIKP precursor study (Chapter 6): This study provided
evidence from precursor slownesses which discriminated sharply against 
the transition layer interpretation, and in favour of an interpretation 
due to Haddon [1972] involving scattering by small, random irregularities 
in the DM layer at the base of the mantle. The slowness measurements, 
which include some of the first observational evidence for scattering 
prior to core transmission, were supplemented by additional array 
evidence consistent with only the scattering interpretation. The study 
was thus successful in that the results both substantiated the scattering 
interpretation while rendering alternative interpretations untenable.
The automatic processing was valuable in this study insofar as it enabled 
detailed investigation of undoubtedly complex, probably composite, 
extended wave trains. The availability of flexible digital processing 
ensured that the experimental method did not favour a particular 
interpretation, in contrast to the biased manual method employed by 
Bertrand [1972].
3. P coda study (Chapter 7): This study involved a preliminary
assessment of an interpretation of certain aspects of the P coda in terms 
of scattering in the crust and upper mantle. Although only a very 
limited amount of array data was brought to bear, the significance of 
this evidence cannot be disputed in view of the high quality of the data. 
The evidence presented is certainly inconsistent with interpretations 
other than scattering. Also, adaptive processing of a 90 second wave 
train which arrived after P and before PP from a Novaya Zemlya explosion 
provided crucial confirmation that the observation was, indeed, 
consistent with the scattering interpretation.
8.1.1 Comparison with Other Systems
Differences in the processing objectives, array and processing 
installations and in operating environments (e.g. devoted or undevoted 
computer, available manpower) preclude the possibility of making a 
detailed comparison of the ANU-II system with other seismic processing 
systems. For instance, the systems developed to process data from the
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large arrays in Montana and Norway — namely those at the Seismic Array 
Analysis Center in Alexandria (formerly in Washington) and the Kjeller 
processing Centre near Oslo — have surveillance functions and 
responsibilities, and thus involve extensive special purpose computer 
installations. The system developed at the Lincoln Laboratory (L.L.) of 
M.I.T. [Fleck and Turek 1972] is based on two independent 32K PDP-7 
computers, and is more readily comparable to the ANU-II system. However, 
the L.L. system, which is distinguished by its graphic interaction 
facilities, is primarily intended to facilitate access to and 
manipulation of a vast data archive, and the operating environment 
differs significantly from that of the Engineering Physics Department at 
the A.N.U.
The processing system used at the Dominion Observatory in Canada 
includes provision for ($, dT/dA) measurement by manual signal alignment 
on a CRT display [e.g. Weichert 1972] or by interpolated delay-sum- 
correlate search processing [Manchee and Weichert 1968, Anglin and 
Manchee 1968]. The system used to process data from the Guaribidanur 
array [Ram Datt and Varghese 1972] is also based on a delay-sum-correlate 
procedure, but details of this-processing facility are not known to the 
author. Although these systems concern U.K.A.E.A. type arrays and 
possess implicit capabilities in studies of Earth structure, they differ 
from the ANU-II system as a consequence of their being surveillance 
oriented. The work described in this thesis serves to illustrate that a 
processing system incorporating selected features adapted from a 
surveillance environment can extend the capabilities of UKAEA type arrays 
in specific studies of Earth structure.
8.2 SUGGESTIONS FOR FURTHER WORK
The results of the seismological studies described in this thesis 
are suggestive of several avenues for further work which could be pursued 
with the existing processing capability. In particular, useful lines of 
study include:-
1. A detailed study of the P coda. In particular there is a need 
for much more data on precursors to PP. A preliminary search of WRA data 
failed to reveal any observable precursors (and few observations of PP 
itself) in the range 40° <A<80°, and so attention should be confined 
initially to distances > 90° [cf. Wright 1972]. As with many 
seismological studies, it would be preferable to study the data on a
154
regional basis, seismicity permitting. Data on the azimuth and slowness 
of coda arrivals is essential for an evaluation of various hypotheses 
concerning the origin of the precursors and the coda itself (cf.
Chapter 7).
2. Comparisons of the observations of secondary phases on explosion 
records associated with the same test site. Such comparisons have 
already been brought to bear in Chapters 6 and 7 (Figures 6.8 and 7.4) 
and are likely to reveal differences which reflect the role of various 
mechanisms which contribute to the seismic coda. A recent preliminary 
comparison revealed that the relative amplitudes of various P phases 
recorded at WRA after Novaya Zemlya explosions on September 12th, 1973, 
and October 27th, 1973, differed markedly. Allowing for minor 
calibration differences, the P amplitude of the September explosion was 
1.8 times that for the October explosion, while the respective PKKP^r 
amplitudes were almost identical.
3. Analysis of slowness and amplitude characteristics of wave 
trains which can precede PKPPKP by up to about 30 seconds in the 
approximate distance range 60° <A<74°. A study similar to that 
described in Chapter 6 should reveal whether the precursors owe their 
origin to scattering or reflection.
4. Integrated travel-time and dT/dA studies (cf. Chapter 5) for as 
many localized source regions as the seismicity allows. These studies 
must include systematic searches for secondary arrivals associated with 
anomalous velocity gradients at depth. The distance ranges of most 
interest are detailed by Wright and Cleary [1972], and in particular 
there is accumulating evidence for a region of travel-time triplication 
in the range 32° < A < 37° [Jovanovich and Chinnery 1972]. Studies similar 
to that of Chapter 5 in such distance ranges could be supplemented by 
detailed amplitude studies based on the ANU-II deconvolution capability 
[cf. Helmberger and Wiggins 1972].
While all the above studies could be undertaken using the ANU-II 
system to process WRA data, the regional data coverage could be increased 
greatly with access to data from the YKA, GBA and EKA arrays. The scope 
and significance of possible studies would be thereby improved. Further 
improvements could be effected by the following:-
1. Implementation of an f-k processing procedure, in order to 
facilitate the analysis of scattered signals.
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2. Modification of the ANU-II system to allow input and formatting 
of magnetically recorded data from temporary stations [e.g. Muirhead and 
Simpson 1972]. With such a facility, data from a selection of suitably 
deployed temporary stations [e.g. Cleary et at, 1972] could be 
appropriately aligned (using digitized time codes) and subjected to 
conventional array processing.
8.3 CONCLUSIONS
The conclusions drawn from the seismological studies undertaken with 
the ANU-II system have been detailed separately in Chapters 5, 6 and 7 
(sections 5.4, 6.8 and 7.7) as well as in the present chapter (section 
8.1). These conclusions bear directly on the structure of the Earth's 
crust, upper mantle transition zone, lower mantle (DM layer) and outer 
core.
Some form of processing is essential if seismic arrays are to offer 
any significant advantages over standard stations, with regard to 
seismological research. In this thesis, it has been demonstrated that 
data from medium-aperture arrays can be effectively processed using a 
system comprising various time-domain processing techniques implemented 
on a relatively small, multi-purpose computer. The automatic reduction 
of WRA data using such a system has provided geophysically significant 
results not otherwise readily accessible, thereby affirming the role of 
automatic processing and medium aperture arrays in studies of fine Earth
structure.
156
REFERENCES
Adams, R.D., 1968. Early reflections of P'P' as an indication of upper 
mantle structure, Bull. Seism. Soo. Am., !58, 1933-1947.
Adams, R.D., 1971. Reflections from discontinuities beneath Antarctica, 
Bull. Seism. Soo. Am., 61, 1441-1451.
Adams, R.D. and Randall, M.J., 1964. The fine structure of the Earth's 
core, Bull. Seism. Soo. Am., 54, 1299-1313.
Ahrens, T.J., 1973. Petrologic properties of the upper 670 km of the
Earth mantle: Geophysical Implications, Phys. Earth Planet. Int., 7,
167-186.
Aki, K., 1969. Analysis of the seismic coda of local earthquakes as 
scattered waves, J. Geophys. Res., 74, 615-631.
Aki, K., 1973. Scattering of P waves under the Montana Lasa, J. Geophys. 
Res., 78, 1334-1346.
Albert, R.N.H. and Tsujiura, M., 1973. Attenuation of body waves in the 
Banda Sea earthquakes, Bull. Int. Inst. Seis. and Earthquake Eng.»
10, 97-108.
Anderson, D.L., Ben-Menahem, A. and Archambeau, C.B., 1965. Attenuation 
of seismic energy in the upper mantle, J. Geophys. Res., 70, 
1441-1448.
Anderson, D.L. and Julian, B.R., 1969. Shear velocities and elastic 
parameters of the mantle, J. Geophys. Res. , 74_, 3281-3286.
Anderson, D.L. and Spetzler, H, 1970. Partial melting and the low 
velocity zone, Phys. Earth Planet. Int., 4_, 62-64.
Anderson, D.L. and Toksöz, M.N., 1963. Surface waves on a spherical 
Earth, 1, Upper mantle structure from Love waves, J. Geophys. Res., 
68, 3483-3500.
Anglin, F.M., 1971. Detection capabilities of the Yellowknife seismic 
array and regional seismicity, Bull. Seism. Soo. Am., 61, 993-1008.
Anglin, F.M. and Manchee, E.B., 1968. Discrimination of temporally 
overlapping seismic events, Nature, 218, May 25th, 757-758.
Angoran, Y. and Davies, D., 1972. Studies of PP and precursors to it, 
abstract only, Transactions, A.G.U., S3, 447.
Archambeau, C.B., Bradford, J.C., Broome, P.W., Dean, W.C., FIinn, E.A. 
and Sax, R.L., 1965. Data processing techniques for the detection 
and interpretation of teleseismic signals, Prcc. I.E.E.E., 53, 12, 
1860-1884.
157
Archambeau, C.B., FIinn, E.A. and Lambert, D.G., 1969. Fine structure of 
the upper mantle, J. Geophys. Res., 74, 5825-5865.
Backus, M.M., Burg, J.P., Baldwin, D. and Bryan, E., 1964. Wide band 
extraction of mantle P waves from ambient noise, Geophysics, 29, 
672-692.
Basham, P.W. and Whitham, K., 1971. Seismological detection and
identification of underground nuclear explosions, Publications of the 
Earth Physics Branch, Dept, of Energy, Mines and Resources, Ottawa, 
Canada, £1_. No. 9, 145-182.
Bertrand, A.E.S., 1972. A PKP study of the Earth's core using the 
Warramunga seismic array, M.Sc. Thesis, University of British 
Columbia. [See also Bertrand, A.E.S. and Clowes, R.M., 1973. Title 
as above, abstract only, Transactions, A.G.U., 54, 3, 143.]
Birtill, J.W. and Whiteway, F.E., 1965. The application of phased arrays 
to the analysis of seismic body waves, Phil. Trans. Roy. Soc. London, 
A, 258, 421-493.
Bolt, B.A., 1962. Gutenberg's early PKP observations, Nature, 196, 
122-124.
Bolt, B.A., 1964. The velocity of seismic waves near the Earth's center, 
Bull. Seism. Soc. Am., 54, 191-208.
Bolt, B.A., 1970. P(jP and PKiKP waves and diffracted PCP waves,
Geophys. J.R. astr. Soc., 20, 367-382.
Bolt. B.A., O'Neill, M. and Qamar, A., 1968. Seismic waves near 110°: 
is structure in core or upper mantle responsible? Geophys. J.R. 
astr. Soc. , 16^ , 475-487.
Bolt, B.A. and Qamar, A., 1969. Comments on a paper by C. Wright and 
K.J. Muirhead, "Longitudinal waves from the Novaya Zemlya explosion 
of October 27, 1966, recorded at the Warramunga Seismic Array",
J. Geophys. Res., 74_, 6049-6051.
Bolt, B.A. and Qamar, A., 1972. Observations of pseudo-aftershocks from 
underground nuclear explosions, Phys. Earth Planet. Int., 5^, 400-402.
Blandford, R.R. and Clark, D.M., 1971. Seismic array design, Seismic 
Data Lab., Report 267, Teledyne Geotech, Alexandria, Virginia.
Buchbinder, Goetz G.R., 1971. A velocity structure of the Earth's core, 
Bull. Seism. Soc. Am., 61, 429-456.
Bullen, K.E., 1963. Introduction to the Theory of Seismology,
(University Press, Cambridge, 1963).
Bungum, H. and Husebye, E.S., 1971. Errors in time delay measurements, 
Pure and Appl. Geophysics, 91, 56-70.
Bungum, H., Husebye, E.S. and Ringdal, F., 1971. The NORSAR array and 
preliminary results of data analysis, Geophys. J.R. astr. Soc., 25, 
115-126.
158
Bungum, H., Rygg, E. and Bruland, L., 1971. Short-period seismic noise 
structure at the Norwegian seismic array, Bull. Seism. Soo. Am., 61, 
357-373.
Burg, J.P., 1964. Three-dimensional filtering with an array of 
seismometers, Geophysics, 29, 693-713.
Capon, J., 1969. High-resolution frequency-wavenumber spectrum analysis, 
Proc. I.E.E.E., 57, 8, 1408-1418.
Capon, J., 1972. Analysis of P-wave azimuth and slowness anomalies
within subarrays at LASA, in Seismic Discrimination, Semiannual Tech. 
Summary, M.I.T., Lincoln Lab., June 30.
Capon, J., Greenfield, R.J. and Kölker, R.J., 1967. Multidimensional 
maximum-likelihood processing of a Large Aperture Seismic Array,
Proc. I.E.E.E., S5, 192-211.
Capon, J., Greenfield, R.J., Kolker, R.J. and Lacoss, R.T., 1968. Short- 
period signal processing results for the Large Aperture Seismic Array, 
Geophysics, 33, 452-472.
Capon, J., Greenfield, R.J. and Lacoss, R.T., 1969. Long-period signal 
processing results for the Large Aperture Seismic Array, Geophysics, 
34, 305-329.
Chernov, L.A., 1960. Wave Propagation in a Random Medium, (translated by 
R.A. Silverman), McGraw-Hill.
Chinnery, M.A., 1969. Velocity anomalies in the lower mantle, Phys.
Earth Planet. Int., 2_, 1-10.
Chinnery, M.A. and Toksöz, M.N., 1967. P-wave velocities in the mantle 
below 700 km, Bull. Seism. Soc. Am., 57, 199-226.
Cleary, J.R., 1967. Analysis of the amplitudes of short period P waves 
recorded by Long-Range Seismic Measurements Stations in the distance 
range 30° to 102°, J. Geophys. Res., 72, 4705-4712.
Cleary, J.R. and Haddon, R.A.W., 1972. Seismic wave scattering near the 
core-mantle boundary: a new interpretation of precursors to PKIKP,
Nature, 240, Dec. 29th, 549-551.
Cleary, J.R. and Haddon, R.A.W., 1973. P wave scattering in the Earth’s 
crust and upper mantle, paper presented to meeting of I.A.S.P.E.I., 
Lima, Peru.
Cleary, J.R., King, D.W., and Haddon, R.A.W., 1973. Seismic wave 
scattering on the Earth’s crust and upper mantle, submitted for 
publication.
Cleary, J.R., Simpson, D.W. and Muirhead, K.J., 1972. Variations in
Australian upper mantle structure, from observations of the CANNIKIN 
explosion, Nature, Physical Science, 236, 111-112.
Cleary, J.R., Wright, C. and Muirhead, K.J., 1968. The effects of local 
structure upon measurements of the travel-time gradient at the 
Warramunga seismic array, Geophys. J.R. astr. Soc., 16, 21-29.
159
Committee on Seismology, Division of Earth Sciences, National Research 
Council, 1969. Seismology —  Responsibilities and requirements of a 
growing science, National Academy of Science, Washington, D.C.
Dainty, A.M. and Anderson, K.R., 1972. Seismic scattering in the Moon 
and the Earth, abstract only, Transactions, A.G.U., 53^ , 446.
Davies, David, 1973. Monitoring underground explosions, Nature, 241,
Jan. 5th, 19-24.
Davies, D. and Capon, J., 1973. Body wave multipathing as evidence for 
mantle heterogeneity, abstract only, Transactions, A.G.U., 54, 363.
Davies, D. and Frasier, C.W., 1970. A Chinese puzzle, in Seismic 
Discrimination, Semiannual Tech. Summary, M.I.T., Lincoln Lab., 
December 31.
Davies, D., Kelly, E.J. and Filson, J.R., 1971. Vespa process for
analysis of seismic signals, Nature, Physical Science, 232, July 5th, 
8-13.
Davies, D. and Sheppard, R.M., 1972. Lateral heterogeneity in the 
Earth's mantle, Nature, 239, Oct. 6, 318-323.
Doornbos, D.J. and Husebye, E.S., 1972. Array analysis of PKP phases and 
their precursors, Phys. Earth Planet. Int., _5, 387-399.
Doornbos, D.J. and Vlaar, N.J., 1973. Regions of Seismic wave scattering 
in the Earth's mantle and precursors to PKP, Nature, Physical Science, 
243, May 28, 58-61.
Douglas, A., Corbishley, D.J., Blarney, C. and Marshall, P.D., 1972.
Estimating the firing depth of underground explosions, Nature, 237, 
May 5th, 26-28.
Douglas, A., Marshall, P.D. and Corbishley, D.J., 1971. Absorption and 
complexity of P signals, Nature, Physical Science, 233, Sept. 20th, 
50-51.
Engdahl, Eric R., 1968. Core phases and the Earth's core, Ph.D Thesis, 
Geophysics Department, St Louis University.
Engdahl, E.R. and Felix, C.P., 1971. Nature of travel-time anomalies at 
LASA, J. Geophys. Res., 76_, 2706-2715.
Engdahl, E.R. and Flinn, E.A., 1969a. Seismic waves reflected from
discontinuities within Earth's upper mantle, Science, 163, 177-179.
Engdahl, E.R. and Flinn, E.A., 1969b. Remarks on the paper "Early
reflections of P'P' as an indication of upper mantle structure", by 
R.D. Adams, Bull. Seism. Soc. Am., _59, 1415-1417.
Ergin, K., 1967. Seismic evidence for a new layered structure of the 
Earth's core, J. Geophys. Res., 72_, 3669-3687.
Evernden, J.F., 1969. Beam steering of large randomly-spaced arrays,
Bull. Seism. Soc. Am., 59, 1559-1567.
160
Evernden, J.F. and Clark, D.M., 1970. Study of teleseismic P: 1. Travel­
time data, Phys. Earth Planet. Int., A_, 1-23.
Fairborn, J., 1966. Station correct calculations for two types of
crustal inhomogeneities, report, Dept, of Geol. and Geophys., M.I.T., 
Cambridge, Mass.
Farrell, E.J., 1971. Sensor-array processing with channel recursive 
Bayes techniques, Geophysics, 3^ 6, 822-834.
Fleck, P.L. and Turek, L.J., 1972. A seismic data analysis console, 
Technical report 495, Lincoln. Labs., M.I.T., Mass, pp.23.
Gangi, A.F. and Fairborn, J.W., 1968. Accurate determination of seismic 
array steering delays by an adaptive computer program, Supplemento al 
Nuovo CimentOy Serie 1, 6^, 105-115.
Gangi, A.F. and Calmes, G.A., 1972. The relationship between the
average autocorrelation function and the average cross-correlation 
function for noise in seismic arrays, abstract only, Transactions, 
A.G.U., 53, 444. (Also, Gangi, A.F., 1969. Tech, report 1, Project 
7639 of contract F19628-69-C-0093, Air Force Cambridge Research Labs., 
Mass.)
Gibowicz, S.J., 1972. Amplitudes of P waves recorded at New Zealand
stations from shallow earthquakes at less than 30°, N.Z. J. Geol. and 
Geophys. , 15, 3, 336-359.
Gjtfystdal, H., Husebye, E.S. and Rieber-Mohn, D., 1973. One-array and 
two-array location capabilities, Bull. Seism. Soc. Am., 63, 549-569.
Graul, J.M. and Judson, R.D., 1969. The directivity pattern of
continuous signals, paper presented to 39th Annual Meeting of S.E.G.
Green, R.W.E. and Hales, A.L., 1968. The travel-times of P waves to 30° 
in the central United States and upper mantle structure, Bull. Seism. 
Soc. Am. , _58, 267-289.
Greenfield, R.J., 1971. Short-period P wave generation by Rayleigh-wave 
scattering at Novaya Zemlya, J. Geophys. Res., 76, 7988-8002.
Greenfield, R.J. and Sheppard, R.M., 1969. The Moho depth variations 
under LASA and their effect on dT/dA measurements, Bull. Seism. Soc. 
Am., 59, 409-420.
Gutenberg, R., 1960. Waves reflected at the "surface" of the Earth: 
p'ptpipi, yuil. Seism. Soc. Am., _50, 71-79.
Haddon, R.A.W., 1972. Corrugations on the mantle-core boundary or 
transition layers between inner and outer cores?, abstract only, 
Transactions, A.G.U ., 5^ 5, 600.
Haddon, R.A.W., 1973. Scattering of seismic body waves by small random 
inhomogeneities in the Earth, submitted for publication.
Haddon, R.A.W. and Cleary, J.R., 1973a. A note on the interpretation of 
precursors to PKP, Phys. Earth Planet. Int., in press.
161
Haddon, R.A.W. and Cleary, J.R., 1973b. Evidence for scattering of
seismic PKP waves near the mantle core boundary, Phys. Earth Planet. 
Int. , in press.
Hales, A.L., 1972. The travel times of P seismic waves and their
relevance to the upper mantle velocity distribution, Tectonophysics, 
1^ 5, 447-482.
Hannon, W.J. and Kovach, R.L., 1966. Velocity filtering of seismic core 
phases, Bull. Seism. Soc. Am., 5(j, 441-454.
h and R.A., 1971. Upper mantle structure of
midwestern United States, J. Geophys. Res. , 7i6, 3229-3245.
Herrin, E., (chairman), 1968. Seismological Tables for P Phases, Bull. 
Seism. Soc. Am., _58, 1196-1219.
Hudson, J.A. and Knopoff, L., 1966. Signal generated seismic noise, 
Geophys. J.R. astr. Soc., IJ^ , 19-24.
Husebye, E.S. and Bungum, H., 1971. Seismic arrays and data handling 
problems, pre-print (from Observatoire Royal de Belgique, Serie 
Gdophysique No. 101, Publ. of Europ. Seism. Comm. XII General 
Assembly, 1971?).
Husebye, E.S. and Jansson, B., 1966. Application of array data
processing techniques to the Swedish seismograph stations, Pure and 
Appl. Geoph., 63, 82-104.
Husebye, E.S., Kanestrom, R. and Rud, R., 1971. Observations of vertical 
and lateral P-velocity in the Earth’s mantle using the Fennoscandian 
continental array, Geophys. J.R. astr. Soc., 25, 3-16.
Husebye, Eystein and Madariaga, Ratil, 1970. The origin of precursors to 
core waves, Bull. Seism. Soc. Am., 60, 939-952.
Ibrahim, A.K., 1973. Evidences for a low velocity core-mantle transition 
zone, Phys. Earth Planet. Int., 7_, 187-198.
Ibrahim, A.K. and Nuttli, O.W., 1967. Travel-time curves and upper
mantle structure from long period S waves, Bull. Seism. Soc. Am., 57, 
1063-1092.
Iyer, H.M., 1971. Variation of apparent velocity of teleseismic P waves 
across the Large-Aperture Seismic Array, Montana, J. Geophys. Res.,
76, 8554-8567.
Iyer, H.M. and Healy, J.H., 1972a. Evidence for the existence of
locally-generated body waves in the short-period noise at the Large 
Aperture Seismic Array, Montana., Bull. Seism. Soc. Am., 62, 13-29.
Iyer, H.M. and Healy, J.H., 1972b. Teleseismic residuals at the LASA- 
USGS extended array and their interpretation in terms of crust and 
upper-mantle structure , J. Geophys. Res., 77, 1503-1527.
Jacob, K.H., 1972. Global tectonic implications of anomalous seismic P 
travel times from the nuclear explosion LONGSHOT, J. Geophys. Res.,
77, 2556-2573.
162
Jacobson, M.J., 1957. Analysis of a multiple receiver correlation system, 
J. Acoust. Soc. Am. , 29^ , 1342-1347.
James, D.E. and Steinhart, J.S., 1966. Structure beneath continents: A
critical review of explosion studies 1960-1965, in The Earth beneath 
the Continents, Geophys. Monograph, no. 10, A.G.U., Washington.
Jansson, B. and Husebye, E.S., 1968. Application of array data
processing techniques to a network of ordinary seismograph stations, 
Pure and Appl. Geoph. , 69^ , 80-99.
Jeffreys, H., 1939. The times of the core waves, Mon. Not. Roy. Astro. 
Soc., Geophys. Supp., 4_, 548-561.
Jeffreys, H., 1962. The Earth, 4th edition, (Cambridge, 1962).
Johnson, K.R., 1968. Correlation function of teleseismic noise, Bull. 
Seism. Soc. Am., 58^ , 521-538.
Johnson, L.R., 1967. Array measurements of P velocities in the upper 
mantle, J. Geophys. Res. , 72, 6309-6325.
Johnson, L.R., 1969. Array measurements of P-velocities in the lower 
mantle, Bull. Seism. Soc. Am., 59, 973-1008.
Jordan, T.H., 1972. Estimation of the radial variation of seismic 
velocities and density in the Earth, Ph.D Thesis, California 
Institute of Technology, Pasadena.
Jovanovich, D.B. and Chinnery, M.A., 1972. Evidence for a cusp in the 
travel time curve at 35°, abstract only, Transactions, A.G.U., 53, 
452-453.
Julian, B.R. and Anderson, D.L., 1968. Travel-times, apparent
velocities and amplitudes of body waves, Bull. Seism. Soc. Am., 58, 
339-365.
Julian, B.R. and Sengupta, M.K., 1973. Seismic travel time evidence for 
lateral inhomogeneity in the deep mantle, Nature, 242, April 13, 
443-447.
Kanamori, H., 1967a. Attenuation of P waves in the upper and lower 
mantle, Bull. Earthquake Res. Inst. Tokyo, 45_, 299-312.
Kanamori, H., 1967b. Upper mantle structure from apparent velocities of 
P waves recorded at Wakayama micro-earthquake observatory, Bull. 
Earthquake Res. Inst. Tokyo, 45_, 657-678.
Kanasewich, E.R., Hemmings, C.D. and Alpaslan, T., 1973. Nth-root stack 
nonlinear multichannel filter, Geophysics, 38, 327-338.
Keilis-Borok, V.I., 1964. Seismology and Logics, in Research in
Geophysics, vol. 2, ed. H. Odishaw, M.I.T. Press, Cambridge, Mass.
Keilis-Borok, V.I. (ed.), 1972. Seismology and Logic, in Computational 
Seismology, translated by E.A. Flinn, Consultants Bureau, New York- 
London.
163
Kelly, E.J., 1964. Limited network processing of seismic signals, M.I.T. 
Group Report, Vol. 44.
Kelly, E.J., 1967. Response of seismic arrays to wide-band signals, Tech. 
Note 1967-30, Lincoln Lab., M.I.T., Mass.
Kelly, E.J., 1968. Special methods for detailed analysis of individual 
events, in Seismic Discr., Semiann. Tech. Summary, M.I.T., Lincoln 
Lab., June 30, 1968.
Key, F.A., 1967. Signal-generated noise at the Eskdalemuir Seismometer 
Array Station, Bull. Seism. Soc. Am., 57_, 27-37.
Key, F.A., 1968. Some observations and analyses of signal-generated 
noise, Geophys. J.R. astr. Soc., 1S_, 377-392.
King, D.W. and Cleary, J.R., 1974. A note on the interpretation of 
precursors to PKPPKP, Bull. Seism. Soc. Am., in press.
King, D.W., Haddon, R.A.W. and Cleary, J.R., 1973a. Evidence for seismic 
wave scattering in the DM layer, Earth and Planetry Science Letters, 
in press.
King, D.W., Haddon, R.A.W. and Cleary, J.R., 1973b. Array analysis of 
precursors in the distance range 128° to 142°, Geophys. J.R. astr.
Soc., in press.
King, D.W., Mereu, R.F. and Muirhead, K.J., 1973. The measurement of
apparent velocity and azimuth using adaptive processing techniques on 
data from the Warramunga seismic array, Geophys. J.R. astr. Soc., _35, 
in press.
Kosminskaya, I.P., Belyaevsky, N.A. and Volvovsky, I.S., 1969. Explosion 
seismology in the USSR, in The Earth Beneath the Continents, 
Geophysical Monograph no. 13, A.G.U., Washington.
Lacoss, R.T., Kelly, E.J. and Toksöz, M.N., 1969. Estimation of seismic 
noise structure using arrays, Geophysics, 34, 21-38.
Landers, T., 1972. Crustal scattered S waves under LASA, in Seismic 
Discrimination, Semiannual Tech. Summary, Lincoln Lab., M.I.T.,
June 30.
Levin, M.J., 1964. Report on seismic discrimination, in Semiannual Tech. 
Summary, Lincoln Lab., M.I.T., Dec. 31.
Lilwall, R.C. and Douglas, A., 1968. Epicenter determinations by seismic 
arrays, Nature, 220, 362-363.
Mack, H., 1969. Nature of short-period P-wave signal variations at LASA, 
J. Geophys. Res., 74, 3161-3170.
Mack, H. and Smart, E., 1973. Automatic processing of multi-array long- 
period seismic data, Geophys. J.R. astr. Soc., 35, in press.
Manchee, E.B. and Weichert, D.H., 1968. Epicentral uncertainties and 
detection probabilities from the Yellowknife seismic array data,
Bull. Seism. Soc. Am., 58, 1359-1377.
164
Marshall, P.D., Burch, R.F. and Douglas, A., 1972. How and why to record 
broad band seismic signals, Nature, 239, Sept. 15th, 154-155.
Mereu, R.F., 1969. Effect of Mohorovicid topography on the amplitudes of 
seismic P waves, J. Geophys. Res., 74, 4371-4376.
Mereu, R.F., 1973. Multiple reflected SV waves in the crust, presented 
to meeting of I.A.S.P.E.I., Lima, Peru.
Mereu, R.F. and Jobidon, G., 1971. A seismic investigation of the crust 
and Moho on a line perpendicular to the Grenville Front, Can. J.
Earth Set., 8^, 1553-1583.
Mereu, R.F., Simpson, D.W. and King, D.W., 1973. Q and its effect on the 
observation of upper mantle travel time branches, submitted for 
publication.
Muirhead, K.J., 1968a. The reduction and analysis of seismic data using 
digital computers, Report EP-T2, Dept, of Engineering Physics, A.N.U., 
Canberra.
Muirhead, K.J., 1968b. Eliminating false alarms when detecting seismic 
events automatically, Nature, 217, Feb. 10th, 533-534.
Muirhead, K.J. and Simpson, D.W., 1972. A three-quarter watt seismic 
station, Bull. Seism. Soo. Am., 62, 985-990.
Müller, Gerhard, 1973. Amplitude studies of core phases, J. Geophys.
Res., 7.8, 3469-3490.
Needham, R.E. and Davies, D., 1973. Lateral heterogeneity in the deep 
mantle from seismic body wave amplitudes, Nature, 244, July 20th, 
152-154.
Niazi, M., 1966. Corrections to apparent azimuths and travel-time
gradients for a dipping Mohorovicid discontinuity, Bull. Seism. Soc. 
Am., 56, 491-509.
Niazi, M. and Anderson, D.L., 1965. Upper mantle structure of western 
North America from apparent velocities of P waves, J. Geophys. Res., 
70, 4633-4460.
Nuttli, O.W., 1969. Travel times and amplitudes of S waves from nuclear 
explosions in Nevada, Bull. Seism. Soo. Am., 59, 385-398.
Nuttli, 0. and Whitmore, J.D., 1962. On the determination of the
polarization angle of the S waves, Bull. Seism. Soo. Am., _52^, 95-107.
Otsuka, M., 1966a,b. Azimuth and slowness anomalies of seismic waves 
measured on the Central California Seismographic Array, 1: 
Observations, Bull. Seism. Soo. Am., 56^ , 223-239. 2: Interpretation,
Bull. Seism. Soo. Am., 56^ , 655-675.
Pile, M.L. and Macleod, I.D.G., 1973a. Free format input/output routines 
for the PDP-15, Technical report EP-TR2, Dept, of Engineering Physics, 
A.N.U., Canberra.
165
Pile, M.L. and Macleod, I.D.G., 1973b. Half precision real arithmetic 
package for the PDP-15, Technical Report EP-TR1, Dept, of Engineering 
Physics, A.N.U., Canberra.
Qamar, A., 1973. Revised velocities in the Earth's core, Bull. Seism.
Soe. Am., 6^ 5, 1073-1105.
Ram Datt, and Varghese, T.G., 1972. Array detection and location of core 
shadow events, Bull. Seism. Soe. Am., 62, 231-245.
Richards, P.G., 1972. Seismic waves reflected from velocity gradient
anomalies within Earth's upper mantle, Zeitschrift für Geophysik, 38, 
517-527.
Ringwood, A.E., 1969. Composition and evolution of the upper mantle, in 
The Earth’s Crust and Upper Mantle, ed. P.J. Hart, Geophys. Monograph, 
no. 13, A.G.U., Washington.
Ringwood, A.E. and Major, A., 1970. The system Mg2Si04 - Fe2Si04 at high 
pressures and temperatures, Phys. Earth Planet. Int., _3, 89-108.
Robinson, E.A., 1967. Multichannel Time Series Analysis with Digital 
Computer Programs, (Griffiths, London).
Robinson, R. and Kovach, R.L., 1972. Shear wave velocities in the 
Earth's mantle, Phys. Earth Planet. Int., 5_, 30-44.
Ruprechtovä, L., 1972. Recent interpretations of the core 
discontinuities, Zeitschrift für Geophysik, 38, 441-446.
Sacks, I.S. and Saa, G., 1969. The structure of the transition zone
between the inner core and the outer core, Carnegie Institution Year 
Book, Washington, 1969-1970, 419-426.
Shlien, S. and Toksöz, M.N., 1973. Automatic event detection and
location capabilities of Large Aperture Seismic Arrays, Bull. Seism. 
Soc. Am. , 63^ , 1275-1288.
Simon, R.B., 1968. Earthquake Interpretations, Colorado School of Mines, 
Golden.
Simpson, D.W., 1973. P wave velocity structure of the upper mantle in 
the Australian region, Ph.D Thesis, Australian National University, 
Canberra.
Simpson, D.W., Mereu, R.F. and King, D.W., 1973. An array study of P 
wave velocities in the upper mantle transition zone beneath 
northeastern Australia, submitted for publication.
Smart, E. and Flinn, E.A., 1971. Fast frequency-wavenumber analysis and 
Fisher signal detection in real time infrasonic array data processing, 
Geophys. J.R. astr. Soc., 26, 279-284.
Somers, H. and Manchee, E.B., 1966. Selectivity of the Yellowknife 
Seismic Array, Geophys. J.R. astr. Soc. , H), 401-412.
*
Steinberg, B., 1965. Large aperture teleseismic array theory, ARPA 
report of 1st LASA Systems Evaluation Conference.
166
Steinberg, B.D., 1971. On teleseismic beam formation by very large 
arrays, Bull. Seism. Soo. Am., 6^, 983-992.
Teng, T.L. and Tung, J.P., 1973. Upper-mantle discontinuity from
amplitude data of P'P' and its precursors, Bull. Seism. Soo. Am.,
63, 587-599.
Thyssen, F. and Wagenitz, V., 1973. A method to resolve structures in 
the Earth's crust and mantle from short-period teleseismic signals, 
Zeitschrift für Geophysik, 39, 411-424.
Toksöz, M.N., Chinnery, M.A. and Anderson, D.L., 1967. Inhomogeneities 
in the Earth's mantle, Geophys. J.R. astr. Soo., 1_3, 31-59.
Toksöz, M.N. and Lacoss, R.T., 1968. Microseism: Mode structure and
sources, Science, 159, 3817, 872-873.
(U. K. A. E. A.), 1965. The detection and recognition of underground 
explosions, special report, H.M.S.O., London.
Ulrych, T.J., 1971. Application of homomorphic deconvolution to 
seismology, Geophysics, 36, 650-660.
Van&k, J., 1968. Amplitude curves of seismic body waves and the
structure of the upper mantle in Europe, Tectonophysics, 5^, 235-243.
Vinnik, L.P., Lukk, A.A. and Nikolaev, A.V., 1972. Inhomogeneities in 
the lower mantle, Phys. Earth Planet. Int. , _5, 328-331.
Weichert, D.H., 1967. Computer hardware and programming requirements for 
the delay-sum-and-correlate method of processing seismic array data, 
Seismological Series of Dominion Observatory, Ottawa, 1967-2.
Weichert, D.H., 1969. Epicenter determinations by seismic arrays, Nature, 
222, 155.
Weichert, D.H., 1970. The bias in dT/dA calculated by the fast
correlation method for Yellowknife seismic array data, Publications 
of Dominion Observatory, Ottawa, 39^ , No. 11.
Weichert, D.H., 1972a, Anomalous azimuths of P: evidence for lateral
variations in the deep mantle, Earth Planet. Sei. Lett., 17_, 181-188.
Weichert, D., 1972b. A log-sum detector for the Yellowknife seismic 
array, paper presented to 9th Int. Symp. on Geophys. Theory and 
Computers, Banff, 1972. To appear in Geophys. J.R. astr. Soc.
Weichert, D.H., Manchee, E.B. and Whitham, K., 1967. Digital experiments 
at twice real-time speed on the capabilities of the Yellowknife 
seismic array, Geophys. J.R. astr. Soc., T3, 277-295.
Whitcomb, J.H., 1969. Array data processing techniques applied to long- 
period shear waves at Fennoscandian Seismograph Stations, Bull. Seism. 
Soc. Am., 59, 1863-1887.
Whitcomb, J.H., 1971. Reflections of P'P' seismic waves from 0 to 150 km 
depth under the Ninety-East ridge, Indian Ocean and the Atlantic- 
Indian rise, The Structure and Physical Properties of the Earth's 
Crust, Geophys. Monograph, no. 14, A.G.U., Washington.
167
Whitcomb, J.H., 1973. Asymmetric P’P': an alternative to P'^P’
reflections in the uppermost mantle (0 to 110 km), Bull. Seism. Soe. 
Am. , 63, 133-143.
Whitcomb, J.H. and Anderson, D.L., 1970. Reflection of P*P* seismic 
waves from discontinuities in the mantle, J. Geophys. Res., 75, 
5713-5728.
Wiggins, R.A. and Helmberger, D., 1973. Upper mantle structure of the 
Western United States, J. Geophys. Res., 78_, 1870-1880.
Wirth, M., Blandford, R. and Shumway, R., 1972. Automatic network
detection, paper presented to 9th Int. Symp. on Geophys. Theory and 
Computers, Banff, (to appear in Geophys. J.R. astr. So g .).
Woodhouse, J.H., 1973. Diffraction by anomalous regions in the Earth’s 
mantle, Geophys. J.R. astr. Soo., 32^ 295-325.
Worthington, M.H., Cleary, J.R. and Anderssen, R.S., 1972. Density
modelling by Monte Carlo inversion — II. Comparison recent Earth 
models, Geophys. J.R. astr. Soo., 29, 445-457.
Wright, C., 1970. P wave investigations of the Earth's structure using 
the Warramunga seismic, Ph.D Thesis, A.N.U., Canberra.
Wright, C., 1972. Array studies of seismic waves arriving between P and 
PP in the distance range 90° to 115°, Bull. Seism. Soc. Am., 62, 
385-400.
Wright, C., 1973. Array studies of P phases and the structure of the D" 
region of the mantle, J. Geophys. Res. , 78, 4965-4982.
Wright, C. and Cleary, J.R., 1972. P wave travel-time gradient 
measurements for the Warranunga seismic array and lower mantle 
structure, Rhys. Earth Planet. Int. , 5^, 213-230.
Wright, C. and Muirhead, K.J., 1969. Longitudinal waves from the Novaya 
Zemlya nuclear explosion of October 27, 1966, recorded at the 
Warramunga seismic array, J. Geophys. Res., 74, 2034-2047.
Wright, C., Cleary, J.R. and Muirhead, K.J., 1973. The effects of local 
structure and adjacent upper mantle on short-period P wave arrivals 
recorded at the Warramunga seismic array, Geophys. J.R. astr. Soc. , 
in press.
Wu, F.T. and Hannon, W.J., 1966. PP and crustal structure, Bull. Seism. 
Soc. Am. , 56, 733-747.
Zengeni, T.G., 1970. A note on an azimuthal correction of dT/dA for a 
single dipping plane interface, Bull. Seism. Soc. Am. , 60, 291-306.
APPENDIX A
WRA TRAVEL-TIME AND SLOWNESS DATA
WR
A 
SL
OW
NE
SS
 A
ND
 T
RA
VE
L 
TI
ME
 D
AT
A
168
o— » I
- I O  I 9
<5 cj I in J 
Mil I •--I 1
romcp-<p«-r-TO.-40CPa'CPpgroroTO-Hrn-t40CJpg>ooTO<y'(POPicor~-pgp--«inc>inp-
in 11^4104111104104111104  in 4  m m  m  in m v w  *4  in m 4  m m  m in  in m m m m in m m
- S U I
UL I I 
— I 9
—<m  rg «-i TO O' in in m  a? cd c  ©  pg p-  TO rsi 4  —i o  m  p-TO pg r -  -+ O  ro cp 4  ro ro m  o  ro to m  TO 
O  m  p- ro p j p- p i  in ©  r -  o ' 4  to pg cp in  ro o  m  P- —« r  i 4  —t «M r -  r-t 4  p- o  r^ to od o  to ip  .-im  4pinifnt\icnpgP'P»rnriP»pipipaPirnPi4Piro»M*MPimiOPiinr'n'4444in44mroTO
- I I 
<0 I 9 *-«/> I o  9 
-JO  I lu 9 
LtJUL ( U  I O— I I
« •g o o tP O ip n o tiirn iM o in io im m in in in  4 r o r o n im m fO P * m 4 4 m in 4 r o i* -m 4  4 o P -• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
VÜ TO g^roiATOroro TO TOrorororororororo «OTOrorororo TOTOro roroTOP-P-P-P-f—r—P-C*00
—*«■■«« < H > 4 i  |<| IB l i  I f ^«  l i  I f  I » H i 4« I M f  I H t <F ’i pi | i  < I ' « |  <i 4 «i 4 *  4« I »  l » ' 4 .  I « l f 4p I« l ^  4
VI I I 
l/J I t 
LU— I O  1 
ZU I UJ I Sl/> ) O ( O — 9 "V I
o  pg cp ro <-**-• ip ro o  rom  *-«ro oo p i  ro 4  in  p- p- to to in  >o p - ro ro ip  ro ro ro lp to p j cp cp 4  ro ro• • « • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
(O .-I .-«mcsj roo>*-« "O r-i fM "T •-« tvt<\9 <\j « i cm
9
I
I
0 I I
9 9>U 9 I
<3 a  I oo >
I U. ! I1 -9 i
to in  O' .-4P- od <-«»-4 o  O' o  (P p i  po roP- —i 4  pj 4  O  «-teg ro o  >o cm p o  4  O  ro 4  ro Pirn o  P- oo 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • «
«-iinrocPinromincpro(Prnoocr)TOCPror~»-4inorgrM C P-4u \P - .- iin f^ rn in .-‘'n .~ iroro4 ro
m m m 4 i!i4 m iii4 in 4 in iJi4 m 4 m m in in i i im in 4 m in 4 TO m ininininm m m inm TO
— I 9
l_) I I
9 - 0  9 00 ! 
u. 9 9
4  r o 4 r \ ir o r \J o f - c o o ® —4»-iao-^ r'g4P -in .~4roo'p -m p-.-4r\iO 'oiocg4«-i4P -ocP C P r'g  
•  • « • • • • • * • • • » • • • • • • • • • • • • • • • • • • • • • • • • • •
c ,m p -ro ( \ j® c iin o ® iP 4 ® r\JG 4 ® c > fn f^ » - 'r 'i4 « - ip g p - i- i4 ®  0 ® 0 'C » -'ro G » -'P -ro
r  »mro P im m  to fo m ro m ro ro m  4f«»«04 m m m m ro  «040101010104 4  4 m u '4 in in r o  TO i\iPjpgrgpgpgr\jpipgi\)r\it\iP'jpgpgpgrgpgr'gpgiMpgr\ipgpgrgr'jr'jrgpjpgpjr\|t\ipji\irgpgpg
I <i— 9 9
j 9 - 0  9 O  I9 OO I lU 9
( LUU. ( O  9
i O — I 9
r-< O O C P crioc> cg rom oiP gpgro in ro in ro4 fo to4«om io iom m m inT O 4C P ® ro44P g®  • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • arororommrororo'Ororo'oroTO'Ororo'Ororororo'OrorororororoTOp-f'-p-p-p-p-p-cp®
«Hi l .  I» H"4i I■ ■<i I« li -4» I—«-4—4 —I H H | I H H H H ^ t g H i  «—I—«
9 - 1 ( 1
9 LUUJ 1 I
9 > X  9 9
! 2-
9 9-
p - o  4  r -  ro o  o  4  I-- p- ro ro <0 m  g> ro gj <0 cr ro ro u> o  ^  o  o  p j in  O' pg ®  O "^ O' ®  «-h• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a * * *
p g  p - o  r o  o  o  ^  ®  m  o  9^  » - « P '< m  o  p  '  c o  « - •  g ?  o  r - o ' o  ®  o >  >*■ i n  o ' p g  « J - r o  > 0  < r  u  i n  « -•  0 4  p g  m  
p j  rv i  r o  p g  r o  p j  p g  p j  p j  r o  p g  r o  r o  p g  r o  p g  p g  r o  r g  r o  p g  p g  P i  p g  p j  r o  r g  p g  r o  « 0  p i  r o  r o  r o  r o  «»■ >4-r o  r o  
p g  1 g  p g  p g  p g  p g  p  j  p g  p j  p j  p g  p i  p g  p i  p g  p g  p g  p g  p j  p g  p i  r g  p g  o g  r \ j  p g  p g  p g  p g  rM  p g  p g  p g  r g  p g  p g  p g  p g  p j
9 -3 rorgro >-4-h ro ® >#■ —•o»-'—'»-1 Pg»-<«-<rOroino ®OPg*HroPg^nro-4 «-<-4 >4 o ro  >4 pgpgfM-H
9
9
toin
LU
z3O
_l10
4  u i ro o  in in ro o  O  CMn >o-4 <0 o  ® o> »-I *h o  o  ® o  »-• O o  9°  p^ o  ro o  >0 ro pg ® pj >0• • • • • • • • • • • • • • • • • • « • • ■ • • • • • a * * * * * * * * * * *ro —1 pg 4  pg ro *4 p j ro pg pg 4  «-4 <0 pg ro »^ «-4 ro pg ro 4  pg ro ro pg ro pg rvi pg ro pg ro pg ro pg »-4
«»4 «-H— 4 p-J «—l«-4|—4f^ 4«-4*-4r—I— 4— 4«-4— l »H— 4«—4»-4 »-IrHl—4*—4rH»“' —4 r-4»-4f-4«—4«-4 *-4 — 4» «^r-l »-4p-4 — 4— 4
- I X  9 9 tn
< 9 -  1 ( r-A o ro Pi r-A o *-s ® CD 4 go ro TO rH •i-9
UCL 9 a- 9 ro rH ro ro H 4 4 pg •H —4 pg m in 4 ro • rH
O  lu 1 ac | rH to
0 .0  9 1 c cn
0 w
X 1 1 •H w
9- 1 9 pg «-< O' •H 4 in PJ p i Ui « rH ® rg 4 in gj o
O  9 0  9
X  t LU 1 A r !
•
OD
•
CM ao o 00
•
r— a5
0
ro gj IP
•
o rou
w
o
-> ( 0 9 m ro ro PI m pg 4 m m ro ro 4 ro •H 4 0 %
PI 9 9 E V<  9 * 0
<  1 9 GO GU o o H rH rH rH 4M pg n» TO O H rH s MH y
9- 1 0  9 0 0 • © • • e • • • • • © • o S)
-1 5 LU 1 in us g? 'AJ <u gs <i gj 'Ll P- p- p- 2 tn )g
LU 1 O  9 *-i H r-4 »-J rH ©H rH ©H H rH rH rH rH rH u
O  9 1 e 4J 0
| I OJ #-4 t r oo U> 4 <o CP 4 4 r - CO rH CP M 1
1 1 • • © • • • © • t • • • • • • 1« •H
1 i/l 1 o m O' gj pg 4 CO H m O' 4 p i o ro 4 M •P
z  1 ! CM u\ 4 4 n to (O CM ro M ro 4 CM p i Pi ro 193 Ci
—lu 9 Z  9 • • •• • • • • •• • • M •l • • II • • •• •• • • gj 0)
O X  9 — 9 o r - pg ro VAJ og •H us P- gj r - P» r- rH ro 'S tJ—  | X 9 ur\ r-4 'T rH 4 m rH TO pj r*i *0 d
o r i-  1 •• 1 • • •• • • il • • •• li • • •• II •• •• • • • • •• «9 rH
O  9 aC l p- r - o pH in 4 ® 4 rsi pg pg pg g> p- M «3
• X  9 pg pg pg #H •H rH *H rH 5> m o
V Si 0
9 CL 9 O' o m ® CP O' ©H rH rH *H rH p- rH TO r- Ö rj u*
9 V  t o r*- vO -o gj r - h- r - r - r - gj p- o TO Si £
Ul l i ’,
9
4 i d '
!rvj
3
sr Jg
f
Ü
9
O
9
O
9
O'
9•O
9
pg
9 ••
ip  M oo z
1
t -  1 X 9 9*4 rH rH ©H rH rH P Ml li
«I 9 9 9 9 9 9 1 9 9 9 9 i 9 9 9 9 9 1 Q >i T* Ö
O  1 <t i m O in in O ro no no O' O' rH P- PI 2 s Q h i
! Q  9 «-4 ro rv r4 rH pg PI pg rH
> Q  1 9 H PI ro 4 in r- in o pg ro 4 in
LUZ 9 1 •H rH rH rH H rH •
SC
 
- 
St
ru
ct
ur
e 
co
rr
ec
te
d 
- 
sl
ow
ne
ss
 v
al
ue
s 
mu
lt
ip
li
ed
 b
y 
co
rr
ec
ti
on
 f
ac
to
r 
of
 0
.9
7.
 
T^
DS
C 
_ 
Fo
ca
l 
de
pt
h 
co
rr
ec
ti
on
s 
us
in
g 
st
ru
ct
ur
e 
co
rr
ec
te
d 
sl
ow
ne
ss
 v
al
ue
s.
169
0 — • 1
•Hl_> ! »rj, 1 J 1 « e  i
1 U . 1 1
1 1
1 1
w 1 1
l/> 1 1
h -C J i UO 1
UL 1 1
“ t 1
1 1
< 0
l - t o
1 » 
1 U J  1
J O  1 U J 1
U JU . 1 O  *
Q w 1 1
l / l 1 1
m 1
UJ — i U I  I
z u 1 U J  1
311/1 1 < -i 1
a — 1 ^  1
1 t o  1
i n 1 1
0  1 1
(-H—  1 1
> u  • «3 0  1
1 u -  I
1
” 1
--------i 1
—  1 1
u  1 1
h - O  1 m  1
U- 1 1
—  1 1
< —  , 1
l - U J  1 0  •
_ JC J  1 UJ 1
U JU . 1 0  I
C J -  1 1
O' o  o' -o «fr c* 4 im 4 m <o in e  o  o  <0 o  r- 00 <© «-4 r- w 00 in in cm o  o  o  h- cr 04 cn cn 4  o  —* r- m m —< cm -h m r- cm in 00 o' 00 o  *-a cr in
M-mr- o u  uz-m m m  4  mi-H cm r»-o  .-oe-o  »-<cj mj o i-a f -n i  »-iujcjcm inn-*-4u x<o oo u»cm u xaj —r '- i / 'r  unr~  imu >ou\r»iM i—mu x>rf~>ix
4iniA '4jinin<4jeuxuM ninintn<ajintrxin>uinin,ouun'«Jknineininkntnininin'ajinuxintnin4m tntninuxtninininininm intne
o  O'r-<\i cn e  i-am cm m o< cm cn r - r o e  i r e  coo» in m O P -o r-P -O  cm «0«-* ♦ crein i-ieinu '0 'ro4inrnin i-4<M roerocM 0>o in o i-4  4
u vm\j u \ cn rn r> > in uu r- er e  p- —»4  ro »u m r- r- cn n- 00 4  »-a o> m aj o' pm u ' O' m 4  <0 cd <h 4  e  o 'Ll O' o 1 4  e  (\j u x o 4  r»> uj o > r~ in 4  ire 
4  4 1» xmeeujr-inuxux>r 4 mm 4 unnm4 uxin4 ine 4 uxu>uxuiux4 inmuxuxuxinu luxm-ruxminu llJ^u l^Au^uxeeeee^*,■ 
(M cm cm <\l (VJ nj cm r\) cm im rvi cm (M cm cm cm im nj cm cm cm r\j <M cm im cm cm cm cm f\j cm <\j cm cm cm cm <\< cm cm cm im cm c\i 04 eg c\i cm cm (\i <\i cm c\i <\i pm cm cm cm
i n i n i n i n p « - 4 m . - a 4 c n 4 i n i n i n i n n - o o p ~ t '» r - i ^ r - c o r « - r - o o P ~ a D i n r o a o ' t ) r o D C D r o o ' i J '0 ' c > 0 ' 0 0 0 ' 0 ' O O o o ' o m i n c M O ' 0 ' 0 0• • • • • • • • • • • • * • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
f^ r^ r-r^ npoutrer aj coco h-r r^~r-n-r-r^Kr~r-r r^^n-r~r~ r-r~n-n-r-r-r-f^n-r  ^r-n-r^ ao rococo on ooao n-ooaooo- aocotrcn
f 'C M n x e r o r ' . f ' - r - e o 'n x i M  e 4 . - i e o c M c o u 'L r c n e r > - o O 'e c M a ) a > e c > i n r 'x , o i A a u 4 CMao«i' r o - r c M m o n o r o m i - a m i D . - in i o u m c M• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ! • • • • • • • • • • • • •
r j ( \ ) f M » - , 0 0 'P > J» -i^ c i* -c < -c* -4'~ « n jn i> T « M » -in j^ ir-c r> 4« -* n jn j> - i( \ tc \ j» -c r - im n 4r-< n(» -icM i\4C \ic \j^ -iiM r''^ -c^ -cf\jrv4c\j-^c\i*-ifMCM'H»H<M«N( 
H H H M H  H i 'C H i 'C H ^ C H c Cf I i Ci Ii  l l  l i - l ^ a i  I H i ^ l  I f  I H H ^ C r l r l» l^ a i* l i  I »i4| I ^ *1H  y l  I l i  I t  ' l ^ l i Ip l ^ tr l » 1 Ir  I yH H<*1 H  t I^ f C
o'»-I m e  nT O'>«• m in rn oo in e  o o e  >» oo •-* ou oo im r-ai cMn in cm e  o oo o> m m >r in o u x pri ^ 4 nj r-< e  r«-nj e  oo o o m e• • • • • • • • • • • • • • • • • • • • • • # • • • • • • • • • • • • • • • • • • * • • • • • • • • • • • • • • •
o '  i n  f -  o  m  cu  > r cn  cn  4  u  x cm n -  c j  ou e  r u  u> e  c  -* t*- p  i «-* u j  c j  cm u x r - — i n  e  oo o  cm u xco f -  c r  r  x u  x r -  .*m  u x c_ a x r~  n j  u j  >j - m  >r oo m  
■j-in  >n e  m i n  e  e  u~Mn m  i n  vn i n  e  m m  m  e  xn m  e  m  m  e  >n m  e  i n  m im  m  i n  m  m  e  m  m  i n  i n  m  >r m m  m m  u > m  in u M t x u \  m  i n u i  i n  e
nj ^ -c O'>t in cn O'oo o  oo cm >j-® O'ao >*• co o  r» «*• ®  cr nj (7> cr cm in h-m  r» r - cm oo <\i nj o  ® ' t ' e  >»■-T ^  co in e  u '  O '>»• O  r» O'• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
in c: <m m >t < c  r-O'oo o  e  r-r-< >1 co nj rn oo oo m oo >j-r-< O'in co o cm in o ■ >*■ >!• e oo <-• r~-O'roe cm in I-* >r r~ e  in oo >o in o
> r i n u M n e e o ' r ~ m i n e ' r  ^ i n i n > j - i n i n i n > » - u ' \ i n > r i n e > r i n u ' i n i n i n > r i n i n i n i / ' i i n u n n i n i n > r u i i n i n i n i n i n i n i n n > u e '0 ' t > r ' f ^
IM  C\J CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM e g  CM CM C\J f \ J  CM CM» M CM CM I V  CM CM CNJ CM CM (M  (M CM  CM CM CM l M CM CM CM IM  CM f \ J  l  CM l M CM f \ | «\ J  r>J CM CM CM IM
e  in u x u vD in >»■ cn m  m  >rin m  m  in r~ >r r-n-ao r-oo r>-r*-oo oo oo oo oo oo O'oo oo oo co O'O'O' o  o'o o  O'O'o o  c> o'o n > >o cn o  o  ^• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ■ • • • • • • • • • a
r«. f». f>. iw cd ao o  O'co oo oo r-f*> h-n-r-h-r~ h-r-h-n-h* r-r» n-n-r-n-r-oo h-ao oo r-ao oo oo oo oo ao a  O'O'O'O'
»Hi I» t> Ci li l CM» t ***l» Cp I H H c I H i Cl CiH i Ci ll l i  I H r l i Ci 'C> l i  I» C i*< i^f4p .^ti I H i - l ^ lr -C i li  li Ci I» Ci 1 d
UJUJ 
> »  
«S — 
CL l—
I
I
I
I
m i c M c i H i M i n m < r O 'a ) t o i n « o o o o m N 'O H c * i f n o > o r * 0 " 0 ' O i n > t o - o > » '0 0 ' 0 0 ' 0 '0 ( \ j o o N > t ' '« ' i n 4  0 ' '^ n - o < M O < M i n - 4- < - ir -• • • • • • • • • ■ • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
r - cm m oo in oo cm cm r-oo o  cm cn co i-i C» I e  o  o  e  c  c  * »-c ou c o cm in  oo »H e  oo i-i cn r - o 'c  x O ' i n  o ' ' j - cn c  o '>!■ in e  o  n-
rn>t >»•>#■ com cn >r in in-» >j-in *r 4 -m>j->r in >r >»•'»■ >t 'T '»  in >»•>*■*»■ >!■>*■ >!■>!■ >t «<■ - t 4- J ‘ 4 m>j'>J’ f-4 -'J 'in in
CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM CM
I
I rHfT|fMrocMrcvMcMCMCM4 'Ocnm CM o*-<ccx<M >l'»^CM rH cM CM 4 T c ifn in c M « H 4 , c n ^ » C M o in c M c n in c M in c n c M > rc n c n tn c n c M c n < -c » H > r4 'CM»H
to
l / )
UJ
a :
CJ
—J 
i n
I
I
o  I •H > ofv- o » H O 'c » H O » M f ~ i n o c 30i n o 4 e < M m c r i c ^ o o ' f  c c x o e iM i - i c " * 'c o e o O '< M a o e < M o o c M C D in r - c M 'T C M > o i n e f M i n e c M r ^ e
UJ I • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
a  I cncMfMCM-HO'cn<MCM^-i»Hi-«cMr-<CMfn4, <MCM cncM ^icncM CM cncM CM cncM CM cncM ^frii-irncM CM rD^icnc*xi-*^«cncM cn»HCM »HcncM »-icMCM CM
M  t H H H H H  H i’Ci1 <i  | | i l » l H H H r - C r l |  IH i l i —l i  l»'Ci Cf Ci  I i 'I i Ci  l iH ^ ' l i ’ l i  I»  I H f 'I i  C»*l| I» Ci'C i l»H ^ l i - l i  l » l i  l i  l i-  l i  Ip -I H i  i i  4»■ ■ 4»■ <
in i
I
—IX I I •
«X »- I I CD
u a  t 2_ I m
O t u  I *  t
U.O  I I
c r
m
H  h -
cr - 4
m
CO
m
cn
m
cn
m
cn
m
cn
cn
cn
cn cn cn
cn cn cn
cn cn r- 4  n-
cn cn in O' f-
X
►—
- 3
z .
CM
« I
I
I
O  I
UJ I
a  I
I
I
CD 4  r -  4
•  a •
r- n- in
4  cn in
• • • •
n -  n -  r -
H  —4 H
4  O oo cn e  0 4 4
•  •  •
r -  00 e CD 4
H  H
c^
r \  m r«^
<« 1 1 m •vT 4 *r u\ in m in
1- 1 0  1 0 • • • • • • • • •
—i 1 UJ 1 r- r- r- r- r* r- r- r- r-
UJ 1 O 1 H rH pH H rH H pH rH pH H
0 1 1
1 • U" >o r- 4 CM cr CD 00 U' 4 "
1 1 • <t • • • • • • • •
1 to ! in tr 0 4 r*- * O H in 00
1 •• i -^4 CD cn CD * *n * 4* CDMill 1 z  1 •• M • • •• •• •• •• •• •• • •
Ul. I -  1 'U CD O O' O' i'* CM m M- (JOMM 1 *- 1 CNJ in n» u> CM CM
Oft“ 1 •• 1 M •• •# •• •# •• •• H •• ••
a 1 IJC 1 r- pH O e pH in r*> r-
1 x 1 CM j •H pH pH
1 et 1 pH h- no pH •H H CT' pH pH
1 *- 1 r» <» 0 r- h* O r-
UJ
t 1 ?
1 rj 1
1
H t cij
1
0 Ja Ja
1
pH Ja J* Ja
f- f r- • »M —<! t 1 I t 1 1 1 1 1 t 1 1
0 1 < 1 in CD n CD 4 4 in n 4 in
1 a  I H CM 1-4 1-4 «H H ■-4
CD O'
i n  f -4 m
•  t  •in cm inin im >r
1-4 m  O o o• • • • •
O  C0 4 * in  4-
m  m  sr nj >r
r -  m
•-« IM
• • •• M
(M ' D O
CM r-4 -4
"T r- CM CD nT
u> r \ j  m• • *« M •• ••
ro O cd T) nr>
pH <M
I I I
H  H  H 1
t 1
4  4
1 » t i t
in o  e o n
pH H  f—*i CM
«
00 O' o
CM
h M n ^ U'
«V CM CM CM <M
o  r-  ao
CM CM CM
(T c  *h r\j r>
CM CD cd D' CD> 0t u  X.
170
0 — t
H U  | 1
<3 u  1
•
m  4
1 u .  1 
)
1
9
-  1 9
W  i 1
in  1 9
H-CJ 1 i n  1
a .  1 •
— 1 •
-»  9 9
< U  9 
c - l / l  1 u l
- J O  1 ID 1
UJU. 4 
O — 1
u  t
1
l / l  J
i n  (
1
9
u i — ! O  1
i ^ l
UJ 1
U  4
O — 9 >> 9
t vo 9
9
O  4
pH— 1
9
(
m  !
9
1
O  ! I K O  I to !
t }  !
O p H i/'r ~ r -r '-m ® f,~ r ' - r o < o > o f o r o o o ' g o o ' r o i _ ) r o g o g o ' r o i n r ,- i n i n r o p - t . o in o ' f ~ r - r o g  g  o r o r o p n o i n g  ■ocorHrO'OpHrorgro • • • • © © « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • - - • • • • • • • • • • • • • • • • - • • a
n i n r > o o u >4 im h U >U'(M,u m ' U < D U ^ t ) ^ i i i v , i /M n 4 jC D tn < u a )iu i< i« c u u ir k U ‘ < 4 ) r g n ^ v M U i i i< f r k i ' i r ^ u
in in < n g i in in ,n in u ' ig \ in in in in in t n in in u \g '< n in in in in in in 'D in in in in in m in in u M n m m in in in g ii i \m u '\g j in m i i'u n < o m ip O in in < t>
r» cd ro cm gj t-~ g  ph v  r-t co in  ro i r  cd o  o  co m  cm -* o  ph ph.-h —> ph ro cm cm_«co — o  >o in m  cr g  r -  m  g  o  ro cm o  ph o  ro •-< ®  g  ®  o  r -  o  g• • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a *t/"Oinr~inr'-g-gr-U 'oo.~ip4CJCMroroaoc>U'OrnpHggjg’r~p-iiMr«>r-ing-g,ro rg g in m r,'-0 'p-4ggjU'r\jin.-ip-i,-4rgg'c>c\iinrMa>p-4 
« 4j h 4K i< t 'ü 4 iii> u i<ur*r-N r''U 'U tir"U 4 )4 i'u<i<ü<üiür>' 4 j>o44<o>C'V<o44 4>«o<0 'U ^ '0 'U 'U 'ü'0 '*, 4 )4) 'U 'u r ''U O 'U 44^ ' 
rgcgcMcMCMrgfMCMrgrgcMCMrgrgcMrgrgrgcMrgrgcMrgrgrgrgrgrgrgrgrgrgrgiMCMrgcMfMCMiMrgrgrgiMCMrgrgrgiMcMrgrgcMCMCMrgrgcM
^  _i r-rg  o  »H o> w  >r'T ^  ro rg a>-o (7» o  o* r«-<** o  N-a> euer r-r-c o  ® r-ro  >o r-<o «J m rg ,-i oo ® ct> ® ® r-<o ^  >o >o r* r-y* t r  o• • • • • • « • © • • • • • • • • • • • • • • • • • • • • • • • • • » • • • • • • • • • • • • • • • • • • • • • • •u'Cri/'iro'trroroooroo'irO 'i/'trroV 'roO 'roeororowrororororoCDrooorororororororoo'cr'O 'corororooorororororooorowroroi/'
f | t lr l» l> l» l.' t»ili' li - l | i H H i l > ti 4« l n I p ClMrO I» li l i  l i <i | m  l i  I l'l H i iPlp l> <■ I» IHHiOp 4» IH i I' l< IH i i, .iX f<i I p <i >» Ip l i H
roo*nrou 'n»roin inu '0 'cM ^oinrginr*p-i€O pH gr'"O rggo'rooinu"og>r-»ng)'O O f“ rog«Mg)U'cocM'OOiOpHrocoropHrjV'iMg)
^4 ^ tro •» o  ©h O  C  <m <-> »4 pm »4 cm ro cm •»■-« o  o  ro «4 ^ erg co ro rg rg •>< o  rg ro *-) rg >^ (M cm ro ^  <-«rg rg r<« •-< f-o
pHp Ip i l l 'n p IH i |p Ip <lp Ip l pOi |i  l> Ip l i HyOi'O I i O i  l > l i  l> li I p 4 i 1 1 t> Ip lH » li li  l r I p l f  l i M i  It I H i O f I iO i  I p ' I W p 1*O p 4 b | p 4 p «4P I p I p I
po .»■ ® r-® in a I ® r-m <o o  «r o »-«>r I-« tr ® o  ® ^  o'T o  y* >o r -<*» "O ® p* r-in o» r-r->f m in o  o '*■ <-c o  <« >r gj cn po m «o p4 cm ro n >• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •  • • • • • • • • • • • • • • • •
g  g iü n ig u ig ,g ig g ,(ciifiNa>a>gojM /'U 'i'4'iK, i'ü o o in iD ij'rifii/,in ir 'ü iu ir 'ü ® ® i,i 't id M r 'M /'g > ü iM i'ig M 'iu m g si'|f ' 0  
ih irv in m m in in m u\ in iri in in in in in in in in in inin m in in in m «£> in in in m in iri in iri in m in in id in in iri in m in oj in in u •> in gj in in in m gj
•O comr- g r -  or~--H cor- ao »o in O'® ror'-cm ro g  rg rj g m in  g jo  -om i/ir-o-co «ocor^r- o g g o 'f '-o O 'g g g rM O 'iM U 'in o p -iC 'ro ro  
• « • • • • * • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
pifs-a 'rogjro ingrou 'O 'rgnjpH fnga 'ropH oofO rH g <0 g 9»CM rgrnr-inggro<M gingiroC 'pH gr-0 'rginpHp-i„*rggo*oingropH
r -  >nr» ■*> g> *o g j <0 in  m ro  r -  r> r -  r -  o  <0 go r*» r»  g j  g j  -o  o  g> g j  ^  r -  -o  g j g j  g j g> o  <0 g> g j  <} o  o  r— r -  g> go <0 o  g j r -  g) o  go oj r -  03 >0 *u g> r~- 
igrMrgcMrgiMiMrorgcMrgcMrgiMCMrgcMCMrorocMCMrgrgcMiMrgcMiMrgiMCMrgcMrgrgrgrgrgrgrocMrgiMrgrgrgigrorgrgcMrgrgrorgrgcM
< “  I I 
l - U  9 O  I 
-JO  I ID I
u ju -  s o  s 
O '-  s \
UJUI t i
> & 9 i
<*-> I m  1
OCb- 1 i
h- 9 1
H I 1
3t 1 »
m 1 9
m 9 1
UJ 9 O  4
z 1 ID 1
JC 1 O  1
0 9 9
_J 1 vo t
in 9 9
- I I i 9
<►- 1 1
u u 9 2 - 1
UUi 9 *  9
U.O i 1
X 9 9
9- 9 1
0 9 O  9
2 . 9 UJ 1
*—1 1 O  1
Kl 9 I
< 9 1
< 1 1
H* 9 O  1
_l ! ui 6
ID 9 O  1
O 1 9
2  •• l
— LU j J L  f
U l  I — I
—— I a. I 
of*- 9 •• 4
O  I a? I 
» X  (
Ui
H»
<1
o
! 0C t 
9 v  !9 1 9 
» o  1
S T i
1 2 1
>0 I 9
U J Z  S 9
o; cm c>r i o ’“1 cr O'm -Tin in mrMfria'fMCJp'iir r -  g jr-c»-^ coro o r - r - r - O ' mo- O'oJr-Mj >0 meg cm tr  c rcrr~ ® ® r-'0 '0 '0 g j r ' r - o o c )  
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • © • • • • • • • • • ■ • • • • • • • • • • • • • • •
O'O'OCT'O'O'comroroo'O'O'O'O'roo'O'O'cororororororoeoO'roeoroOTrorooororocoroo'O'O'rororororororororororororoO'O'O'
><p<M>O>0», l tiHPlp|H p >1 Ip-Ip 4» IH p l»  I» H1 l» l ' lg *» tp-l> Ip IH i lp t1 << I» 1— p-Hi Im iH pI p Ii I« t i li' I H H i I —i IH PIp I H H i-O 'Ii M
® o  ® O'o> O'ph p-4 «-gr-o ® os-o ro pg r-cn ro pm rvo o» in m ® in r-m r - o  >»■ ® in o> r - ®  o  o  ® ® ® ® O'r-O'r-® r-® ® ® ® ® • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a *
n i ^  m <r ® 00 <0 r - o  no g) O'cm ® <r p-4 ® •r »o cm m fo m r *- g> o  m O ' m  m r-m  so ® ® c  >-*■ gj or >o it « j - cm-j-® r - o  m oi O 'r 1 r* o  
>$• j - g g g g g  ginmgginii\9nini/\inmmminu'Mnmmininmininininmmmmmminminininininin'Oininin o d w w j )
roronococoronorofvjrororocoroiMrororoCMrocorororo<McorocMrorococMrorococorocococorooorocococMcoiMooroooiMcocono<MroiM
g- ro®-»-pH®ro-j-®rgrorgoOOp-ipH'r p-4rg® rooO '> -rgp-irgrg^- ® ro ro® rgo® ® p-iO O O  «T -r OCMp-ir-iorgrorgpoofrOr-irgrg
cM®0 'rgrgO p4® a o ri® ® o ®  ® ®  0 'p 4in '0 «J-® oO '0 ®®rg>i-0 '® o o o O '0 0 ®pHCM®ino®r-mO'» r-'J-njr-cMinincM®o'
• • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • © • • • • • « • • • • • • • • • • • • • • aco*HrgiM.-4p-4p4 0 CMp-ir-iP-irop-4p-ip4rororOp4p-gCp-4roropHrornrnrgmforop-4rororopH<Mrop-ip-4rocMCMp4rnrorgr-iro,-<ro(Mt-ip-iP4p-4 
»"li ll H"4p I» Ip |p Ip l>-lp Ip li li I p lmli Ip lp'lp 4p |p lp liHi Ip Ip ti I» || |4 r lp ' l i Iplp I» l»'4i Ip li"lp li Ip l< Ip li Ip Ii-4»-Ip 4p 4 p-Ip-Ip-4p Ii i p 4p I
1
1
1
.
r~
O'
r -
®
>#■
ro
ro
0
pH
>«■
® 6
0
,
3
9
,
3
8
, >0
g-
m
m
ro
g
m
m
ro
r -
g
g
r~
ro
ro
rg
0
CM 2
7 04
m
CM lO CM O' rg >r 0 g> ro CO CM O' ro ro •-I 0 m O r~ ro
•
m
O
fM 'O *5 J
0
m rn ro IT 0 cn c r
©
W'
•
H O r i r-‘
•
>r
©
U\
- r 'i- •* m -y >»■ «T rg m rg rg CM g CO ro ro m ro g
u tr-4 •**4 fO m g- g- g- g g g g g g g y i yA UI
•
Uo>
•
OO
•
GO ® QD
•
CD
•
CO
•
CD
•
CO aS oS
•
U J
•
CU
•
00
9
cu
•
CD
0
CL)
•
cu
©
U J
*-4 *~4 H H 0-4 H r4 t^4 H 0-4 H 90-4 0-4 0«4 0-4 #-4 0*4 •H
AJ rH O' H #-4 >*■ m H ro OJ in 0^ 0 eg r> gj n i t r LT
9 0 9 • • • • e • • • • • • • • • • • •
IX
• 0 • •
y \
0*
rn rO OJ g-
00 00 00
co 0-4 ro
00 00
n i
40
m ig
00
KF 
• •
»—4
•0
m 0
ro
(JU
*«T
00
•«-4
n
00
O'
ro
pp
cu
00
r -
01
• i
CD <M
>r
r»i
0-4
00
0
g
*•
HI
00
LT
0-4
CD
00
f»l
O»
00
in
ro
•#
UI
g-
00
r-4 •0- 0
•—4
r - CM
H
r -
0-4
r» r - rsj
rg
ro in
•-4
0-4
CM
•0 g 0-4 <0 CM
cu O' ® O p r - rrs CO 00 00 CO CO CD 2
0 O O
•
KT J©
9
0
pH)
1
^4
l c^
f
LT i A J .
9
O
pH
9
O
-H
1
0
pH
?
0
pH
9
0
0-4 0-J
>’
0*
•
g
t
erj
9
r -
•
O '
9
V*
1
0
1 1
t~4
9
- t
1
O'
9
O'
9
ro
9
O'
1
O r -
1
O'
9
r-J
•
rO
1
0-si
1
in
1
rn
H 1-4 CO CM rg CM CM CM rg rg CO 04 <M <0 CM
•«•
ro
in
m
g j
ro
h* ®
ro
O' c
-<■
H
>r
rg
g ’
m
'«r
g
g
in
<r
•n
g
r -
g
OO
4T
O'
g s
04
y i
<N
y>
*  1
UI
171
o - 1  
- « o  I
^  O  I «/> 
I u. s 
h — I
43Ar-»rgAj®mm4JA ® in A 4 C' ' 0  4>—iO'0 ' 0 0 ®Ap4 .-<AA A 43Or-iAjAi4 m 0 '»-i4 .-4 0 'A m in rn 4 .-i4 AiwoAjAjm A © 4• • • « • • • • « • « « • • • » • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • » « • • » • • • • • a
» tr» » im < u H '» u n 'rP 'rr i '# i» u > ifu j® ^ if lin (* n » ih » i« /r '(U '»  H iA n K O iN inA ^m tf^A  Aii»i4JAim4  4ii*>43«*im«9 »H4 y»
m in 4 J in m tn u t4 jm m u iin » n M M n in m m u M n in m y im iA m u im in w im in in tn m in m m u M n u tm y > m in m m y iu > in in in 4 jy 5 m in u »
— I I
o  I I
H O  S to  I
U. I I
— I I
4 ,- i4 3 0 ® 4 )« ~ « A jm ® ®  ,j-a a j A 4 3 ®  ajO'o o u ®  4  a  ® m in o ® < -« r ,V 'A om O ' a  A 4 3 i~i ®  A O  A in > r  a ®  r g o c n n m o ' . - i o A j  
• • • • • • • « • • • • • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • • • a * * *
l- t ,^ u irg 'r rg 4 >->—40' r “inm*'-«9 ‘f~tAj4 >~>moAiO'Ajrnorgpi4 U'rg.-4~4 4 rru n o '43A r\jm 4  43 4juumAAO'rrt<?-A'r®<_>in43
tv  cu u i 43 43 >4j o  r»  t r  <u tw a  a  cu a  a  a  a  a  a  a  a  41 a  a  a  a  a  a  a  ou eu a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  a  w  43 a  a  h
nir\jrgrgr\jrgrgr'irg(\jcgr\jrgf\jrgcgrgrgr\i(\j(\irgcg<\jrgr\irgf'g(\jrgrgc\irgr'g(\jf\jr'g(\j< \irgf\j< \|fN j< \j(\j< \j(\jfvji'g< \jrgr'org(\irgcgcg
- J O  I UJ 
UJLL. I O  
U — I
rtI-* ro ® ® cmt O' 4 .ha o  O' *-■®4 4 4 “' in m m u' u' m 4 4 4 4 m m aj <o 43 O' ® O' o  o  m inm r-i .h o  •— o -* —• a Ha h 4i 4> cr O'
tjCHJ'ou<B<x><x>cn—t*-*cjc>a'C>V'V'a'0'U'O'O' vtrirtM riro'ff'Ooowo'^u'ooiM M roooooc ocr O'o'O'O'er O'o'
A | >H * H r-* rH  ( 'g < \ J A m j a H r 'l i - l * 4 . H a H * H .H aH 'H ( H n 4 » H A  r-> «— « H I M n j r g .H i - l e H . H r H r 'i r 'U H . H i M A I l 'I C g i 'g c 'g  A | (M .H  f~t»H  « 4  «H
_» i 
to  1
I
> * » 
to  I
I
•H in45<r »n ic M i-u rin » * -.-141®  ®  4 ® in 4 J o - 4 3 t r  a -h®  a u \ .h .o  A .- i r g , f - o '“ A ^ t n A ®  m43 A 4  4  A r 4 A m . f  o 4 . - i t n u j 4 ) . —
•HO0'»*«CJAJ0'CgtJC3U'.HO*H0,O O C3CJO OCJC3«-O OO »H ~itJiH C3.H C»C3O <-«C3O <JO i-IO O0'O C>U CJ.H CJA JAJC3C>i»«.H  
«4 p 4 H H H  H r tw  H H H  H i I» I»~I| li «I li | i <i I»
I
I
CO
«©AOAjAj0 'in«t3'0 4 >'UmA4 0 '4 3  4j««U'0 'O o rn A .H -4H A H 4JOOAjf\j4 4 O.-«4 ’.HU'A4 inAJ4 H«'rAj®oAJi'gm AO 4• • • « • * • • • » * • • • • • • • • • • • • • • • * • • • • • • • • • • • • • • • • • • • • • •  ' • • • #• • • •
y iA m rr»43«H 4C »A *4A rri 4 A O »m  43®  4  u u n A » » im A m 4 3 A ®  4  o r - ®  43 A im ®  4  m m  4 JA iM r0 4 3 A im 4  4jm>*>®m c_>«—4  m
m m 43inmmm 4>mmmmmmmmmminmmmmmmmmmmmmmmmmmmminmininmmmmmmm(nmm«ömmmin
H Q  I to 
u . t
«4 I
aj m 4 rg o> ® aj4- r- o' rg m m t-> ® o' m o  aj © «-• o*n ® ® 4 m a m o o>m aj o -* m aj cr O' a 4 o h O' >»■ *h o m <t> —• pj <n
m  aj <t) <m >t (M •* t+ -4 *h  ®  >0 <3 rvi o  —> n i rg n 1 o  m  c  ni ®  o  aj ro c  ro *-t -4 ®  vO o  r -  ^  cm ®  >r «ü  h- ®  m  r -  ®  m ® m  4- ®  o  m  >t> 
®  ® w  vO •*) ■*> -o o  ®  r~ h- ®  ® r -  r -  f -  r~ r-- r*- r -  r»- r -  h- f*> f - 9- r* ®  ®  ® r -  h-  h- r -  ®  r*- r -  r~ r» r -  r» r -  r»- r -  r -  r» r -  to <0 r~ r -
iMnj«VAjCMfMiMPyrMrM«nnjfM€M«Mryrypucy«vP>Ji'i«Mi'<AitMAiiMr\j«'ycgAjfN»rMAjAJiMA4»\i«MAjtMtMPycMt\jfMryfNjnjrijfvn\jryt>jtv(r»j
< — I 
H O  I O  
- j o  I uj 
UJU. ! O  
o — I
uiiM O 'fflcroO 'O 'U iooooo 'f 'iw ^m ^’inuM’noifiifiin 'f if  >c if  n ^ N i to ( ro o o H o m m if iH H t. 'H t)H H f* f» r» f*  yj o it 'U* 
• • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
0 0 0 'O O D ( M D 0 1' »HpHOOtf'OCT'O'O 9 l ff1( M M M M M M M C O 'f O O O ( M M fO l O O O f f ' 0 ' 0 ' C O O O O O O ( M N ) ' f f l ( M J 'f f t f
Ai(MlM-H<-«H4H4>^AiryAJCyp-4(Ma-4»4>H<HfH-4>H^4-4>^i-lr<lH«-4<-lrsjfMrNi-4— «-9(\J0gfMl\)(MrsJ f v - ( H H H H H H H
crfu j!
> X  j
■a.-«
« » -
H J t
^OHit>flMMO'<'l(MOONPVT,i tO '0 >^®®'OiO(NOh>N®®<DHlfllfl^)<oiX)®lom(OOOD^) J-'f-te iO IT f'fO ifiO 'O lO l/'^ iO  
• • • • • • • • • • • • • • • • • • • • • • • » • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
H O M /'® m M » iiO M r'M n o i,i« l'if iM < i^< » o o M fifl« M o a 'o n N io i£ )H 4 'M n 'f H N (< iN m 'tm o in N f f 'H m o ® u 'M f  
m  m  m  m  m  m  <o ><• 4 ->f m  m  o  >o i0 <o o  o  io 10 >o >0 <o o - o  <o ■*> >o >0 vO >o <0 >0 ® -o  o  >0 <0 h  r~ o  >0 o  iO o  ®  >010 h  h  ®  io  i o -o o
«M r^r\ipy«\i«>Jf\jA J«N »A |A jrvM \i«N j«\jrsjcgrs»A jiM ryf\iryry i\jcM < N iA j(\j* \|A iryA j<M fM (M tM «M «M (\jrsi<sjfM fsirsM M A jA (»\j«M f\jtv i(M rvjrsiA jr> j
H
Jl
II m®^rjfr»^m®mcy®fM»H® Aj-4®r\jm>4-®rHrgr-ir>4— aj—i ncgi Mpt f i HH
to 1 1
Ln I 1
tu t o )  -a-®^®»-<m«f-in® coh •f-i?'«Nii-<® ~f 0 0 - f  mco(Mf-tmcMN®*-<'OoO^H O if m ®--<0'fr
<£ I uj I • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ■ •
J i  | Q  j —4o P 'i - ‘'-m i0 '(Mr-ioCT’-<OlMCOi-‘OOi-<O»-«*-i'-4'H-9Oi^nji-ip-*O*-,,-'»-,O '-*<-iO <-iOnj»-iOa'»-<c>-iC 'r-iC 'rM fM C-I
( J  I s  ! H H  H H —4 H H H  H H i1 IH H i»li I» IH f  |p<( li I1H 1 IH l ll IH i  <4 ll li If I« I»i| H H H H  —4 —41 ti"t^ r» <»Hi 4— Ip ‘4
-J I to I
to I j
< H  1 1 O' o ®
®
in fc> 4) 4- AI O' 45 r - 4) m ® ® O' A- m m
UQ.  I X  I in m ro H m 4- m AI O' cn m 43 43 in m H m
O t ü  1 ^  1 
U- O t t
p-4 fsl
X  1 1
H  • ) ® t - •o *«4 O' in •-4 O' in O' O' o 9-4 AJ o o Al 9-4 O'
3  I O I
X  S UJ )
•
o r - in o J c.* t r o
9
u* H cr
9
00
9
9-4 CO «5 r i u>
•
KT 4
4-  I O I  
M  * !
«* 1 «
"T «M •4 4- 43 43 43 m 43 4- 4- 4 4 43 4 4 4 4 m
<  1 I m m O' •Hi A4 M A4 A3 Pt PI m 4 4 m 43 45 45 43
H  I O I 0 • • • 0 9 0 • 9 9 9
t r
9 9 9 9 9 9 9 9
—J t UJ • cu ® cu ® O' O' LT in O' O' O' O' O' O' O' O' O' O' IT O'
UJ t o )  
O  1 1
H •<-4 r-4 H •-4 •~4 *i-4 H 9-1 H 9-4 9-1 9-4 9-4 9-4 9-4
I ; rvj 4- f-4 00 •-4 4- rg 4- O' r - C3 o* A- AJ A4 « O' 9-4 43 O' r -
! s • 0 d
c5
» «1 9 9 •
«
9 9 9 9 9 9 9 • • 9 9
f to  t o r-4 4- f - m
u%
r-4 4- H AJ 4 m A- 4 4) n j
rsi
m o
(M H rg (A m A4 ■4 m l>4 m y \ 4 y% m P* 4 m
•-U J j Z  i • • • • • • • 4 •• •• • • •• • • • • •• • • •• • • •• 1» • • • • •• •• ••
U X  I -«  1 fO JU m «M O' CU O' U nU m
s
rH O p» o UJ
0^
•■4 <->
4-.NH | X  * •-4 H #9 PI in 9-4 H H CM u i PI u >
O ft- I •• 1 •• tl •• •• • • • • M • • • • •• •• II M • • •• 1« •• •• M »• ••
O  I f f  1 •-4 4- rsi ® o O' O' AJ ro 4- A- O' m 4 o m o 4) A-
1 X  t H ■^4 H r-4 •4 aH -4 9-4 -4 9*4 9-4 AJ 9-4 9-4
I or I o o o ® 0» o o o o o TO ® ® ® o ® cr CD -4 00 9-4
5 >  f H 4? 45 0- A- A- r- A- 45 45 4) 4» A- 43 4) 45 P- 45
1 » » 
UJ i r j  t
J
O
)
m
J
O' i
1
in J .
1
m
t
m
1
O'
8
O'
8
O' J . J l
1
O' A
l
45 J .
1
45
H  I f l *~4
o  i <r • in fVJ 4 1 45 O' ra ® OT ® 4) r - C3 4) ® ® 4 45 A- 45 A
( O  ! »•4 OJ H 9-4 9-4 Al 94 r\j
> o ) t ir lA •O r -
5
8 O' o •»4 A) 4 m 43 p* ® O' r •*y AJ 4
UJZ I 8 a« m in m in 43 43 43 4J 43 43 45 45 A- A*
1 ? 2
I u . • 
h — I
in
9
I
»
»
— I 
U  I 
*A j
h o  I i/» 
u» I
—
- J O  I UJ I 
UJUL I O  9 
O -  I I
v t  I I
S - l o !
I
o * « r '# < £ u c o r» m fN < * m < o « « ift< o rM C D h -(M ^ eD r4 C D a j'- ''’”4r n » « n tn ‘«, « ( / , 0 ‘<aD<O'rr>jao»rt<oa)r<»'4'tfX'*'o O'-t*4<«>i*tOi tk. li,%•  * » » 3 # o » 8 » « « e o r .  < s  » •  I  # M  « e »  M  I  •  V H  •  « •  •  (  » « t  » t  M  •  1  ........................ ....  ,  ,  ,
• H r g r g m .^ c x r H n m a j m g '  ■ c x m r g ^ m m i u i ^ ^ i / '* - ^  r - ^ u j m n r —m r - m g j m u j —« m m u io » —">r rg u ifrH 'ip«,r>igjr uii-''
w itnin«nuw jin«nm uiininininu«m utininintn'itutuM nm tnuttnininuiinuunu«inuitnm uiM iuitnuiuiinm w iuiuiinuiuiu>tf'iw'ir>>
iM 'porg<M rM eM rg(M rgrgrgeM rgcM fM eM fgtM rgrgfM ^rM rgrg<M ^^^rg^^rM CM eM rM eM rgc\irgrgrgeM rgrgrrirneg^rCrgfM rgJCr^^^|^.-|
Q iQ 'Cg.-eig®  ® inv» o g - ® r g -4 - g e o ® > r g - ® iu o ~ i - m g r icm<m -4-4»4<m *4 j . - « ,4 > rm m - o .» -e rg cmQ i- ionP 'O '® o»- 4 c j im i» ,-> . - i  
f f > ( P O O C 'O O Ü O C O H l « » J H H O U O O U K H i H H H H ^ H H H H » 4 H H H H H H H n H H H < W H * 'H H H N ( M H N f 4 r u i \ J
o*mog'0-4«r--4»Hr'-gjcjtnr'*mi-.»H.i),ouirgmr"-rgr-o'ing>cc>g'OcgmmeMgjinu'mrg«»'mrif'-c>eMegcjgj>o--c>cgu«i(>j».'
O O H O U r M O O O H Ü 'U U y O O H N N O ^ N Ü Ü 'y ü t r O O O H ü ü 'U U ü 'a f l f O U O O 'Ü V U O O 'U ü O D O O C M j O 'U U ^H » l > <H H H  H H H H H M  M H  p4 H  » <> < H  > <H> I ^  H H  » l> I r l r l i , ) ^
o
H ä
o
H O
a .
< — »
H O  5 15 
- J O  I LU 
UJU, 9 o  
U — (
*<u -j  cor-rxco>*ir\f\j>o r-in'U'NMf*-cg er1®-* aur-«-* -4in it**  ■oircu<rr~ >t)'*-fMcur*>t> uj •''•■«■ u>m>oOr-t«-->r»im<nf,-iK '« • • • • • • « • • • • • • • • • • • • • • • • • * • • • • • • • • • • • • • • • • • • •
r 4 r g e g m g o g e M m u i ® m g . u g m i g g i n m ® a g < T g g 'O r '- m g r * « r  ® m r i r - m r '* r i i 'o m '0 » - i i n m in o '- - <g r gu\m e»\I- m , j M,-  ' i 
in  m m  m  m o  in in  m m  in  m  in  m m  m m  u i in  m m  -o m  m  m  m m  m  m m  m  m m  m  m  m  m  m m  m m  m  u i m m m  m  u \ m  u i o  \ m  m  m m ^  ^  u , \
H m m > 0 O O '< ,rg 0 "< ,,* ''* ' '* 'in r g .H 0 '® in m m m 0 'H o m - 4 in 0 'r * '0 'r g H « '0 'm in m « » 4 m 0 " 0 m '* 0 'm in > 0 in m ,- « ® m rH rgm -4f'*-•  • • • » • « » • • « • • • • • • « • • • • • « • • • • • • • • • • • • • • • • • • • • • • » • • • • a « * . .  ,
cgm r-n-O 'r-g  eg egg  m .h o  i-«oc>® org in o 'm o -m o -*  eg® k ®»h  o r  if--® eg «Hmmgj-e g  r--<® -4 m g r - in o u ® ® ^ ^ ..- ,—. ^
r>-(». 1»-r* ® ra öd ® oo ® y> cr o'i/> err* a* <w oo oo O'oo it u* u> (Mr ® ® it tr cr co oo tr it cr O'w a  tr ® oir> o  o  tr o'tr er tr ir ü» o  u» »=5rg rg c M c g < g rg rg rg rg iv rg cg cM ig rg rg ig < g ig cM fg f 'g eg rg rg cg rg c iM rM cg cM rg ig rg cg ig rM < M rv rM cg (\jig f\jm r>  r s j r g ix f M tM iM r g ^ ^ ^ N ^
r ^ O ® o 3
O 'O 'rg e g ig g 'O 'O in 'O g g rg -4 rg iH g g g ® c u c r» -4 .H ig m e M r> .H .H .H e M rg c . ''» H iH g g in g jin g e g rg o iH o o 'c rc iJO '» H -« (7 > u ,~ _ . _«
C u m !
>x 5
«T >-» I l/> 
OH- I
H  9
5  I
O  9
UJ
O
® « o io ® C > 4 -i n m o o « - 4 0 H O '> o m ® '* o i n © H < 'g g « 'g e g in m - 4 0 'm i n g ® ® r - o m .6 '4 , ® m ® m r g - 4 r - o o '0 'm i - i .H m m o g e \ ^
»n ^  ^  in r-rg  >o >o öd ® m H  o> o  g5 w co ® g> J< in rg ro m -2-J »r\ »-• ir> rg m o ' t  0 ■ rg o> rn O ' r - o ' cg er I«- j oo ou go t* ^ -Z
'0 '0 g 3 g j '0 H '0 '0 g j '0 H '0 g ) > 0 '£ ) H H r ~ f * - r - ® ® ® ® ® T O ® ® ® ® ® ® ® ® r o ® ® ® r - ® N - ® r - r o ® ® 0 'i0 a } ® 0 '® a ® 0 '0 « f» o 0 ' 
«Vfg rg <m rg rg rg n i rg m  pg m  rg  rg rg  rg eg I mix  eg rg rg rg  rg in  rg rg  rg rg rg eg rg rg  rg rg  «M rg  rg rg  rg (\j rg rg  rg  i g  rg  rg  rg  eg m  im rg  eg rg c\j rg  {( g
rgrgog gi'ginmrorgrjomrggc\jmmrgingcggrirgcgrnmiHg-4miningmgmg-4r'i-4rg-gin.-4rg(MrMrgrg_g-,,_*Vliric,if>n
•/> I 2 3 i
- * r
« U -
1 1 
9 9 m t r gj'O O' O O' m m O' m m m in ® r - H r - O' ® m
5
2
.
m m
U b 1 X  1 m (n our- rg o *4 m ' t * m * rg m in gj -o m in m m m
U uj > *  9 9-4 ft-4
U-O 9 I
p
9 9 
9 1 •H H o m m o o * * o ® 9-4 ® m r - O' ® o gj ® g m H
-J
*.
1 15 l 
1 Ui 9 ® ® r i H ® g5 m J J S> -2 J 25 25
•
94
•
9-J «0
•
9-4 .2 r 3 rg r 2 rS
«-4 ! °  1 r»x "T Sfvf < 'S- r* m m m in in m m in u \ in g m wx g m in Ml
<  9 1 gj H ®UJ H-4 rg rg <o cu O' O' O' O* O' O' o u o 'O 4> >4) r - H- m
H  9 0 » •
i r
•  • • • • • « • • 6 •  • • • • • • • • • •
—J 9 Oi 9 O' o» i r o U u u u o CJ o o u •H 0-4 9-9 9H 94 -4 94 94
UJ 9 0
O  * 9
—i -g H H fNJ rg rg rg rg rg rg rg rvjcg rg eg eg rvi IM «V IM rg Oi 9X|
9 1 H o m m r - m O H *H m ® in ® r t u ® r* •M m O t r H r - <4)
} 3 « •
7
.
1
. • • e •
r !
• • • • • • • § d • • • • •
9 m  9 gj cr O' m >0 H in O' O '-4 H eg m © CN| < CO m OJ r\j
Z  j •• ! U'l m m rg ■ *H m m H in m m eg Oi m 94 in in
*-UJ i Z  | •• • • • • M •• •» • • •• ii M •• ii »• n •• •• •• M • • M •• •• ••
U X  9 — 
l x  9
<g tn ® o 4M o ■C m m ttl ® gj g - u o ■r »-4 0L> 9-9 r - m r»>
rg O' rgm *-* »H eg •H UI m H r  i<» m H MX rsj UI ni 14 X
K U  » •• | ••
in
*« ii • • • • •• H I« •• •• •• •• •• t# •• M • • M M •• • •
O  ? e£ 1 ® M H in in o rg ® «-4 H m O N >*■ H ~4 «-4 o in H m Oi
9 r  j —i •H •H'H rH *H —0 iH»-4 —4 m 4-e »-4 h4 —1
1 r t  1 o 3 ® ® o O' on o o O' O o O O o O o O' 94 <X) O' 9*49 >  9 H g> o g> -n r - H n H r - r - r - f*. N. n o r - •O h- fw
? 9 9 
tu  ; o  »
1
m
9
IT « U
9
O o
9
O
9
®
9
n
9
O
9 1 
O O
9
O A
I
-^9
t
m
t
h- ,1 e)> n .
H  9 * 9 • Hi 1
*H H• -4 -4•
—4 —4 H -4 r-4 1 .
r-f
a«6 ? 9 9
O  J «* l
■
m
9
»0
? f 5
*~4
1
CO
9
H
9
4-
9 9
gr
7
«3*
9 9 
m  »y
I
rn
9
in
f
HI
f
m
i
>o
f
rvj
«M
9
n
i
r - 94)
J o  S 1*8 H -4 rg csi iM eg eg OI
> 0  9 9
U J^  I 9
m g> ^ 0 0 O' O *H rg m * <0 r* ro o n j m ir> -o r - ©i~> H r - Oj r o w ® ® ® w © O' CT O' V* O' o> <7*
173
231*3U.
I u> I t « A m m u ttn in M \tfM n « t* « iA te iin in « i 'n ie M n u \m in im n c A in m m u itf 'itf tm « iin « t« n tf iin « iin m « « M 'u i 'i\ tf> « t« \« ttf  tv t t f \« t in « i t f v n « ia  
►—  I I
•  • • • • • • • « • • • • • • ! • • • • • • • • • • • • • • • • • • • • • • • • • • • • ,  • • • • * « # # » . « , * •
•U «W fn<t >'C (Mtf't r 4»<W, lv < t  | . HCi- 4M IP ) '« «  ü / ^ ( n m < « # « » » ( 'W » M t i r 4I V " n \ i r iH C M «  -4 CM- 4^  -Trv/l»M«»t«»fS(n»«/>«»<«
— I 
w  »
« * !
* - 0  I Ol
a. i
- I
I
I
N i ^ H r « ^ iD tfM n H iN , ' i >i N 'C h N m ^ 4 0 N «M<u i r t o n # 4m 4) ^ N m n i n i >N i n c ) |f  o ®  ^ v m i N ^ w n o o  « «
p . O 'U > - 4 C V O '- 4 C M ' r  U ' I M P V - « f M l P i M r - i / * - 4 t M M , P i m 4 ; ' M M  SJ> +  < c  4 i U t P - ' U r » t p p . i P r “ ® O C i - 4 C P . _ « i M . ^ f v j C T 'M r M , H < v , r M <  *  lA - O O C M
tf ' t f i y w u i r u u o w o ü i ' o w u ü w u ^ u t / u o o o ü u o u i j o u »• % .. « . r  . .  . — — - * r , r ^ , , , , ,  t , v t
rM CM CM cM CM C M fM cM cM rM pifnfum N fin m p ' i' icm o  >P ' c m p  i *  iP  i fM C 'ip if r i r M - i r 'i r u M c M r M r  i/>nr''C ' i cm c T i - w - i - i r u m  ->
C- b » I l3
- J O  j UJ 
UJU.  I Oa -  i
-u  -4 »-4 -o  <-«CM<M -4 - « rs, »•  cm-# rniM ' McMcMCM'C 0  O  4J O ^ u> o o D f* M O flO >U u O ( r  IP 0 '-<*-c,MCMr4CM<M-P f i i ' i m n i ' i  M u i m u i ^ P *
•  • • • • • • • • • • • • • • • • • • • • • • a « * * a » a « a * * a a a » * a * » a a a a a a a a a a a a a a a a a
f \ i ( \ f r M r \ t r v i ^ M N r g r i / N r v N N 'V ^ r g ^ r g i ^ N r y i M N i \ i i w r g M ( \ i i v i M N n p i r v N i '< ^ < , < r ir ip > ''< r> rw <  i p  i p  ic m i m c m p ic m p ip ip i p ip i  
IM N l^ < llV M M N iM IH W IM O |i\|N '« li |iM IM i'< N i« l\H M iM lM lM iV )V lv N 'M 'l« lV IM < V 'M W IN N W iM IV O iry 'i |i^ M < « rw r4l V i « N N i i | i i l N
a n n i M - p  > o  o o - 4 . p  c p i 4 - #  ■ o i P r M i M - i o r M C M C ' u u j i P i n u r M O ' i p  ■ o —c t p i n p ' - i p  * - 4 t f i w " \ i / > c p  i p o c m u i *  ~ 4 P i c n t p  > #  C P p m p  u j i p  - o  - r  i p  • *
•  ( » • • • • » • « « • • • « « • • • a * a » * a « a a a * a a s a « a a a a a a a a a a a a a a a c a a a a a a a a a
v*9 U ( M M />H U | (D U V , ( r v >( r u ^ - « u ( M J 9 U i u 9 U U 'U ( M ^ < r u , (M />i r « r o ( M f >u , v u ' i r o v > ^ ( i o i u >a / i f v > 9 i v > o io i v n > u 'U >
—4 - 4 —4 -4 —4—4 - 4 - 4  -4  H  -4 -4 -4
N C M 'U A S l O W I 'I ^ P l U i Q 'f  l * t ^ N ( 0 O H t l C D ^ i f O U O O m ^ * h ^ O 4 C U h O (3 ^ * J i r ' t ,V H V ^ ' 4N I 'lU f > y M > U |i>  f  P U M l i r• ••••••••••«•••••••••••••••••••••••••••••••••ap*aa*aa»aaa*«
•-4r r i i4 u 'i-O P i> r4j a j ( M 4j < j 1'4u u 'J U i o iM ^ r i u n » - « < i / > « 'j ^ a u - 4P i m i ^ ^ l i i ^ n p i i r i r P i v p i i N n —«cm« * *  4 M p i< 4 m i \ n i 4 i u N
i n u i m t n i n i n i n i n i n i A i n m t n i n m i n i A U l i n m in m tn u M n i A i n tn i A m in i n iA in i n t n iA iA in t n u im in i n in i n i n w i in i n u i i r i i A i n iA u t i n m i n
31 I
o  ! o»
t \ i
r i o f' J - 4i n a >o i n f \ i o f r '* \i-* r - coi,r i i n ® in»-«‘o  o c ->o p -  '♦ c o m p - m eM .# ® p - cmoo 0 - 4 ®  *t •o u > ® cM <o ® ( p k n o ' - # c >o ' ^ i n 'M'M 'f ) p- U3 
•  • * a a t * « » « * « « a <»s a * > * a * a a * a a a * a * a a * a a a e * a * a a a a , c, a a ( ( # a a a ( , , a
p - c c a u - i c M ( p - 4 C \ j . f  £>cmcm- 4 P i u  i M t - o  - j m  .*  > r u > o r v i - e  o  ,p  o u i i n p - w p - o - p - c p p - a i o o —u r  - 4 cm~ 4 cm< c m pic m c m c m *  ^ u i < i c >n
<POO>OOCPOOUCOC C*C I H l O l f f n i O D U O O l 'O O l  C’U C IÜ O U O O L 'U H H m c  - .-4 -4 -4 -4 -4 -4 -4 _ i- ,-4 -4 -4 - .-4 -4
fM c M C M c M P iC M m p > cM P iP ifM < M c M eM P irO C M p \P 'cM cM P irM p icn P ip ifM P ip » cM P tP ip icM c * i< n p > c M P iP 'P 'P ic M P ip icM c M P 'p > » M r ic m c m c m c m p ip i
I f 
K U  I O  * 
J O  I U i  jBSI°I
- « - 4 - 4 - 4 — i c m  CM- 4 —« r M C M C M ^ c M P i 'M C M P i r n .« ' « - P - * j  , 0  4 M n u j  C O O O P - ®  c o  o o  O U C P I P  o * - » — • c M C N p i f M C M M ' ^ P i P l c M P i m y i . *  i r u n m - r  *■
•  • • • • • « • • f t p p p « p « a > a p a p p a a a * a a a p a a a p a a » p ) * a a a a a a a a - a a a > « c « a - s
CMeMCMCMCMfMrMiMeuc\ irv>iMCM<MC' «rMcMfMCMfMCMeMCMCMiMCMfMC.4CM»M«MCMrMcnpuMCMrOP' fMfnmfMcMcMmfMiMPicMrcic»iPicMeM<MfMrMPi
CMPUCMIM(VI\ | IVmiVlfMCMfM<MCM<\)'MC\)IMfMC'J,MCM«MfMlMCMCMfMfMCMfMfMIM«M(MfMfMfMfMfMlMCM»MCSI'M'M(MfMr\l<MCMf\jCMCMfM,MrMfMIM
. r - 4 t n r ^ o m , o - 40 'CM CPP-cpr--*cM n<-4 ,_(incM a o f i < ^ H C i N K N f f ' i * i o >*»-4.-«-ocm—• - * * o c - cm- j p - c p o i p c m ^ ip  o p -<p c *-«-c»m
y ' C M « - » > r < » m ^ 4 j r ~ r M m ' t i < j r > M > i u > o r' ' i n u i f l t , P ' 4 i . f ) - u ' ® o m r » p » c u o ' M P - L r —i f M c p c  N - i ' M i - i r M 4 i v r v ’ ' 4 j o u ■ < i p i n m ^  o >»■ u j  
© ( P t M P 0 'CPO ‘O'<PCPCP0 0 'CPCP<Pc“ C P (pC P<P(P lP< p<PtPC j<M P<P fPC  O I > 0 'C O O 'C  O U I  O O O C t C U O t l U f ' O c O l  o o  
CMivjnifMfMPucMnjiMtMiMCM»viCM«'iiMcnfMCMnicM«NHMfMCMcMfrifM CM C M «M cnPicM «M (nf»>C M PirnP 'P ifnriP iricnn»Pipin»4i r i iP i c n p if » 'P iP i
*5 S
I oISI
—•m -u.rcM cM C M -r—ccmcm—iin in in * c n c M C M tA in c M -4-«<rM CM —•cM -4* tn < # o f M m in c M o c M 'r  —• - 4<M'McMcncM.-4e M r 'm 'M tn - 4' r  # n  >r
( f  o c m r - a - 4 ^  43» -< in N (7' C M in in m rrn n ^ i m « m c M e r 'n u ) r ' fMC7'  ^«M cD C  m s / ®  tocmcmcmcm m «-4 © » jtM p » eM.o c M o *eMO' p-*MP-
« • • • • « • • • • • • • • « • » • a * * * « a « a * * » » 4 * * 4 * * « « * « « * a * * « < » a a * a 4 a a a a a a
o a o u  oc-Kp<PoCP<pc<PCiU'-4C’{poo c ir a o a H o ^ a C 'tfu u O 'o ff  trC'i o tr c r>o ocpcupcpcc* t i r o iM n ’^
H  - 4-4 -4 - 4 - 4  p H  - 4 - 4  -4 —4-4 -4 - 4-4 -4 —4—4—4 —,-4 - 4 - 4  - 4 -4 - 4  -4
■»p-  1 ( *4 n cn cn ' T CM m CM
5
3
.
04 P - CM f X m O'CM O' ♦ CP Kt 4* < m
o a  i a .
U U J |  x  |
i * p i m m CM CM CM •# •# CM CM cM-e -e < •* CM * m HI
U .O  1 I
f  ! 1 OD o ao « co «Ü <M IP p- CM o CM P» O —4 CM o CSJ BT) p- m CP *4
O  I O I  
a  l a i i ! A CM C^ CM
•
tx CM A CM p i
•
ry CM cmM CM* CM d
•
rx CM’ ♦* p i
3  l ° i
i m lit ir> tn m UI in y t y t y i Ml ir> y > irt y ty i y > a > y i y t VI y i m «1
+  ! 1i i r O* • j o <j o *4 ♦ X ««! i»i ♦ UJ o p- r*m j o <P r4 «4 0+ IX¥~ i J l i • • • • • • t • • •
p j
• • • •  •
c^
• • • • • • •
- i  i Ui j1 -4 *4 CM IM CM tM IX • X CM ry CM rx rx Cyix CM m m HI r t P i HI
IU | O I  *U 
O  1 I
CM CM • X «X »V IM IX CM «X CM CM rx CM • XIX CM CM CM rx CM • X CM IX
( 11 * U» r- CM O' r - o 03 ® m ♦ CM 0*4 P I O' m HI 0 UÜ r * >♦
i I1 • • • • • • • o • • • • • • •  9 • • • • 9 • • •
1 m  c1 <W ■r m f- 0“ CM •r CP CM ♦rt m rx
y %
CM in OMX t r P - p - o HI HI o
je  . .  t * III - r CM ur 04 H ex •r CM n r * t in «n rx »4
• -•u i i -C i •• • • • « •• • • •• • • M •• •• •• •• • 4 • • •• •• •• • • •• •4 »• •• •« ••
J l  1 — 1 UI CM •-4 o ur VJ r* </ ip u <i n o rx n f » i o n - u r* «1 y i HI u
- 4-4 |  Ä |i « I X n i rv* 0-4 •~4 XI 4T n i 04 IX ♦ X • x n cr 4 HI •4
o r *-  i •• ii ••
Kt
•• •• •0 • t • • •• •• M H M M •• •• •• •• M • • • 4 M •• ••
n  S I !
i O * CM "M 04 •M p - P o O -n <p n tp o o H>
i *4 +4 0"4 04 rx «-4 -4 rx 4 CMC
|  ctC • 0* *4 m4 «-4 04 04 -4 «4 04 ®4 0-4*4 m4 04 04 #4 94
s >• * ^ c*- p- p- p- p- !*• fi- p- 1*0 p- r* CM
» 1 1
Ui I O ! 
*-  1 ■*■ 1
1 d
« 1
p- c i
t
p-
*
p -
1
r -
t 1
r*-
•
cl.
i
p - JL 4 d e l d
l
p» d d d
1
*• d d
«  I I I
O  ? <t |
1 C
I R
i
k
1
f-
1
<£)
*
p-
i i
c l
«
p .
1 •
p - I*
•
c l
i i 
P-  o
• »
p- d
i
A
i
p -
•
■A
1
H» d
• o  1 CM CM rx rx CM CM CM •M CM CM CM <M CM CM IM N m CM CM CM CM CM
> o  • 1 O' c m-4 •M * O u > P - ® <r r 04 IM P -t « p - or 9 C' •4 <X
UJ7T 5 !1 O' «0 r O c > Cl o u u U o •-4 •-4 iX 040+ #4 4 p4 0+ CM rv CM
174
p -
f - O
> J t 1
«/t I
t i l  t
1
- 1
U
or
f o 4» J
u . •
1
* 0 1 t 
f v .  t O  I
-JCj UJ t
UJU.
«/I •
*41 
UJ — <J j
Ä VO
UJ i
0  I
O  — >• I
-4 J l  1
iPI •
P-M-itf® 0 - « 0 <p-f4 pg®pgP- -CO aoOPrigj*)-grgpgp»T.-Pr-«t/\« 4 w-*P- (T-«*- -OJ'f'i® «jpg»*- o 4 1*0 4 <P PgmPg«-44i p—4 p4 • #•••»••••••••»••••••••••••*•••••••••••••••••••••••«••••
« U r v L » « I N » t 4  U N f M ^ U t V «  »»— » - i t  « p g o “ " " l ^ H ^ U O ^ U I ' I O l ’  
tf 141« •* >«>M tg\U1*«U tU IMttf ><•»• *4 '« *«J1tl*4W»4'* IIU tK ItItC lO infIK V K  tTMi 'IT\ 4  It <4 41
c i g ' , *«r''T**'^'<4 rgpnfg4M?'pginifui,i op-a>«g 4 o**»t/'«giP'4 «--#®«'ir»p>.i-ttMruf>o4 ir,">pr'® * ~ P -'g 4'* J fg 4 '^ » 4  4 pgp»rgiri• • • « • • • • • • • • • • • » • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
n ' >0 4  4 * "  4 rg » g p g i"4 «in«iigTp>*4 rgiTAtn o  TO o a j f —pp g>f»<j'r*fnU ‘ c o o u J ‘*JOp4tf' i4 —» p g o r> ir» '^4' f -  jo 4  o o u _ * r-  -y gj vr 
p - t r - t • - * • - « —* • - « • - « . .  g p - t » ~ t - u «- ««- •  ~ 4 — — ^ 4 r s j ~ 4 — - * r g , - i p - * l  g o -  l « f < i N f » M  w « g P g r g r g t  g p g i  g r g i g p « t r g > g p g < g
0414*4141 0  4  4 i / n j ' r » 0 0 0 0  ♦ t» i r4iv.Mf«tr<M»*(0 i) py <y (T IT 0«.»«-4C>0• • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • * • •
p»ip»it»iP’ 'ripnmp'.(»>f«ii»ippiirw«-f«<f»'f»w»mp«ipip»i»»>f«i*»iPi»«'4 4  o u  -itvo« '
M 4 | 1i O * ,l , ' » W ' l |W | N " r W M ( l N V N ® 4 tf * - M M N m ( D l l  O O  a>p-**g.-«r-Pgf» 4  CM gPg*g.-J4 f\)'J* C' P»'Pgfgf- »g O• • • • • • • • • • • • • » • • • • • • • • • • • • • • • • • • • • • • • • • • • • • * « • • • • • • • • • • •
w o u q - v  t r ü ‘ c rw c M T t/>w 'c ro u * w (T 'ir< 7 ‘U 'i r  o'CM/'U»CTir<J, ir ‘V / 'i r* o tr i r c M 4 iP tr  « l a i r u ^ w - ^ v
r - o ip p -  < ooo< , ’'^ '» ,<v*^rg-uoc>oocT»>io^«-*<-4«'Mf»'^»-,« n o  4 U > o p -irt- if -  0 4 f»nu/T<rii-»'0 (T r n n  r»«® -gm  pgp i «  »4(*m j 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
• 4 4  p-*pgp->iMt-«pgi-4 rgp-fi g -g p g t 'ig u rg 'g n i  4 c> fg 'g 4 C’igc .—*p-fig-<c g ir-g^fp-tiM j«  >>—t ic h j i ' iu  c --« o [ 'v i- 'rr\<-p—<aJ—< 
414111 >(/M/Mi'u’\uurvu.i/\U '4M <M O J'v4\ir'ir'/TU M />i4M i'«urv«\uu/\iruru/T u' 4 u \ 4 i f t 4 i f i a 'u ' . i n u i 4 u i  J  u -u i -i  i/ m o  jo  4  « > 4  4 '
U
* -Q
a.
'J 'ppi 4  4  r-~>m  o  o  in P--co pr riM O U ) O '—O' O ^O « O' - O ^ r n o  cor- pgp- Oir\«-*V'._4 lP 4 - O c r c * 'o 4T fgO C  • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
m o  4  4  r>  -g- r-«pgpgp«> -J u \ 4 U ' ( » ' 4 ( M f  l U i i i a i i i m N U  O f -  <?- C- - U ( r 0 ' C ' 4 > l P v ' ' - * fT ' 0  H o i H f t  o  O - n M i ^ s a - i g N f i ^ ^
r i f o r u o i o p i f v o p  ,mf-nfMrP'f«if«>iv<«»pnf»'icir»n"rir'»p*>pMr, w*M»i»nmp«if*Ti'if«'rnf»iP, iP'i''*TP'>r«>p»ii«Tf«i»»if"'f* >mprif*ii*irPw»'f«TP*i
* 3 1 o  IJO Ui
i £ l ° i
0 0  0  01/01114 4  O O P »  O 0  4JP» O O O P -P-P -C .»  CT LP O- tTCT ,ff*l<«1Pg4P'l4««t®®<P' t f l f l f O l f H i  )<— (->•—• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • a
**»nf,lf»TrP|r'i®rMPPinr'r'ir<iP'1<«1i*VOrr1f iffirPI4 rP|i«*iPl'Piri4 4 4 4 4 4 4  4 4 4 4 4 4 4  4 4 4 4  4 4  4 4 4 4  4141000 
«gpgpgpgrg 'g fgpgfg 'g rgpgpgpgfg igpgpgpgpgpg rg rg rg 'g 'gpg rgpg rgpg fgpg fg fgpg fgpgpgpgpgpg fg fgpgpgpg 'g 'gpg fg 'gpgpgpgpg
nipgg\p_ C'fXh-C- 4 C 4 o N h 4 o<n<^ >PXrgrr«PMoO 40tr PM uO TO ff rO''1 C pO«-*i«i 4  P*>fP1P—pP14l^4000i«l—gP^ P—• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a * *
O  gl -4 O  4  -JJ1/1 -JJO P- ,f® li '/J O g j  o f - f -  C •-•14 P^-O/lfOTOtf IPlM ( 4 N 0 4 P -  JH4-U-OIP r-*f- O O'»1
O O nO vPf'U O U lvC ’tOniw • _.< DOOPH «■4.-IC HQOHMOHCHJOHffOO^; '“ <• • t 'I  -*C r r . O
r  •prir*f» iP*T P’ )f»Tr't<» 'vp»Tm f, tr> » p > if '> r 'ip » if» T f 'if r » n > « '< f« T n » » » > rif» ir , >P, »P, >P'i«»Tp*TO if« i n * r i p * T r  •»•>»•><* if* >pop’ ' i n r i r ' r  I p n P '\ r \ p » > f , ipf>f*<
>-A p»lrr>^4PMp-U'PMinC' 4 n O f r ' r '«“« 4 r i O r i P g f g 4  f"Op-tfgOOPg.-grjf*>Or»ir, ' f , >.-4.-gr^rr1 0  4 1 0 4 4  *r»ip»1 0g,^,-*rf1,-iO  4
l/l
l/>
10
4
Jl
( J
o
I i
I O  I
I £ lI >.
I go 
I I
C r i O 'O ' t ^ H C P J i f 'H N o  O-OP- 0<r>C i/1 C 'p U P -P g 4 O 4 '0  -O —«*«' O  f*1 —4 4  O fP i0 4 'C ? P -fP 1 4 '0  0  4 r » O P g r P 'O o 4 C '4 ®• • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a *
r o ' t ' f c v ' o o  p a t  (P C 4 C U  c  a o a o o f f  c o r cppm* c a t f a c t f c - a o o p a c o o  co r 1*0 a u  o  c  r  cp-tr
H  H  H  H  M H  H  H  H  H  H  H  H  H  H  0—0 H  H  H  ^
_J X 1 1
« t -  1 t rr\ 4 m m m rf) m 0 fM in *4 fM m w 4 fM 0 KJ c> 4 in P* 0
U 4 . 1 4L 1 IT\ M ' 4 pp» p*i i r 4 4 fM 4 p- fM fM 0 4 W' 4 O m 0 H O 0 r-4 P4
(~>UJ t *  1 0-4 4-g M 0-4
u - o  1 t
1  !1 Ji 0 •-4 0 m 0 #-* 0 4 pp\ 4 tr a) 4 p> pg 4 n- O fM —4 pg in in fM fM y>
_> 1
m. 1
1 O  1
1 III I
•m
•
IM
•
r 5 •m r* A
t
*■
••"4 •fy
•
4T p*j A
•
rg
•
»y
•
in - !
•
m
•
U>
s  1
O  j 0 •  » u \ in Mi in y > y> y> m y \ u> in 4 \ y> W1 u \ u^ y ' u ' n y \ y> m y>
t  I1 « 4 «♦ I*» a ' au au Uy 0 o- m in 11 * 4 • y ry
*- 1 O  1 • • • • © • • • • • • • • • • • • • • • • • • • • •
-J  (1 UJ 1 n \ r» m r i r»^ r i fM fM r*\ fM n* fi* p> m n » fM ni n n i 4 4 4 * 4
UJ j
O  1
i<o _ j pg fM ry rg f\J fy pg Mi ry rg ry »y pg pg ry ry • y ry pg pg ty rg ry Ml «y Ml
I1 I -4 *-4 4> CD ppi •~4 »n 4 4 4 r*4 O 0 4 0 y> V* ry fM •-4 go 4 go
1 1 • • • • • • • • • • • • • • • • • • • • • t • • • •
i j i  t pg OJ 0 O 0 in 00-4 u p- cu ry fM 0 in 4 P.T y \ O' 4 0-4 U» Mi 4 fM p» pg
/  1 •• t 'C fM 4 pg *n fM n Ut r-4 Mi <y 4 »y • y j y 4 u> y> y % ry
•~»O J 1 z  1 •• •• ••
u t  1 — 1 «• \ au H fg ^ J Mi 0 4 y y i in t»i OJ an fM -J •-4 in Ui n-
— ~ • 1 *. t 4-4 r « »y #■4 •M 4 r»l p-4 • y y \ 4 a % Mi V « p . y \ y I «y <4
Off- 1 •• 1 •• •• ••
0  1I Y I 1 > r-4 0-4 ■> 4 -4 n 0 vTi pg fM 4 0 4 »4 p-4 “'J 4 r^ Ml in 0
1 t  • #■4 -4 *-4 4-4 >1 Mi Mi -4 -• Mi r 4 0 4 r-4 Ml »>4 —4 p-4 ^y «-4
!1 *  • O I-» —i 9-4 4-4 0-4 -4 0—4 •44 00+ 4-4 4-4 —4 —4 r-4 -4 •—4 •-4 —4 p-4 —4 04
1 >- t *•» p- f- r^ - N. n- n* f* n* n- K- n- n- M- p» n*
1
U J  1 ^  t
•tv
f
pL pI f i pi
1 \ pi pi pi pi
1
r i pi pi
•
pi J. • i pi pi pi
1 *- •
<rt 1
°  1
 1 I
! ** 1
1
«M
• t 1
p-
1 1
K.
1
n
• 1 1
p-
1
K-
1
0
•
in
1
MJ
1
0
•
n-
•K. !in
•
n
1
go
1
4 J*
1
A
1 0  1 PM ry rv -4 fNi C4 f^ . fy ry <y ry Mi P g pg ry n, ry rs< ry T4 MJ r 4 Mi ry ry
> n  1 t
£
e*
0 r- CC <7 C Mt r . * in £
0-4
rO -» r •-4 Ml r  ■ 4 «n 0 n* <r
U J T  * 1 ry
9^
rsi fM
V*4
fM ISJ
rH
ry
0-4
r*y
0-4
m O»
~4 1
? IM fM
*~4 0*4
fM n ' 4 0-4
«#
0-4 4 40^ 0-4
4r-4 40^ ^4
175
0 — j J
mj J i
>co • 
<3 0  •
•
CO 1
1 u. 1
H — 1
2
— 1 »
O •
CO 1
1
1
f-O 1 CO t
u. • I
— 1 1
— • 1
2 « |
1
0  1
JO 1 UJ 1
VUU. 1 
O— 1
0  2
c. , 
l/. j
UJ— j
1
•
C3 1
Xcj I uj I .«oo I n  I
o — I V. I 
-j j i/i iCO j I
(To«\<crcDrgc7>(_>ma3 4 4 co4 oy»-«4 rg»r\(rrg—ao* 4 COHOmw».-i.-iuoymo»Mm4 »'*a>*->~»rgr»yiyoDr-.-«4 <*jf^mr-cro• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ■ • • • • • • • • • • • • a *
« u ri^ t 'r-u cu * « a u f < ir-v < u v c if ' «  t»»y——r-uor»—muo —.«
uom m ~4iy>-i<x>~*«-<cru'w om u jm cr go y m  y  r g 4 r *  4  o r g c o iy ir o ^ a m a o r -— H e r  « lT N > - < W f ) iU 4  r*  f M « o u ' r g U (  • rvjr~- r -  4  r -  r -  
•  • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • •rgu\f~Orgg')r-cjTU'rcrcPfvi-4 C'>rj.4 'r'Tii.rocg'4 4 y r',‘rg.4'JOUgrMi/oy4-.4 y  i—.-«m  -f r i  y  .«• y ro —« r g 4 J 'u \r * -u ir —r*-U)rgrg.« 
»grgrgr\jP'jrg«'g**i(*gr'gtgi>gror'irr>r x-irgOirgHOf» r  if*»'* I - f i t  i « 4 4 « 4 4 4 4 4  4 4  « 4  4  4 «  4 4«'UtKiu<uMliuut<mU'Cf'tf>
m m m m m r o m r i m m r o m m r o m r  i m r o m r ' j r t H in o m r o m m m m m r o m m m m r o m m m m r t m r  ir < im r 'm * " m m m r 'm m n \r o m r < i
U (Hi ‘ r—*~g #~4egJogP I o wm r i f* o ro r i cmC1 * fMgogogo'JOuU'MgoirOJtrcn'OUJfra'CJ'COr^ r-r-r-r-OO'U'r y Oygrgrg 0  0 ) 4  «(OOf1• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
4  -j 4 go4 4 gogou<uiwoutgogogou'uogou >gog^ gouog'u >r-r- «4 )4 )4Hi4 )4 iyy4 ).o>tHi'0 'Cy*J4 jr-N^ -ujo o'f^ r>-)i)a ais'N
r-im rvL r •€ r>jr-tir r'lr* u n r \f~ ir\ ^ r ~  *r & lt y an 4  y c rm c rH o y o r-y  4  .-<4 — on y  <_>4 gir-cru'or- w< g«. • >4 re 4 er 4 -r• • • • • • • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a * «
tjcrcrycrcjcrcrtrcrajujcrcrcuuJtraufoujfDa)cra>cra'crcreDcra)crujcrcocrcnaicrou<yaugjaocr*ycrcrcrcrcrcra)a>ajcrcra>
-4  >-<
J
I
cro» -ga)oo rg (rc< m a>4 4 co4 o y * “«4 i-i4 «orgi-«®4 m H y o rg u o .^ c jg o y m t. '* 'a f '0 4 f-<r*f-gc.jrgy y u > r - y c ,»M Ujyfgr*-crc• • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • • • a *
<jurg4 cjr^cxD'-gcucr ajugcjmcr—roour* ajycr^gf^cr uo y u  or-era or» ergo youcruo yr* yajyuuj'4u'y.-«*-<rw\r-.-<fMu\.-<.4 
4 aitf'UWif'4 u»4 4 4 4 ifMfi4 tfMn4  4 4 4 4 ln4 4 4 4 4  4 4 4 4 4  4  4 4 4  4 4  4 4 4  4 4 4  4  4 4  4  4  4 4 4 4 4 4  4 4
3 1 !
HO • CO
u. t
H 4 4  4  UOrgcrrgcg,-«yuomcr fOCTgo yroyrg 4 -1 0 ,4 ,~«iy)HHHmgor~OUrgOOO ■OCJ*r'r4 >4 *-<H4 'r> 4  •0 <McT'4 rno<"rW''Cv'X> Of*. • • • • • • • • • • • • • • • ■ • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
rggor*- 4  r g g o f - o < o c  ) C r c r f g 4 c r g 4 C 7 u > f r c .  rg 4  4  y c r  r o 4  go jorna> y  j-  f*-f~r\<fo-4 r o o * * ’ -o *4<-*fM4 uogor--uor-a'<>>rgrg ,4 
(\J*\JrgrgrgiM f\H M »gm rgrgfM m rom m rgrg«0|m m fM fM »M  4 g " ' 4 4 4 4 - * 4 4 4 4 4 4 4 4 4 4 4 - 4 4 g ' U o g ' g ' y g o g o t l o g o g o y u ' g o  
m m m m m m m m r  t f* w n m m (n w c ii, ' f  i m m c iH n v n io i 'i i*  >mr » m m m m m m m m  o m r o r o r  >n m m o i n i r  im co m r im m n n im
< — I » HO I O I 
JO I LU I
S t l ° l
y  y  y  ^ r -r»  — *igrg#MfMfMrif«wMoimmfMgogoi»oaj'D4«ycr crcrcna'iocr cocr eoH H H r'-H trcDa' y  y  r-rgrgr>ur a u g w  go r jcr
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
4 4 4 in4 4  gogogogou'uogogog\gogogogogogogog\uou»r*f- y yyyyyyyyyyyyy yyyyf~f'r--4 1'rioor-r-u>aj o TDr—rg('l(4 DJDJ(VNNI'll\JNI4 (4 ('K4 f4 l4 r\lN<4 f4 INNI'Jf4 NNr)l(MOIM<MI4 MNI4 'N(NNM<4 ('JNrj(V'4 fg(MI4 IVMMIV(NJf)i(\)fgr\J
CJvu I
-» I I
■«— I
*H t 
H I I
rgm 4  no—go go y  — y  romno 4  mcr 4 y r o y y c r c r ,'aooy4rggo 'X irgcrr-4 .i r g o —m m  — aDCraoro 44 4 4  a c m e  4  C gorg 4  go• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • a
m y co«\iy cm-imo--»rifMg\oof'~cr—H y r~mgoH—rgorgrgmgom4 ym 4  44 y  y NfONiftor-in cr o — 1 oc xsicr rgu* y y 
,_4.-f,-i.-,»w — (grgr'irgrgfxjrgf\j|-grgmrgrgrgrgrgrgror> 'grgr,imiMmfMmmr)mmrr*mmmmmrimr'i,4.4 4 4 4 4 4 1 4 4 4  4 4
H
J
I
1 ——rguo 4(O 44mf04HN(PPI^f4r'r<4','O 4 4 H 4 H 4 H r  4IM<4NNP',0 h N'0(0h 4»<JP1N4'44 4 m «miONJOfg
LO
I/O
Uj
JK
u
-J
cy
I ■** • co 
I
4angorgr-go4rggom «»g® o® 0'O f'-— <r o y  (rruyrgc>f*o<rm oO H 4 H 4 —cr f»'r-<ro«-*® m ofr'«-,g o m y  gor-rgf*r- 4 <t>• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ■ • • • • • • • • • • • a
ocrcr cro-oo o iro c r  ®«.jcr®cracra ®cr®cra cro c  cr®cra cr® a wcrcrcro-OTTOcrcruJcr cr o»c cr cr 0 cr ®cpeo-ifa)
J l  1 1 •
-»H 1 t ro rO f>' m m
ua t a 1 
UuJ 1 * 1 
U.Q 1 I
4 Vro 4 ^ m
X 1 1
H 1 1 \fs 4-0 O in 4
J 1 0 1
a 1 uj 1 4
• •
•-4^ h’
•
H*
— 1 0 1
P4 1 1
< 1 I
y 4J y %u
n 4 0 Cr sr
H lot • • • • • •
-J 1 UJ 1 4 4 4 4 >€ m
UJ IOI CM rwi'j INJ 04 fM
0  1 »
1 1 m cr CT> 04
i 1 • • • • • •
1 CO { r-4 U> 4 V s O rg
g\ 4
•“•LU 1 Z  1 •• • • •• • • • • • •
u t 1 — 1 r- JNU u < y +J
—— j a 1 1TV
rrt- 1 •• | •• • 0 M M • • M
O 1 y  1 ”0 K- JOrg m
1 t 1 r-#
i  r t 1 O *-4 f> cr
• V t r* />f^ O 0 >n
uj |AI J. •IrL
1
—♦ j.
1
<r
t- IT»
*> III
n 1 «1 1
•
*>
1 1 1
vO
1
H
i a 1 r
> 0 1  t 'r 1 4-4 fVj r» 4
UJ.? 1 t 4 umT> M ' «»
IT\ (J \f\ y ro O' H <? »-4 m CO COfM h4 0 ro
»H •■4 m r*C y y IT» m m 4 4  y CJUGL m cr m
4^
4 y 0 4 H ro 4 m 4 «0 cr cr au 4 - CM 4 rg
H
•
O- 0 on H
•
y y y H y g!^
• •
h »pr>
•
fn A 4*
O y O y y >0 4J 4J 4J 4J r-r- h- o-
CM fM n» H 4 * m O %1MM ’C'O* r- iU
• • • • • • • • • • • • • • • • • •
U\ y <0 O 4J 4J O 0- 0 * H r- r-
rg <M rg rg CM rg rg rg CM CM rg CMfM rsirsi rg rg CM
IT «M VT\ 0 y ro y O* ••4 cr cr 0 •— 4 4 4
• • • • • • t • • • • • • • • • • •
uo m U> *■4 y ao 0 rg rg CM cro- m cr cr
>rs iM tn 4 ao u\ ir\n \ rg 4 »-4 y
•• • • • • • • • • •• • • • • •• «• •• • • •• M •• • • • •
I*« u\ O* «'1 4J 4 rg 4 4Jf\4 <M f- *■4
4 4M |H «M n y> r gr. «M —4 fM r-4
•• • • • • • • • • • • • • • • •• • • •# • • •• •• •• • • • •
4 0 0 4 rs m )A y p4 an »'«A A* y
4-4 —4 —4 •m'M —* -* -4
(T> r* 0 0 O rf^ 0/0 O- rr n
y n y y H o- y y y r- r* n y 0-
cl i
1
X X
1
*0 i,
1
n
1
m4 Jig
1
P-« 7g^
1 1 
t r  > .V Jo L
—4
oO r» r- X r*
CM
\r\ /> tr\ iO »4 rWI
ft
1
H rg CM CM forsj p4 -*
y 0- rr 0 r*» f-4 OJ 4 y rr- a 0 * P-4 fM
10 vn i/> u> 10 y O >0 ^ y  y r-
•■4 4^ *■4 4^ p-4 4^ •4 4^*“» *-or4 h4 P-4
D
A
TE
 
O
R
IG
IN
 
O
EL
TA
 
A
Z
I*
L
T
H
 
FC
C
 A
L 
SI
C
K
N
E
SS
 
bT
 
TR
A
V
EL
 
CE
LT
A
 
T 
T
-A
n
O
 
SL
O
bN
E
SS
 
C
EL
TA
 
T
TI
K
E 
D
EP
TH
 
TI
**
E 
C
FD
C
I 
IF
D
C
) 
(F
O
C
I 
(S
C
I 
IF
O
SC
) 
(F
D
176
o ~  I
- * o  »
I
• • • • • • • • • • • • • • • • • • • • • a « * «
* r * r » < * i 0
— I o I 
O'» t
I I
• • • • • • • • • • • • • • • • • • • • • • • a *
v *j V * / a in  <u>r* irt-P ir
i I o n U 't n ^ < ( K w w ( < u i n o « « p > v >o | u >'>tfMi>OJk«loi  • • • • • • • • • • • • • • • • • • • • • • • • *
I LU i # i® ( D ia D i l ) U 't f W U '» 0 '( M r 0 '( ^ 0 > ( r a 0 O P > N N
I I
I u  t u«\i»o»-«'4j«M*«u>4>«r*#-wrn/»*ina'0»v>ooi»'®eo<rm .^
i tu  I • • • • • • • • • • • • • • • • • • • • • • • • •
I o  I (reou>va<aiu«u«DW U'ODwcou>v iD a in ( /> N c u a ia )N
I o'» i 
I I
A Sc 2 nO
355
25°ou a -•
8 2 "
•  • 8 »  M W C 
9 0 «0 M
2*85
** -H a  
■  *9 H A h 
0  A  N
Z  «  0
I
i u>rg*<D.M'ro'Ju.oo»<-0 'r  <x>«««r>-r«f-inrgauinr'»c.> .ooorr'axr m a jo j . t r - o< ouw > *tn  c->r*-
j o'» >-t ' r o i> -< -r 'o i/ 'u jr-(cu»-<ojr-(r«-*oD>Jjf~r,- O H ’ ii> C M _)rv jouorrv juo jo -« \ii^ 'D '4 jm o-u> srrir~ ouL > or ,t ' r ^ * o j ^ , (Mw \ ( j o i n  v  
j •* + mni j-n i*  j-nifn^ •o r 'ro ri*  i«» «*» tu rw*> «•»(•)<* .♦’'♦ •A '* * * * '*  ■A^'Am m ^.ruwm m
I I u 'ro»-40^cM M crh-r~trro^ rg .-i.^cv jooo 'f 'J—-A ^  ® ® o 'X J 'm m m i?  ir>tt>cr (vi® ornfMaofM ^  oI I • • • • • • • * • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
I i/i ( f»»i/\r-r«-o ■*j>0'0(3>otr1-j<oo'rHo cr>ecr»j'*'U'.o.r<o>r><j®>or->r'U'0 >tr~mo H a i ^ m m i o m o A in o ^ s w t .
I I m <iou'tr>uMj\<4j«.o.o<4Jr~ -o or^r~f^r»o-{T>ir>craocDa>(r(r«.40C, i>jr>j^Joj»4W>f'jn<«j»«»'ooc',»^', , *'40*-««'j«r m m
I I
t o  • ooO 'A < ru»> ni»m < u< o< o«> o< o^< M ro‘cnfM «»ou>a>>'-1—•n JC < ro r>~® ® M u»*® </>«® ro«-*4)r'-®  « < jrg a o o >a j® ® r»I uj I * • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • « • • • • • •
I o  I «o®ajaooDajt/>c/'a, c rc ro ‘W'<Mr</>< r> 0 '0 '^c  c.,f*»ojp^foi»ir»^o»m <, '^»jMfi»ji^jm», iu im o D r~ ^ 4 ’^ m . o u \ ^t I fNjr\irNj(\jf\ir>jr\j(\ii\|f'jf\jr\ji'ji\jfNjiMrsj(\i(\j(\irr\rr>rnpirii—
I I ( ^ ■ 0 » c N < 0 ( 7 'O 4 s « > n '4 i f > M « ) ^ o N O H 0 a ^ H r t ^ f l c m O 'r < r a ( N 'i o H ( N o m a O '0 O 'K > e 0 , '» '* ,0 K N » N * <
I I • • • • • * • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
I i  r -o -« _ >  •* « H i j o r i H «  « O O O J-»  —• —  m i r w u r - u . i f  j m *  o u < r i v ( n i f > N « W j r i c  O C r, r ~ i ' ^ n / > C  ' / ' 4  r - i p f -  r  . i n o f M P  »i m p - . - j
I 1/1 I -A Ul'O'C J H i i l O  o-o-f) O 0 / ’K S O N M C ® B iX )« (U a 'C  B * > a)(rO 'ff O 'O 'O 'O  (j- a- r  ^ O  C — !*»«»»,#•
t i r o o i r  i f o o i o i o i o » r o r n o ' o i o i i o o i m j u a i f O P i P i p m i i M H i » i > i i h ^ m i n »4 > i > j i  i » <>■ < o j m o j o j
I O  I 
£1 
t a i» I
«*»mtr<#o*^oj«-*v w «r® »'jr<-m *^oj«^»H®c>oc'm <M r\® ««»(rr)C  m r - ® m ^ r n » n c , 'O m o j ® m o j ® r M r ^ H C C O v• • • • • • • • • • « • • • • • • • • • • • • • • • • • « • • • • • • • • • • • • • • • • • • • • • • • • • a
^®®tr®C*'trcr®icO'ocO « cpct-iaO'O' O '® ire'«’o»*vjoj»^ «moj-#ojojrop.ojr'Oj^«-*rom fsjci-rojo/c»«-o*»•* rvimcur-i
»I« IX« «» iH i la IMi Ji J. icU.i»i l. i. I.il. I......... .. ih m
1 1 • • •  •  • • • •  •  •  • • • • • •  • • • • • • • •
i n »o »41 C M M in u n JO •4 ® fSJ «-4tn CM 4 c n <A fM IM cn
i
c n a i c n m CM cn »»1 4 IN m 5 P - ^•4 CM l#> f»l 00 cn i n
1 *  1 H M • 4 • 4
J
OJ A* «MIA»4I r- in r-f^cnm on o u* r- r» o 4> m 4 C7»
• O 1
1 UJ 1 <• c*
•  •  •"€ 4J4J ®#
•
»U
•  •  •  •
»4A»4A 4X1 z
•
M> LT j~ * r:
•
CM J? <: ;
• a  i a- a a  a  a r- r-r^r^r- €0 m m 4 cn cn 4 r-A fM CM CM
l i 
t i
m cn rnm cn cn m cn cn cn
t • \r \r U fMCM 4 4 y C»' C> vr 4 -o r CO IT ci cn cn Hi
1 O 1 • • •  •  • • • • • • • • • • • • • • • • • • • •
1 UJ 1 r- a* a ir \r ir 4T (/* V/'LTLT u CM CM iMm cn CM 4 4 4 4 r-
l ° i
CM CM CMIMIM CM CM IM(M(MCM cn cn *4 •“4*4 •4 *4 •4 ^4 4
! I CM 00 >UKT <J r - h- V' 4 J* LT O +J o m •4
i i • • • • • • • • •  •  • • • • • •  • • • • • • • •1 00 | •4) IA h^l/'OU uJ 41 CM(7»^IO C' 4 CM u P » u 00 <M m CM o
i •• i (M 4 H»-«n H 4 r\4 4  "l«M 4 m • M Ul •-»rn «4 m •4 •4 «M •4 4
1 Z  1 •• •• • • •• M •• •• • • M •• •• •• •• •• •• M •• •• M •• • • • • ••
1 - O <JO »M4 4 u % o ni IT cn o vt»m H •4 cn KT *4 n- cu
1 * * •M «n IHM »*4 N « »M —«a>y »cm n» r» n y «(«» 4 y t CM fM
t •• 1 •• •• •• •• •• •• •• •• •• •• •• • • •• •• • • M •• •• •t •• • • M
\ X 1 •4 4 f~' ir> *»> -r> •rs f*» - * k \ *rs o cn*n M #4 rn
• 1 1 *4 •-4—4 —4 H —h •—4 —4 0-4 CM #4 «M 'M r4 #4 -4
1 « j n i ^ n n r r ^ n n -o TO no TO 'D TO T» <n -n or
1 »- j a ^- n n o 0 4 i 0 n vO 4) O n
I r» I J , J j t t 1VflNjfM t• M •CM 1 t • 1fM'N" '4^1 tCM i , A 1 1 • t*4 t•»4 lLf* ,v •W* A A
I y  i 
1 • 1 l ( —4 *4 I l f | —4A H -f-4 » 4A A A I -4 -4 •4 •4^4 •4 •4 •4• I f
<  l cf» -/»
V
r-4
f
fM
I f f * 1
n
•
lA ■n
•
* K 4 ,1 i 1■4 1fM t 1> f
i n  i IM CM ^4 fS|*-4
i i A 1 * y w 'h - a* 1/' f»*-AC 4 m o r- nr •3 r  4 CM r  ■ 4 y » 4
i i r* r~ r* anoorr cn nr on a» cn u. 'n O' ff» ff rr. *r fT* <r•4 v * pi iM^a H 4M>*4 ^4 9-4 ^4 r4 «*«*4 •4 •4 •4 ^4 94
APPENDIX B
THE DEPENDENCE OF REFLECTED AMPLITUDES 
ON THE LATERAL EXTENT OF THE REFLECTOR
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The approximations of geometrical optics (ray propagation) are
widely used, with justification, in seismology. However, the reflection
of plane waves from discontinuities in the Earth can be strongly
influenced by diffraction effects when the reflecting horizons are of
limited lateral extent. Effectively planar horizontal reflecting
horizons could feasibly extend for hundreds of kilometres, but could
equally well be limited in extent by tectonic features such as descending
lithospheric slabs or continental margins. In cases where postulated
reflecting horizons are inclined, it is physically unreasonable to
require that such horizons extend over dimensions of more than a few tens
of kilometres (or even a few kilometres for steeply dipping horizons).
These facts were discussed by Whitcomb [1973] in his study of precursors
to PKPPKP. Whitcomb used an argument based on the Fresnel diffraction
pattern associated with a semi-infinite plane with a straight edge in
estimating the minimum size of an efficient PKPPKP reflector to be
approximately 340 km. His argument seems inappropriate in so far as the
effects of all of the limiting boundaries of the reflector are not
considered. It is more reasonable to draw an analogy with the case of
diffraction at a rectangular or circular aperture. In the following
*discussion, based on Chapter 10 of Stone [1963] , a square aperture is 
used for simplicity.
The purpose of this appendix is to demonstrate how absolute 
reflected intensities (amplitudes) can be influenced by the finite size 
of the reflector. The discussion excludes the effects of imperfect 
reflectors and geometrical spreading, but these factors compound the 
diffraction effects and can be treated separately. The variation in 
intensity at the boundary of the illuminated region is also of interest 
in so far as it can relate to the spatial coherence of reflected signals 
recorded at seismic arrays.
In treating the case of diffraction at a rectangular aperture, Stone 
[1963] introduces parameters A and B which relate directly to intensity 
(I) via the relation I = 2*A2B2I0, where Iq is the intensity in the 
absence of a diffracting aperture. For a square aperture, A = B and thus 
I/I0 = %A4. Any particular set of conditions specified by aperture width
* Stone [1963], Radiation and Optics, McGraw-Hill.
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(a), coordinate of the centre of the aperture (xq), wavelength of the 
radiation (X), observer-reflector separation (r^ ) and source-reflector 
separation (r2) define parameters Av and Co by the relations:-
f 2 (r! + r2)')*ä
Xnr2
2(r 1 + r2)] 2 
**1*2
(1)
(2)
A can be calculated graphically for particular values of Av and Co using 
a CORNU SPIRAL [see Stone, p.192]. Various cases of diffraction at an 
aperture are summarized conveniently in Figure Bl, adapted from Stone 
[1963]. Using equations (1) and (2) along with these graphs, it is 
possible to reach broad conclusions about the dimensions of efficient 
reflectors in the Earth. It should be noted that the graphs presented 
relate to monochromatic radiation. Seismic signals are broad band (and 
transient), and so would not be expected to exhibit the 'fine structure’ 
(fringes) apparent in these graphs. However, the general features and 
decay characteristics of the patterns illustrated are relevant in the 
present context. The boundary of the geometrical shadow is indicated on 
the Co axis of each graph. The extreme values of Av provide 
approximations to the familiar cases of Fraunhofer diffraction (Av <1) 
and geometrical ray propagation (Av £ 10).
Figure Bl: Variation of A2 with Co for various values of Av. The heavy
segment of the Co axis indicates the boundary of the geometrical 
shadow. The Av < 1 case approximates Fraunhofer diffraction and the 
case Av > 10 approximates geometrical ray theory.
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Let
_ p(r!+r2)^
[ Xr,r2 j ’
and so (1) and (2) become
Av = aF (3)
Co = X0F • (4)
We will consider only cases where r2 = rj =r, and measure all distances in 
wavelengths. A wavelength of 10 km is used for conversion of distances, 
this wavelength being appropriate for short-period seismic signals.
Case 1 Reflection of PKPPKP type.
Letting r =1200 (= 12000 km), then F = 1/17.3. Using equation (3), 
when a -173 (= 1730 km), Av -10, and the geometrical ray propagation 
approximation is valid. From the graph for Av = 10.i, we see A2 ~ 2, 
giving I/I0 ~ 1, i.e. the intensity is not diminished by the aperture 
size. However, for a =10 (= 100 km), Av is less than unity and the 
situation approximates Fraunhofer diffraction. We see that A2 ~ 0.3 
across the illuminated region, and thus the intensity is reduced to 
almost l/50th because of the limited extent of the reflector.
For the case Av ~ 10, it can be seen that the intensity rapidly 
falls to zero near the edge of the geometrical shadow. Using equation 
(4), the appropriate change in Co corresponds to a lateral distance of 
173 km. Thus while an array of the dimensions of LASA might see a gross 
amplitude variation across its aperture, the coherence of an arrival at a 
medium aperture (< 30 km) array would be unlikely to be affected by 
diffraction. For the case Av ~ 1, the intensity falls off very slowly 
with distance, and so signals appropriate to such conditions would, if 
observable and not unduly affected by focusing due to the Earth's 
velocity structure, be expected to exhibit high coherence over large 
distances.
Case 2 Reflection of PP type.
Consider the case of two P ray segments (treated as linear) each of 
4000 km (400 wavelengths). We have F =1/10, and so Av ~ 10 for an 
aperture of 100 A's and Av ~ 1 for an aperture of 10 A's. As in case 1, 
the observed intensity would, if geometrical spreading and attenuation 
are neglected, vary between undiminished and l/50th as the effective
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aperture size is reduced from 1000 to 100 km. Apertures intermediate 
between these values could result in high peak intensities but poor 
coherence over a few tens of kilometres.
A Digital Processing System For 
Seismic Array Data
By D. W. King*
The Warramunga array, Northern Territory, provides seismic data in FM form on 
magnetic tape. The features of both the recording and playback installations which influence 
the subsequent digital data processing are described. The development of software to 
implement a digital processing method in which seismometer channels are summed, after 
steering delays have been inserted to allow for the arrival of energy at non-vertical 
incidence, is discussed in detail.
1. INTRODUCTION
A seismic array is a spatial arrangement of sensors 
which respond to earth motion. The earth motion 
detected is often one component of the ground 
velocity, but instruments responding to displacements 
or accelerations do exist. The Warramunga (WRA) 
seismic array, near Tennant Creek in the Northern 
Territory of Australia, is a medium aperture array of 
short-period vertical component seismometers in the 
form of an asymmetrical cross. This array is one of a 
widely separated group of four arrays used by the 
United Kingdom Atomic Energy Authority for nuclear 
surveillance. The Departments of Geophysics and 
Engineering Physics of The Australian National 
University use the array data for fundamental seismo- 
logical research.
For this latter application it is necessary to pro­
duce high-quality seismograms, and so an elaborate 
analog/digital processing system is being developed. 
The system is centred on a 16K PDP-15 computer 
installation which includes fixed head disk facilities.
2, THE INSTALLATION (Muirhead, 1968)
The salient details of the analog installations at the 
array and in Canberra are illustrated in Figures 1 
and 2.
The amplified output of each of the twenty seismo­
meters is recorded in frequency modulated form on 
one track of a 24-track magnetic tape. Also recorded 
on this tape is a binary coded time signal. In order to 
save both tape and, more important, subsequent pro­
cessing time it is useful to edit the data in this record
R E C O R D I N G  VAN
c h a  nne l  1
PRI MARY
TAPE U.K.A.E.A.
A m p l i t u d e  A
MOD UL A T I ON
DECK/ F R E Q U E N C Y
[m o d u l a t i o n
Amplifier Ca i n  Control
FOR EACH OF 20  CHANNELS
A U T O M A T I Cc h a n n e l  2 0
EVE NT
DE T E CT OR
10 s e c o n d : 
0-3  s e c . p
30  sec2 0  s e c|ec.  p u l s e
S E C O N D A R Y
.0 1 0 1 0 . 
5 b i t  HOUR 6 bi t  MI NUT E 5 b j t p Ay t a p e A.N.U.
DECKBI NARY C O D E D  T I M E  S I G N A L
Bl ue  l i n e  s e i s m o m e t e r
X =  ' Red l i n e '  s e i s m o m e t e r
Fig. 1: Schematic array installation.
* Department of Engineering Physics, Australian National University, Canberra, A.C.T. 2600. Manuscript received July, 1971. 
This paper was presented at the DECUS Conference held at Surfers Paradise on 28 and 29 May, 1971. It is published in the 
Journal because it is felt it deserves a wider distribution. (Editor.)
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Seismic Processing
WOW & flutter
INVERSION
SIGNAL
GENERATOR
FIXED HEAD
CLOCK
REAL-TIME
16 CHANNEL 
PEN RECORDER
BAND -  PASS
FILTERS
(VARIABLE)
AMPLIFIE RS
MULTIPLEXER
128 CHANNEL12 BIT A/D
c o n v e r t e r
LOW PASS
FILTERS
d/ a c o n v e r t e r
6 CHANNEL
DEMODULATORSTAPE DECK
CONTROL
UNIT
TAPE DECK
PDP-15 COMPUTER
with 16K core ,  DECtapes.  TELETYPE,
paper  r e a d e r / punch .
Fig. 2: Schematic playback installation.
stage. Dr. K. J. Muirhead, of The Australian National 
University, has developed equipment for this purpose. 
The Automatic Event Detector (AED) triggers the 
secondary tape drive only when signals of the same 
frequency content arrive in several channels within 
the time required for a slow seismic wavefront to 
cross the array. To minimise false alarms the AED 
incorporates circuitry which detects pulses of non- 
seismic origin.
In Canberra the tapes are replayed at 12! times 
real-time speed. This speed is by no means an upper 
limit but is governed by the paper speed which can 
be conveniently handled if an analog paper record is 
required on playback.
The interface with the PDP-15 computer is via a 
128-channel AM09 multiplexer and a 12-bit ADC1/9 
A /D  converter. The sampling frequency (per channel 
per recorded second) is controlled by triggering the 
A /D  converter with an external pulse generator. A 
rate of 24 samples/recorded second is used both to 
avoid aliasing and to ensure that the smallest time 
channel pulse (l/10 th  second duration) can be reliably 
detected. A sample rate approaching the converter 
maximum of 50 kHz is used when sampling across the 
channels, thus minimising the ‘move-out’ or ‘skew’ per 
channel.
3. PROCESSING TECHNIQUES
Seismic signals are perturbed by noise of varying 
types. Birtill and Whiteway (1965) show that measur­
ing the same signal n times gives a signal to noise 
(S/N) improvement of n3 4 in amplitude (n in power) 
provided that the signal is coherent between sensors 
and the noise completely random or incoherent. In 
measuring a signal n times with an array, the array
configuration does not influence the theoretical ‘root n’ 
law other than with reference to the coherency condi­
tion. The coherency relates directly to the inter­
seismometer spacing, the type of noise present and the 
crustal homogeneity.
In order to utilise the resolution properties of 
arrays, the multichannel time series can be combined 
by inserting time delays between channels prior to 
summation. It then becomes possible to discriminate 
between signal and noise on the basis of azimuth and 
velocity. The noise characteristics at the WRA site 
are such that this relatively simple delayed-summation 
processing is close to optimum. More sophisticated 
digital filters will, however, be incorporated into the 
system at a later stage on an experimental basis. One 
variation of the basic method which has already been 
proved to be of use involves taking the mth root of the 
absolute value of each data sample, along with the 
original sign, prior to summation, and raising the 
results to the mth power while still preserving sign. 
This method, due to Muirhead (1968b), is effective in 
reducing problems arising when large noise spikes 
occur on single channels, and also offers some S/N 
improvements in special noise conditions.
4. DIGITAL SYSTEMS
Several digital systems, of varying degrees of 
sophistication, have already been developed and are 
currently used for on and off-line processing. In par­
ticular, two PDP-7’s are used on-line to collect and 
make a primary search of the LASAf data. At the
t  LASA is the Large Aperture Seismic Array, Montana, 
U.S.A.
The Australian Computer Journal, Vol. 3, No. 4, November, 1971 179
Seismic Processing .
Lincoln Laboratory of the M.I.T. two PDP-9’s are 
used for post-detection processing. At the Seismic 
Array Analysis Center, Washington, D.C., two modi­
fied IBM 360/67 computers are used to process the 
vast quantities of data produced by LASA. The 
excellent visual display facilities and extreme flexibility 
of these latter two systems make them the most 
advanced seismic array processors in the Western 
world. The uniqueness of the A.N.U. system will lie 
in the association with the event detection procedure. 
It should be possible to process all the array data in 
approximately eight hours’ computer time per month 
using the PDP-15 alone. The availability of high- 
quality data in considerable quantities must consider­
ably extend the scope of seismological research.
The implementation of a software system designed 
to process the WRA array data is discussed in the 
following sections.
4.1 Data Acquisition
The data acquisition cycle of the digital system is 
a real-time problem in so far as if the input data is 
not ‘accepted’ within a given period, the data is ‘lost’. 
The objective is to accept the digitised data, decode 
and monitor the time information, remove faulty data 
and transfer re-formatted data to disk as required. It 
is only with the extensive use of a high-speed device, 
such as a disk, for buffering operations that it becomes 
practical to attempt ‘large-scale’ data processing on a 
relatively small computer.
The major constraint imposed on the software is 
execution time. As with all real-time problems, it is 
essential to execute all the program instructions in the 
interval between the arrival of bursts of data. This 
presents no great problems since relatively slow play­
back speeds are used to replay the magnetic tapes.
The re-formatting of data is influenced by the fact 
that the dynamic range of all the analog installations 
is 57 dB. The A /D  converter could provide the 11 
bits necessary to preserve the full range. However, it 
is convenient to convert to 10-bit accuracy and round 
the values to 9 bits, thus permitting half-word opera­
tions on the PDP-15. The use of a half-word format 
is not dictated by any compromising space or time 
considerations, although a reduced disk space require­
ment makes it practical to reserve a permanent data 
area on an otherwise ‘scratch’ disk. It is sufficient for 
seismological requirements to store only 11-2 minutes 
of data at a time. The decisive factor is the simplified 
programming approach possible in subsequent process­
ing with the effectively double length core buffers 
fq.v.).
The transfer of the data to disc is done under direct 
program control. As with the multiplexed A /D  con­
version, the use of standard device handlers would 
reduce the system efficiency with regard to both space 
and time. Disk transfers are suppressed until the 
time decoded from the input data corresponds to a 
user supplied ‘start’ time. The time is updated each 
second and revised each minute, so that time errors 
due to recording breaks on the tape can exist for no 
longer than one recorded minute. Further, by count­
ing the number of times that the time information is
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1
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BUFFER 1
1
d a t a  n  | DAT A N+l
Fig. 3: Data Structure
updated irrespective of time revisions, it becomes 
relatively easy to monitor the sample rate used in the 
data conversion.
4.2 Data Processing
Programs to phase the array for a user supplied 
azimuth and velocity have been developed. The time 
delays appropriate to each channel are readily calcu­
lated and are rounded to an integer multiple of the 
sample interval. The minimum line buffer usable in a 
delayed summation is directly related to the longest 
time delay. In the extreme case the minimum size is 
given by the product of sample rate, storage words 
per time interval and twice the array aperture divided 
by the minimum horizontal velocity. In our case, 
LBm;n =  24 (Hz) x 12 (words) x 2 x 22 (km)/
8 (kms/sec)
=  1584 memory locations.
However, programming is simplified considerably if at 
least twice the minimum requirement is available. 
This becomes practical as a consequence of the half­
word format adopted. It becomes possible to dupli­
cate the data in half of each buffer according to 
Figure 3.
With this arrangement, and utilising the I/O  inde- 
pedence of the PDP-15, it is a simple matter to be 
filling one buffer while simultaneously proceeding with 
the actual summation in the other. The disk trans­
fers are completed before the summations and so pro­
cessing continuity (and efficiency) is preserved with 
this type of data structure. Further, a buffer contain­
ing processing results can be transferred back to disk 
at times when the disk is not busy.
The actual summation process is extremely efficient 
since addressing across page (or bank) boundaries can 
be achieved in a single memory cycle with the use of 
an index register. However, the use of standard index 
instructions to provide variable address offsets for 
concatenation with the index register presents diffi­
culties. It has proved necessary to use the address 
offsets corresponding to the calculated delays to
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actually generate the appropriate indexed memory 
reference instructions in a self-modifying section of 
program. To permit this type of instruction modifica­
tion it is necessary to ensure that the offsets, which 
would normally be of either sign, are all positive to 
avoid the possibility of generating meaningless codes. 
This limitation is overcome by reducing the base value 
of the index register by an amount equal to the magni­
tude of the largest negative offset, and by converting 
all offsets to positive by addition of this same amount.
Using this type of programming approach, it has 
been possible to optimise the delayed summation pro­
cedure. Processing speeds are up to six times faster 
than they would be on comparable machines not 
possessing an index register, and are even three times 
faster than those attainable with an IBM 360/50. 
The capabilities of delayed-summation processing are 
illustrated in Figure 4.
5. OPERATION
In order to allow users to write simple master pro­
grams to control any processing operation, all the 
MACRO-15 (PDP-15 ‘assembly’ language) coded sub­
routines have FORTRAN— callable versions. Using 
FORTRAN, it is a simple matter to reserve the basic 
4096io word core buffer required by the delayed- 
summation subroutine. However, when this subroutine 
is called from a MACRO-15 program the required 
buffer must be reserved using a separate non-executable 
subroutine. In this way it is possible to avoid problems 
which would arise from loading a program greater than 
one page in size. A further advantage gained by using
FORTRAN master programs is that it becomes con­
siderably easier to include additional processing opera­
tions .which involve non-trivial arithmetic. Partially 
offsetting these advantages is the fact that care must be 
taken to minimize the FORTRAN overhead if the 
use of a ‘Chain & Execute’ type procedure is to be 
avoided.
6. CONCLUSIONS
The development of digital systems for the process­
ing of seismic array data has received considerable 
attention over the past decade. The development of 
increasingly sophisticated systems has, however, done 
little other than indicate that it is more useful to 
adjust array designs, so making the inter-seismometer 
spacing sufficient to ensure that noise will be inco­
herent between individual sensors, than to implement 
excessively complex processing systems.
The use of the simple but optimum delayed- 
summation procedure makes it feasible to use relatively 
inexpensive digital computer installations for array 
processing. The development of a software system for 
one particular type of computer installation has been 
discussed in this paper.
The application of small or medium computers to 
the field of exploration seismology has also received 
some considerable attention (Mercer, 1969). In this 
field, physically large arrays are impractical and so 
sophisticated processing systems are essential. How­
ever, even here, as in the pure seismological case 
described, the versatility afforded by a relatively 
inexpensive digital system has much to offer. The 
capabilities of these digital systems match those of 
large installations for the one- and two-phase opera­
tions which constitute the bulk of seismic processing.
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Measurements of slowness variations within PKIKP precursor wave trains provide crucial evidence for scattering 
near the core-mantle boundary.
Haddon [1] recently drew attention to inconsisten­
cies between observational data on precursors to the 
seismic core phase PKIKP and previous interpretations 
involving postulated transition layers surrounding the 
earth’s inner core. He suggested as an alternative inter­
pretation that the precursors may result from scatter­
ing from the core phases PKPx and PKP2 by small irre­
gularities in the vicinity of the mantle-core boundary. 
Geary and Haddon [2] subsequently determined a 
minimum time curve for scattered waves generated in 
this manner, and assembled a body of evidence in 
support of the hypothesis. This evidence included a 
measurement by Qamar [3] of slowness (dT/dA) at 
the beginning of a precursor train at 127°, and a re­
verse azimuth phase reported by Wright and Muirhead 
[4] at a distance of 106°. Doornbos and Husebye [5] 
have made extensive dT/dA measurements of precur­
sors in the range 136° to 142°, which have been shown 
to support the scattering interpretation [6]. In this 
note we provide what we consider to be crucial evi­
dence in favour of this interpretation.
Apart from the hypothesis of scattering, the only 
interpretation of precursors to PKIKP which is cur­
rently receiving serious consideration is one based on 
reflections of waves from small discontinuities at the 
boundaries of postulated transition layers surrounding 
the earth’s inner core [7,8]. Such a mechanism would 
produce discrete phases, each of which would have 
practically constant slowness throughout the range of 
the observations (120° <  A <  143°). In marked con­
trast, the scattering interpretation entails the produc­
tion of a continuous train of waves originating in an 
extensive scattering region. Because of the radial and 
lateral extent of the proposed scattering region, the 
scattered waves originating at different points would 
generally arrive at the surface from a range of direc­
tions and result in a composite signal consisting of a 
superposition of waves. The resultant wave train 
would lack the coherence commonly observed in re­
flected phases, because it would not have a unique 
slowness at any particular time. It is notable that at­
tempts to resolve distinct phases in precursor trains 
have not produced consistent result, and that it has 
proved extremely difficult to measure slowness 
within the trains. These facts in themselves tend to 
support the scattering hypothesis.
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Notwithstanding the difficulty of measuring precur­
sor slownesses, we have found that array analyses of 
precursor wavetrains can provide evidence which dis­
criminates sharply between the reflection and scatter­
ing interpretations. Before discussing this evidence 
we shall outline briefly the main contrasting implica­
tions of the two interpretations in respect of slowness.
One of us (R.A.W.H.) has recently made a theoret­
ical investigation of the scattering of P waves by 
random irregularities in the lowest 200 km of the 
mantle (Bullen’s region D" [9]). Calculations based on 
this theory, which will be published separately, have 
demonstrated the ability of the mechanism to generate 
precursors with observable amplitudes. Furthermore, 
the calculations show that the contribution to precur­
sor energy resulting from scattering from P waves be­
fore entry to the core is practically equal to the con­
tribution from scattering from PKP after leaving the 
core. Although the case of scattering before entry into 
the core was not treated by Cleary and Haddon [2], 
their minimim time curve remains valid because of 
reciprocity in the two families of ray paths. (The fact 
that the minimum time curve fits the earliest observa­
tions is evidence that the precursors do not originate 
from a scattering region within the core, although this 
proposition can be rejected on several other grounds.) 
The calculations also give the travel times, slownesses 
and azimuthal directions of waves scattered from dif­
ferent points of the scattering region. It should be 
noted that in this context the term slowness corre­
sponds to the ray parameter for the scattered wave 
segment of the total path.
Although on the scattering interpretation the slow­
ness of the resultant signal cannot be precisely defined, 
the theoretical calculations show that at any epicentral 
distance the range of possible slownesses divides into 
two relatively narrow fields, one corresponding to 
scattering before entering the core and the other to 
scattering after leaving the core. For example, fig. 1 
shows the approximate theoretical fields of slowness 
for scattered waves resolved into the great circle plane 
containing the primary source and the receiver for an 
event at a distance of 130°, the upper field corre­
sponding to scattering before entering and the lower 
field to scattering after leaving the core. Also shown 
ire some of our observations (to be discussed shortly) 
md a linear region defining theoretical slownesses of 
vaves reflected from postulated boundaries at all
Fig. 1. The distribution of slownesses (resolved into great 
circle plane) with time for a distance of 130° and a Jeffrey’s 
velocity distribution: (1) as predicted by scattering theory; 
the two distinct fields (hatched) result from scattering in 
lower mantle prior to entry to core (upper field, S) and on 
exit from core (lower field, R ) \(2) as predicted on the basis 
of reflections at velocity discontinuities in outer core; pre­
cursors would have discrete slownesses within the region 
shown (dotted). The measured average slownesses of precur­
sor “phases” for events 1 -4  are plotted as o’s.
depths between 4400 and 5121 km in the outer core. 
The calculations used in the construction of this 
figure were based on a Jeffreys-Bullen earth model, 
but diagrams based on other earth models would not 
show significant differences.
The figure shows very clearly the markedly dif­
ferent consequences of the two interpretations at this 
distance. On the reflection hypothesis the theoretical 
slownesses of precursors must always exceed the slow­
ness of PKIKP (~2.0 sec/deg.), and for a given arrival 
time the theoretical slowness has a unique value. On 
the scattering hypothesis, however, the wave train 
would consist of two groups of waves, the average 
slowness of one group being consistently greater than 
and that of the other group being consistently less 
than the slowness predicted by the reflection hypoth­
esis. Indeed, for a large range of arrival times the 
average slowness of the latter group wifi be less than 
the slowness of PKIKP. Events at about this distance 
should therefore provide evidence to discriminate 
between the two hypotheses.
Precursors to PKIKP recorded at the Warramunga 
seismic array have been analysed by means of the
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/pocentre information
ent Lat.
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Long. Distance
(degrees)
WRA azimuth 
(degrees)
Date
(day, month, yr)
Origin time 
(hr, min, sec)
Mb Depth
(km)
25.5S 70.7W 128.68 150.6 28-12 -1966 8 -1 8 -7 .4 6.8 32
25.5S 69.2W 129.4 152.2 17-6 -1971 2 1 -0 -4 0 .9 6.3 93
24.5S 68.5W 130.51 152.3 1 1 -6 -1970 6 -2 -5 4 .9 6.3 112
22.2S 70.5W 131.58 148.6 1 9 -6 -1970 10-56-14 .8 6.2 52
:spa process of Davies et al. [10], in which the array 
steered to a single azimuth and a range of angles of 
cidence, producing a power surface in which peaks 
dicate the arrival times and slownesses of coherent 
lergy. The Vespa method applied to medium-aperture 
ray data is ideally suited to this study, since the ar- 
y response does not discriminate sharply against con- 
ibutions of different direction of approach; it thus 
ovides sufficient smoothing and averaging to permit 
vestigation of complex composite signals.
PKIKP
g. 2. Vespagram for event 3 (A = 130.51) on a square-root 
tensity scale. A corresponding seismogram is shown, and 
ere is exact correspondence of time scales. Note that the 
rin PKIKP energy is excluded from the Vespagram to prevent 
turation. Average slowness values of the various peaks are 
irked. Discrete slownesses of reflected phases would fall on 
s line shown.
Eleven events at distances between 128.6° and 
141.4° have been analysed in this way. A detailed 
analysis of the data from these events will be presented 
elsewhere; we are mainly concerned here with events 
near to a distance of 130° (table 1) where the slow­
ness fields are most distinct. The Vespagram for event 
3 (A = 130.51) is shown in fig. 2, with some clear en­
ergy peaks having slownesses less than that of PKIKP, 
and others having slownesses of about 4 sec/deg. The 
actual values measured are marked, but it should be 
noted that these are only average values since the 
array response and the nature of the signals limit the 
precision of any measurement. Average measurements 
taken from the Vespagrams agree well with results ob­
tained from supplementary delay-sum-correlate proces­
sing.
The composite nature of the scattered signals limits; 
the possibility of making meaningful corrections for 
the systematic measurement errors which arise from 
structural complexities beneath the array. On the 
basis of the observed slownesses for the PKIKP arriv­
als, any corrections would tend to slightly increase 
our measured values, but would in no way affect our 
conclusion. The mean arrival times and slownesses of 
the energy peaks of events 1—4 are plotted in fig. 1.
It can be seen that their values are consistent with the 
scattering interpretation but not with the reflection 
interpretation. Furthermore, the lack of precision (in 
slowness and time) of the values plotted cannot affect 
this conclusion. Results from events at distances up to 
143° support this result. In summary, precursor signals 
with slownesses less than that of PKIKP were observed 
for all events at distances less than 132°, and not ob­
served at higher distances. Precursor arrivals with 
slowness near 4 sec/deg. were observed throughout 
the distance range, as expected on the scattering 
hypothesis.
The results of this study thus discriminate sharply
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[gainst the reflection hypothesis. In consequence 
here appears to be no present reason to postulate 
tructural complexities in the earth’s outer core, as 
ill available seismic evidence is consistent with a two 
ayer core model.
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A N ote on~the I n te r p r e ta t io n  of P r e c u r s o r s  to  P K P P K P
O b se rv e d  p r e c u r s o r s  to  P K P P K P  have  b e en  in te r p r e te d  b y  m an y  
a u th o rs  a s  r e f le c t io n s  f ro m  th e  u n d e rs id e  o f d is c o n t in u it ie s  in  th e  u p p e r  
m a n tle  (A d am s, 1968, 1971; W h itcom b  and  A n d e rso n , 1970; W hitcom b, 1971; 
B olt and  Q a m a r , 1972). P r e c u r s o r s  w ith  a  le a d  tim e  o f ab o u t 140 s e c . have  
p ro v id e d  c o n s is te n t  e v id en c e  fo r th e  e x is te n c e  of a  s h a rp  re f le c t in g  h o riz o n  
a t a  d ep th  o f ab o u t 650 km . T h is  in te r p r e ta t io n ,  s u b s ta n tia te d  by  th e  s lo w n e ss  
m e a s u re m e n t  of E n g d ah l an d  F lin n  (1969) and  su p p o rte d  by  s e v e r a l  o th e r  
l in e s  of g e o p h y s ic a l e v id e n c e , r e m a in s  u n c h a lle n g e d . H o w ev er, th e r e  is  
l i t t l e  e v id en c e  to  su p p o r t  th e  in te r p r e ta t io n s  of p r e c u r s o r s  w ith  le a d  t im e s  
l e s s  th an  140 s e c . - th e  m a jo r i ty  o f w h ich  le a d  th e  p a r e n t  s ig n a l by l e s s  
th an  30 s e c . - a s  r e f le c t io n s  f ro m  d is c o n t in u it ie s  w ith in  th e  u p p e r  m a n tle . 
Indeed , th e  to ta l i ty  o f o b s e rv a t io n a l  and  th e o r e t ic a l  s e is m ic  e v id e n c e  a s  
w e ll a s  p e t ro lo g ic a l  e v id en c e  in d ic a te s  th a t  th e  e x is te n c e  o f d is c o n t in u itie s  
s u f f ic ie n tly  la r g e  a n d /o r  s h a rp  to  r e f le c t  s ig n if ic a n t e n e rg y  is  v e r y  u n lik e ly  
(R ic h a rd s , 1972).
W h itco m b  (1973) h a s  r e c e n t ly  s u g g e s te d  th a t m a n y  of th e  p r e c u r s o r s  
w ith  le a d  t im e s  l e s s  th an  30 s e c . can  be in te r p r e te d  a s  r a y s  r e f le c te d  
a s y m m e tr ic a l ly  a t  in c lin e d  s e c t io n s  of th e  la n d  s u r f a c e  o r  o cean  b o tto m .
He sh o w s, h o w e v er, th a t  the  in c lin e d  h o r iz o n s  m u s t be of c o n s id e ra b le  
l a t e r a l  e x te n t ( > 100 k m s , say ) in o r d e r  th a t  s ig n if ic a n t am o u n ts  of e n e rg y  
w ould be re f le c te d .  Such a  s i tu a t io n  w ould  be e x c e p tio n a l, and  c a s t s  doubt 
on th e  g e n e r a l  a p p lic a b il i ty  of th e  h y p o th e s is  to  th e  in te r p r e ta t io n  o f the  
p r e c u r s o r s .  F u r th e r m o r e ,  any  in te r p r e ta t io n  b a s e d  on r e f le c t io n s  a lone  
can n o t a cc o u n t fo r  th e  e x ten d e d  d u ra tio n  and  e m e rg e n t  n a tu re  o f th e  o b s e rv e d  
s ig n a ls .  In th is  n o te  we w ish  to  ex ten d  th e  h y p o th e s is  of s c a t te r in g  by 
s m a l l  s c a le  i r r e g u l a r i t i e s  in  o r  n e a r  th e  c r u s t  r e c e n t ly  a d v an ced  by  C le a ry  
and  H addon (1973) to  p ro v id e  an a l te rn a t iv e  e x p lan a tio n . T he e ffe c t of 
s c a t te r in g  in  a  r e g io n  w ith  i r r e g u l a r i t i e s  o f a  c h a r a c t e r i s t i c  s iz e  s im i la r  
to  th e  w a v e le n g th s  of a  p ro p a g a tin g  w ave is  to  d iffu se  th e  p r im a r y  w ave in 
th e  fo rw a rd  d ir e c t io n  (cf. H addon 1973). We w ill show  th a t w av es  s c a t te r e d  
in s id e  a  re g io n  n e a r  w h e re  P K P  w av es  a r e  r e f le c te d  a t th e  E a r th 's  s u r fa c e  
w ould p ro d u c e  p r e c u r s o r  a r r i v a l s  to  P K P P K P  s im i la r  to  th o se  o b s e rv e d .
A
i S  /  _ *
T he t r a v e l  t im e s  o f s c a t t e r e d  s ig n a ls  a r e  r e a d i ly  c a lc u la b le  fro m  
s ta n d a rd  t r a v e l  t im e  ta b le s .  T he t im e s  fo r  a s y m m e tr ic a l  r e f le c t io n s  
p ro v id e d  by  W h itcom b  (1973, ta b le  1) a r e  a p p ro p r ia te  a s  m in im u m  tim e s  
fo r  s c a t te r in g  f ro m  p a r t i c u l a r  P K P  'b r a n c h e s ',  and  s e r v e  to i l lu s t r a t e  th a t 
s c a t te r in g  f ro m  s e v e r a l  d is t in c t  r e g io n s  co u ld  c o n tr ib u te  to  th e  e n e rg y  
a r r iv in g  a t a r e c e iv e r  a t s o m e  p a r t i c u l a r  t im e . A ny a s s e s s m e n t  of 
s c a t t e r e d  e n e rg y  (o r r .  m . s . a m p litu d e ) r e q u i r e s  s c a t te r in g  a n g le , p r im a r y  
w ave a m p litu d e , and  th e  c h a r a c te r  of th e  s c a t te r in g  re g io n  (i. e. v o lu m e , 
c o r r e la t io n  d is ta n c e , le v e l  o f v a r ia t io n  o f d e n s ity , r e f r a c t iv e  in d ex , e t c . ) 
to  be ta k e n  in to  c o n s id e ra t io n  an d  so  n e c e s s a r i l y  in v o lv e s  e la b o ra te  
c a lc u la t io n s . S c a tte r in g  f ro m  a re g io n  in  th e  n e ig h b o u rh o o d  o f th e  P K P  
c a u s t ic s  a t an a n g u la r  d is ta n c e  of 143° w ill be  d is c u s s e d  q u a li ta t iv e ly  
fo r  i l lu s t r a t iv e  p u rp o s e s .  We e m p h a s is e , h o w ev er, th a t  th e  s c a t te r in g  
in te r p r e a ta t io n  r e l i e s  on th e  in te g ra te d  e ffe c t o f s c a t te r in g  f ro m  a l l  P K P  
'b r a n c h e s '.  F ig u r e  1 show s a P K P P K P  r e f le c t io n  r e c o r d e d  a t (R) a t a 
d is ta n c e  of 64° f ro m  th e  s o u rc e  (S); th e  d is ta n c e  f ro m  S and  R to  th e  
r e f le c t io n  p o in t A is  148°. P o in ts  on th e  c i r c l e s  bounding  th e  s p h e r ic a l  
c a p s  (heav y  l in e s  a ls o  in s e t)  a r e  a t a n g u la r  d is ta n c e s  o f 143° f ro m  S and  R. 
A s y m m e tr ic a l  r a y  p a th s  w ith  one 'c a u s t i c ' r a y  s e g m e n t can  r e s u l t  f ro m  
s c a t te r in g  a t p o in ts  on e i th e r  o f th e s e  c i r c l e s .  T he a r e a  co m m o n  to  both  
c ap s  d e fin e s  th e  r e g io n  w ith in  w h ich  s c a t te r in g  f ro m  h ig h  a m p litu d e  PK P ^ 
and  P K P  (BC an d  A B b ra n c h )  w a v es  w ill h av e  r e la t iv e ly  la r g e  a m p litu d e s .
Cj
T he e a r l i e s t  p r e c u r s o r s  f ro m  s c a t te r in g  of su c h  w av es  w ould  o r ig in a te  
f ro m  the  in te r s e c t io n  p o in ts  (X, Y) (a s  found by  W hitcom b fo r  re f le c t io n s ) .  
B e c a u se  of th e  m a x im u m  t im e  n a tu re  of P K P P K P , th e s e  p r e c u r s o r s  
o r ig in a te  a t th e  p o in ts  fu r th e s t  re m o v e d  f ro m  th e  d ia m e tr a l  p lan e  th ro u g h  
s o u rc e  and r e c e iv e r .  R ay s e g m e n ts  S to  X (o r Y) and  X (o r Y) to  R a re  
bo th  o f 143°, and  so  th e  a s s o c ia te d  to ta l  t r a v e l  t im e  is  39 m in . 7 s e c s .
R ays fo llow ing su c h  p a th s  w ould  h ave  th is  t r a v e l  t im e  i r r e s p e c t iv e  of the  
d is ta n c e  S to  R, bu t w ould p re c e d e  n o rm a l  D F and BC b ra n c h  a r r i v a l s  a t 
A = 64° by 38. 6 and  35. 2 se c o n d s  r e s p e c t iv e ly .  T he vo lu m e c o n tr ib u tin g  
to  a l l  l a t e r  p r e c u r s o r  a r r i v a l s  b e c o m e s  p r o g r e s s iv e ly  l a r g e r  and  so  r e a d i ly  
a c c o u n ts  fo r  th e  o b s e rv e d  b u ild  up of e n e rg y  in  th e  p r e c u r s o r  w ave t r a in s  
(cf. H addon and  C le a ry , 1973). A lso , a lth o u g h  P K P ^  and  P K P ^  a m p litu d e s
d e c r e a s e  f ro m  X  o r  Y to  A, th e  a s s o c ia te d  s c a t te r in g  a n g le s  d e c r e a s e  fro m  
X and  Y to  z e ro  a t  A , w h ich  w ould f u r th e r  a c t  to w a rd s  in c re a s in g  th e  e n e rg y  
along  th e  t r a in .  I n te r f e r e n c e  e f fe c ts  b e tw een  c o n tr ib u tio n s  f ro m  s e p a r a te  
e le m e n ts  of th e  s c a t te r in g  v o lu m e  can  a cc o u n t fo r  a p p a re n tly  d i s c r e te  
a r r i v a l s  w ith in  e m e rg e n t  w ave t r a in s .  T h e  s e is m o g r a m s  p r e s e n te d  by 
B olt and  Q a m a r  (1972) and  A d am s (1971, F ig . 1) i l lu s t r a t e  th e  p o in ts  
r a i s e d  h e re .
T he p ro p o s a l  m ad e  in  th is  n o te  in v o lv e s  th e  in te r p r e ta t io n  of 
p r e c u r s o r s  a s  a  " c o d a "  w h ich  p r e c e d e s  th e  p a r e n t  p h a se  a s  a r e s u l t  of 
in h o m o g e n e ity  n e a r  w h e re  th e  p a r e n t  p h a se  is  r e f le c te d  a t th e  f r e e  s u r fa c e  
(cf. R ic h a rd s , 1972). T he c r u s ta l  s c a t te r in g  m e c h a n is m  m ay  be supplem ent«  
by  s c a t te r in g  e ls e w h e re  on th e  r a y  p a th s , a lth o u g h  th is  p o s s ib i l i ty  h a s  not 
b een  e x p lo re d  h e re .  It m a y  be p o s s ib le  to  d is c r im in a te  b e tw een  th e  
r e f le c t io n  an d  s c a t te r in g  in te r p r e ta t io n s  if  r e l i a b le  d i r e c t  a z im u th  and  
s lo w n e s s  m e a s u r e m e n ts  fo r  p r e c u r s o r  s ig n a ls  b eco m e  a v a ila b le . We p o in t 
out th a t  s c a t t e r e d  s ig n a ls  w ould  in v o lv e  c o n tr ib u tio n s  f ro m  w ide a z im u th a l 
r a n g e s ,  and so  a n a ly s e s  u s in g  th e  V e sp a  p r o c e s s  a r e  n o t e n t i r e ly  a p p ro p r ia te ;  
f - k a n a ly s e s  co u ld , h o w e v e r, p ro v id e  d is c r im in a t io n  fo r  s ig n a ls  w e ll 
r e c o r d e d  a t a r r a y s .
In s u m m a ry , th e  in te r p r e ta t io n  of p r e c u r s o r s  to  P K P P K P  in  t e r m s  
of s c a t te r in g  is  c o m p re h e n s iv e  an d  c o m p le m e n ts  r a t h e r  th an  c o n f lic ts  w ith  
th e  to ta l i ty  of g e o p h y s ic a l d a ta . A m e c h a n is m  of s c a t te r in g  in  a  r e g io n  o f 
in h o m o g e n e ity  in  th e  c r u s t  an d  u p p e rm o s t  m a n tle  th u s  p ro v id e s  a  u n ified  
in te r p r e ta t io n  of th e  P  co d a , in c lu d in g  p r e c u r s o r s  to  r e f le c te d  p h a s e s  P P  
(C le a ry  and  H addon, 1973) an d  P K P P K P .
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There is broad agreement among various seismological studies that the upper mantle has two regions where high 
positive velocity gradients or transition zones exist. The presence of these zones implies that two major triplications 
should exist in the travel-time curve for distances less than 30°. Approximately 200 earthquakes from the New Guinea, 
New Britain, and Solomon Island regions recorded at the Warramunga Array were analyzed using adaptive processing 
methods in an attempt to identify the positions of the later arrival branches. From measurements made along the 
first 20 sec of the arrivals, a retrogade travel-time branch associated with the “650-km” discontinuity was clearly iden­
tified as extending from 21° to 26°, and some evidence was found near 16° for the lower portion of the triplication 
associated with the “400-km” discontinuity. A careful search revealed however that the upper portions of the repli­
cated travel-time branches were missing. There were no observed values of df/dA in the 12—13 sec/deg range for A 
greater than 20°. In this study it was found that if anelastic effects (ß) were not taken into consideration or if Q were 
kept constant, the models derived from observed travel-time data all predicted large amplitude arrivals where non ex­
isted. The difficulty with the first triplication was resolved by the introduction of a low Q region at depths of 85—315 km. 
This region may be associated with “the low-velocity region” but it is not necessary to decrease the P velocity to ex­
plain the observations.
The difficulty with the second triplication was resolved by the introduction of a layer at a depth of 575-657 km 
which has no velocity gradient and a value of Q significantly less than that for the material just below the “650-km” 
discontinuity. This layer may well represent the return path for an upper mantle convection cell.
1. Introduction
During the past ten years a number of upper mantle 
velocity models have been derived from observations
* Now at: Lamont-Doherty Geological Observatory of 
Columbia University, Palisades, New York 10964, U.S.A.
of P travel-times and dt/dA. There is broad agreement 
among the models which show that there are two re­
gions of the upper mantle where large positive veloc­
ity gradients or transition zones occur. The first re­
gion lies between depths of 300 and 450 km, and is 
associated with the “20°discontinuity” . The second
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Fig. 1. Upper mantle slowness (a) and reduced travel-time (b) 
for model SMAK II given in Fig. 2 and Table 1.
region lies between 650 and 700 km and gives rise to 
a change in travel-time slope at a distance of approx­
imately 25°. A review of the seismologocal evidence 
for upper mantle structure was given by Hales [5].
A review of the phase transitions was given by t
Ringwood [14].
In addition to the determination of velocity struc­
tures a number of investigators, (for example •'
Kanamori [8], Julian and Anderson [7], Archambeau 
et al. [l],Tengand Tung [17], Douglas et al. [3] have 
discussed the Q structure of the upper mantle as de­
rived from body-wave analysis. There appears to be 
substantial agreement between both body-wave and 
surface-wave experiments that a region of low Q (ie. 
high attenuation) exists within the upper mantle and 
is associated with the low-velocity layer for shear 
waves.
The presence of the transition zones, which are usu­
ally inferred from changes in the slope of first arrival 
travel-time distance observations, implies that two 
major triplications should exist as shown in the ex­
ample of Fig. 1 and 2. In order to obtain detailed in­
formation of upper mantle structure it is necessary 
to locate as accurately as possible the positions of the 
later arrival branches and cusps. In many of the upper 
mantle experiments, however, the existence of the 
later branches or portions thereof has not been sup­
ported very convincingly by the observed record sec­
tions. Some of the difficulty no doubt arises because
V E L O C IT Y  ( K f l / S E C )
Fig. 2. Upper mantle velocity structure and ray tracing diagram for model SMAK II, derived from an array study of the region 
northeast of Australia.
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TABLE 1
Upper mantle velocity model SMAK II
Velocity
(km/sec)
Depth
(km)
Q
(used in 
Fig. 6)
Q
(used in 
Fig. 7)
6.20 0 1000 500
6.20 20.0 1000 500
6.50 20.0 1000 500
6.50 35.0 1000 500
8.10 35.0 1000 500
8.10 85.0 1000 500
8.25 85.0 1000 200 low
8.32 175.0 1000 200 Q
8.32 315.0 1000 200 region
8.32 315.0 1000 500
9.20 380.0 1000 500
10.13 559.6 1000 500
10.16 572.6 1000 500 l°w,.
10.16 656.9 1000 500 region
10.16 656.9 1000 1000
10.71 671.3 1000 1000
11.46 846.4 1000 1000
of the presence of weak signals, scattering and multi- 
pathing effects, complex souce functions, errors in 
earthquake locations, poor resolution of overlapping 
arrivals, etc. When the later arrival amplitudes are 
well separated in time and much larger than the first 
arrival however, it should be possible to make positive 
identifications. A number of studies, (e.g. Julian and 
Anderson [7], Helmberger and Wiggins [6], Lewis and 
Meyer [11]) have found very good evidence for large 
amplitudes along the retrograde BC branch and CD 
branch near C of Fig. 1 in the distance range less than 
20°, but there has been very little support for signals 
with df/dA lying between 13.0 and 12.0 sec/deg in 
the portion of the BC branch for A >  20°, even though 
many of the derived models predict large amplitudes 
along this branch. Green and Hales [4], p. 285) state 
“we had hoped to confirm the structure deduced 
from the first arrivals on the basis of later arrivals but 
as will be seen from the record section of figure 12, 
although there are indications of later phases, there 
is no certain correlation” . A review of the evidence 
for the 20° discontinuity was given by Lehmann [10] 
in which she discussed the difficulties of observing 
and interpreting later arrivals. Wiggins and Helmberger
([18], figure 7) presented a section showing some 
arrival amplitudes associated with an extension of the 
AB or BC branch as a later arrival to 28°. The identi­
fication was, however, based on amplitude consider­
ations alone and not on direct measurements of df/dA-.
2. Results from upper mantle study northeast of
Australia
Approximately 200 earthquakes (magnitude less 
than 5.5) in the New Guinea, New Britain and 
Solomon Island region northeast of Australia were 
analyzed by Simpson et al. [16] and Simpson [15] 
using recordings from the Warramunga seismic array 
in northern Australia. An adaptive processing method 
described by King et al. [9] was employed to determine 
df/dA and apparent azimuths for coherent signals 
which existed along the first 20 sec of the P-wave train. 
Details of the earthquakes used and measurements 
made are given by Simpson et al. [16] who also pre­
sented a model SMAK I, which satisfied qualitatively 
the observed apparent velocity and travel-time data.
One of the main problems encountered was the de­
termination of whether later arrivals belonged to 
travel-time branches or whether they resulted from 
other causes. Fig. 3 illustrates the array sums from a 
set of afterschocks of the July 26, 1971, Rabaul earth­
quake. All of these earthquakes were located [13] at 
almost the same point in the earth (see Table 2). Mea­
surements along the traces showed that:
(1) df/dA for the weak first arrival = 10.0—10.5 
sec/deg. This arrival belongs to the DE branch.
(2) df/dA for the large arrival 3 sec after onset = 
9.3—10.0 sec/deg. This arrival belongs to the EF and 
FG branches.
(3) df/dA for all later arrivals = 9.3—11.5 sec/deg. 
These arrivals were not entirely consistent with each 
other indicating that the earthquake source functions 
were complex.
(4) No evidence for the AB and BC branches 
(df/dA = 12.0-13.0 sec/deg) could be found on any 
of the records for A> 20°.
An example of an adaptive processed solution is 
shown in Fig. 4. Other examples are given by King et 
al. [9] and Simpson et al. [16]. It should be noted that:
(1) The first arrival with slowness (10.0—10.5 
sec/deg) belongs to the DE branch.
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Fig. 3 Array sums from set of afterschocks of the July 26, 1971, 
Rabaul earthquake. All earthquakes are at almost the same lo­
cation. Measurements of df/dA of all coherent signals were in 
the 9.3-11.5 sec/deg range. Inconsistencies in the later arrivals 
were the result of complex source functions and multipathing 
effects.
(2) The second arrival with slowness (9.5 — 10.0 
sec/deg) belongs to the EF and EG branches.
(3) The large arrival with slowness (11.0—11.5 
sec/deg) was not observed in most of the earthquakes 
of the set in Fig. 3. It could be P but more likely owes 
its origin to structural effects as is indicated by the way 
the apparent azimuth varies over the signal.
TABLE 2
Earthquakes used in Fig. 3
Iden­
tifier
num­
ber
Date Origin
time
Distance
A(deg)
Azimuth
(deg)
Focal
depth
(km)
97 27-7-71 5:33:58.7 21.7 52.7 33
98 26-7-71 12:56:42.8 21.9 52.8 33
99 27-7-71 7:55:48.4 21.9 52.8 41
100 27-7-71 12:42:54.9 21.9 53.0 33
101 27-7-71 6:31:45.4 22.0 52.8 33
102 26-7-71 3:26:27.7 22.0 52.6 33
103 27-7-71 4: 4: 7.3 22.0 51.8 54
104 27-7-71 13:18:42.9 22.0 52.6 33
105 26-7-71 3:17:14.7 22.1 52.2 33
106 27-7-71 14:56:49.0 22.2 52.9 33
107 27-7-71 7:49:13.8 22.3 52.7 53
108 27-7-71 11:30:25.8 22.3 53.3 41
109 27-7-71 3:16:45.5 22.4 53.0 47
110 26-7-71 7:13:52.1 22.6 53.3 33
111 27-7-71 4:26: 2.4 22.6 52.7 52
112 27-7-71 0:22:25.3 22.7 53.0 33
Identifier nos. refer to the set of earthquakes studied. Complete 
set is given by Simpson et al. [16].
(4) The next set of arrivals appear to duplicate the 
first set and may indicate a double rupture at the 
source separated by approximately 14 sec.
(5) No evidence for the AB or BC branches 
(df/dA = 12—13 sec/deg) is observed.
The scatter in the apparent azimuth determinations 
are probably caused by multipathing effects. The wave- 
front on encountering both vertical and lateral inhomo­
geneities is broken up and then subsequently arrives at 
the recording station at slightly different azimuths and 
apparent velocities. A number of earthquake sources 
were very simple in that they produced a very simple 
wavelet followed by no further significant energy. Al­
though there were many exceptions it was found that 
these simple signals came, in general, from earthquakes 
whose focal depths were greater than 45 km. The fact 
that the shallow earthquakes had more complex source 
signatures probably resulted from the brittleness of crus­
tal rocks and the nature of the motions involved. It is also 
possible that lateral inhomogeneities within the crust can 
cause a great deal of multipathing and scattering [12,2]. 
Since it is impossible to derive a spherically symmetric 
upper mantle which produce later arrival results consistent
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Fig. 4. Adaptive processed solution of earthquake (106) from 
the New Britain area. (A = 22.2°, azimuth = 52.9°, focal depth 
= 33 km). The traces from the bottom are time channel, array 
sum, and the time averaged product trace which is a measure of 
the signal coherency across the arrav. This solution is typical 
of the numerous solutions examined for earthquakes in the 
2 2 -25° range.
with the various traces of Fig. 3, we must conclude 
that most of the later arrivals are not the result of any 
regional vertical velocity structure. In order to deter­
mine if later arrival branches and triplications could 
be outlined, a selection of earthquakes with the sim­
plest source functions (see Table 3) was made and 
plotted as an extended distance record section 
(Fig. 5). In order to avoid complications due to errors 
in earthquake locations and origin times, the traces 
were plotted such that the onset of large signals for 
which a good df/dA measurement was made began at 
the arrival time predicted by the model given in Figs.
1 and 2.
From the analysis of Fig. 5 as well as many other 
seismograms not illustrated, it was found that:
(1) low amplitudes occurred along AB for A <  20° 
and along DE for 22° <  A <  25°;
(2) large coherent amplitudes were observed near 
C, along CD (df/dA = 11.5 sec/deg) and along EF and 
FG (df/dA = 9.0-10.0 sec/deg);
(3) the termination of the EF branch was clearly 
established at 20° <  A <  21°. df/dA measurements of 
the two main arrivals of earthquake 89 were found to 
be 10.5 sec/deg and 9.8 sec/deg respectively, indicating 
that they belonged to the CD and EF branches respec­
tively. Eight other earthquakes similar to no. 89 were
TABLE 3
Earthquakes used in Fig. 5
Identifier
number
Date Origin
time
Distance 
A(deg)
Distance*
(deg)
Azimuth
(deg)
Focal depth (km)
3 5- 9-68 17: 2:49.8 16.0 16.3 31.9 33
19 8-10-67 16:59:34.4 17.4 17.5 55.4 17
18 20-12-68 20: 0:30.7 17.4 18.5 37.7 91
32 10-10-67 8:23:25.0 17.9 19.3 32.4 94
77 6-10-68 12:28: 7.3 19.8 20.6 48.0 86
89 3-10-70 14: 0:37.0 20.9 21.4 51.7 58
103 27- 7-71 4: 4: 7.3 22.0 22.4 51.8 54
126 27- 7-71 19:16:26.5 23.3 23.4 53.5 33
139 27- 7-71 11:58:25.6 23.8 24.1 52.7 49
147 23- 7-71 15:27:13.9 24.2 25.0 55.3 113
159 29- 5-70 4: 3:26.6 26.1 27.4 67.7 168
171 24- 5-69 16:27:39.4 27.8 28.4 73.4 96
180 2-12-70 15:17:22.2 29.5 29.7 76.7 39
* Distances are corrected for variations in focal depth.
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Fig. 5. Record section of earthquakes with relatively simple source functions. (See Table 3). Most focal depths are greater than 
45 km. The section clearly shows the sharp temination of the retrograde EF branch at 20° <  A < 21° and the complete lack 
of evidence of the AB and BC branches for A > 20°.
found in the analysis. dt/dA measurements of earth­
quake 77 was found to be 11.1 sec/deg indicating that 
it belonged to the CD branch. There was no evidence 
for the extension of the EF branch to distances less 
than 20°;
(4) no signals belonging to AB and BC branch were 
observed for A >  20°.
One of the simplest models which we found which 
satisfied the observed apparent velocity and travel-time 
data from all 200 earthquakes is that given in Table 1 
and Fig. 2. A synthetic section for this model is shown 
in Fig. 6. The amplitudes for this section were calculat­
ed using (1) a simple source function, (2) first order 
geometrical ray theory with effects of discontinuities 
and the free surface being taken into consideration 
using the Zoeppritz equations, (3) a constant value of 
Q for all layers of the model. The effect of Q on am­
plitude was determined from the relation:
exp (—irffdtlQ)
where/ =  frequency and t = travel time.
The dispersive effects of Q on the waveforms and 
the effects of higher order ray theory were not taken 
into consideration in these calculations as these ef­
fects will, in general, be small and not affect the dis­
cussion for the model in question.
In Fig. 7 a second section is shown in which lower 
values of Q were introduced into the region of the 
upper mantle between 85 and 315 km according to 
values shown in Table 1. In order that the two sections 
could easily be compared the plotting factors were 
adjusted so that the first arrival amplitude at A = 29° 
was the same. These two sections clearly show how 
effectively a low value of Q can be used to erase or 
make unobservable various branches from a model. An 
examination of the ray tracing diagram of Fig. 2 shows 
that the rays which make up the upper portion of the 
first triplication spend almost all their time in the low 
Q region, and so will be diminished (and hence not 
observable) when they reach the surface. The traces 
of the synthetic section shown in Fig. 7 are in good 
qualitative agreement with the observations of Fig. 5, 
which illustrate.very clearly the relative amplitudes of 
the various travel-time branches. It should be pointed 
out that because of the uncertainty in the absolute am­
plitudes of the signals emanating from the different 
earthquakes, each of the traces shown in Fig. 5 were 
normalized to the maximum amplitude of that trace.
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Fig. 6. Synthetic seismograms for model given in Fig. 2 with Q kept constant at 1000 throughout model.
This was not done in the theoretical sections of Figs. 
6 and 7 which show the trace to trace variations of 
amplitudes to be expected theoretically as well as 
relative variations along individual traces.
It should be pointed out that it is possible to elim­
inate the AB branch beyond 20° by the introduction
of a low-velocity layer at an appropriate depth with­
out varying Q. It was found, however, that in the 
models with constant Q which we worked with, we 
were still unable to reduce amplitudes on the retro­
grade BC branch to an unobservable level when com­
pared with the large amplitudes on the CD branch.
“  55
DELTA (DEG)
Fig. 7. Synthetic seismogram for model with low Q region as given in Fig. 2 and Table 1.
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3. Conclusions
The use of an array adaptive processing method to 
determine dt/dA and apparent azimuth over extended 
portions of the P-wave trains has enabled us to study 
in detail the nature of second arrival branches between 
A = 15—30°. By using a large number of events we 
were able to identify the consistent features of the 
later arrivals and separate the effects of complexities 
int the source region from regional vertical structure.
In general we find that:
(1) The character of earthquake seismograms varies 
greatly from earthquake to earthquake, even when 
sources are located at almost the same location (i.e. 
distance, azimuth and focal depth).
(2) Much of the complexity in the upper mantle 
traces can result from a complex source function.
Some of the scatter in measurements of dt/dA and 
apparent azimuth owe their origin to multipathing ef­
fects caused by lateral inhomogeneities.
(3) Although there were exceptions, it was found 
that earthquakes whose focal depths were below 45 km 
produced simpler signals indicating that the rupture 
duration was much shorter.
(4) A careful search made for the later arrivals of 
the P-wave train using adaptive processing methods 
revealed that the upper portions of the travel-time 
triplications (associated with the transition regions) of 
the upper mantle were unobservable. There were no 
observed values of dt/dA in the 12—13 sec/deg range 
for A >  20°.
(5) The termination of the retrograde branch asso­
ciated with the “650-km” discontinuity was clearly 
established. Our interpretations revealed that this dis­
continuity lies between depths of 650 and 700 km 
and is much sharper than the “400-km” discontinuity.
(6) In upper mantle interpretations in which ampli­
tudes are used as a constraint, refinements to,the mod-, 
el may be performed by adjusting velocity gradients
or by varying Q. In this study it was found that we 
could not create a model with constant Q which satis­
fied all the observations or lack of them.
(7) The values of Q chosen in Table 1 are not pre­
cise but can be interpreted as representing relative 
upper limits for each of the layers. Lack of absolute 
amplitude data does not allow us to sample Q or its 
variation with depth in a detailed quantitative manner 
but the data presented here gives added support to the 
theory that there is a region in the upper mantle (85— 
315 km) that has a low value of Q. This region is usu­
ally associated with partial melting and with the low 
velocity region for S waves; however, on the basis of our 
data it may still be possible to have a low Q region 
without a low P velocity layer.
(8) The model shown in Table 1 also has a layer 
with no velocity gradient just above the “650-km” 
discontinuity. In order that this model could produce 
results in agreement with the observations we had to 
not only reduce the gradient significantly but also had 
to provide much more attenuation in the material just 
above the discontinuity (Q = 500) as compared to that 
below it (Q = 1000). It is possible to lower Q in the 
575—657-km layer even further and still have a con­
sistent model. Fyfe (personal communication) pointed 
out that if the theory of plate tectonics is correct, 
there must be two low-viscosity zones with the lower 
one being associated with the return path for the ma­
terial from the subduction zones. Subduction just 
cannot stop whithout creating a mass access. Our data 
supports this theory provided the return path is placed 
just above the “650-km” discontinuity. Further evi- • 
dence in support of this placement comes from the 
fact that earthquakes do not occur at depths greater 
than 700 km.
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Summary
PKP precursor wave trains from twelve large earthquakes, in the distance 
range 128° to 142° from the Warramunga seismic array in northern 
Australia, have been processed digitally. Direct measurements of average 
slowness of sections of the wave trains are presented and compared with 
calculations based on a theoretical analysis of seismic wave scattering by 
Haddon. On the basis of this comparison, we interpret our result as 
offering strong support to the suggestion that the precursors result from 
the scattering of PK P waves by random irregularities near the base of the 
mantle. This conclusion is supported by evidence from analyses of reverse 
azimuth arrivals from Novaya Zemlya explosions (A = 106°) and 
amplitude characteristics along precursor wave trains. Unconventional 
array processing techniques were used in the analysis of amplitude 
variations.
1. Introduction
The genesis of precursors to the seismic core phase PKIKP  in the distance range 
125° to 143° is crucial to our ‘ understanding’ of some fine structure in the interior 
of the Earth. Bolt (1962) interpreted the precursor observations as resulting from 
waves refracted sharply upwards at the outer boundary of a postulated transition 
layer between the outer and inner cores. Many workers subsequently investigated 
this hypothesis and Earth models which include one or more velocity discontinuities 
in the outer core have proliferated (Bolt 1964; Adams & Randall 1964; Ergin 1967; 
Engdahl 1968; Sacks & Saa 1969; Husebye & Madariaga 1970; Buchbinder 1971; 
and others). In the more recent papers, Sacks and Saa (1969), Buchbinder (1971) and 
Qamar (1973) demonstrated that Bolt’s original interpretation was unable to account 
satisfactorily for observed precursor amplitudes and proposed instead that the 
precursors may result from reflections from very small velocity discontinuities (0-01 
km s ' 1 in Buchbinder’s model) at the boundaries of postulated transition layers.
Haddon (1972) and Doornbos & Husebye (1972) drew attention to the inadequacy 
of either of these transition layer interpretations for explaining certain features of the 
observational data. Haddon (1972) suggested as an alternative that the precursors 
may result from scattering of PKP  waves by small scale random irregularities in the 
vicinity of the core-mantle boundary (CMB). A body of evidence in support of this 
interpretation has been published by the authors (Cleary & Haddon 1972; Haddon 
& Cleary 1973 a,b; Haddon 1973; King, Haddon & Cleary 1973a). In summary, the 
main features of the observational data which are satisfactorily explained by the 
scattering hypothesis are as follows: distribution of travel times, slownesses and 
amplitude with epicentral distance, variations of amplitude and slowness along
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precursor wave trains, lack of signal coherence at multiple stations, variability of 
observations for different events and/or recording stations.
In this paper we are concerned mainly with slowness and amplitude variations 
within preciirsor wave trains for events at epicentral distances in the range 
128° < A < 142°. In our recent paper (King et al. 1973a) we provided evidence from 
events near 130° which discriminated sharply against the transition layer interpreta­
tions and in favour of the scattering interpretation. These results, along with recent 
results published independently by Doornbos & Viaar (1973), included evidence for 
scattering before entry into as well as after exit from the core. In the present paper we 
discuss in detail results from the analysis of data from a more extensive distance range. 
Recent results from the Norsar array (Doonibos & Husebye 1972; Doornbos & Viaar 
1973) exhibit striking similarities with our own data. Since these results represent an 
independent body of evidence, they will be discussed in some detail in Section 5. In 
addition to evidence on precursor slownesses, other observational evidence is presented, 
namely (1) reverse azimuth phases which follow PKiKP  for three Novaya Zemlya 
explosions at a distance of 106°, and (2) the temporal characteristics of energy arrival 
within precursor wave trains. Our results are presented against a theoretical framework 
established by Haddon (1973), and the consequences of the scattering mechanism 
are discussed before presentation of results since the unusual nature of the problem 
necessitates the introduction of unconventional graphical representations. All the 
theoretical results are based on a Jeffrey’s velocity model but the choice of model 
is of relatively minor importance in the present context.
2. Consequence of the scattering hypothesis
The propagation of plane waves through regions containing random inhomo­
geneities has received considerable attention of late (Capon 1972; Aki 1973; 
Haddon 1973). Capon (1972) and Aki (1973) have both used the acoustic wave 
theory of Chernov (1960) to examine the effects of scattering in the crust and 
upper mantle. Haddon (1973) has extended the theory of Chernov (1960) to spherically 
symmetric Earth models containing regions of small scale irregularities. Calculations 
based on this theory (Haddon 1973; Haddon & Cleary 1973b) have demonstrated 
that scattering by irregularities of order 1 per cent in density and elastic parameters 
inside the lowest 200 km of the mantle (Bullen’s D" layer) can account for most 
observed features of precursors. In the following paragraphs we shall summarize 
the implications of the scattering mechanism in respect of travel time, slowness (ray 
parameter) and amplitude. A more extensive account may be found in Haddon & 
Cleary (1973b).
2.1 T  ravel-time
Cleary & Haddon (1972) showed that their theoretical least time curve for singly 
scattered waves was compatible with the earliest reported precursor travel times. 
The least time curve (T) shown in Fig. 5 corresponds to scattering in the diametral 
plane through source and receiver from the point on the intercept of PKP caustic 
surface (or its dual on the source side of the ray path) with the CMB. While the 
minimum time curve is associated with two single points on the CMB, later scattered 
arrivals would originate in an extensive volume of the scattering region. The 
azimuthal effects resulting from the three-dimensional nature of the problem, along 
with considerations of amplitude behaviour to be discussed shortly, explain why 
most precursor travel times do not lie on the minimum-time curve. It may be noted 
that with regard to surface focus travel times there is complete reciprocity between 
scattering in the lowef mantle before entry into and after exit from the core.
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2.2 Slowness
In the present context the term slowness for scattered waves refers to the ray 
parameter of the scattered wave segment of the total path. As mentioned earlier, an 
essential feature of the scattering interpretation of precursors is that the resultant 
signals would generally consist of a super-position of waves having a range of directions 
of approach. Interference effects and regional variations in the distribution of 
irregularities would readily account for the apparent distinct phases commonly 
observed in individual precursor wave trains. Furthermore, the absence of correlation 
between the precursor * branches ’ of Bolt (1964), Adams & Randall (1964), Husebye 
& Madariaga (1970), Buchbinder (1971) and others now finds explanation.
Calculations of the slownesses of precursor contributions generated in the lowest 
200 km of the mantle define a range of slowness and azimuth values for each arrival 
time. In Fig. 1 the slownesses of scattered waves have been resolved into the diametral 
plane through source and receiver. At each epicentral distance there are two slowness 
‘ fields ’, one resulting from scattering before entry into the core and the other to 
scattering after exit from the core. The fields of ‘ high ’ slowness correspond to 
scattering on the receiver side. It may be noted that the two fields have similar 
slownesses near to 140°, but that the slownesses of the two fields become markedly 
different with decreasing epicentral distance. These slowness fields, particularly 
at the shorter distances, are in marked contrast to the slownesses entailed on the 
transition layer interpretation. Furthermore, while the transition layer interpretation 
involves discrete phases with a travel time and slowness uniquely determined by the 
radial position of the reflecting horizon (see Fig. 2), the scattering interpretation is 
associated with a composite precursor wave train as described above. It can be
Flo. 1. Theoretical distributionof slowness components resulting from scattering in 
the lowest 200 km of the mantle, resolved into the diametral plane through source 
and receiver. The slowness “ fields ” are shown for five epicentral distances as 
labelled. For each distance, the lower slowness field (hatched, suffixed r) results 
from scattering on the receiver side of the ray path, while the higher slowness 
fields (suffixed s) result from scattering on the source side of the ray path.
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F ig . 2. Summary of precursor slownesses entailed by the transition layer inter­
pretation. For each of five epicentral distances, the discrete slow ness of a precursor 
generated by reflection at a velocity discontinuity at depth Z r is given by the 
intersection of the solid and dashed lines. Each solid line is terminated at a time 
equal to the earliest reported precursor arrival time for the distance in question.
added that the nature of composite scattered precursors would be such that meaningful 
slowness measurements could not be extracted from multi-event travel-time data; 
slowness measurements must be made directly using array stations.
2.3 Amplitudes
Haddon (1973) and Haddon & Cleary (1973b) have shown that the scattering 
mechanism can account for most of the observed amplitude characteristics of precursor 
wave trains. The theoretical treatment involves summing the energy contributions 
from all elements of the scattering volume contributing to the resultant signal at a 
particular receiver at a particular time in order to estimate the temporal characteristics 
of mean square amplitudes. In particular they have shown that amplitude maxima 
become less distinct and recede from the minimum time with decreasing distance. 
This explains why observations of relatively weak precursor wave trains generally 
refer to central sections of the wave trains. A further important result is that for an 
assumed uniform distribution of irregularities in region D", the contributions to 
the scattered energy from scattering regions beneath source and receiver are practically 
equal. For reasons to be discussed later, however, in the case of signals recorded at 
arrays the array response may be quite different for waves scattered in these two 
regions.
Although the theoretical treatment excludes the case of waves scattered on both 
source and receiver side of the ray path, it is recognized that such secondary effects 
could be significant, particularly near 143° (see Haddon & Cleary 1973b, Section 3.1 
and Fig. 4). Since the theoretical treatment is primarily directed to demonstrating 
that scattering is capable of producing observable precursor amplitudes, the influence 
of doubly scattered waves is not of importance in the present context.
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3. Array processing of precursors
It will be clear from preceding sections that the use of seismic arrays is essential 
to resolve the detailed characteristics of precursor signals. The ways in which we have 
used a medium-aperture array to yield direct slowness measurements will now be 
described. Techniques for the extraction of azimuth and slowness information from 
seismic array data are widely treated in the literature—mainly in the numerous 
publications from Lincoln Laboratory (MIT), Dominion Observatory (Ottawa) and 
UKAEA (Reading). King, Mereu & Muirhead (1973b) deal exclusively with medium- 
aperture array data andprovide an extensive bibliography.
In our present study, the Vespa process (Kelly 1968; Davies, Kelly & Filson 
1971) has been particularly useful. In brief, the Vespa process steers the array to a 
single azimuth and a wide range of equispaced slowness values. A 2-D power surface 
in time and slowness is produced in which peaks indicate the presence of (partially) 
coherent energy. In cases where the individual channel amplitudes vary considerably 
across the array, it is desirable to equalize the channels prior to processing to avoid 
the introduction of spurious sidelobes into the array response.
The beamwidth of the 22-km aperture WRA array is such that the Vespa method 
tolerates reasonable azimuthal variations without drastically altering the slowness 
values for steeply incident energy. For example, in typical noise conditions encoun­
tered, an azimuthal misalignment of 15° for signals with slownesses of 2 and 1 sec 
deg-1 and an azimuth of 150° would result in slowness shifts of less than 0T and 
0-3 sec deg-1 respectively. The possibility of identifying steeply incident energy is 
thereby enhanced. Since we are interested in slownesses in the range 0-5 sec deg- S it 
becomes necessary to confirm the azimuthal integrity of short data sections which 
produce peaks on the Vespagram. A search procedure, ‘ delay-sum-correlate ’ 
(DSXC) (Weichert, Manchee & Whitham 1967; Muirhead 1968), which evaluates a 
correlation coefficient between two partial array sums over a grid of azimuth and 
slowness values, is suitable for such a purpose. Such a procedure is initially conducted 
over a grid of 36 azimuth values and 13 slowness values within the ranges 0-360° and 
0-13 sec deg-1 respectively; a tine search is then conducted to yield the final estimate 
of the slowness and azimuth associated with the data window selected. While DSXC 
is sensitive to noise and window alignment, it provides a reliable estimator of slowness 
accurate to within approximately 0-5 sec deg.
Taken together, the Vespa and DSXC methods offer a means by which azimuth 
and slowness values of selected sections of precursor (or other) signal can be obtained. 
The lack of precision which results from the processing methods employed (which, 
in turn, are limited by noise and array aperture) and the complex structure beneath 
WRA is of no major concern in our present context. On the basis of Section 2 the 
scattered signals would generally consist of a complex superposition of contributions, 
so that results must be interpreted as representing only average slownesses of sections 
of the wave packet. For the reason the smoothing provided by the Vespa and DSXC 
methods renders them more suitable in the present application than more precise 
methods such as manual wave matching (Cleary, Wright & Muirhead 1968) or 
iterative cross-correlation (King et al. 1973b) which involve fitting a wavefront to 
differential travel times. Experiments with composite synthetic data have confirmed 
the applicability of the processors employed to the possibly complex signal conditions 
encountered. While fine resolution in slowness and azimuth of individual com­
ponents of a composite signal is beyond the capability of a medium-aperture array, 
our resolution of the slownesses within wave trains is sufficient to provide positive 
evidence for scattering and discriminate sharply against the transition layer hypothesis.
Doornbos & Vlaar (1973) have used data from NORSAR (100-km aperture) and a 
processing scheme based on the f —K  spectrum (Smart & Flinn 1971) to analyse 
precursor signals. While such methods have the advantage of displaying wide azimuth
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and slowness ranges simultaneously, they trade time resolution for frequency 
resolution. However the resulting ambiguity in associating travel times with slownesses 
does not limit their analysis, especially since slownesses are probably mean observa­
tions. Even with the narrower beam width associated with a 100-km array, the 
transient nature of short-period signals limits the length of data analysed, and the 
subsequent loss of frequency domain resolution would preclude the possibility of 
separating interfering components. The high resolution f —K method of Capon 
(1969) applied to data from the 200-km aperture LASA array (in Montana) may 
provide the higher resolution necessary.
The remaining feature of array response considerations relevant to the study of 
scattered signals concerns amplitude. Although the theoretical results of Haddon & 
Cleary (1973b) indicate that scattering before entry to and after exit from the core 
provide similar total energy contributions at the receiver, they show that the array 
response would generally favour observation of waves scattered on the source side 
of the ray path. In the case of the NORSAR array, they show that the effective 
azimuthal ‘ window ’ of less than about 6° for the range of slownesses of interest 
results in the energy response of the array to waves scattered before core transmission 
being about 3 to 4 times greater than response to waves scattered after core trans­
mission. Intuitively, 'one expects that the array ‘ sees ’ more of the total scattered 
energy as the distance to the scattering volume increases. This effect is very much less 
pronounced for a 22-km array; in terms of Haddon & Cleary’s Figs 10, 13 and 14 the 
WRA response engulfs a much greater portion of the area within any time contours. 
These considerations are consistent with the fact that we see contributions from the 
two slowness fields with roughly similar amplitudes, while in the NORSAR observa­
tions the high slowness arrivals have significantly greater amplitudes than the low 
slowness arrivals.
4. Data and results
Recordings at the 20-element WRA array of precursors to PKIKP  from 12 large 
earthquakes (Table 1) have been analysed. The distance range covered by the data 
is 128-7° to 141-4°. A typical array data section is illustrated in Fig. 3. Attention is 
drawn to the difference in the coherence across the array of the precursor and main 
PKIKP  ( +  PKiKP)  signals—a feature which is consistent with the scattering inter­
pretation.
Vespagrams were formed for each of the 12 events. Since all the processing was 
performed on a modest computer installation (see King et al. 1973b) an intensity 
modulated 2-D TV output was chosen for output presentation. This output allowed 
rapid production (<  5 min) and offered considerable scope for interaction (e.g. 
zooming, data selection) while preserving adequate grey-scale resolution; ‘ hard copy ’ 
output was produced photographically. Data windows (~4Q s) which included 
the major core phases were plotted on a square-root intensity scale for dynamic 
range reasons. Since such a procedure introduces a spreading of the energy peaks, 
Vespagrams plotted on a linear scale were produced for data windows which included 
only precursor information. This exclusion of the core phases facilitated the identifi­
cation of fine detail within the ‘ velocity spectra ’ of precursor wave trains.
Preliminary time and slowness values for identifiable ‘ phases ’ were read from the 
Vespagrams, the value adopted corresponding to the centre points of the energy 
peaks. Although as discussed earlier the accuracy of such a procedure is limited, it 
proved adequate to provide an average slowness with an uncertainty of less than about 
0-5 sec deg-1 . Since it often proved difficult to specify the PKIKP  time with any 
accuracy, a procedure was adopted in which the first major peak with a slowness of 
approximately 2 sec deg-1 was used as the reference for precursor timing. These 
preliminary slowness values were checked using the DSXC method. As well as
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Fig. 3. Array record section for Event 3 (Table 1) showing partial coherence of 
wave train preceding PKIKP and PKiKP. The pulses on the time channel are one 
second apart. The channels are labelled according to their position in the “ red 
line ” ( ~ E — IV) or the “ blue line ” (~ N —S) of the asymmetrical cross array.
isolating sidelobe peaks, this procedure also provided direct quantitative values for 
those sections of the Vespagram where it proved difficult to choose a peak. In general, 
the agreement between the results from the two procedures was satisfactory within the 
above limits. The more significant discrepancies have been indicated as vertical bars 
in our presentation of results (q.v.).
The values adopted have not been corrected for structure under the array. In 
the absence of detailed knowledge of the structure, the usual method of making 
corrections involves choosing a simple dipping plane layer structure which will correct 
the measured azimuth and slowness of some well known phase to a ‘ correct ’ value. 
The ad hoc nature of such a procedure is reflected in the fact that separate events 
frequently require different structures. Furthermore, azimuthal deviations resulting 
from lateral variations along the ray path are partly nullified in such a procedure. 
For scattered signals, the variable direction of approach of the contributions limits 
the possibility of making meaningful structure corrections. We remark that on the 
basis of the slownesses observed for PKIKP  (see Fig. 4), we would expect that the
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effect of structure beneath WRA would tend to increase our observed precursor 
slownesses by less than 0-5 sec deg-1 , and increases of this order would not affect our 
conclusion.
A selection of Vespagrams, chosen to illustrate some of the points raised in the 
preceding paragraphs, are reproduced in Fig. 4. The two distinct regimes of slowness 
for the events at shorter distances are clearly shown; the ‘ low’ slowness arrivals 
(dT/dA < 2 sec deg” 1) were present at various times on all events with A < 132°, as 
expected on the scattering interpretation. We emphasize that the observation of 
arrivals with slownesses less than that of PKIKP discriminates sharply against the 
reflection hypothesis. The ‘ high ’ slowness arrivals expected on the scattering 
hypothesis were observed throughout the entire distance range. All the measurements 
are presented on an appropriate travel-time graph as Fig. 5. Notwithstanding the 
limitation of such a presentation in this application, the main features of our total 
data set are apparent. The discrepancies between the measured slowness values and 
the gradients of travel-time branches which can be derived from travel-time data alone 
are notable; part of Bolt’s GH branch is included in Fig. 5 for comparison purposes. 
This feature of our observations is similar to that reported by Doornbos & Husebye 
(1972, p. 396) and cannot be explained on the reflection interpretation.
Our results have also been grouped into three distance ranges (A < 132, 
132 < A < 137, A > 137) and superimposed on the theoretical slowness field diagrams 
for distances of 130°, 135° and 140° respectively (Fig. 6(a), (b) and (c). Although the
F ig. 5. Complete set of precursor slowness measurements for events 1 to 12 in 
relation to travel-time curves for PKIKP, part of Belt’s GH Branch and the 
minimum time curve for scattered signals (F). Slownesses of reverse azimuth 
phases from Novaya Zemlya explosions (A = 106°) are also plotted. The 
gradients of the lines plotted are the measured slowness values. The lengths of the 
lines indicate the reliability of the measurement.
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slowness fields are not exactly appropriate for each individual event, they are suffi­
ciently close to show the adequacy of the scattering hypothesis to account for the 
results of our analysis. To emphasize the discriminatory nature of our results, each of 
Fig. 6(a), (b) and (c) shows the slownesses entailed by the hypothesis of reflection at 
outer core discontinuities. The contrast can be readily evaluated.
5. Comparison with other results
Independent results provided by Doornbos & Husebye (1972) and Doornbos & 
Vlaar (1973) exhibit striking similarities with our own data. Doornbos & Husebye 
used data in the range 136° <  A < 142° to reject the transition layer interpretation of 
precursors. They suggested that diffraction from the caustic as the most likely 
explanation of their data. Haddon & Cleary (1973a, b) pointed out that scattering 
would provide a more plausible explanation. To illustrate this point, Fig. 6(c) shows 
the corrected precursor slowness measurements from Fig. 4 of Doornbos & Husebye 
(1972) superimposed (vertical hatching) on the theoretical field diagram for A = 140°. 
The hatched region has been limited to an 8-s lead time, which represents the maximum 
lead time on the Vespagrams presented in their paper. These observations may be 
interpreted as mainly resulting from scattering in the lowest mantle prior to core 
transmission—a result consistent with theory when the effect of array response is 
taken into account. Doornbos & Husebye also indicate the presence of lower slowness 
phases, approximately 6 dB below the ‘ main ’ precursors, which can be interpreted 
as the results of scattering on the receiver side of the ray path.
Doornbos & Vlaar (1973) have obtained consistent evidence of phases with a 
slowness of about 3-6 sec deg-1, which is about 0-6-T0 sec deg-1 higher than 
theoretical slownesses for the transition layer interpretation. They also observed 
phases with slownesses less than 2 sec deg- 1 at shorter distances. Doornbos & Vlaar’s 
arrival time and slowness values from events at distances near to 130°, 135° and 140° 
are plotted (open square symbols) or Fig. 6(a), (b), and (c) respectively, and show 
excellent agreement with our own results. A more detailed comparison of the results
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F ig . 6. Measured slowness values plotted on theoretical slowness field diagrams. 
Solid triangles represent good measurements and open triangles fair measurements; 
vertical bars indicate significant differences between measurements from Vespa and 
delay-sum-correlate processing. Measurements from events 1 to 5 are plotted on 
the fields for 130°, (a), events 6 to 8 on the fields for 135°, (b); and events 9 to 12 on 
the fields for 140° (c). Slowness measurements reported by Doornbos & Vlaar(1973) 
are plotted (□  symbols) on each of the three figures, and the region in which 
measurements reported by Doornbos & Husebye (1972) lie is indicated by vertical 
hatching on Figure 6(c).
(c)
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of Doornbos & Vlaar with theoretical results for the scattering interpretation is 
given in Haddon & Cleary (1973b). The analysis presented by Haddon & Cleary, 
in addition to that presented here, shows that if one considers scattering from all 
PKP waves in a laterally extensive region at the base of the mantle rather than 
scattering from a ‘ caustic surface ’ alone, both the NORSAR and our own results do 
not require the vertical extent of the scattering region to exceed 200 km. Indeed, 
Haddon & Cleary remark that the absence in the NORSAR results of non-minimum 
time precursors with no azimuthal deviation suggests that scattering may well be 
confined to a very thin layer at the CMB itself. We note in passing that a mechanism 
of scattering within the core does not provide a satisfactory interpretation of all the
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F ig . 7. Processed array traces showing reverse azimuth phases from Novaya Zemlya 
explosions on 1970 October 14 and 1971 September 27. The traces shown are 
(from bottom) time channel, single seismometer output, delayed summation of 
both red and blue line seismometers (Xr, £6), array beam (-> + ~b) and one-second 
time averaged product traces (SIGNUM V (^rx  -b) and ( -r  x 2£). The earlier 
arrival (travel time 19 min. 21.5s) is shown in (a), and the later arrival (travel 
time 19 min. 55 s) in (b).
pertinent data. From all the above results we conclude, then, that the observational 
evidence on precursor slownesses strongly indicate that precursors to PKIKP  result 
from scattering near the base of the mantle and not by reflection or refraction at 
transition layers in the outer core.
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6. Evidence for scattering from reverse azimuth phases
In their paper, Cleary & Haddon (1972) suggested that a previously unexplained 
reverse azimuth phase (travel time 19 min 21-5 s) reported by Wright & Muirhead 
(1969), in their analysis of the 1966 October 27 Novaya Zemlya explosion (A = 106° to 
WRA), could be explained in terms of scattering (see Fig. 5). Wright & Muirhead 
(1969) actually reported two reverse phases, with travel times 19 min 21-5 s and 
19 min 55-0 s. We have identified similar phases with the same travel times (to within 
about 1 sd) from array analysis of two subsequent Novaya Zemlya explosion records, 
thereby enhancing the significance of Wright & Muirhead’s results. The processed 
array traces for each reverse phase for the two explosions, of body wave magnitude 
6-7 and 6-3 respectively, are illustrated in Fig. 7(a) and 7(b); the record sections have 
been aligned according to travel time. The structure corrected slowness values for these 
arrivals are about 2-8 sec deg-1 for the earlier arrival and 4-2 sec deg-1 for the later 
arrival, and both phases have azimuthal anomalies of order 20°. These values are 
plotted on Fig. 5. Theoretical calculations show that the observed travel times, 
slownesses and azimuths of these arrivals are reasonably consistent with the hypothesis 
of scattering near to the base of the mantle. Although the generation of observable 
amplitudes at this distance (106°) would require scattering irregularities which contrast 
sharply with the surrounding medium, such a proposition cannot be dispelled in the 
light of recent evidence indicating the presence of considerable lateral heterogeneity 
near the base of the mantle (Davies & Sheppard 1972; Vinnik, Lukk and Nikolaev 
1972; Julian & Sengupta 1973; Ibrahim 1973). Although special ad hoc conditions 
must be assumed to account for the characteristics of the observed phases in terms of 
scattering, we remark that no alternative explanation of these observations has ever 
been offered.
7. Energy characteristics of precursor wave trains
Conventional digital processing methods are all aimed at the investigation of 
energy which is coherent across the array. Array recording of precursor wave trains do, 
in general, exhibit only partial coherence for sections of the wave train. Although 
non-coherent waves will tend to destructively interfere in ordinary array processing 
techniques, the resultant scattered energy arriving at a receiver will be the sum of 
the energies of the waves arriving from each element of the scattering region. Since 
the energy in a wave of given frequency is proportional to the square of the amplitude 
of the wave, an approximate estimate of the energy in the wave train may be obtained 
by summing the squares of the array channels.
The objective in our investigation of amplitude characteristics is to make direct 
comparisons with the amplitude results given by Haddon & Cleary (1973b). In 
individual records random variations from the theoretical rms amplitude are, of 
course, to be expected, particularly for a small array such as WRA.
In order to reduce the random variations, we have tried various forms of smoothing 
in conjunction with the sum-square array technique. The most satisfactory techniques 
were (1) smoothing of sum-squared traces by time averaging with a sliding window, 
and (2) the substitution of each raw array data channel with its own envelope, defined 
as the square root of the sum of the squares of the data and its Hilbert transform. 
Since the latter method required considerable computing time, the former method 
was used in our analysis. Smoothing with a one second window provided results which 
were readily comparable with smooth theoretical curves (q. v.). Further reduction of 
random effects could be obtained by combining results from different events at 
similar distances. Since we have only five events at distances sufficiently similar to 
permit meaningful ‘ stacking’, the procedure has not been fully evaluated. We find 
that with such a small data set the results are unduly sensitive to data alignment and
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Fig. 8, Comparison of precursor wave trains with theoretical rms amplitudes. 
For each of four events (Nos., 1,5, 9, 11) an rms curve for the appropi iate distance 
is plotted with (a) single seismometer output, (b) envelope of (a), (c) square root of 
sum of squares of array channels (£(r2)+ -(/>2)), (d) trace (c) smoothed with one 
second moving window. The events are shown paired at similar distances.
normalization. A similar procedure with an extensive data set from a large array 
should provide more significant tests.
In Fig. 8, theoretical rms amplitudes are compared with the amplitudes in precursor 
wave trains from four events. In addition to the individual seismograms and their 
envelopes, array sum-square and smoothed sum-square traces are presented. The 
differences in the wave trains from events at similar distances are well accommodated 
in the scattering theory, as are the general amplitude characteristics of the wave trains.
8. Conclusions
We have presented results on slownesses within PKIKP  precursor wave trains 
and examined our findings in the light of the totality of data relevant to the scattering 
interpretation of precursors. The compatibility of our results both with those of 
other workers and with a theoretical model lead us to conclude that a mechanism of 
scattering near the base of the mantle provides an adequate interpretation for the 
precursors throughout their range of observation. At the same time we conclude 
that on the evidence available from precursor studies and studies of long-period core 
phases (Müller 1973), the transition layer interpretation is no longer tenable. 
Conclusions about the exact vertical extent of the scattering region are not justified 
on the basis of our data.
16 D. W. King, R. A. W. Haddon and J. R. Cleary
Acknowledgment
This work was carried out while one of us (DWK) was in receipt of an 
Australian National University Postgraduate Scholarship.
Adams, R. D. & Randall, M. J., 1964. The fine structure of the Earth’s core, Bull, 
seism. Soc. Am., 54, 1299.
Aki, Keiiti, 1973. Scattering of P waves under the Montana Lasa, J. geophys. Res., 
78, 1334.
Bolt, B. A., 1962. Gutenberg’s early PKP observations, Nature, 196, 122.
Bolt, B. A., 1964. The velocity of seismic waves near the Earth’s center, Bull, seism. 
Soc. Am., 54, 191.
Buchbinder, Goetz G. R., 1971. A velocity structure of the Earth’s core, Bull, seism. 
Soc. Am., 61,429.
Bullen, K. E., 1963. Introduction to the theory o f seismology, University Press, 
Cambridge.
Capon, J., 1969. High resolution frequency-wavenumber spectrum analysis, Proc. 
IEEE, 57, 8,1408.
Capon, J., 1972. Analysis of P-wave azimuth and slowness anomalies within sub­
arrays at LASA, in Seismic Discrimination, Semi-annual Tech. Summary, MIT, 
Lincoln Lab., June 30, 1972.
Chernov, L. A., 1960. Wave propagation in a random medium, translated by R. A. 
Silverman, McGraw-Hill.
Cleary, J. R. & Haddon, R. A. W., 1972. Seismic wave scattering near the core­
mantle boundary: a new interpretation of precursors to PKIKP, Nature, 240, 549.
Cleary, J. R., Wright, C. & Muirhead, K. J., 1968. The effects of local structure 
upon dT/dA  measurements at the Warramunga Seismic Array, Geophys. J. R. 
astr. Soc., 16,21.
Davies, D., Kelly, E. J. & Filson, J. R., 1971. Vespa process for analysis of seismic 
signals, NaturePhys. Sei., 232, July 5th, 1971. 8.
Davies, D. & Sheppard, R. M., 1972. Lateral heterogeneity in the Earth’s mantle, 
Nature, 239, October 6, 318.
Doornbos, D. J. & Husebye, E. S., 1972. Array analysis of PKP phases and their 
precursors, Phys. Earth Planet. Int., 5,387.
Doornbos, D. J. & Vlaar, N. J., 1973. Regions of seismic wave scattering in the 
Earth’s mantle and precursors to PKP, Nature Phys. Sei. 243, p58, May 28.
Engdahl, Eric R., 1968. Core phases and the Earth's core, Ph.D. Thesis, Geophysics 
Department, St. Louis University.
Ergin, Kazim, 1967. Seismic evidence for a new layered structure of the Earth’s core, 
J. Geophys. Res., 72,263.
D. W. King:
Department of Engineering Physics, 
Research School of Physical Sciences, 
Australian National University, 
P.O. Box 4, Canberra.
R. A. W. Haddon:
Department of Applied Mathematics, 
University of Sydney, N.S. JF.2006.
J. R. Cleary:
Research School of Earth Sciences, 
Australian National University, 
P.O. Box 4, Canberra.
References
Array analysis of precursors to PKIKP 17
Haddon, R. A. W., 1972. Corrugations on the mantle-core boundary or transition 
layers between inner and outer cores?. Trans. Am. geophys. Un., 53. (Abstract 
only).
Haddon, R. A. W., 1973. Scattering of seismic body waves by small random inhomo­
geneities in the Earth, submitted for publication.
Haddon, R. A. W. & Cleary, J. R., 1973a. A note on the interpretation of precursors 
to PKP, Phys. Earth Planet. Int. in press.
Haddon, R. A. W. & Cleary, J. R., 1973b. Evidence for seismic wave scattering near 
the core-mantle boundary, submitted for publication.
Husebye, Eystein & Madariaga, Raul, 1970. The origin of precursors to core waves, 
Bull, seism. Soc. Am., 59,973.
Ibrahim, 1973.
Jeffreys, H., 1939. The times of the core waves, Mon. Not. R. astr. Soc., Geophys. 
Suppl., 4, 598.
Julian, B. R. & Sengupta, M. K., 1973. Seismic travel time evidence for lateral 
inhomogeneity in the deep mantle, Nature, 242, April 13, 443.
Kelly, E. J., 1968. Special methods for detailed analysis of individual events in Seismic 
Discr., Semi-ann. Tech. Summary, MIT, Lincoln Lab., June 30, 1968.
King, D. W., Haddon, R. A. W. & Cleary, J. R., 1973a. Evidence for seismic wave 
scattering in the D layer, Earth Planet. Sei. Lett., in press.
King D. W., Mereu, R. F. & Muirhead, K. J., 1973b. The measurement of apparent 
velocity and azimuth using adaptive processing techniques on data from the 
Warramunga seismic array, Geophys. J. R. astr. Soc., 35,
Muirhead, K. J., 1968. The reduction and analysis o f seismic data using digital com­
puters, Ph.D. Thesis, University of Tasmania.
Miiller, Gerhard, 1973. Amplitude studies of core phases, J. geophys. Res, 78, 17, 
3469.
Qamar, Anthony, 1973. Revised velocities in the Earth's core, Bull, seism. Soc. Am., 
63, 1973.
Sacks, I. S. & Saa, G., 1969. The structure of the transition zone between the inner 
core and the outer core, Carnegie Institution Year Book, Washington, 1969-1970, 
419.
Smart, E. & Flinn, E. A., 1971. Fast frequency-wavenumber analysis and Fisher 
signal detection in real time infrasonic array data processing, Geophys. J. R. astr. 
Soc., 26,279.
Vinnik, L. P., Lukk, A. A. & Nikolaev, A. V., 1972. Inhomogeneities in the lower 
mantle, Phys. Earth Planet. Int. 5, 328.
Weichert, D. H., Manchee, E. B. & Whitham, K., 1967. Digital experiments at twice 
real-time speed on the capabilities of the Yellowknife seismic array, Geophys. 
J. R. astr. Soc., 13, 277.
Wright, C. & Muirhead, K. J., 1969. Longitudinal waves from the Novaya Zemlya 
nuclear explosion of October 27, 1966, recorded at the Warramunga seismic 
array, J. geophys. Res, 74, 2034.
F ig . 4. Sections of Vespagrams for Events 1, 5 and 9. Vespagrams labelled A1 and 
B1 show clearly only the main core phases even though plotted cn a square root 
intensity scale. Vespagrams A2 and B2 also on a square root intensity scale, 
correspond to time windows indicated by the arrows beneath A1 and Bl, and 
exclude the main arrivals. Vcspagram Cl shows F K I K P  on a linear intensity scale, 
and the associated precursor Vespagrams on both linear (C2) and square root (C3) 
intensity scales. • ’s mark precursor “ phases
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Summary
Adaptive processing of multichannel data can be achieved by cross-, 
correlating the signal on each channel with a velocity and azimuth filtered 
composite signal in an iterative manner. In this way it is possible to 
accurately determine the arrival times of the wavefront at each sensor.
This technique, which is currently used for the automatic analysis of 
seismic events recorded at lhe LASA and NORSAR arrays, has been 
used as the basis of a software system developed for processing data 
from the medium aperture Warramunga (WRA) array in northern 
Australia. This system has been developed for a small and relatively 
inexpensive computer installation, and permits the rapid, direct measure­
ment of apparent velocity and azimuth of signals coherent across most or all 
of the array.
The position of WRA relative to the Earth’s active seismic zones, 
and in particular the belt north of Australia, results in multiple P wave 
signals from single events being frequently recorded. Emphasis was 
therefore placed on assessing the capabilities of adaptive processing for 
making measurements not only on the first arrival but also on its immediate 
coda. The effects of signal multiplicity on parameter measurement 
were studied, for both real and synthetic data, using a number of different 
processing variables such as convergence criteria, parts of waveform 
used and window positioning. The results show that several measurements 
must be made across a waveform in order to identify systematic drifts 
shown to result from interference effects. Experiments using inverse 
filtering were performed in an attempt to improve the resolution.
Introduction
The Warramunga (WRA) seismic array, near Tennant Creek in the Northern 
Territory of Australia, is a medium-aperture array of'20 short-period vertical com­
ponent Willmore seismometers arranged in the form of an asymmetrical cross. The 
array, whose configuration is illustrated in Fig. 1, is jointly operated by the United 
Kingdom Atomic Energy Authority (UKAEA) and the Australian National Uni­
versity (ANU). The data are recorded in frequency modulated form on magnetic 
tape along with accurate time information. A description of the type and capabilities 
of the data processing system developed at the ANU is given in this paper. With
* Department of Engineering Physics.
t  Department of Geophysics and Geochemistry: on leave from University of Western Ontario.
X Department of Geophysics and Geochemistry: formerly of Department of Engineering Physics.
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this system direct measurements o f the seismic parameters slowness (clT/dA) and 
azimuth of selected portions o f P phase signals and the associated immediate coda 
phases, which often interfere with the initial P signal, are made automatically with a 
relatively small computer installation which uses an adaptive steering delay method 
(such as that described by Gangi & Fairborn 1968),
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F ig. 1. Location and configuration of the Warramunga seismometer array, 
Northern Territory, Australia.
There has existed a basic dichotomy o f objectives in research concerned with 
‘ array processing ’ over the past decade. The problems o f (on-line) event detection 
and the associated goal o f reliable discrimination between earthquakes and under­
ground nuclear explosions have provided the motivation for much o f the work. The 
extraction of useful information pertaining to Earth structure from (array) seismo­
grams has been the second objective. In the latter case, the detailed (i.e. non-real­
time) analysis of both primary and secondary phases becomes o f prime importance. 
Although the processing methods which have evolved for the treatment o f array data 
need not be separated according to the above classification, it remains convenient to 
divide event detection and subsequent processing on the basis that once events have 
been detected (and located), much o f the data from the array can be discarded.
The absence o f the stringent restrictions o f real-time processing and data quantity 
has encouraged the development o f automatic event processing capabilities at the 
ANU and the Lincoln Laboratory (L.L.) o f M .l.T . The system developed at L.L. by 
Fleck & Turek (1972) centres on two independent 32 K 18 bit-word computers and is 
distinguished by its graphic interaction facilities. The systems developed to process 
data from the large arrays in Montana and Norway— namely those at Seismic Array 
Analysis Center in Alexandria (formerly in Washington) and the Kjeller Processing 
Centre near Oslo— have surveillance functions and responsibilities, and thus involve 
extensive special purpose computer installations. The AN U  system is described in 
a subsequent section.
The techniques used for the discrimination between signals and noise on multi­
channel space-sampled data all relate to the basic beam-forming concept (B irtill &
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YVhiteway 1965). In its simplest form, beam-forming (array phasing, azimuth and 
velocity filtering) involves the summation of individual seismometer channels after 
steering delays have been inserted to allow for tl\e non-vertical incidence of energy.
The usefulness of beam-forming depends on the validity of assumptions about 
signal and noise characteristics, namely that the signal is coherent between sensors 
and the noise random or incoherent. These assumptions relate to the inter-seismo­
meter spacing, the nature of the noise and crustal homogeneity.
In situations where these assumptions are invalid, it becomes necessary to both 
weight and delay individual channels prior to summation. This not only has the effect 
of steering the main lobe of the array response at the incoming signal, but also offers 
nulls in the response to predominant noise sources. The most sophisticated processing 
technique to evolve from the beam-forming concept involved maximum likelihood 
estimators (Capon, Greenfield & Kolker 1967) and effectively weighted single channels 
at various frequencies.
The inter-seismometer spacing at the WRA installation is such that the simple 
assumptions about the noise field are essentially valid. Although the crust (and 
upper mantle) in the vicinity of the array is far from homogeneous, the resulting 
signal coherency and deviations from plane wavefronts arc not sufficient to require the 
introduction of additional processing complexity to the simplest beam-forming 
technique.
Within the seismic coda, a considerable amount of energy can be attributed to 
/ ’-to-Rayleigh wave conversions at the surface near the array (Key 1967). This is 
particularly true for WRA, where such noise can account for over twice as much 
energy as the primary signal (King, unpublished). However, Johnson (1968), in a 
theoretical study, showed that beam-forming provides near optimum discrimination 
against this type of propagating (3 k m s'1) noise providing the seismometers are 
separated by approximately 2-3 km, and synthetic experiments have confirmed the 
validity of this result for the WRA configuration.
The utilization of basic delayed-summation processing for the direct determination 
of azimuth and slowness (or apparent velocity) requires the evaluation of some quanti­
tative measure. A common practice is to phase the array for a range of trial values 
and to measure the correlation coefficient between partial delayed sums for short 
windows (2-3 s typically) placed over the signal. The maximum in the correlation 
surface provides a reliable estimator of the approximate signal parameters, but is 
sensitive to window positioning and signal interference effects. This ‘ Delay-Sum- 
Correlate ’ technique (Birtill & Whiteway 1965; Muirhead 1968), which is equivalent 
to processing with a family of matched spatial filters, is, in general, sufficient to define 
the range in which the true solution lies.
A useful output from event processing of this type is the Time-Averaged Product 
(TAP) trace, often loosely called a correlogram, which represents the variation of the 
correlation coefficient (or its square root) for a fixed-length window stepped along the 
partial sum outputs. The TAP, in its square-root form, is extremely useful for the 
identification of secondary phases but is incapable of resolving small differences in 
the values of apparent slowness and azimuth. When the azimuth of an event is 
known, the VESPA process (Davies, Kell y & Filson 1971) can provide some velocity 
resolution. This method involves the evaluation of a TAP trace for a sequence of ray 
parameters and the subsequent visual identification of maxima in the (power) surface 
produced.
At the ANU we have been concerned primarily with the determination of Earth 
structure. To permit a meaningful inversion of travel-time and slowness data, a 
detailed knowledge not only of first arrivals but also of later phases is required. 
In order to do this successfully, small differences in slowness and azimuth of often 
overlapping phases must be resolved. For WRA and similar arrays, the beam­
forming, TAP and VESPA processes are all limited in this application since the array
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aperture is not large compared to the apparent wavelengths of tile incident signals, 
Birtill & Whiteway (1965), Somers & Manchee (1966), Miiirhead (1968) and Steinberg 
(1971) all show that response considerations are such that while time resolution might 
sometimes be possible, fine velocity and azimuth resolution is not. This limitation i$ 
inherent to quantitative measures which depend on beam information alone. Further, 
for epicentral distances less than 30°, multiple P-wave arrivals with small time separat 
tions and only small variations in ray parameter are commonly recorded: for such 
cases, the useful averaging times used with the TAP and VESPA processes preclude 
any possibility of achieving the desired resolution with these methods.
o !0 -f—it^— —yh
—Y'^Yv'—i t —tI0 \  b \ \c
b I
r I
r io
_A- i  ■
-y ^ —t t — f f —y f
7'
|U-
—yv'— y^- y  v'— y y ^ — y/v—
-y~—i'^t— ii^— — 
- f '— \hf— ■yy*
if"—fii—i t —i t
-y^ —yv^ r—\if—]f{h
~Y"~~iivif'/'—yv*-—j\h—y-'-y^—jyy— yy- 
“if"—fih -—yy*'— f -  
- t —ttf"— ii"— t/"- 
-y-— —yy-— yy~
- y v — ff>— ii "— it-  
~i*—ywy*—-yy^—yl~~ 
- f— f Y — YVU—yi/1'-  
-y~— y y —yy*— y/^ —
F ig . 2. (a) Synthetic Data Section: Simulation of 7 /-“-phases with various ilT/t/A’s 
and time separations arriving at the array. All pulses arrive with an apparent 
azimuth of 50 fb) Processed traces formed from data 2(a) showing (from bottom)' 
timescaic, single channel, red line sum (AR), blue line sum (SB), total sum(‘ beam ’,
—R + AB) and time averaged product ( v SR x AB) for cases: l.TT/r/A =  9-7 s/deg, 
<l> =  50 (lower); 2. iITjilA = 10-3 s/deg, <l> =  50 (upper). Ticks (in all processed 
data section' indicate those arrivals ‘ perfectly phased ’.
the measurement of apparent velocity and azimuth 5
Figs 2, 3 and 4 illustrate the insensitivity of beam-forming and cross-multiplicatioij 
,(TAP) to small changes in slowness. The first illustration shows that even in the 
absence of noise, the velocity resolution attainable is poor—especially if there is 
interference between the signals. Real data Sections 3 and 4 exhibit different degrees 
of interference with (atypically) high SNR’s, and illustrate the difficulty of separating 
the phases by conventional means. The problems are not unique to seismograms 
written for short epicentral distances: Fig. 5, showing the three clearly identifiable 
P K K P  phases from a Novaya Zemlya nuclear explosion at a distance of 106 degrees, 
serves to illustrate that while the phases with appreciable time and slowness differences 
can be satisfactorily isolated, the same does not apply to the two initial arrivals.
Although the event processing techniques discussed so far (including VESPA) 
have all been implemented as part of the ANU array processing system, the need for a 
superior method of measuring azimuth and slowness seems clear.
The ANU processing system
The computer installation of the ANU’s Department of Engineering Physics, 
illustrated in Fig. 6, is well suited to seismic processing yet costs only of the order of 
SAust. 100 000. Since the seismic processing represents, say, only one-tenth of the 
machine usiige, this serves to illustrate that at least event processing is practical for 
non-specialized institutions.
In order to permit the execution of sophisticated processing procedures on com­
puters of limited core storage, it is necessary to use an auxiliary mass-storage device 
in an overlay scheme. This has been achieved in the ANU system by using a quarter- 
million word fixed-head disk as program back-up and as a scratch data area, capable
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of being referenced in an absolute sense. In this way, the core buffers necessary fot 
beam-forming etc. (Weichert 1967; Muirhead 1968; King 1971) become available to 
subsequent processing stages. The software developed for adaptive processing would 
require approximately 60 K for serial loading,«but can be efficiently executed in a 16 K 
segment of core with the aid of the chained-execution procedure.
In the processing scheme implemented, the various stages are readily separable 
and thus lend themselves to an overlaid program structure. Also, the incorporation 
of auxiliary options such as plotting, which necessarily involve a considerable.program 
oveffead, are only feasible if overlaying is employed. It can be added that 0^ /Jferg+itfy 
operator interaction via console switches and/or an alphanumeric terminal 
facilitates the exercising of options incorporated into comprehensive processing 
program ‘ packages ’.
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F ig . 3. (a) Real data section: New Britain event (1970 October 31 with anpnlnr  
distance A =  20-95 deg, expected azimuth '!> = 51 8 y fb )  Processed traces formed 
from data 3(a), for cases: \ . d T j d \  — 9-7 s/deg/TP =  "520 (lower); 2. dT/cIA =  10-4 si 
deg, <1> =  52 (upper).
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Adaptive processing
The determination of azimuth and slowness of a seismic phase coherent across pn 
array of sensors involves no more than measuring the relative arrival times at the 
sensors. With the arrival time data, it is a simple matter to find the unique values of 
azimuth and slowness which would specify the detectad wavefront in a least-squares 
sense (Kelly 1964; Otsuka 1966). In practice, difficulties arise because noise and 
variations in signal shape across the array aperture (Mack 1969) make the accurate 
determination of arrival times non-trivial, and complexities in the seismic transfer 
function ensure that detected wavefronts are not smooth and predictable.
Clearly, Wright & Muirhead (1968) describe a manual method of ‘ picking’ 
relative arrival times to 0-01 s, thus enabling precise parameter evaluation. This 
manual method is not only tedious, but suffers the limitation that while ‘ eyeball ’ 
techniques can satisfactorily align peaks and troughs, the human performance 
deteriorates significantly for complex and/or noisy signals. In the presence of inter­
fering signal pulses, peak and trough wavefront fitting can lead to erroneous results.
The adaptive processing methods described by Gangi & Fairborn (1968) and 
Farrell (197/) provide the basis for an automatic method of determining accurate 
steering delays. The employment of a digital computer to evaluate the numerous 
cross-correlations means that maximum use is made of the signal wave shape in the 
determination of the propagation delays.
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The scheme used in the implementation o f adaptive processing on the ANU system 
is as follows:
Pre-processing
(a) Select event visually from analogue records.
(b) Digitize data automatically at approximately 24 samples/recorded second 
with multiplexed A /D  converter. Blank out faulty channels and store 100 s o f data 
on scratch disk and, i f  required, on archival tape.
(c) Obtain expected slowness and azimuth ((dT/clA)e, <1>C) of event from either 
(1) delay-sum-correlate processing, or (2) published lists o f epicentres in conjunction 
with JB tables.
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F ic. 4. (a) Real data section- Solomon Isles event (1971 July 17) with
A =  24-52 deg, <t> =  56 '.^ fb) Processed traces formed Irom data 4(a )rfo r casesf~" 
1. :/r/</A =  10 5 s/deg, <l> =  56 (lower); 2. d r/^A  =  9-5 s/deg, <i> =  56° (upper).
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Adapt ire processing
(1) Input of processing parameters, e.g. sample rate, expected azimuth and slow­
ness, window length, maximum number of iterations etc.
(2) Initial steering delays are calculated according to
T  =  /?-cos(<TT'-(f)
I'e
where (/?/, (-),) are polar co-ordinates of /th seismometer w.r.t. array cross-ovc^point 
and (<!>,., />) are the supplied or expected azimuth and apparent v e l o c i t y o c  1/ 
(dT/dA)e). ______
(3) Approximately 40 s of the array beam ('ZR + 'ZB) and TAP ( V I R x ^ ß )  are 
formed and saved on scratch disk. These traces can be plotted if required.
(4) Portions of the record to be analysed are selected either (a) manually: operator 
enters details of sections he requires to be analysed, or (b) automatically: the computer 
selects significant peaks in the TAP trace and saves the appropriate details.
AH subsequent steps are applied to each section o f record to he analysed
(5) Short sections of the beam and the corresponding sections of each channel are 
transferred into core storage from disk. (The length of the section depends on the 
processing window lengths, but is typically 2 s.)
(6) For each channel: After subtracting the appropriately aligned channel from 
the beam, the cross-correlation of that channel and the depleted beam is evaluated 
and the maximum located. The channel is then added back into the beam re-aligned. 
For computational efficiency, cross-correlations other than those in the first iteration 
can be confined to the immediate vicinity of the correlation maximum.
(7) The revised time delays are further refined by using a parabolic interpolation 
between the discrete time values.
U JL U U L lJU L n U JT ^ ^
(b)
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(8) The refined time delays are used to obtain a solution o f the normal equations 
(Kelly 1964):
>: (vi[7o -  Ti -  (xtP +  j , 0 ] )  =  0
(,v<[7o — Ti — (xtP +  j# (?)])»= 0
»=l
where
2  (T0- r i - ( x tP+yiQ)) --
i -1
sin <f> _  cos <l>
v ’ ^  v ’
To =  arrival time at origin o f co-ordinates, 7) =  arrival time at seismometer i.
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F ig . 5. (a) Real dala section: Novaya / ' cynK-a explosion ( 1970 O c to h e r  141 PKKP__ 
phases w ith  A -  7.54 dec. <l> =  104 , ytfO P i pressed traces formed from  data 5(a), 
fo r cases: I. f lT /JA  =  2 0 s/deg, <I> =  164 (lower); 2. d T jd \  =  4-5 s/deg,
<fc =  164 (upper).
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(9) The solution is compared with the previous solution (if any) to check for 
convergence. The new beam is formed and the process executed iteratively from 
Step 6 until convergence is reached. *
n.'our experience, the number of iteraiions~>eciuired for well-defined signals is 
in general, less than five. When convergence is reached, results are piinted and/or 
plotted as require«**. A typical solution is illustrated in Fig. 7, which shows the plotted 
solution from the data section of Fig. 3(a). The sizes of the symbols plotted are indica­
tive of the average maximum correlation between the beam and the channels, no 
symbol being plotted when the correlation average fell below a pre-set level. The 
least square^time residuals which emerge from solutions can be saved both in a 
space-averaged form and individually for subsequent use as delay correction terms 
(averaged form) and for delineation of structure under the array.
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The method is adaptive in that the delay values resulting from each iteration are 
used to provide a refined reteience signal for the subsequent iteration. Gangi & 
Fairborn (1968) discussed the convergence properties o f such an iterative cross- 
,correlation procedure.
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F i g . 7. Solution obtained from adaptive processing o f data o f Fig. 3(a). Lower 
group o f symbols refer to left-hand axis, upper to right. Also shown are time 
channel, array beam and time averaged product traces.
Discussion
The computation time8"naturally depend on window sizes and on the number of 
iterations required for convergence We found with our system that for good signals 
and window lengths o f 0-75 s, a complete solution for a selected portion o f the trace 
could be obtained in approximately 15 s. Btlnguni & Husebye 6*971) have studied 
the effects o f window length, signal frequency and SNR on the adaptive processing
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F ig . 8. Approximate empirical azimuthal tolerance (degrees) for various errors in 
in itia l apparent velocity (Vi) relative to actual velocity (Va) at <I> ~  50°. Also 
shown is a comparison o f array beams corresponding to in itia l and final azimuths
differing by 15 °.
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p f NQRSAR data. Their conclusions that events with SNR’s upward o f 2 lend them­
selves to this type or processing do not conflict with our experience. Furthermore, 
)he solutions obtainable are relatively insensitive to the system pass band provided 
that the pass band be sufficiently wide not to degrade signal coherency, A pass band 
o f 0-4 Hz-3-0 Hz was used in all the processing discussed.
The choice o f processing window length governs both the portion o f signal to be 
aligned and the amount by which initial delays can be corrected.' Since the necessary 
condition for a valid convergence is that the initial delays be sufficiently accurate to 
ensure some register between the incident signal direction and the main lobe o f the 
array response, all correlations must be performed over a time interval greater than 
the delay errors which could be induced from an extremity o f the main lobe. Although 
the consideration o f the accuracy o f initial delays places a real constraint on the adap­
tive processing o f data from large (200 km) arrays, it represents no limitation for a
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medium aperture array such as WRA. Thus, while large arrays achieve better azimuth 
and velocity resolution than somewhat smaller arrays, the latter have the advantage 
that the initial steering delays need not be so accurately known; Some approximate 
empirically determined tolerances are illustrated in Fig. 8. we see that for events with 
30°, thd azimuthal tolerance is greater than 10* even when the slowness is not 
particularly well known, and so the likelihood of providing inadequate initial para­
meters is remote. It can be added that the use of inadequate parameters can be readily 
detected from one or more of: large error of solution: high scatter of solutions: poor 
correlation values: failure_rvf so lu tio n s  tn  con v erg e  sa tis fac to rily  <S~
OFIgT 8 shows the beam improvement related to the 15° difference between initial 
and final (‘ actual ’) azimuths. An alternative way to consider the required accuracy 
of initial delays is to relate the possible delay errors to the oscillations of the cross­
correlation functions. It is clear that initial delays must be accurate to better than half 
the period of the main oscillation (r ~  0-5 s) to prevent convergence on a side lobe 
(‘ cycle skipping ’).
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With the above considerations in mind, and the performance of this adaptive 
method in the presence of partially overlapping pulses being of particular interest, 
the possibility of using only short data windows (less than 1 s) w'as investigated. No 
surprisingly, the results for short windows (SW), are, in general completely equivalent 
to solutions obtained for longer windows, provided that real parameter variations 
are absent from the length of signal over which the window is swept. It is desirable, 
however, to consolidate confidence by obtaining several closely spaced SW solutions 
over the signal, in the manner of Fig. 7.
Of course by using SW solutions in this way, one loses any advantage gained with 
regard to computational efficiency. However, the possibility of detecting true varia­
tions in azimuth and slowness presents itself. Here, it is essential to work with short 
data sections in order to avoid averaging out the very effects which are to be identified.
Results
The plethora of seismic events recorded at WRA and originating in the active 
belts to the north of Australia provided motivation to attempt extending adaptive 
processing to isolate determine the apparent velocity and azimuth of secondary 
phases. Complexities in the upper mantle sampled by rays from some such events 
result in a P-wave multiplicity over several seconds. An ability to obtain measure­
ments of the slowness and azimuth of arrivals corresponding to the various branches
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of the travel-time curve offers the additional constraints necessary to permit meaning-: 
ful Earth (upper mantle) modelling by data inversion. Further, signal multiplicities 
can arise for other reasons: in particular, the presence of lateral heterogeneities and/or 
distributed scattering bodies along a ray path can partition energy for subsequent 
interference (Mereu 1969; Mack 1969; Weicherf 1972; Cleary & Haddon 1972). 
Identification of such coda phases would represent an increased interpretive resolution.
P to Rayleigh-wave conversions near to the array(Key 19.6'. ; King unpublished' 
can contribute considerable energy to the total coda.jflowevSir,"These phases are ncs< 
■solroubTesome tor""an array with flie iTua^eisnfoifieter separation as small as 2-5'ktp^ 
particularly if  attention is confined to the first few seconds of coda.
A selection ot some 200 eventsTrom ttic New Gufnea-SoTomon Islands area, 
with epicentral distances up to 30 degrees, were processed bv obtaining the azimuth 
and slowness solutions with windows o f less than 1 s. Fn some cases, separate phases 
were visually ideruinaole and it proved possible to resolve the small differences in ray 
parameter by stepping the processing window across the separate arrivals. The solu­
tions o f Figs 7 and 9 illustrate some such events. However, in many cases no decisive 
visual resolution was possible: in many o f these cases, the solutions obtained by 
stepping the window across the suspected composite signal displayed systematic drifts 
or variations in slowness (and sometimes azimuth) (Fig. 10). A final class o f solutions 
includes those where the scatter o f solutions complicates interpretation (Fig. 11).
TIME (SEC)
F ig . I I .  Adaptive solution for event (1969 January 9): A =  18-76 deg, <3> =  46-9°;
Focal depth 66 km.
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It is necessary to account for the different types of behaviour observed. The 
mechanisms which prevent ‘ simple’ solutions in some cases relate to scattering and 
Source complexity. In particular, P to Rayleigh-wave conversions very close to the 
array could cause contamination sufficient to degrade and induce drifts into the 
solutions. Rayleigh-wave to R-wave scattering al the source end (cf. Greenfield 1971). 
could readily account for variations in azimuth and slowness of the magnitude 
observed, particularly for events from distances less than 30 degrees, but these effects 
would be confined to later sections of the coda. Low-angle scattering from regions 
pf inhomogeneity anywhere on the fay paths could be invoked to account for many 
features of the P-coda and this matter is under investigation.
It seems reasonable to assume that the variations of azimuth and slowness along 
the seismic coda are, in fact, real. While there must always be a degree of uncertainty 
and ambiguity in seismic interpretation, there seems sufficient justification to account 
for the observed systematic variations of slowness in terms of interference effects. 
Experiments on synthetic data (Fig. 12(a)) have been used to confirm the expected 
effects of signal interference on parameter measurements, with typical results illus­
trated in Fig. 12(b). Note also the averaging which arises if larger processing windows
b io
I . L
r i p
- y y — W ' ' -  
— y ^ — —  
-y— yy—w '- 
-y— yy—
— y y — ly ~
— YiV-— y y --yy—v/y- 
- y y—
—y — — y y -  
— yy—if)y- 
- y — ^  
-y— yy—yy  
-y— yy—yy~
- y — - y / y -
-y— yy—yy
-y----yy—yy-
-y— -yy—yy-
1 * * ~...... 40 secs g 1
F ig. 12. (a) Synthetic data section: Simulation of arrival at array of $[.P-phases of 
various dTjd&’s, <t>’s and time values.
Phase marked: a b e d e f 8 h
Azimuth ( ) 50 50 50 50 50 50 54 52
cIT/dA (sec/deg) 9-75 10 25 9-7 10-4 10 9-7 104 10
Amp ratio 0-3 1 1 l 1 1 t 1
\ /  \ / \ \ y \  -
Time separation (s) 0 ■5 0-5 0-9 0-6 0-8
22 D, W. King, R. F. Mereu and K. J. Muirhead
t
08
54
50
40
42
8 — I I I I I I i r~~i r~
Ü 1U ?0
t r 3 8
40
V..
ft f , g ,h
F ig. 12(b). Adaptive solution for synthetic data 12(a).
I
.A
ZI
M
UT
H 
(D
EG
SL
OW
NE
SS
 -
fS
EC
/D
EÜ
)
The measurement of apparent velocity and azimuth 23
15
14
13 -  
12
11 -
10 -  
9
% % -t
n i i I I r  i I I I I I I I i I I i
1.0 20
TIME (SEC)
30
-66
-62
-68
-54
50
4E
42
38.
4 0
c d #  f
f
F ig . 12(c). Adaptive solution for latter 6 phases o f synthetic data 12(a) using 
window length o f 2 s.
.fi
Z.
IM
UT
H.
 C
DE
G)
24 D. W. King, R. F. Mercu and K. J. Muirhcad
\  P ,P  P
~  l \  , ; • (  T "
• .... t ' ~ :
, t  ifr
■ J j v r T - t i - f
vV— Yvt~ " V '— f t
y  - Y p -
- p -  — Y p  ' f  - j -  t t  y . j........
— v'v| vv y  f -  ■ p y  ~
Yu /lt Yf —pp-
—Yv i 'Y ■ Yf.fY—~ vV‘|—
— Y p - Y p ' p  vyY'-—  j j —  
Y y- i vi" 'i\ v p — ~
R^
 (v---------  Y-»
, /
------ y ~-
—~Y-----  Y —
\  /
—Y  y  
■ ■ —f ~  V"—  
----------------------
—Yp—
- J - ......
t —' v T  V / V\ V  \ \
- i f  - Xj....Vy j i f  -  p -------
«/>. aAaa ..A, • A ■ - ' ------u — p/w— y \ — vi , v
—  Y ^  - p — y - r - T ------------Y~y~
-'vAfv«—^/V/\Y*'----- A /W- -./v>—a AvA'- ■V'-aN -Vv' ---------------- AfY*—"vA-
~ T ’,/ V
- p - Y - -
Y~
- w — p f ~ - p
—— f ^ f —f —p —  v p - p p Y — y — Y~— V—
-— y~ijz—y — y— p^~w~Y~— y— Y"— -p -
-—py~—Y'—Y—-py~Ap\f—•—V—p---p
•— V ’— w ^  *1 A" )  f - - - - - r\jY~^rAt M A 1- - - - - - - - - - - V — Y - - - - - - - Y ~
/ p p p p p p
lo secs
F ig. ? 2(d). Synthetic data section: Simulation of arrival of 6 F-phases (all <& =  50°, 
(IT/dA = 10) and various interfering Rayleigh waves.
SE
G/
DE
Gü
l ne measurerae pparent velocity and azimuth 25.
F ig. J2(e), Adaptive solution for synthetic data 12(d).
AZ
IM
UT
H 
LD
ED
).
RE
SI
DU
AL
S 
(S
EC
) 
RE
SI
DU
AL
S 
(S
EC
) 
RE
SI
DU
AL
S 
(S
EC
)
. zo D. W. King, R. F. Mcreu and K. J. Muirhead
are used (Fig. 12(c)). Fig. 12(d) and (e) illustrate the ability o f R'ayleigh-wave inter-i 
lereTrce to induce drifts into solutions.
We believelhaf -manv o f the simpler solutions exhibiting systematic drifts are in 
fact true manifestations o f'thc upper mantle velocity distribution. In the detailed 
study o f events to the north-east of Australis^-tb» various branches o f the travel-time 
curve have been successfully isolated A report this work is currently being 
prepared (Simpson, Mereu &  King 19/V). ‘
Structure under the WRA array
The effects of local structure on the direct measurement o f azimuth and slowness 
with arrays has received considerable attention (Cleary et al. 1968; Niazi 1966; 
ZcngVii 1970; Greenfield & Sheppard 1969; Wright 1970). With any processing which 
invokes fitting a wavefront to the relative arrival times, the possibility of determining 
and/or correcting for structure presents itself, since the travel-time residuals between 
fitted and true wavefronts reflect the effect o f structure on incident energy. The least- 
squares residuals, averaged over many events which define small ranges of azimuth and 
slowness, should contain only structural manifestations and thus can be used as 
correction terms in the fitting of the wavefront to the propagation delay data. When 
many events, covering all (<I> dT/dA) ranges have been processed and the residuals for 
each event obtained, it will^be possible to map variations in the crust (and upper 
mantle) beneath WRA. in a manner similar to that described by Iyer & Mealy (1972) 
for LASA residuals.
To illustrate that local structure does not adversely affect studies confined within 
reasonable azimuthal limits, some least-squares residuals for the New Guinea-
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F ig . 13. Averaged least-squares time residuals for three azimuth ranges as marked.
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Solomon Islands events are presented in Fig. 13. The great similarity between these 
averaged residuals for azimuth ranges 40° to 50°, 50° to 60“ and 60° to 70“ should be 
noted.
Deconvoisition
Although those solutions which exhibited systematic features provide some velocity 
resolution, ft seemed desirable to increase this resolution by effecting an increase in 
time resolution of interfering signals.. To this end, experiments were performed in an 
attempt to ‘ spike ’ the array channels by Inverse filtering. Of course, the limitation 
of this deconvolution process is the absence of reliabTt information about the signal
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F ig. 14. (a) Deconvolved data section from data 4(a) usiniz 2-s filter formed from 
initial section of P signal on array bean>. rtVTXdaptive solution for deconvolved
data 14(a).
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form. When the puise-shaße is known, finite filters can be used to successfully decon­
volve seismograms. Howevei, fn our experience, the usefulness of inverse filtering on 
real data is extremely limited. Although4i is sometimes possible to extract sufficient 
information on the basic pulse from uncontannnated sections of record tö permit useful 
deconvolution, this is not, in general, the case. Fig. *4 illustrates variations in the 
performance of the deconvolution process in the data ol Fig^4(a). Unfortunately, the
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effects oT~variatiatis in signal shape and of the inverse filtering of noise can be to 
eventually reduce the corrfklence of final slowness and azimuth solutions, as is clear 
from a comparison of Figs 9(b) aiTd~44(b).
We are currently performing experiments with a homomorphic deconvolution 
(Ulrych 1971) (i.e. Complex Cepstrum) technique in arrattempt to extract the required
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pulse information from the raw data. Mere again, it seems, one can in some cases 
isolate the requiredjnfcmmatixmJuiLiii general the method provides jio panacea with 
regard to out application.
Conclusions *
Some form of processing is essential if seismic arrays are to offer any significant 
advantages over standard stations. In this paper, the capabilities of various types of 
digital processing have been examined in an attempt to establish some idea of the 
‘ seismological resolution ’ attainable with a medium aperture array. We have 
demonstrated that the adaptive processing technique represents a powerful and viable 
method of extracting information from short-period array data. Such a channel- 
recursive procedure can be implemented on a relatively small computer yet represent 
a flexible and efficient processing system. The results presented illustrate how signifi­
cant improvements in resolution can be achieved by using short overlapping data 
sections to obtain independent solutions. Any instabilities introduced by using short
- A /  10 .0 KM/S
D I S T A N C E  ( D E G ) -
Fio. 15. Travel time curve constructed from analysis of New Britain earthquakes. 
The ‘ slope lines ’ through the data points have gradients equal to the (structure 
corrected) measured dT \d \ values. (See Simpson el at. 197X1 First arrivals 
constrained to Herrin (1968) arrival times. \
(<  1 s) data sections in the adaptive procedure are more than compensated for by the 
fact that it becomes possible to resolve interference effects. The ability to identify 
interference effects has, to date, been used in a detailed study of upper mantle structure, 
Fig. 15, adapted from Simpson et al. (197X), illustrates how detailed slowness informa­
tion has provided convincing evidence for travel-time branches associated with the 
‘ 650-km’ discontinuity. The ability to identify and effectively isolate interfering 
wavelets of slightly different ray parameter (and azimuth) has considerable consequence 
in the use of mediurmaperture arrays for seismological research.
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