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Abstract 
In a simulation of a developing fire, flame spread must be properly accounted for. The 
pyrolysis model is important in this respect. To that purpose, we develop a simplified 
enthalpy based pyrolysis model that is extendable to multi-dimensional solid-phase 
treatments. This model is to be coupled to gas phase turbulent combustion simulations. The 
description of the pyrolysis process is simplified in order to acquire short simulation times. In 
this paper, first, the basic thermodynamic description of pyrolysis phenomena is revisited for 
charring and non-charring materials, possibly containing moisture. The heat of pyrolysis is 
defined and its relation to the formation enthalpies of individual constituents is explained. 
Solving only one equation for enthalpy on a fixed computational mesh, provides a useful 
description of the transport of heat and the pyrolysis process inside the solid material. Models 
for e.g. char oxidation or complex transport of the pyrolysis gases or water vapour inside the 
solid material can be coupled to the present model. Next, numerical issues and 
implementation are discussed. We consider basic test cases with imposed external heat flux 
to a solid material that can be dry or contain moisture. We illustrate that continuous pyrolysis 
gases mass flow rates are obtained when a piecewise linear representation of the temperature 
field is adopted on the fixed computational mesh. With constant temperature per 
computational cell, discontinuities, with sudden drops to zero, are encountered, as reported in 
the literature. We show that the present model formulation is robust with respect to numerical 
aspects (cell size and time step) and that the model performs well for variable external heat 
fluxes. For charring and non-charring materials, we validate the model results by means of 
numerical reference test cases and experimental data. By means of a numerical test case, we 
show that the model, when coupled to CFD calculations, is able to simulate flame spread. 
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c specific heat J kg K
h specific enthalpy J kg
k thermal conductivity W m K
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m mass flux kg m s
L latent heat of evaporation of water J kg
Q heat of pyrolysis J kg
q heat flux W m
S volume boundary m
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mperature K
T pyrolysis front temperature K
V volume m
x coordinate direction m
y coordinate direction m
z coordinate direction m
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c char o formation initial value
cond conduction shifted formation value
conv convection
f front
g pyrolysis gas
i index
ref reference
v virgin
v dry dry virgin
v wet wet virgin
w l water liquid
w v water vapour
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mass fraction kg kg
local mass concentration kg m
bulk density kg m
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1 Introduction 
In the development of a fire, flame spread always plays a very important role. In numerical 
simulations, this implies coupling of gas phase CFD (‘Computational Fluid Dynamics’) 
simulations, including turbulent combustion and radiation, to pyrolysis simulations in the 
solid material. In order to make such simulations possible, it is advantageous to keep the 
pyrolysis model simple.  
During the past two decades, several researchers have developed numerical models for 
pyrolysis of charring materials, with different levels of complexity, such as: Arrhenius-type 
models [1]; ‘integral’ models [2-5]; an ‘extended’ integral model [6];  a moving mesh model 
[7]; a dual mesh model [8]. A review on pyrolysis modelling has recently been provided in 
[9]. For non-charring materials, it is common practice to work with a ‘heat of gasification’ at 
the pyrolysing surface and to consider a conduction problem in the solid materials (e.g. [2, 
10-14]). 
In the present paper, we describe in detail a simplified model, which is applicable to charring 
and non-charring materials, which can contain moisture. We also explain that the model is 
extendable for multi-dimensional solid-phase treatments, as required for general flame spread 
simulations. This is a difference to many existing simplified pyrolysis models, which might 
look very similar to the present model at first sight, but which are basically limited to one-
dimensional configurations (or, at least, implementation for multi-dimensional solid-phase 
treatments becomes very cumbersome). Also, the present model can be combined with any 
model for the transport of gases or water vapour inside the solid material. In the same sense, 
e.g. a model for char oxidation can be added. We consider this beyond the scope of the 
present paper. 
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We deliberately avoid inclusion of pyrolysis kinetics. Whereas this limits the field of 
application to high-temperature pyrolysis and to situations where pyrolysis kinetics is not 
prevalent, it is relevant for flame spread situations as in a developing fire.  
There are two major parts in the model description: 
- the local relation between enthalpy and temperature; 
- the energy equation to be solved in the solid material. 
We first describe these parts in detail and define precisely what we mean by the ‘heat of 
pyrolysis’, in order to avoid any confusion on this term. Afterwards, we put our model and 
terminology in perspective with respect to existing models in the literature.  
Next, numerical issues and implementation, including the solution procedure, are described 
in detail. An interesting feature of the model is the use of a fixed computational mesh.  
Finally, we illustrate the accuracy of the results by means of a series of basic test cases. We 
discuss the following features: 
- comparison to numerical reference results [5] and experimental data [15] for one-
dimensional configurations in charring materials; 
- the importance of the use of a piecewise linear approximation of the temperature field 
in the solid material for charring materials; 
- sensitivity of the results with respect to the grid size and the time step; 
- comparison to results [2] for PMMA; 
- illustration that the model can deal with moisture in the solid; 
- illustration that the model is applicable to multi-dimensional configurations, as 
required for general flame spread simulations. 
The complete set of results aims at illustrating the robustness and accuracy of the simple 
model, with applicability to flame spread simulations in a developing fire.   
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2 Model description 
2.1 Thermodynamics: Introduction 
 
In our model, we focus on the thermodynamic description of the phenomena. Our approach is 
largely based on [16], one of the first theoretical papers on this topic. Below, we elaborate 
this to obtain an easy-to-use enthalpy-based pyrolysis model for three-dimensional 
simulations on a fixed computational mesh. The approach is to consider five constituents: 
virgin solid material, char, volatiles, liquid water and water vapour. In [16], the endothermic 
pyrolysis process is assumed to take place at a constant (pyrolysis) temperature Tpyr. At this 
temperature, the required energy to produce a mass unit of volatiles out of solid virgin 
material, for the pyrolysis process is denoted as L(Tpyr). In our notation, this is related to 
ΔQpyr. It is important to note that this energy is defined at temperature Tpyr. We come back to 
this point below. 
In [17, 18], the same thermodynamic description for the enthalpy, in terms of temperature 
and local composition, is followed, in combination with Arrhenius type expressions to 
include pyrolysis process kinetics. The ‘heat of reaction’ Lg of those references corresponds 
to ΔQpyr below. 
For charring materials, Atreya [19] and Sibulkin [20] report confusion on the notion and 
terminology of ‘pyrolysis heat’ (or ‘heat of gasification’) in the literature. Wide ranges of 
values are found in the literature for certain materials. For wood, e.g., values from 2.105J/kg 
up to 7.106J/kg are found [21-23]. As mentioned in [16-20], this is partly related to 
differences and/or a lack of precision in the definition, in particular at what temperature 
ΔQpyr is defined.  
In [24], this concern is taken into consideration and the discussion on the heat of pyrolysis is 
described in terms of formation enthalpies. Below, we describe the relation between the 
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different approaches and explain how the need for knowledge on formation enthalpies is 
effectively avoided by the introduction of ΔQpyr into the model description. 
For non-charring materials, there is no such confusion. There, it is very natural to define 
ΔQpyr at the surface temperature (equal to Tpyr), where the gasification process of the solid 
material is taking place. There is indeed a strong similarity to the vaporisation process of 
liquids (although the latter is in principle a reversible process in closed systems).      
2.2 Thermodynamics: Relation between enthalpy and temperature 
 
As mentioned in the introduction, an enthalpy based model approach is adopted to simulate 
the pyrolysis. The local relation between enthalpy and temperature is crucial.  
We first describe the model in the most general manner. Afterwards, simplifications can 
readily be made (e.g. absence of moisture or char). As mentioned, we consider five 
constituents: 
- (dry) virgin solid material (v); 
- char (c); 
- pyrolysis gases (g); 
- water as a liquid (‘moisture’) (w,l); 
- water vapour (w,v). 
In fact, if desired, the pyrolysis gases can be further decomposed into different species in a 
mixture of volatiles, where each species is created at a different temperature. We do not go 
into this detail.  
The five constituents do not all co-exist. At atmospheric pressure, e.g., we assume that liquid 
water only exists if T < 373K, whereas water vapour only exists when T > 373K. Also, virgin 
solid material and char cannot co-exist. 
As in [16], we model pyrolysis as an infinitely fast, irreversible, endothermic and isothermal 
process, taking place at the ‘pyrolysis temperature’ Tpyr, which is a model parameter. As such, 
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reaction kinetics are not considered and the pyrolysis zone becomes infinitely thin (‘pyrolysis 
front’). This assumption makes the model particularly appealing due to its simplicity to 
couple to gas phase combustion CFD simulations (e.g. for flame spread simulations). Note 
that virgin solid material now only exists as long as T < Tpyr. 
The specific enthalpy at position (x,y,z) at time t can be expressed as a mass-weighted sum of 
the specific enthalpies of the constituents, present at (x,y,z) at that time. Thus, the specific 
enthalpy at any time and any position can be written as: 
( ) ( ), , , ( , , , ) ( , , , )i i i
i
h x y z t x y z t h T x y z tα=∑       (1) 
with ( , , , ) ( , , , ) / ( , , , )i ix y z t x y z t x y z tα ρ ρ=   and ( , , , ) ( , , , )i
i
x y z t x y z tρ ρ=∑  . Thus αi(x,y,z,t) 
is the local mass fraction of constituent i and ( , , , )i x y z tρ  denotes the local mass 
concentration of this constituent. We assume that the specific enthalpy of each constituent is 
only dependent on the temperature. 
If a constituent is not present at (x,y,z,t), the mass fraction of that constituent is equal to zero 
in (1). If char or virgin is present, c cρ ρ= and v vρ ρ= : the local mass concentration equals the 
bulk density of that constituent. If transport of moisture is not considered and the initial 
moisture distribution is uniform, , ,w l w lρ ρ= at positions where moisture is present. This 
corresponds to the ‘moisture bulk density’.  
In principle, the local temperature of each constituent can be different, but here we assume 
that there is locally a thermal equilibrium, so that, from now on, T(x,y,z,t) will be used as the 
local temperature for all constituents (Ti(x,y,z,t) = T(x,y,z,t) for all i). With this assumption, 
only one energy equation has to be solved to compute the temperature distribution. For ease 
of notation, (x,y,z,t) is omitted from now on. 
For each of the five constituents, the relation between enthalpy and temperature reads: 
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( ) ( ) ( )
ref
To
i i ref iT
h T h T c T dT= + ∫ .    (2) 
The total specific enthalpy is indeed the sum of the formation enthalpy at a reference 
temperature Tref (typically chosen as 298K) and the thermal enthalpy. For gases and water 
vapour, the thermal capacity at constant pressure is used. 
In principle, equations (1) and (2) completely define the relation between the specific 
enthalpy and the temperature, when the local composition of the material is known. Some 
difficulties arise, though. First of all, the exact composition of the pyrolysis gases is typically 
not known, which makes it effectively impossible to evaluate relation (2) for the volatiles. 
Even more so, the necessity of this exact knowledge is deliberately avoided in (simplified) 
modelling. Also, the formation enthalpies of the virgin solid material and char (when present) 
are not known. On the other hand, the concept of ‘heat of pyrolysis’ can be introduced, 
providing a relation between the individual enthalpies (2). As explained below, introduction 
of ΔQpyr allows circumventing the necessity of the complete knowledge of all formation 
enthalpies and the exact gas composition. Modelling pyrolysis as an isothermal process at T 
= Tpyr, an amount of mass (mv) of solid virgin material is transformed into an amount of mass 
(mc) char and an amount of mass (mv-mc) pyrolysis gases, all at T = Tpyr. This endothermic 
process requires an amount of energy equal to (mv-mc)ΔQpyr. It is important to point out that, 
as in [16-18], we define the heat of pyrolysis as the amount of energy required to produce a 
unit mass of volatiles out of solid dry virgin material, at T = Tpyr. The relation then reads: 
( ) ( )( ) ( ) ( )v v pyr v c pyr c c pyr v c g pyrm h T m m Q m h T m m h T+ − Δ = + −   (3) 
Taking the limit to an infinitesimally small volume at (x,y,z), this can be rewritten in terms of 
bulk densities: 
( ) 1 ( ) 1 ( )ρ ρ ρρ ρ ρ
⎛ ⎞ ⎛ ⎞+ − Δ = + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
c c c
v pyr pyr c pyr g pyr
v v v
h T Q h T h T
                                 (4) 
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In words, expression (3) reads: the sum of the enthalpies of char and pyrolysis gases at Tpyr is 
(mv - mc)ΔQpyr higher than the enthalpy of virgin solid material at that temperature. This 
equation determines ΔQpyr, but, as mentioned above, since the constitution of the virgin 
material, the char material and the pyrolysis gases is typically not exactly known, their 
formation enthalpies are unknown. On the other hand, only enthalpy differences are 
important. Thus, a shift ihΔ can be applied for each constituent:  
( ) ( ) ( )
ref
To
i i ref i iT
h T h T h c T dT= + Δ + ∫  or ( ) ( ) ( )*
ref
T
i i ref iT
h T h T c T dT= + ∫ .   (5) 
with ( ) ( )* oi ref i ref ih T h T h= + Δ . Prescribing the heat of pyrolysis ΔQpyr, fulfilment of equation 
(4) implies that the shifts Δhi for the virgin, char and pyrolysis gases cannot all be chosen 
independently. Indeed, only two constants can be chosen freely, while the third one is 
determined by eq. (4). We come back to the discussion of formation enthalpies in the next 
section.  
From now on, ( )*v pyrh T  and ( )*g pyrh T are chosen equal to zero for charring materials. Because 
of (4) and (5), this results in: 
 ( ) ( ) ( ) ( ) ( ), , ( ) 1
pyr pyr pyr
T T T
v
v v g g c pyr cT T T
c
h T c T dT h T c T dT h T Q c T dTρρ
⎛ ⎞= = = − Δ +⎜ ⎟⎝ ⎠∫ ∫ ∫ . (6) 
Another choice should be made for non-charring materials ( )0cρ = . Then only 2 constituents 
exist and only one constant can be chosen. If, again, ( )*v pyrh T  is chosen equal to zero, the 
enthalpy of virgin material and volatiles as a function of temperature is given by: 
( ) ( ) ( ) ( ),
pyr pyr
T T
v v g pyr gT T
h T c T dT h T Q c T dT= = Δ +∫ ∫ .   (7) 
Possible presence of moisture does not affect the balance (4), as pyrolysis takes place at Tpyr 
> 373K and water vapour does not affect the thermodynamics of the pyrolysis process. 
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Obviously, when there is moisture in the virgin material, evaporation must be accounted for. 
This process takes place at 373K and the latent heat Lv is defined by 
( ) ( )373 373, , , ,
ref ref
o o
w l w l v w v w vT T
h c T dT L h c T dT⎛ ⎞ ⎛ ⎞+ + = +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫ ∫ .  (8) 
With expression (5) for the specific enthalpy, applied to the water liquid and water vapour, it 
is clear from eq. (8) that, if the specific enthalpy of the liquid water is shifted, the same shift 
should be made in the specific enthalpy of the water vapour and vice versa. In this paper, we 
take ( )*.w l refh T =0, with Tref = 298K. This results in: 
( ) ( )
( ) ( ) ( )
, ,
373
, , ,373
, 373
, 373
ref
ref
T
w l w lT
T
w v w l v w vT
h T c T dT if T K
h T c T dT L c T dT if T K
= <
= + + >
∫
∫ ∫
. (9) 
Figure 1 summarises the expressions above for charring and non-charring materials. For ease 
of drawing, constant thermal capacities are assumed. 
With expressions (1), (6) or (7) and (9), we can now define the local relations between the 
specific enthalpy and the temperature for the different temperature ranges: 
a. T > Tpyr 
This is only possible in charring materials. Under this condition, only char, pyrolysis gases 
and water vapour can be present. Expression (1) then reads: 
( ) ( ) ( ) ( ), ,c c g g w v w vh T h T h T h Tα α α= + +       (10.1) 
b. 373K < T < Tpyr 
For charring materials, there are two possibilities for the local composition: 
- char + gases + water vapour (during a cooling phase after pyrolysis): expression 
(10.1); 
- virgin + water vapour. In this case, the expression becomes: 
( ) ( ) ( ), ,v v w v w vh T h T h Tα α= +               (10.2) 
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For non-charring materials, only expression (10.2) is possible. 
c. T < 373K 
For charring materials, there are again two possibilities for the local composition: 
- char + gases (during a cooling phase after pyrolysis):  
( ) ( ) ( ) ( ), ,c c g g w l w lh T h T h T h Tα α α= + +       (10.3) 
If condensation is accounted for, a term with liquid water must be added. We do not consider 
condensation in the present study. 
- virgin + liquid water. In this case, the expression becomes: 
( ) ( ) ( ), ,v v w l w lh T h T h Tα α= +         (10.4) 
For non-charring materials, only expression (10.4) is possible. 
 
If it is assumed that water vapour and pyrolysis gases leave the solid as soon as they are 
generated, , 0g w vα α= = in the expressions above.  
2.3 Formation enthalpies: discussion 
 
In the previous section, we illustrated a direct link between the formation enthalpies of the 
different constituents and the ‘heat of gasification’ or ‘heat of pyrolysis’. The lack of 
precision in the definitions seems to be an important source of confusion in terminology in 
the literature. Indeed, starting from the basic expression (2), it becomes clear how ΔQpyr 
depends on the temperature where it is defined. In fact, this is seen in expression (4): if one 
knew the exact composition, thermal capacities at all temperatures and standard formation 
enthalpies of all constituents, ΔQpyr can be computed as function of Tpyr. This also shows that 
ΔQpyr is not a model parameter to be chosen freely. In [24], it is in fact described how ΔQpyr 
can be computed from the formation enthalpies of virgin material, char and volatiles. 
However, as mentioned before, one typically does not dispose of the knowledge, required to 
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compute ΔQpyr. Rather, one uses the notion of ΔQpyr in order to avoid the necessity to have 
this complete knowledge. Prescription of ΔQpyr then leads to expressions like (6) or (7). 
Indeed, only enthalpy differences are of importance, so one has the liberty to choose e.g. 
0vh
∗ = , without loss of generality in the pyrolysis model. In fact, this is implicitly done in e.g. 
[16-18]. In [17, 18, 24] the discussion on formation enthalpy is avoided by discussion of time 
derivatives of enthalpy. This is equivalent to stating that only enthalpy differences need to be 
considered and the formation enthalpy of virgin material can be chosen equal to zero.  
The discussion is similar for the water vaporisation process, which is considered independent 
of the pyrolysis process. We do not consider condensation here. 
2.4 Model description - Enthalpy equation 
In our model, the solid material is divided into a number of control volumes, which are kept 
fixed during the simulations (fixed computational mesh). In fact, it is a particularly appealing 
feature of the present model that the equations are solved on a fixed computational mesh. 
Provided that a piecewise linear temperature field is used, this mesh need not be extremely 
fine and time steps in the solution procedure for the enthalpy equation need not be extremely 
small [15]. This allows the model to be used for multi-dimensional solid-phase treatments, 
which becomes far more cumbersome with intrinsically one-dimensional pyrolysis models, 
such as integral type models [2-5], or with moving mesh [7] or dual mesh [8] models. 
Discretisation issues and a sensitivity study are discussed below. In the present section, we 
only describe the equations to be solved. We describe the model in finite volume formulation, 
as this is used in the solution procedure. For information purposes, the PDE formulation is 
described in appendix A. 
For a fixed (sub-)volume 'V', the energy equation reads: 
''
V S
hdV q n dS
t
ρ∂ = − ⋅∂ ∫ ∫
G G    (11) 
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with ''q n⋅G G  the heat flux out of the volume ‘V’ through its boundary S, as nG  is the unit 
normal vector, pointing outward with respect to the volume. Note that, in principle, the 
specific internal energy should be used on the left hand side of equation (11). In the solid 
material, though, we ignore the (thermodynamic) effect from static pressure. Therefore, we 
use ‘enthalpy’ from now on. We also assume that there will be no accumulation of water 
vapour or pyrolysis gases inside the material, so that . 0g w vρ ρ= =  inside the material. Note 
that . 0g w vρ ρ= =  does not imply that there are no convective fluxes related to these 
constituents (see below). In a more general approach, one can work with specific internal 
energy and accumulation of pyrolysis gases, water vapour and water liquid. Then a mass 
balance equation for each constituent is required and if the velocity field for some of these 
constituents has to be determined as well, also a momentum equation is needed for those 
constituents. 
2.4.1 Heat fluxes through the volume boundaries 
The right hand side of equation (11) consists of conduction and convection heat fluxes, i.e.: 
'' '' ''
cond convq q q= +
G G G          (12) 
Conduction is modelled by Fourier’s law: 
''
condq k T= − ∇
G         (13) 
The local thermal conductivity is used. The value might depend on temperature and local 
composition at the cell face. In principle, the effect of the presence of pores in the char needs 
to be taken into account. In these pores, conduction in the gas phase can take place, possibly 
in combination with natural convection and, at sufficiently high temperatures, radiation. Such 
effects are not explicitly included in our model, i.e. we simply use k = kc in the char. This is 
exact in the limit of zero porosity and is an approximation in the case of non-zero porosity. 
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The convective fluxes due to transport of pyrolysis gases and water vapour (and possibly 
water liquid) are given by: 
( ) ( ) ( )'' '' '' '', , , ,.conv g g w v w v w l w lq n m h T m h T m h T= + +G G        (14) 
''
im  denotes the mass flux (kg/m2s) of constituent i leaving the volume, as determined below. 
The specific enthalpies are computed from (6) or (7) and (9). 
2.4.2 Motion of pyrolysis and evaporation front 
For charring materials, the motion of the pyrolysis front (at T = Tpyr) is determined from a 
local energy and mass balance at the front (shown for a one-dimensional configuration in 
Figure 2). This boils down to expressing that the net conductive heat flux to the front (i.e. the 
difference between incoming and outgoing conductive heat fluxes) is used to provide the heat 
of pyrolysis per unit of time for the pyrolysis process: 
( ) ,ρ ρ− Δ =− ∇ + ∇v c f pyr pyr c vc vv Q k T k T .       (15) 
with vf,pyr the pyrolysis front velocity in the direction normal to the front, from the char 
towards the virgin material. Note that no convection term from the pyrolysis gases appears 
explicitly in eq. (15), as they leave the pyrolysis front at temperature T = Tpyr and this 
phenomenon is taken into account by the definition of ΔQpyr as described above (see, e.g., eq. 
(3)). The local balance at the front indeed reveals that virgin material becomes a combination 
of char and pyrolysis gases, all at T = Tpyr. 
The mass of gases, produced per unit of time and per unit of pyrolysis front area, is also 
related to the motion of the pyrolysis front through the mass balance: 
( )'' ,ρ ρ= − g v c f pyrm v         (16) 
Thus, expression (15) determines the pyrolysis front motion. It is important to note that a 
motion of the front requires an amount of energy. This is reflected in the relation between the 
enthalpy in a cell and the local composition and temperature field (see section 2.2). Note that, 
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when there is no pyrolysis, e.g. in a cooling phase, expression (15) merely relates the 
temperature derivatives to the local thermal conductivities (change of material type over the 
pyrolysis front). 
For non-charring materials, the conduction term in the char in expression (15) is replaced by 
the incident heat flux onto the solid material surface and ρc is equal to zero in (16) 
(conservation of mass). 
At T = 373K, the following expression gives the motion of the evaporation front: 
''
, ,, ,w v v dry v wetv dry v wet
m L k T k T= − ∇ + ∇        (17) 
The subscript v,dry stands for ‘dry virgin’. This is the same as the solid virgin material 
mentioned above. On the other hand, v,wet means ‘wet virgin’, i.e. the solid virgin material, 
containing an amount of water. This is merely important in the determination of the 
conductivity (conduction through water vapour and pyrolysis gases are ignored). ''wm  denotes 
the mass of water that evaporates per unit of time and unit of area of the evaporation front, 
equal to '' , ,w w l f evapm vρ=  , where vf,evap is the evaporation front velocity in the direction normal to 
the front, from the dry virgin towards the wet virgin material.  
Expression (17) is valid for charring and non-charring materials. As mentioned above, the 
mass concentration of liquid water, ,w lρ , can be computed from transport equations. As 
mentioned earlier, if no transport of the liquid water is taken into account and the initial 
moisture distribution is uniform, the mass concentration of liquid water in the virgin wet 
material equals the initial ‘moisture bulk density’ , , ,ρ ρ ρ= −o ow l v wet v dry , which can be computed 
from the initial values of the bulk densities of the virgin wet ,ρov wet  and the virgin dry material 
,ρ ρ=ov dry v . 
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If no water vapour is accumulated in the solid material, ,w vρ  is zero at all times and only 
evaporation can take place. When in such a case the evaporation front temperature drops 
below 373K, the position of the front is kept fixed, ''wm  becomes equal to zero and eq. (17) 
gives a relation between the temperature gradients at each side of the front. 
2.5 Discussion: Relation with existing pyrolysis models 
The theoretical concepts, elaborated above from basic thermodynamic principles, have 
already been described in e.g. [16, 17, 24]. We revisited the derivation and the relation 
between ‘heat of pyrolysis’ and formation enthalpies, considering 5 constituents. As such, 
this theoretical concept is not new. The novelty in the present work, though, is that a model 
has been developed that: 
a) is applicable to charring and non-charring materials; 
b) is applicable to materials with moisture content; 
c) is applicable in three dimensions; 
d) does not rely on any assumptions on temperature fields; 
e) is easy to implement, using a fixed computational mesh; 
f) is relatively cheap in terms of computing times; 
g) readily and correctly deals with transient phenomena (e.g. in imposed heat flux); 
h) can be combined with any transport model for gases, liquid water and water vapour. 
Application of the model is illustrated below. It is useful, though, to already put the present 
model into perspective with respect to existing pyrolysis models. 
For non-charring materials, the model boils down to the use of a ‘heat of gasification’ at the 
pyrolysing surface, at T = Tpyr. This notion is also used in e.g. [10-13]. The calculation then 
consists of solving a conduction problem, with an incoming heat flux and a moving boundary 
as the pyrolysis takes place. Note that no moving mesh is required: it suffices to compute the 
front motion as described above and temperatures need not be computed in regions where 
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there is no material left. Also, the problem can be three-dimensional, in contrast to integral 
type models [2-6, 12] or models where essentially one-dimensional configurations are 
assumed [9]. Thus, our model is applicable to flame spread over thermally thick and 
thermally thin materials. 
This is also true for charring materials (no moving mesh [7] or dual mesh [8] is required for 
the solution of the equations, and the applicability in three dimensions is an interesting 
advantage over ‘integral type’ models [2-6]). 
Admittedly, pyrolysis kinetics is deliberately not taken into account. This implies a limitation 
in applicability to situations where sharp fronts provide a good approximation for the 
pyrolysis and evaporation processes. Note however, that multiple fronts (at different 
temperatures) can easily be introduced, so that the pyrolysis process could be modeled by 
means of several fronts. At each front, a species of the pyrolysis gas mixture is then 
generated. Note that also a char oxidation front can be introduced this way. Obviously, 
transport of oxygen must be considered then, but this is no problem with the present model, 
which can be combined with any transport model for any species. 
Finally, we recall that the model readily deals with any transient imposed heat fluxes onto the 
solid material, as illustrated below. This means that coupling to CFD packages is relatively 
straightforward. The heat flux onto the solid material is then obtained from the gas phase 
CFD calculations, while the present model gives mass flow rates and temperatures as 
boundary conditions to the CFD package. In this context, we mention that in e.g. FDS, 
version 5, Arrhenius expressions are used but, more importantly, the equation in the solid 
material is essentially one-dimensional. This is thus a limitation of that model. 
3. Implementation and solution procedure 
As described in the previous section, the model considers enthalpy as the basic variable, for 
which a transport equation is solved. We are, however, not interested in enthalpy itself, but 
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rather in temperature distribution and volatile production. The latter is related to the motion 
of the pyrolysis front, which is assumed infinitely thin in the present model formulation. So, 
we require a procedure to reconstruct temperature and front position from the basic enthalpy 
variable. This is done, using the relationships between these variables, as described above. 
We recall that pyrolysis is treated as an endothermic process, taking place infinitely fast at T 
= Tpyr, which effectively reduces the pyrolysis region to an infinitely thin front. The same is 
true for the evaporation process, being infinitely fast at T = Tevap. Some further assumptions 
are made in the applications below: we assume that water vapour and pyrolysis gases leave 
the solid material at the side of the imposed external heat flux as soon as they are generated. 
This is the simplest possible transport model. The vapour and volatiles are further assumed to 
take the local temperature of the solid material (local thermal equilibrium throughout the 
solid). These sub-models can be refined, but we consider this beyond the scope of the present 
paper. 
3.1 Solution procedure 
 
The flow chart in Figure 3 illustrates the solution procedure for dry charring materials. The 
treatment of the vaporisation front (at T = 373K) is similar to the treatment of the pyrolysis 
front and will therefore not be discussed. 
Starting from the initial conditions, physical time steps 1n nt t t+Δ = − are taken until the end of 
the simulation. From the most recent situation, the conduction and convection fluxes are 
computed first for the enthalpy equation to be solved for each computational cell. Stepping 
from time tn to tn+1 occurs in an iterative manner. We denote the pseudo-time levels, for the 
evolution from tn to tn+1 as tn+1,k or tn+1,k+1, where the index k or k+1 indicates what values are 
used within this iterative procedure. From the fluxes, the enthalpy update is computed: 
  ( ) ( ) ( ) ( )1 1 1 1
2 2 2 2
1, 1 '' 1, 1 '' 1, 1 '' 1, '' 1,
, , , ,ρ ρ+ + + + + + + +− + − +Δ ⎡ ⎤= + − + −⎣ ⎦Δ     
n k n n k n k n k n k
cond i cond i conv i conv ii i
i
th h q q q q
x
 (18) 
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In (18), i
i
ρ ρ=∑  , the local mass concentration (see above). 
In fact, only the central node is treated point-implicitly in the conductive fluxes in the sub-
iterations described below. From the new enthalpy field, the temperature field, the position of 
the pyrolysis front and the pyrolysis front temperature must be reconstructed. As long as no 
pyrolysis process is taking place, only the temperature field must be reconstructed. Here, we 
describe what must be done when there is a pyrolysis front. 
If the pyrolysis process is ongoing, the pyrolysis front temperature is constant, equal 
to 1, 1 1,n k n kf f pyrT T T
+ + += = . Thus, if 1,n kf pyrT T+ = , the enthalpy update leads to a new temperature 
field 1, 1n kiT
+ + and a movement of the pyrolysis front to a new position 1, 1n kfx
+ + . The front is 
allowed to move backwards during the iterative procedure, but it must not move back to a 
position 1, 1n k nf fx x
+ + < , as pyrolysis is an irreversible process. Thus, we check this. 
If 1, 1n k nf fx x
+ + ≥  , there is no problem and we check convergence of the iterative procedure. 
This is done by means of an ‘ L∞ ’ residual ( )( )log max iires res= , where resi is defined for 
each cell as: 
( ) ( )1, ,, 1, ,, 1,1/ 2 1/ 2ρ ρ+ + +− +− −= − +Δ Δ
   n k n n k n ki i i i
i
i
h h q qres
t x
. We compare with the residual for k 
= 0 and assume convergence when the residual dropped 5 orders of magnitude. If the 
convergence criterion is met, the next time level n+1 is achieved. If not, we go to the next 
iteration. 
We now describe what happens if any of the above mentioned tests is ‘not true’. First, it is 
possible that 1,n kf pyrT T
+ < , which means that previously, there has already been pyrolysis, but 
the pyrolysis process stopped (e.g. due to insufficient incoming heat flux for the pyrolysis 
process to continue). Then the pyrolysis front does not move and the new temperature field 
1, 1n k
iT
+ +  and the new pyrolysis front temperature 1, 1n kfT
+ + are computed from the new enthalpy 
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field. In the case of heating, it is possible that 1, 1n kf pyrT T
+ + > . On the other hand, in our model 
the front temperature cannot exceed Tpyr. Thus, if 1, 1n kf pyrT T
+ + >  is true, we clip the front 
temperature to 1, 1n kf pyrT T
+ + =  and go to the next iteration. In this next iteration, the test 
1,n k
f pyrT T
+ = will be true and the pyrolysis front will be allowed to move. Thus, it is possible 
that, within one physical time step from tn to tn+1, the pyrolysis front heats up to Tpyr and 
moves.  
The second test fails if 1, 1n k nf fx x
+ + < . If so, we clip the front position to 1, 1n k nf fx x+ + = and we 
must compute the front temperature. Indeed, if the solution for the front position were a 
backward motion due to the enthalpy update, this is prohibited and cooling of the pyrolysis 
front is computed instead. From that point onwards, we proceed as just described.                
3.2 Conductive fluxes 
The conductive fluxes of cell faces are calculated using Fourier’s law:  
''
, 1 / 2 1 / 2 / ,
dT
cond i i dx r l i
q k± ±= −        (19) 
As mentioned, the local material properties are used: 1 / 2i ck k± =  if face i±1/2 is in char 
material and 1 / 2 , ,i v v w l w lk k kα α± = +  if it is in virgin material, with αi the local mass 
fraction of constituent i. Thus, e.g. 1 / 2i vk k± = if the face is in dry virgin material. For the 
temperature derivatives, a piecewise linear representation of the temperature field is used. It 
is explained in section 4 that a piecewise linear representation is necessary to predict a 
continuous mass flow rate of volatile gases. Figure 4 illustrates the temperature function for 
temperatures stored in the cell centres. If there is no front in the cell, a straight line connects 
two neighbouring temperatures. If a front is present between two cell centres, the linearity is 
broken into two parts: linear from cell centre i to the front, and again linear from the front to 
cell centre i+1. 
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3.3 Convective fluxes 
Equation (18) shows that the fluxes through the cell faces determine the update in enthalpy of 
the cell. Besides heat transfer by means of conduction, energy is also transported with the 
movement of water vapour and volatiles out of the solid material. The water vapour and 
volatiles are assumed to be everywhere in local thermal equilibrium with the solid material 
through which they flow, as they absorb heat. We assume that there is no accumulation of 
volatiles or vapour in the solid material. The convective flux through cell face i-1/2 reads: 
( ) ( )1 / 2 1 / 2'' 1, '' 1, 1, '' 1, 1,, 1 / 2 , , 1 / 2 , , 1 / 2i in k n k n k n k n kconv i w v i w v pyr i gq m h T m h T− −+ + + + +− − −= − ⋅ − ⋅   .                            (20) 
We recall that ( ) ( ), ,w v w v evaph T c T T= −  and, for a charring material, 
( ) ( )g g pyrh T c T T= − . 
The mass flow rates are determined as: 
( )
( )
1,
'' 1,
, 1 / 2
1,
, ,'' 1,
, , 1 / 2 ,
( )
n k nN
j jn k
pyr i v c j
j i
n k nN
w j w jn k
w v i w l j
j i
m x
t
m x
t
ξ ξρ ρ
ξ ξρ
+
+
−
=
+
+
−
=
−= − ΔΔ
−= ΔΔ
∑
∑


, 
1, 1
1/ 21, 1
1, 1
, 1/ 21, 1
,
min max 0, ,1
min max 0, ,1
n k
f in k
i
i
n k
f evap in k
w i
i
x x
x
x x
x
ξ
ξ
+ +
−+ +
+ +
−+ +
⎛ ⎞⎛ ⎞−= ⎜ ⎟⎜ ⎟⎜ ⎟Δ⎝ ⎠⎝ ⎠
⎛ ⎞⎛ ⎞−= ⎜ ⎟⎜ ⎟⎜ ⎟Δ⎝ ⎠⎝ ⎠
 (21) 
The cell face temperatures are computed, using the piecewise linear representation of the 
temperature. Also note that we only consider uni-directional flow of the pyrolysis gases 
towards the side where the external heat flux is imposed. The model could be extended to 
account for other mass fluxes, but this is not relevant for the present study. 
3.4 Reconstruction of temperature field and fronts’ position 
From equation (18), the enthalpy update can be calculated. For the construction of the fluxes, 
the knowledge of the temperature and fronts’ position is needed, though. Therefore, from the 
updated enthalpy values, the temperature field and fronts’ position must be reconstructed. 
Two constraints determine the relation between these variables: the enthalpy is a function of 
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temperature and local composition and the motion of the front correlates the temperature 
gradients on both sides of the fronts. 
3.4.1 Constraint 1: enthalpy as a function of temperature and composition  
We introduce a function Fenth,i, for each computational cell, to express the relationship 
between the enthalpy value and the temperature. This relates to expressions (10). As we 
assume here that water vapour and volatiles leave the solid material as soon as they are 
formed, the mass fractions αw,v and αg are zero. 
We consider the value for enthalpy as the averaged value over the computational cell. For a 
one-dimensional configuration, this reads: 
( ) ( ) ( )( )1/ 2
1/ 2
ρ ρ+
−
Δ = ⋅∑∫ i
i
x
i k ki x
k
h x x h T x dx       (22) 
where ( )T x  is the piecewise linear temperature distribution. The local mass concentration of 
the components is a piecewise constant function, whose value depends on the fronts position. 
As such, a few possible configurations can be distinguished, for which different expressions 
can be formulated, all derived from the general form: 
( )( ) ( ) ( )( ) ( )1/ 2
1/ 2
, , ,, , , , , 0ρ ρ ρ+
−
⋅ − Δ =∑∫   i
i
x
enth i i f f f evap f evap k k ii ix
k
F T h x T x T x h T x dx h x   (23) 
We distinguish between the following possible cell configurations. The following 
expressions are valid for charring and non-charring materials. In the latter, ρc must simply be 
set to zero. 
a. Cell i is char (only relevant in charring materials): 
( )( ) ( )
( )
( )
1/2
, ,
1/2
,
1,
2 4
1
2 4
ρ ρ ρ ρ
ρ ρ ρ
ρ
−
+
− ⎡ ⎤⎛ ⎞= − Δ − + − Δ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− ⎡ ⎤⎛ ⎞+ + Δ − + − Δ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− Δ


i i dT
enth i i c c i i pyr v c pyrdxi l i
i i dT
c c i i pyr v c pyrdx r i
ii
x xF T h c T x T Q
x x c T x T Q
h x
   (23a) 
b. Cell i contains the pyrolysis front: 
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( ) ( )
( )
( )
( )
1/2
, 1/2 ,
2
1/2 4 ,
: ,( ) , , ( )
2
( )
( )
ρ ρ ρ ρ
ρ
ρ
ρ
−
−
+
Δ
+
⎡ ⎤⎛ ⎞−≤ = − − − + − Δ⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎡ ⎤+ − −⎢ ⎥⎣ ⎦
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦
− Δ


f i
f i dT
f i enth i i i f f f i c c f pyr v c pyrdx l i
T T
i f v v pyr
x dT
i i v v i pyrdx r i
ii
x x
x x F T h x T x x c T T Q
x x c T
x x c T T
h x
(23b) 
( ) ( )
( ) ( )
( )
( )
1/ 2
, 1/2 ,
2
1/2 2 ,
: ,( ) , , ( )
2
( )
( )
ρ ρ ρ ρ
ρ ρ ρ
ρ
ρ
+
−
+
−
+
⎡ Δ ⎤⎛ ⎞> = − − − + − Δ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎡ ⎤+ − − + − Δ⎢ ⎥⎣ ⎦
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦
− Δ


f i
i f
dT
f i enth i i i f f i i c c i pyr v c pyrdx l i
T T
f i c c pyr v c pyr
x x dT
i f v v f pyrdx r i
ii
xx x F T h x T x x c T T Q
x x c T Q
x x c T T
h x
 
c. Cell i is virgin dry material and does not contain a front: 
( )
( )
1/ 2
, ,
1/ 2
,
1, ( )
2 4
1
2 4
ρ ρ
ρ
ρ
−
+
− ⎡ ⎤⎛ ⎞= − Δ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− ⎡ ⎤⎛ ⎞+ + Δ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− Δ


i i dT
enth i i i v v i i pyrdx l i
i i dT
v v i i pyrdx r i
ii
x xF T h c T x T
x x c T x T
h x
    (23c) 
d. Cell i contains the evaporation front: 
( )
( )
( )
,
1/2
, , , , , 1/2 , ,
, 2
1/2 4 ,
,
: ,( ) , , ( )
2
( )
( )
(
f evap i
f i dT
f evap i enth i i i f evap f evap f evap i v v f evap pyrdx l i
T T
i f evap v v pyr
x dT
i i v v i pyrdx r i
i f eva
x x
x x F T h x T x x c T T
x x c T
x x c T T
x x
ρ ρ
ρ
ρ
−
−
+
Δ
+
⎡ ⎤⎛ ⎞−≤ = − − −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎡ ⎤+ − −⎢ ⎥⎣ ⎦
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦
+ −

( )
( )
( )
,
, , 2
1/2 , , 4 ,
)
( )
f evap iT T
p w l w l ref
x dT
i i w l w l i refdx r i
ii
c T
x x c T T
h x
ρ
ρ
ρ
+
Δ
+
⎡ ⎤−⎢ ⎥⎣ ⎦
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦
− Δ
 (23d) 
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( )
( )
( )
,
1/ 2
, , , , 1/ 2 ,
, 2
1/ 2 , , 2 ,
1/ 2 ,
: , ( ) , , ( )
2
( )
( )
(
f evap i
i f
dT
f evap i enth i i i f evap f evap i i v v i pyrdx l i
T T
f evap i v v pyr
x x dT
i f evap v v f evap pyrdx r i
i f eva
xx x F T h x T x x c T T
x x c T
x x c T T
x x
ρ ρ
ρ
ρ +
−
+
−
+
+
⎡ Δ ⎤⎛ ⎞> = − − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎡ ⎤+ − −⎢ ⎥⎣ ⎦
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦
+ −

( )
( )
1/ 2
, , , 2 ,
) i fx x dTp w l w l f evap refdx r i
ii
c T T
h x
ρ
ρ
+ −⎡ ⎤+ −⎢ ⎥⎣ ⎦
− Δ
 
e. Cell i is virgin wet material and does not contain a front: 
( ) 1/ 2, ,
1/ 2
, , ,
1/ 2
,
1/ 2
, , ,
1, ( )
2 4
1
2 4
1
2 4
1
2 4
i i dT
enth i i i v v i i pyrdx l i
i i dT
w l w l i i refdx l i
i i dT
v v i i pyrdx r i
i i dT
w l w l i i refdx r i
x xF T h c T x T
x x c T x T
x x c T x T
x x c T x T
ρ ρ
ρ
ρ
ρ
−
−
+
+
− ⎡ ⎤⎛ ⎞= − Δ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− ⎡ ⎤⎛ ⎞+ − Δ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− ⎡ ⎤⎛ ⎞+ + Δ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
−+ + Δ −

( ) iih xρ
⎡ ⎤⎛ ⎞⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− Δ
   (23e) 
3.4.2 Constraint 2: motion of the front 
For the cells containing a front, we require an extra constraint. To that purpose, we introduce 
the function ( ), ,f f f iF x T T  for cell i, containing the pyrolysis front, so that the discretisation 
of ( ) ,ρ ρ− Δ =− ∇ + ∇v c f pyr pyr c vc vv Q k T k T , expression (15), leads to ( ), , 0f f f iF x T T = , with the 
following expression for Ff: 
•  
( )
1
1
( )
: , , ( ) ( )
( ) ( )
ρ ρ
−
−
−≤ = − ⋅Δ ⋅ −Δ
−+ ⋅ ⋅ − − −−
n
f f
f i f f f i v c pyr i f
f i
c i f v i f
f i
x x
x x F x T T Q x x
t
T T
k x x k T T
x x
    (24a) 
• 
( )
1
1
( )
: , , ( ) ( )
( ) ( )
ρ ρ
+
+
−> = − ⋅ Δ ⋅ −Δ
−− ⋅ − + −−
n
f f
f i f f f i v c pyr f i
i f
v f i c f i
i f
x x
x x F x T T Q x x
t
T T
k x x k T T
x x
         (24b) 
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For non-charring materials, ρc equals zero and the conduction term in the char is replaced by 
the external heat flux.  
Similarly, for the evaporation front, the constraints lead to ( ), , ,, , 0=f evap f evap f evap iF x T T , with: 
• 
( ) , ,, , , , , ,
1
, , , ,
, 1
( )
: , , ( )
( ) ( )
ρ
−
−
−≤ = −Δ
−+ ⋅ − − −−
n
f evap f evap
f evap i f evap f evap f evap i w l v i f evap
f i
v wet i f evap v dry i f evap
f evap i
x x
x x F x T T L x x
t
T T
k x x k T T
x x
(25a) 
• 
( ) , ,, , , , , ,
1 ,
, , , ,
1 ,
( )
: , , ( )
( ) ( )
ρ
+
+
−> = −Δ
−− − + −−
n
f evap f evap
f evap i f evap f evap f evap i w l v f evap i
i f evap
v dry f evap i v wet f evap i
i f evap
x x
x x F x T T L x x
t
T T
k x x k T T
x x
 
(25b) 
We use the notation kv,dry here for clarity. In general, i i
i
k kα=∑ , so that effectively kv,dry = 
kv and , , ,v wet v v w l w lk k kα α= +  (see above). 
3.4.3 Inversion of the constraints to determine temperature and fronts’ position. 
Using expressions (23) - (25), for a given enthalpy field, the corresponding temperature field 
and front positions can be found. However, direct inversion of equations (23)-(25) is a 
tedious task, since all equations are coupled. Indeed, an expression for a cell i does not only 
involve the local temperature Ti, but also the temperature values of the neighbouring nodes. 
Since an iterative procedure is adopted anyway, this coupling is not taken into account for the 
inversion of the system and only the temperature of cell i is considered as an unknown in the 
functions. The neighbouring temperatures are then taken from the previous iteration level (as 
‘known’ quantities). This allows a much cheaper inversion, since every cell can be treated 
independently.  
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For cells that do not contain a pyrolysis or evaporation front, the determination of 1, 1n kiT
+ +  
from ( ) 1, 1n kihρ + + is straightforward, setting ( )( )1, 11, 1, , 0n kn kenth i i iF T hρ + ++ + = , using expressions 
(23a), (23c) or (23d). E.g. for a cell only containing char material, expression (23a) yields 
( )( ) ( )
( )
( )
1,1, 11, 1 1, 11/2
, ,
1,1, 11/2
,
1, 1
1,
2 4
1
2 4
0
n kn kn k n ki i dT
enth i i c c i i pyr v c pyrdxi l i
n kn ki i dT
c c i i pyr v c pyrdx r i
n k
ii
x xF T h c T x T Q
x x c T x T Q
h x
ρ ρ ρ ρ
ρ ρ ρ
ρ
++ ++ + + +−
++ ++
+ +
− ⎡ ⎤⎛ ⎞= − Δ − + − Δ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− ⎡ ⎤⎛ ⎞+ + Δ − + − Δ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
− Δ =


, 
from which 1, 1+ +n kiT immediately follows. 
We focus now on a cell that contains the pyrolysis front. We use the flowchart, discussed 
above. We consider as first possibility that the update in ρ ih  leads to a variation in the 
pyrolysis front position, keeping the front temperature constant, equal to Tpyr. Then we 
express: 
 
( )
( )
1, 1 1, 1
1, 1 1, 1 1, 1
,
, ; 0
, ; ( ) , 0
n k n k
f i f pyr
n k n k n k
enth i i f i pyr
F T x T
F T x h Tρ
+ + + +
+ + + + + +
⎧ =⎪⎨ =⎪⎩ 
    (26) 
The notation means that the quantities behind the semi-colon are ‘known’, whereas the 
variables ahead of the semi-colon are to be computed. Linearization around 
( )1, 1,,n k n ki fT x+ + yields a Taylor expansion, with 1, 1 1,n k n ki i iT T T+ + +Δ = −  and 1, 1 1,n k n kf f fx x x+ + +Δ = − : 
( ) ( ) ( )
( ) ( )
1, 1, 1, 1,
1, 1,
1, 1, 1, 1,
, ; , ;
, ;
, ; , ;
0
n k n k n k n k
f i i f pyr f i f pyrn k n k
f i f pyr i
i
n k n k n k n k
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For the numerical calculation of the partial derivatives, we use if xx Δ⋅= 001.0δ  and 
1.0=iTδ K. 
The equations can be written in the form: 
11 12 1
21 22 2
Δ + Δ =⎧⎨ Δ + Δ =⎩
i f
i f
a T a x b
a T a x b
,        (28) 
with 11
f
i
F
Ta
δ
δ= ; 12 ffFxa δδ= ; ( )1, 1,1 , ;n k n kf i f pyrb F T x T+ +=− ;  
,
21
δ
δ= enth iiF Ta ; ,22 δ δ= enth ifFxa ; ( )1, 1, 1, 12 , , ;( ) ,ρ+ + + +=− n k n k n kenth i i f i pyrb F T x h T .  
This system is solved, using Cramer’s method, yielding ΔTi and Δxf, and thus 
1, 1n k
iT
+ + and 1, 1n kfx
+ + . The convergence check has been reported above, in section 3.1. 
Exactly the same strategy is adopted when the pyrolysis process is not taking place, i.e. Tf < 
Tpyr: 
( )
( )
1, 1 1, 1
1, 1 1, 1 1, 1
,
, ; 0
, ; ( ) , 0
n k n k n
f i f f
n k n k n k n
enth i i f i f
F T T x
F T T h xρ
+ + + +
+ + + + + +
=
=      (29) 
Then the perturbations are for Ti and Tf (instead of Ti and xf) and xf is assumed to be constant, 
equal to nfx .  
3.5 Treatment of the boundaries 
In the first cell (when xf < x0) and the last cell (when xf > xn), we adopt a piecewise linear 
extrapolation: Tf is related to xf such that it is on the straight line through (x0, T0) and (x1, T1) 
for the first cell: ( ) 1,1 0
1 00 0 0
, , ( )
n kT T
f f f f fx xF x T T T x x T
+ −
−= − − − ; for the last cell, we have in a similar 
manner: ( ) 1,1
1 1
, , ( )
n k
n n
n n
T T
f f f n n f n fx xF x T T T x x T
+−
−
−
−−= + − − . It is clear that we cannot use expressions 
(24), since these functions return zero by construction of the temperature profile. Hence, the 
alternative constraint at the boundaries. 
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The same extrapolation is performed if the evaporation front is in the first or the last cell, 
yielding constraints: ( ) 1,1 0
1 0, , , 0 0 0 , ,
, , ( )
n kT T
f evap f evap f evap f evap f evapx xF x T T T x x T
+ −
−= − − − ; 
( ) 1,1
1, , , , 1 ,
, , ( )
n k
n n
n n
T T
f evap f evap f evap n n f evap n f evapx xF x T T T x x T
+−
−
−
−−= + − − . 
3.6 Discussion: zero-th order temperature field representation  
In [25], a zero-th order representation is adopted for the temperature field, i.e. the 
temperature is uniform in each of the computational cells. The essential difference to the 
model formulation as presented above is that, when the mushy cell is pyrolysing, its 
temperature is kept fixed, equal to the pyrolysis temperature. In combination herewith, a 
computational cell only starts pyrolysing when its temperature becomes equal to the 
pyrolysis temperature. This has serious consequences on the evolution of the pyrolysis gases 
mass flow rates and pyrolysis front motion: when the mushy cell has just become pure char, 
the next cell to pyrolyse must first still heat up to Tpyr and during this period, ''pyrm drops to 
zero, which is unacceptable. Indeed, as the only heat transfer mechanism towards the virgin 
material is by conduction, it is inevitable that, at the moment when the formerly pyrolysing 
cell becomes pure char, the temperature of the neighbouring virgin cell is still below the 
pyrolysis temperature. This was already recognised in [8], but the problem was not really 
solved there. A dual mesh technique was introduced, effectively reducing the mentioned 
undesired phenomenon, but not solving the problem. 
4. Discussion of results 
We restrict ourselves to configurations where the externally imposed heat flux is not 
computed from flame radiation, in order to avoid related uncertainty. 
As initial condition, there is only virgin material at temperature T = Tamb = 300K, which is 
well below the pyrolysis temperature. Unless stated otherwise, all results are obtained with 
the piecewise linear temperature field representation. 
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4.1 One-dimensional configuration – charring material 
Consider a one-dimensional configuration, with an external radiative heat flux imposed at 
one side. Accounting for external heat loss from the exposed surface by convection and re-
radiation, the net heat flux, entering the solid by conduction, becomes: 
( ) ( )1 1 1
2 2 2
'' '' '' 4 4 ''
0 ,0 ,0ext surf amb surf ambcond convq q q h T T T T qε ε σ− − −= = − − − ⋅ ⋅ − +              (30) 
Note that the final term, corresponding to the vapour and volatiles, is negative. 
The back surface is perfectly insulated and impervious: 1
2
'' 0nq + = . 
We compare our numerical results to the experiments of [15], which were conducted on a 
3.8cm cubic sample of white pine, subjected to a net incident external heat flux of 40kW/m2 
on only one surface. Preconditioning was done on the sample in order to remove the moisture 
content. The sample was placed on an electronic balance for continuous weight recording, 
from which the pyrolysis gases mass flow rate could be determined. The temperature was 
recorded by thermocouples, placed in the sample at three different depths (surface, 5mm and 
10mm depth). We also compare our results to the numerical simulations of [5], where an 
integral model is used. We use the same values for the thermo-physical properties of white 
pine as in [5]: 3380 /v kg mρ = , ( )1196 /vc J kg K= ⋅  , ( )0.34 /vk W m K= ⋅  , 376 /c kg mρ = , 
( )986.8 /cc J kg K= ⋅  , ( )0.2 /ck W m K= ⋅ ( )1040 /gc J kg K= ⋅ . We also use the same values for 
emissivity and convection coefficient ( ( )20.9, 15.0 /h W m Kε = = ) and the same model 
parameters: ΔQpyr= 1.2 MJ/kg, , Tamb=300 K, Tpyr= 658K. It is evident that the results 
strongly depend on these values, but a parameter study is not the topic of the present paper. 
Our basic configuration consists of 40 cells and a physical time step equal to 0.5s. We 
discuss the dependence of the results on these choices below. 
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In Figure 5, we present the evolution of the pyrolysis gases mass flow rate as function of time. 
A first important observation is that we reproduce the numerical results of [5]. Per se, this is 
not surprising as we use identical settings for the configuration and material properties, but 
the methodology is strongly different. Here, we use a simple technique with a fixed 
computational mesh that is extendable to multi-dimensional configurations (see below), 
whereas integral type models are intrinsically one-dimensional. Agreement with the 
experimental data is not perfect. In the experiments, pyrolysis starts immediately. In the 
numerical simulations, the material first needs to heat up (at the exposed surface) up to the 
pyrolysis temperature before the pyrolysis process can start and pyrolysis gases are generated. 
As mentioned in [5], the peak mass flow rate corresponds very well to the experimentally 
reported value. Agreement with the experimental data can be improved by variation of the 
material properties or by inclusion of finite rate kinetics. 
The observations for the temperature evolution inside the material, as measured by 
thermocouples at the surface and at depths equal to 5mm and 10mm, are very similar. We 
agree with the statement in [5] that the relatively poor agreement at the deepest location is 
due to the simplicity of the pyrolysis model. The temperature rises more rapidly than in the 
experiments. Adjustment of material properties could lead to better agreement with 
experimental observations. 
We now discuss the dependence of the results on the number of computational cells and the 
physical time step (Figure 6). Clearly, differences are very small, even for a number as low 
as 20 cells. Table 1 quantifies this, reporting the maximum mass flow rate value and the 
relative error, compared to the results obtained for a 320 cells mesh. We determine '' ,maxpyrm  
by constructing a parabola through the obtained discrete maximum value and the values 
obtained at the previous and subsequent time step. The relative error is computed as 
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'' '' ''
,max ,max,320 ,max,320/pyr pyr pyrm m m−   .The errors remain well below 5%, even for the coarsest 
mesh. This is typically less than other uncertainties and implies that the model and method 
are robust with respect to the number of computational mesh cells. 
We also show the effect of the physical time step size on the results, for the configuration 
with 40 cells. Except for the two largest time steps, deviations between the curves are again 
very small (see Table 2). Now the result with 0.1t sΔ =  is used as reference value to compute 
the relative errors. Again, the error remains well below 5%, unless time steps as large as 10s 
are taken. From table 2 it is thus clear that quite large time steps can be taken with the present 
model and method, without substantial loss in accuracy. In combination with the robustness 
with respect to the number of computational cells, this property makes the present model and 
method appealing for coupling to CFD simulations, in particular in multi-dimensional 
configurations (as conduction in the solid material is readily taken into account, see below).  
So far, we focused on results, obtained with a piecewise linear temperature field 
representation. Figure 7 (left) reveals that this is essential to obtain a continuous mass flow 
rate evolution in time. Indeed, a zero-th order temperature field representation, i.e. a uniform 
temperature per computational cell, as might be the first natural choice, is not sufficient: the 
pyrolysis gases mass flow rate evolution in time reveals discontinuities. As explained above, 
the mass flow rate (21) inevitably always drops to zero when the char fraction in the mushy 
cell becomes equal to 1. Clearly, this behaviour is not physical. Moreover, it makes coupling 
to CFD gas phase combustion simulations impossible: depending on the chemistry model 
applied, this may extinguish the flame (while this might not be the case in reality). Also, it is 
not easy to reconstruct (or ‘guess’) the actual pyrolysis gases mass flow rate evolution in 
time from the results, obtained with the zero-th order temperature field representation. The 
only constraint for reconstruction that can readily be imposed, is that the total mass 
consumed, after char fraction evolution from 0 to 1, must be the same in both cases, but this 
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constraint does not tell anything about the rates of mass loss. It is thus impossible to 
reconstruct the dashed line from the solid line results in fig. 7. This is particularly true during 
the simulations (when the future is un-known), but even the application of a filter afterwards 
will not result in the dashed line. 
Figure 7 (right) shows the evolution of the surface temperature as function of time. For this 
quantity, there is no derivation with respect to time and the curves are closer together. A 
more or less stepwise evolution is observed with the zero-th order representation, though. 
Indeed, as the pyrolysis mass flow rate drops to zero, there are instantaneously no convective 
heat losses with the pyrolysis gases and the material heats up more rapidly than when there is 
a continuous flow of pyrolysis gases. 
Figure 8 shows the effect of moisture. We consider the same configuration, but add 5, 10 and 
15% unbound moisture. The latent heat of vaporisation is 62.27 10 J kgvL = ⋅  and the thermal 
capacities of liquid water and water vapour are ( ), 4184 J kgKw lc = and ( ), 2000 J kgKw vc = . In 
figure 8, the total mass loss rate is the sum of the water vapour mass flow rate and the 
pyrolysis gases mass loss rate. An increase in the moisture content in the solid clearly leads 
to an increase in the duration of the pyrolysis process. Indeed, part of the incoming heat flux 
is consumed in the evaporation process of the unbound moisture. Focusing on the first 100s 
(figure 8, right) shows the onset of the evaporation and pyrolysis processes. Obviously, the 
evaporation process starts already when the surface temperature equals 373K, while the 
pyrolysis process only starts when it equals Tpyr. A sudden drop in the total mass flow rate is 
observed when the evaporation front reaches the back surface, because the evaporation front 
reaches this surface with a non-zero velocity. The pyrolysis gases mass flow rate increases 
then, because no heat is consumed in the evaporation process any more. The remainder of the 
pyrolysis process takes place in dry virgin material, so that very similar mass flow rate 
profiles are observed. To a good approximation, the initial moisture bulk density determines 
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the shift of the profiles. The higher the moisture content, the more the curves are shifted to 
the right (longer global evaporation/pyrolysis process).  
Figure 9 shows the temperature distribution in the solid at the different depths (surface, 5mm 
and 10mm). With the increase in moisture content in the solid, the inner solid temperature 
rises more slowly. Agreement with the experimental data is not perfect (in particular at 5mm 
depth), but the global trends are well captured. 
4.2 One-dimensional configuration – Non-charring material 
 
We now discuss (dry) PMMA, as an example of non-charring material. We apply the same 
pyrolysis model as in section 4.1, setting ρc, the convection by pyrolysis gases and the 
conduction fluxes in the char to zero. The front surface of the virgin material, which is now 
also the pyrolysis front, is exposed to the external heat flux. We use the thermo-physical 
properties from [21] and [26]: ρv=1150kg/m3, cv=1.42·103J/(kgK), ΔQpyr=1.007·106J/kg,            
kv=1.85·10-1W/(mK). The PMMA solid is 3cm thick. The pyrolysis temperature is set to 
Tpyr=630K [26]. We use 80 cells and a time step of 0.5s. The back surface is perfectly 
insulated and the boundary condition at the front surface reads [21]: 
( )'' 4 2; 46 ( / )f net s amb sx x q h T T T kW mεσ= = − − − . 
Figure 10 shows the mass loss rate evolution in time. In the results ‘with losses’, we use h = 
20W/(m2K) and ε = 0.92. In the results ‘without losses’, h = ε = 0. Agreement with the data 
of [21] is very good when the heat losses are accounted for. Obviously, when the convection 
and radiation losses are not taken into account, the mass loss rate is higher and the material is 
consumed in a shorter time period. 
The mass loss begins when the surface temperature reaches Tpyr. After some time, the mass 
loss rate attains a quasi-steady state: the incoming heat flux provides energy for the pyrolysis 
process and for heat conduction into the virgin solid. After a while, the mass loss rate rises, 
due to the back effect: less heat is conducted into the remainder of the solid material and thus 
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a larger part of the external heat flux is utilized for the pyrolysis process. Obviously, this is 
more pronounced when there is no heat loss at the exposed surface. All these issues are well 
captured with the present model. 
4.3 Multi-dimensional configuration – Upward flame spread 
 
We now illustrate that the model is in principle able to cope with multi-dimensional 
configurations by means of a numerical test case of upward flame spread. Extensions to more 
dimensions can be done with different degrees of complexity. Here, we work with a ‘pseudo-
2D’ (or ‘pseudo-3D’) model: conduction inside the solid material is allowed in all directions, 
but the pyrolysis front in each row (or column) of computational cells is parallel to the solid 
material surface, exposed to the external heat flux, and moves perpendicular to that surface. 
The pyrolysis gases also flow out of the material, perpendicular to the exposed surface. These 
assumptions are mostly valid when the material thickness is much smaller than the other 
dimensions, as is mostly the case for fire (or flame spread) configurations. We consider dry 
material, but extension to wet material is straightforward. 
As a test, consider a vertically oriented sample with the same material properties as described 
in section 4.1. The sample is 10cm high and we consider three thicknesses: 3mm, 5mm and 
1cm. We use square cells of 0.5mm x 0.5mm. The physical time step size is set to 0.1s. The 
back, top and bottom surfaces are perfectly insulated. We impose an external heat flux of 
40kW/m2 in a region of 5mm at the bottom of the front surface. By conduction, the material 
starts to heat up.  
As soon as pyrolysis starts, we use a correlation for upward flame spread [27] to calculate the 
flame height yf(t) from the pyrolysis height yp(t) (i.e. the height over which the material has 
pyrolysed at its front surface or, alternatively, where the front surface temperature exceeds 
Tpyr): ( ) ( ) ( )23' '0.0433f p b my t y t Q Q= + +  . In our case, the igniter heat flux 'bQ  equals 
40kW/m2 x 0.005m = 0.2kW/m. The heat release rate from pyrolysis is computed every time 
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step as ' "
0
py
f c pyrQ H m dy= Δ ∫  , using 16 /cH MJ kgΔ = . A constant value of 25kW/m2 is added to 
the external heat flux in the region y < yf(t), resembling radiative heat feedback from flames. 
Convective and radiative heat losses from the front surface are also considered as in section 
4.1, with ( )20.9, 15.0 /h W m Kε = = . 
Figure 11 shows the temperature and char fraction fields evolution in time for a material 
thickness of 5mm. The multi-dimensionality in the fields is clearly observed. Obviously, the 
material heats up at the bottom (from the left surface) first. Pyrolysis also starts there. After 
the onset of pyrolysis, there is an acceleration in heating up and pyrolysis, because the flames 
rapidly cover a large part of the material. 
Figure 12 provides a more quantitative illustration. In the left column, the pyrolysis gases 
mass flow rates evolutions in time are shown at different heights, for the different material 
thicknesses. One-dimensional configuration results are also shown, for comparison purposes, 
as explained below. 
At height y = 0mm (i.e. the bottom of the material), a heat flux of 25kW/m2 is added at the 
front surface as soon as pyrolysis starts, as mentioned above. The situation is almost one-
dimensional. This is reflected in the very small differences with the first 1D result (for which 
the set-up is as in section 4.1, adding 25kW/m2 at the front surface as soon as pyrolysis 
starts). As there are some conductive heat losses in the upward direction, the pyrolysis front 
motion is somewhat slower and the mass flow rates are somewhat lower than in the one-
dimensional configuration. This is true for all thicknesses. The thicker the material, the 
longer it takes for pyrolysis to start and the longer the pyrolysis process lasts. 
At height y = 5cm and y = 9cm, the situation is also practically one-dimensional. Obviously, 
the higher in the material, the longer it takes for pyrolysis to start, as radiative heat from the 
flames is required. Except for a shift in time, the results are very similar to the 1D results, 
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with a constant external heat flux of 25kW/m2 imposed at the front surface. The temperature 
evolution in time (figure 13, right) reveals that there is practically no pre-heating by 
conduction by the time pyrolysis starts. Thus, the simulation results confirm that radiative 
heat transfer from the flames is predominant. During the pyrolysis process, the net effect of 
conductive heat fluxes in the upward direction is very small. 
At height y = 1cm, on the other hand, the situation is more complex. Here, there is pre-
heating by conduction (see figure 13, right) before the onset of pyrolysis in the material. Also, 
there is a second, high, peak in the mass flow rate, again due to incoming conductive heat 
flux from below. [Note that we do not remove the igniter when the pyrolysis starts. This also 
explains the higher equilibrium temperatures at y = 0mm (and y = 1cm), compared to the 
values at higher locations (figure 13).] 
In figure 12, we also show the evolution in time of the pyrolysed zone at the front surface 
(yp) and the height of the flame tip (yf). Clearly, at the onset of pyrolysis, according to the 
applied correlation, the flames immediately cover a substantial part of the material. The 
flames are higher for the thinner material, as the pyrolysis gases mass flow rates are higher. 
The radiative feedback from the flames heats up the material. Consequently, there is 
accelerating flame spread, due to the positive feedback loop. Obviously, there is a delay in 
the evolution of yp, compared to yf. When the flames cover the entire front surface (yf = 0.1m, 
see right column of figure 12), there is an evolution towards a more or less steady regime, 
with an almost linear increase of yp. This is explained by the relatively constant incoming 
heat flux and outgoing total pyrolysis mass flow rates. As yp approaches the top surface, an 
acceleration is observed again, as there are no conductive heat losses at the top surface and 
thus, due to net incoming conductive heat fluxes from below, the pyrolysis front moves more 
rapidly than in a one-dimensional configuration. Note that yf reaches a maximum value when 
yp has reached the top surface and the total pyrolysis mass flow rate reaches its maximum 
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value. As the material burns out, the flames become shorter and in fact disappear in the end. 
This is not seen here, because the igniter flux is kept in the correlation of [27], as mentioned 
above. We also assume that the flames have their origin at y = 0mm at all times, even if the 
material is pure char after a while. This can easily be modified, but this is not relevant for the 
present paper.      
Figure 13, showing front surface temperature evolutions in time, supports these findings. At 
heights where the situation resembles a one-dimensional configuration, we observe three 
stages: heat-up phase before pyrolysis; pyrolysis; heat-up phase of char (up to the 
equilibrium end temperature). These stages are readily distinguished by sudden variations in 
the temperature evolution. At y = 1cm, though, we see the effect of conduction again: there is 
pre-heating before any flames are seen and in the end, there is no sudden variation in the 
temperature evolution. Instead, there is a smooth transition to the equilibrium end 
temperature. Note that the equilibrium end temperature at y = 5cm and y = 9cm almost 
exactly matches the equilibrium end temperature: the configuration is practically one-
dimensional, with negligible net effect of conductive fluxes in the upward direction. At y = 
0mm, there are net conductive losses in the upward direction, so that the equilibrium end 
temperature is somewhat lower than in the purely one-dimensional configuration. 
Obviously, the temperature rise occurs later for higher positions in the material.  
To conclude this discussion, we draw the attention to the temperature evolution at y = 5cm 
for the 1cm thick material. Before pyrolysis takes place at that height, there is a sudden 
decrease in the temperature evolution (between t = 40s and 80s). This is due to the drop in yf 
around y = 5cm in this period (see figure 12): when yf drops below this height, there is no 
heat-up any more and, due to the convective and radiative heat losses from the front surface, 
the net effect is ‘cooling down’, leading to a decrease in temperature. This phenomenon is 
not observed for the smaller material thicknesses, as the pyrolysis mass flow rates are higher. 
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It is appealing that the present, simplified model, captures all the mentioned features 
automatically. 
5. Summary and conclusions 
Starting from a basic thermodynamic description of pyrolysis phenomena, a simplified 
pyrolysis model was described in detail. The basic model quantity is enthalpy, computed 
from the specific enthalpies of five constituents (dry virgin material, char, pyrolysis gases, 
liquid water and water vapour). The concept of heat of pyrolysis and its relation to formation 
enthalpies of individual constituents was revisited. It was explained how the developed 
model takes advantage of the use of pyrolysis heat to avoid the need for knowledge of the 
formation enthalpies of all individual constituents. 
The major assumption is that pyrolysis and evaporation are isothermal processes, taking 
place at infinitely thin fronts. The motion of each front is computed by means of a local mass 
and energy balance. 
All equations are solved on a fixed computational mesh, which makes the model appealing 
for general spread simulations. Indeed, it is easy to implement and applicable in three 
dimensions, for thermally thick or thin charring and non-charring materials, possibly 
containing moisture initially. The model can be combined with transport models for water 
liquid/vapour and pyrolysis gases in the solid material. A char oxidation model can also be 
incorporated. 
The numerical implementation and solution procedure have also been described. The model 
has then been applied to dry and wet charring materials, to non-charring materials and to a 
multi-dimensional configuration, resembling upward flame spread. 
Good agreement was illustrated for mass flow rates of pyrolysis gases in dry charring and 
non-charring materials (to which the model is directly applicable). The model formulation is 
robust with respect to several numerical aspects: the dependence of the results on the 
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computational mesh cells’ size and the physical time step size is small. Yet, in order to obtain 
continuous and smooth variations in time, it is essential to adopt a piecewise linear 
representation of the temperature field. With a constant temperature per computational cell, 
as is usually done, discontinuous evolutions of pyrolysis gases mass flow rates are obtained, 
regardless of the physical time step and mesh size. 
The effect of moisture is well captured: the pyrolysis process becomes slower as heat is 
consumed during the vaporisation process. 
Finally, we illustrated that the model can deal with multi-dimensional configurations by 
means of a test case, resembling upward flame spread. Many physical phenomena were 
explained and automatically captured by the present, simplified model. 
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APPENDIX A. Model Description in terms of Partial Differential Equations (PDE) 
A1. Mass Equations for the Constituents 
For the sake of clarity in the next section, we first describe the mass equations for each of the 
five constituents. The five equations read (for a one-dimensional configuration): 
 
( )
( )
( )
( )
( )
,
,
, , ,
,
v v
g
v c
c v
g
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g g g
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w l
w v
w v w v w v
w v
x
t
x
t
u
x
t x
x
t
u
x
t x
ρ ρω ρ ρ
ρ ρω ρ ρ
ρ ρ ω
ρ ω
ρ ρ ω
⎧ ∂ = −⎪ ∂ −⎪⎪ ∂ =⎪ ∂ −⎪⎪ ∂ ∂⎪ + =⎨ ∂ ∂⎪⎪ ∂ = −⎪ ∂⎪⎪∂ ∂⎪ + =∂ ∂⎪⎩
 
 
  
 
  
 (A.1) 
Processes only take place at the pyrolysis front ( ,f pyrx ) and the evaporation front ( ,f evapx ), so 
that the RHS in (A.1) is zero in all equations elsewhere (see next section). 
Note that virgin material, char and water as a liquid do not move in our model formulation, 
so that their velocities are zero. We also recall that the notation refers to local densities. For 
char, e.g., the local density can only take 2 values: 
 ,
,
 if  
0 if  
c c f pyr
c f pyr
x x
x x
ρ ρ
ρ
= <
= >

  (A.2) 
The convective velocities gu  and ,w vu  stem from a transport model. In our model, their value 
equals infinity, i.e. pyrolysis gases and water vapour immediately leave the solid matrix, as 
soon as they are created. However, the products … remain finite. 
The production rates of gases and water vapour are related to the speed of the front motion, 
as is discussed next. 
A.2. Motion of Pyrolysis Front and Evaporation Front 
The motion of the pyrolysis front is determined from a local mass balance equation: 
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 ( ) ( ), ,f pyrg c v f pyrdx x xdtω ρ ρ δ= − −  (A.3) 
where ( )δ  is the Dirac-functional, defined as: 
 
( )
( )
0 if 
 
 if 
1
x a
x a
x a
x a
δ
δ+∞−∞
⎧ ≠⎧− = ⎨⎪⎪ ∞ =⎩⎨⎪ − =⎪⎩∫
 (A.4) 
Indeed: integrating expression (A.3) over a control volume around the pyrolysis front yields: 
 ( ) ( ) ( ) ( ), ,, ,
1
f pyr f pyr
g c v f pyr c v f pyr
CV CV
dx dx
dV x x dV S x x dx
dt dt
ω ρ ρ δ ρ ρ δ= − − = − −∫ ∫ ∫ 	
 (A.5) 
which exactly corresponds to a mass balance over the pyrolysis front (cf. eq. 16). 
A similar expression can be derived for the motion of the evaporation front: 
 ( ),, , ,f evapw v w l f evapdx x xdtω ρ δ= −  (A.6) 
A.3. Enthalpy Equation 
The enthalpy equation reads: 
 cond
h hu q
t x x
ρ ρ∂ ∂ ∂+ = −∂ ∂ ∂
 
 (A.7) 
Using (1) and (13), (A.7) becomes: 
  h h u Tk
t x x x
α α α α α
α α
ρ ρ∂ ∂ ∂ ∂⎛ ⎞+ = − ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠∑ ∑
 
 (A.8) 
In the convection term, the velocity of the constituent must be taken. Thus, the convection 
term only appears for gas and water vapour in our model. 
Further elaboration yields: 
 
I II
h h u Tu h k
t x t x x x
α α α α α
α α α
α α
ρ ρρ ∂ ∂ ∂ ∂ ∂ ∂⎡ ⎤ ⎡ ⎤ ⎛ ⎞+ + + = − ⎜ ⎟⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑
 
	
 	

 (A.9) 
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We will now discuss each of the 2 terms in the LHS. Using (2), the dependency on formation 
enthalpies disappears: 
 ( ) ( ) ,
ref ref
T T
T T
c T dT u c T dT
t xα α α αα
ρ ⎡ ⎤∂ ∂⎢ ⎥+∂ ∂⎢ ⎥⎣ ⎦
∑ ∫ ∫  (A.10) 
For term II, expressions (A.1) yield: 
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 (A.11) 
Term II only differs from zero at the two fronts, which are at pyrolysis or evaporation 
temperature: 
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

 (A.12) 
or, with (4) and (8): 
 ( ) ( ),g pyr w v vx Q x Lω ωΔ +   (A.13) 
As such, the enthalpy equation (A.9) reads: 
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 (A.14) 
The enthalpy equation can be simplified at positions where no front is present. In that case, 
the heat input by conduction and convection is used only to modify the temperature: 
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 (A.15) 
At the front positions, during evaporation or pyrolysis, the heat front motion is governed by 
the heat balance. Consider e.g. the evaporation front. Introducing the notation ,
ref
T
s i i
T
h c dT= ∫  
for the sensible enthalpy of a constituent, and … equation (A.14) becomes: 
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 (A.16) 
According to our model, the temperature remains 373K. So, for an observer moving with the 
evaporation front, 0s sDh dh DT
Dt dT dt
= = for each of the constituents, with D
Dt
: 
 ,f evap
D x
Dt t x
∂ ∂= +∂ ∂
i i i  (A.17) 
Introducing this in equation (A.16), yields: 
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 (A.18) 
At the front, ,f evapx x= , temperature is a continuous function and its derivative is piecewise 
continuous, with a step at the front position. The local densities of water as a liquid and as a 
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vapour are also piecewise continuous, with a step at the front. Thus, the sum of the first five 
terms is a step function at the evaporation front and the leading term is the sixth term: 
 ( ) ( )( ) ( ), , , ,w l f evap f evap v f evapLHS x x x L O H x x O continuousρ δ= − + − +  (A.19) 
The notation H(x-a) refers to the Heaviside function: H(x-a) = 0 for x < a; H(x-a) = 1 for x ≥ 
a.    
For the temperature derivative at the front (in the HRS), we use indices l for the left front 
value limit and r for the right front value limit: 
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 (A.20) 
so that: 
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 (A.21) 
Thus, to leading order, equation (A.18) becomes: 
 , ,w l f evap v
r l
T Tx L k k
x x
ρ ∂ ∂⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠  (A.22) 
For the pyrolysis front, a similar expression can be derived: 
 
 ( ) ,c v f pyr pyr
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x x
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Equations (A.22) and (A.23) were derived from the finite volume formulation in the paper, 
yielding the same expressions (15) and (17). 
 
