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Abstract
With the path integral approach, the thermal average in a multi-electronic-state quantum systems
can be approximated by the ring polymer representation on an extended configuration space, where
the additional degrees of freedom are associated with the surface index of each bead. The primary
goal of this work is to propose a more efficient sampling algorithm for the calculation of such thermal
averages. We reformulate the extended ring polymer approximation according to the configurations
of the surface indexes, and by introducing a proper reference measure, the reformulation is recast as
a ratio of two expectations of function expansions. By quantitatively estimating the sub-estimators,
and minimizing the total variance of the sampled average, we propose a multi-level Monte Carlo path
integral molecular dynamics method (MLMC-PIMD) to achieve an optimal balance of computational
cost and accuracy.
1 Introduction
Simulation of complex chemical system at the quantum level has always been a central and challenging
task in the theoretical and computational chemistry, since a direct simulation of a quantum system is
often numerically infeasible. While most numerical approaches are based on the Born-Oppenheimer
approximation and the adiabatic assumption is usually taken, this assumption is no longer valid when
the interaction between multiple electronic energy surfaces cannot be neglected. In such scenarios, one
needs to consider the multi-electronic-state systems. Readers can refer to [12,20,25] for more discussion.
In this paper, we focus on the thermal average taking the following form
〈Â〉 =
Trne
[
e−βĤÂ
]
Trne
[
e−βĤ
] (1)
where Ĥ is a matrix-form Hamiltonian operator, Â is a matrix-form observable and β is the inverse
temperature given by 1
kBT
with kB the Boltzmann constant and T the temperature. And
Trne = TrnTre = TrL2(Rd) TrC2
denotes the trace with respect to the nuclear and electronic degrees of freedom. The prevailing numerical
methods for thermal average calculation are based on the ring polymer representation, mapping the
quantum particle to a ring polymer consists of its replica on the phase space [1, 14, 16, 17, 21]. The
ring polymer representation was originally proposed in [8] and it then became the foundation for many
numerical methods, which are mainly categorized into two groups: the path integral Monte Carlo methods
(see, e.g. [1,3]) and the path integral molecular dynamics approaches (see, e.g. [2,21]). Besides, in recent
years, in spite of vast applications in science, different mathematical aspects of the quantum thermal
1
averages have been explored, such as the continuum limit, the preconditioning techniques [18] and the
Bayesian inversion problem [4].
The conventional ring polymer representation does not directly apply to the nonadiabatic cases since
multiple energy surfaces are involved. One strategy to overcome this difficulty is to use the mapping
variable approach [22, 24, 25], and its basic idea is to replace the multi-electronic-state system by an
augmented scalar system where the extra dimensions correspond to the electronic degrees of freedom [24].
Another alternative strategy is to derive the extended ring polymer representation as in [14,16], following
the spirit of the pioneering work of Schmidt and Tully [23], and the discreteness of the electronic states
are preserved. In the extended ring polymer representation, each bead in the ring polymer is associated
with a surface index showing which energy surface it lies in. And the sampling is then carried out in
the extended space consisting of the position, momentum and surface index of each bead [16]. Thus
the thermal average is approximately transformed to the average over the extended configuration space
of ring polymers. Another main contribution of [16] is that a path integral molecular dynamics with
surface hopping (abbreviated by PIMD-SH) dynamics sampling method is developed for sampling of
the equilibrium distribution on the extended ring polymer space. The PIMD-SH dynamics ergodically
samples the equilibrium distribution and it is shown to satisfy the detailed balance condition. When it
comes to sampling off-diagonal observables, the straightforward PIMD-SH method becomes less efficient
since sampling the configuration with kinks (a kink means the surface indexes of two consecutive beads
are different). The infinite swapping limit of PIMD-SH was introduced and studied in [17] to remedy
this issue by averaging over the surface indexes of the beads, of which the formulation essentially agrees
with that in another independent work [14]. In [17], a multiscale integrator was proposed in the spirit
of the heterogeneous multiscale method (abbreviated by HMM) [5–7,27] to improve the efficiency of the
infinite swapping limit.
In this paper, we aim to further enhance the sampling efficiency of the computation of such thermal
averages by leveraging the unique structure of the extended ring polymer representation of a multi-
electronic-state system. It has been noticed in the previous work [16] that when sampling the extended
ring polymer representation, it is rare for a sampling path to visit the configurations with a large number
of kinks, and the total contributions of such configurations are asymptotically small. This observa-
tion motivates us to consider the the extended ring polymer representation with a certain truncation.
However, when the kinks are present, the contribution of off-diagonal component of the observable is
amplified due to the kink energy. Thus, a rational and proper truncation is possible only one rewrites
the extended ring polymer representation by the number of kinks and carry out detailed error analysis.
Based on the reformation by the number of kinks, and the approximation estimates established in the
error analysis, we are able to propose an improved sampling strategy in two steps. First, by introducing
a proper reference measure, the reformulation can be viewed as a ratio of two expectations where the
target functions to be sampled are in a form of series expansions with respect to the kink numbers
respectively. Such a representation immediately implies a sampling method (to be specified in Section
4), which we name the path integral molecular dynamics with a reference measure (abbreviated by RM-
PIMD). Unlike the original PIMD-SH method, where the sampled value is asymptotically singular in the
presence of kinks, in the RM-PIMD method, the proper introduction of the reference measure leads to
a cancellation of the singular terms in the observable functions to be sampled, and thus, yields a more
stable numerical performance.
Next, by examining the sub-estimators in the expansions, we observe that as the kink number increases
(while less than the half of the total bead number), the sampling difficulties increases dramatically while
the variances of sub-estimators decreases asymptotically. Therefore, we adopt the spirit of the multi-level
Monte Carlo method [9–11], and propose a second scheme, which we nameMLMC-PIMD. It optimizes the
numbers of samples allocated to each sub-estimator to minimize the variance of the total estimator, which
is subject to the constraint that the total computational cost is fixed. In additional, the quantitative
estimates in Section 3 guarantees that, a certain truncation at the number of kinks can lead to minimal
error while easily enhancing the efficiency of both algorithms.
The paper is outlined as follows. In Section 2, we give a brief review of the extended ring polymer
representation for two-state systems in the diabatic representation and the PIMD-SH method. We prove
in Section 3 a quantitative error estimate for the truncated ring polymer approximation for thermal aver-
age. In Section 4, based on the reference measure perspective, we further propose the Multi-level Monte
Carlo path integral molecular dynamics (MLMC-PIMD) method to minimize the variance with a given
computational cost. In Section 5, extensive numerical experiments are given to show the approximation
property of truncated ring polymer representation and the validation of MLMC-PIMD method.
2
2 Preliminary
2.1 Extended ring polymer representation for diabatic two-state systems
In (1), the Hamiltonian of a two-state system in a diabatic representation can be expressed as
Ĥ = T̂ + V̂ =
1
2M
(
pˆ2
pˆ2
)
+
(
V00(qˆ) V01(qˆ)
V10(qˆ) V11(qˆ)
)
where pˆ and qˆ denote the momentum and position operators, and M is the mass of nuclei (for simplicity,
we assume all nuclei have the same mass). And the potential matrix
V (q) =
(
V00(q) V01(q)
V10(q) V11(q)
)
is a Hermitian matrix. For simplicity, we assume V01 = V10, therefore they are real. In addition, we
assume V01 doesn’t change sign for all q. Then the Hilbert space of the system is L
2(Rd) ⊗ C2. For
simplicity, we assume the matrix-form observable Â only depends on position q, which can be written as
Â(qˆ) =
(
A00(qˆ) A01(qˆ)
A10(qˆ) A11(qˆ)
)
.
According to Section IIA of [16], for a sufficiently large N , (1) can be approximated by an extended
ring polymer as
Trne
[
e−βĤÂ
]
≈ 1
(2π)dN
∫
R2dN
dqdp
∑
ℓ∈{0,1}N
e−βNHN (q,p,ℓ)WN [A](q,p, ℓ) (2)
Trne
[
e−βĤ
]
≈ 1
(2π)dN
ZN :=
1
(2π)dN
∫
R2dN
dqdp
∑
ℓ∈{0,1}N
e−βNHN (q,p,ℓ) (3)
where βN =
β
N
. Let I denote the extended ring polymer representation with N beads which we use to
approximate the thermal average 〈Â〉 we want to compute in this article. Namely, I takes the form:
I :=
∫
R2dN
dqdp
∑
ℓ∈{0,1}N e
−βNHN (q,p,ℓ)WN [A](q,p, ℓ)∫
R2dN
dqdp
∑
ℓ∈{0,1}N e
−βNHN (q,p,ℓ)
. (4)
Each bead is described by its position, momentum and surface index. The configuration of N-bead
extended ring polymer representation (q,p, ℓ) = (q1, . . . , qN , p1, . . . , pN , ℓ1, . . . , ℓN ) (q = (q1, . . . , qN ) ∈
RdN ,p = (p1, . . . , pN) ∈ RdN , ℓ = (ℓ1, . . . , ℓN) ∈ {0, 1}N) lies in the extended (ring polymer) configu-
ration space S := R2dN × {0, 1}N , N copies of phase space with surface indexes. And the Hamiltonian
HN (q,p, ℓ) is defined as
HN (q,p, ℓ) =
N∑
k=1
〈ℓk |Gk| ℓk+1〉 (ℓN+1 = ℓ1), (5)
〈ℓ |Gk| ℓ′〉 =

p2k
2M +
M(qk−qk+1)
2
2(βN )
2 + Vℓℓ (qk)− 1βN ln (cosh (βN |V01 (qk)|)) , ℓ = ℓ′
p2k
2M +
M(qk−qk+1)
2
2(βN )
2 +
V00(qk)+V11(qk)
2 − 1βN ln (sinh (βN |V01 (qk)|)) . ℓ 6= ℓ′
(6)
For observable Â(qˆ), the function WN [A] takes the form:
WN [A](q,p, ℓ) =
1
N
N∑
k=1
〈ℓk |A (qk)| ℓk〉 − eβN 〈ℓk|Gk|ℓk+1〉−βN 〈lk|Gk|ℓk+1〉〈ℓk |A (qk)| ℓk〉
Vℓkℓk∣∣∣Vℓkℓk ∣∣∣ , (7)
where ℓk = 1−ℓk is the surface index of the other potential energy surface and 〈ℓ|A|ℓ′〉 is the corresponding
element of the matrix-form observable Â
〈ℓ|A(q)|ℓ′〉 = Aℓℓ′(q) ∀ℓ, ℓ′ ∈ {0, 1}.
Different from the conventional ring polymer representation, each bead of extended ring polymer repre-
sentation is associated with a surface index ℓk to show which energy surface it lies in. When ℓk 6= ℓk+1,
we call it a kink in the extended ring polymer representation. It is easy to notice that when only two
electronic states are involved the kink number is always even in a configuration less than 2⌊N2 ⌋. Readers
can refer to Section IIA of [16] for more discussions about the extended ring polymer representation for
the thermal average.
3
2.2 A brief introduction to PIMD-SH method
To calculate the thermal average, from the extended ring polymer representation, one can reformulate
the ratio of (2) to (3) as one expectation as in [16, 17]. Then the extended ring polymer representation
I for thermal average 〈Â〉 can be rewritten as
〈Â〉 ≈ I =
∫
R2dN
dqdp
∑
ℓ∈{0,1}N
π(z˜)WN [A](z˜),
where z and z˜ respectively denote (q,p) in the position and momentum space R2dN and (q,p, ℓ) in the
extended ring polymer configuration space S = R2dN × {0, 1}N . And π(z˜) is a distribution on extended
configuration space S taking the form as
π(z˜) =
1
ZN
e−βNHN (z˜).
The PIMD-SH method proposed a sampling scheme z˜(t), a stochastic differential whose trajectory
is ergodic with respect to equilibrium distribution π, then the integral of WN [A] with respect to the
distribution π can be approximated by sampling according to the trajectory of z˜(t):∫
R2dN
dqdp
∑
ℓ∈{0,1}N
π(z˜)WN [A](z˜) ≈ lim
T→∞
1
T
∫ T
0
WN [A](z˜(t))dt.
The trajectory z˜(t) is constructed as following:
dq = ∇pHN (q(t),p(t), ℓ(t))dt,
dp = −∇qHN (q(t),p(t), ℓ(t))dt − γpdt+
√
2γβ−1N MdB,
P (ℓ(t+ δt) = ℓ′|ℓ(t) = ℓ, z(t) = z) = δℓ′,ℓ + ηλℓ′,ℓ(z)δt+ o(δt),
(8)
where dB is Brownian motion of dimension dN , γ ≥ 0 denotes the friction constant, δt ≪ 1 denotes
the jump time interval and η > 0 serves as an overall scaling parameter for the hopping intensity. The
coefficients λℓ′,ℓ are defined as
λℓ′,ℓ =

−∑ℓ˜∈Sℓ pℓ˜,ℓ(z) ℓ′ = ℓ
pℓ′,ℓ ℓ
′ ∈ Sℓ
0 otherwise
where
Sℓ = {ℓ′| ‖ℓ′ − ℓ‖1 = 1 or ℓ′ = 1− ℓ} (||ℓ′ − ℓ||1 =
N∑
k=1
|ℓ′k − ℓk|) and pℓ′,ℓ = e
βN
2 (HN (z,ℓ)−HN(z,ℓ
′)).
The evolution of ℓ(t) is a Markov jump process enlightened by the work of the fewest switches surface
hopping in [26] (and other recent works [15, 19]). And the choice of pℓ′,ℓ satisfies the detailed balance
condition in order to preserve the distribution π under the dynamics. The choice of Sℓ only allows
two types of changes in the surface index sequence ℓ: first, only one bead flips to the other energy
surface; second, all beads in the sequence flip to contrary energy surface. Although the choice of Sℓ is
for simplicity, it can guarantee that the jump process ℓ(t) can reach any surface index configuration. It
has been proved in Section IIB of [16] that the trajectory z˜(t) has the ergodic property to sample the
distribution π on the extended configuration space S. Because it shows the distribution π is a stationary
solution to the Fokker-Planck equation of the process z˜(t). Readers can refer to Section IIB of [16] for
more discussion about PIMD-SH method.
3 The truncated thermal averages
Our motivation to improve the sampling of the thermal average calculation comes from leveraging the
unique structure of the extended ring polymer representation. To demonstrate our insight in a heuristic
way, we introduce some notations below. Let
T (ℓ) =
∫
R2dN
e−βNHN (q,p,ℓ)dqdp and TA(ℓ) =
∫
R2dN
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp.
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With some simple calculation, I as in (4) can be rewritten as
I =
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
, (9)
where |ℓ| denotes the kink number of surface index sequence ℓ ∈ {0, 1}N .
The distribution π can be rewritten as
π(z˜) =
1
ZN
e
−
βN
2M
∑N
k=1 p
2
k−
M
2βN
∑N
k=1(qk−qk+1)
2−βN
∑N
k=1 V (qk,ℓk,ℓk+1)
N∏
k=1
F (qk, ℓk, ℓk+1) (10)
according to (5) and (6), where
V (qk, ℓk, ℓk+1) =
{
Vℓkℓk(qk) ℓk = ℓk+1
V00(qk)+V11(qk)
2 ℓk 6= ℓk+1
andF (qk, ℓk, ℓk+1) =
{
cosh(βN |V01(qk)|) ℓk = ℓk+1
sinh(βN |V01(qk)|) ℓk 6= ℓk+1
.
According to the special form of F (q, ℓ, ℓ′), for large N and small |V01(q)|, we have
F (q, ℓ, ℓ′) =
{
cosh(βN |V01(q)|) ≈ 1 ℓ = ℓ′
sinh(βN |V01(q)|) ≈ βN |V01(q)| ≈ CN ℓ 6= ℓ′
.
Thus while the kink number of z˜ increases, the value π(z˜) decreases exponentially, which means the
integral T (ℓ) is negligible when ℓ has a large number of kinks. With the same idea, the integral TA(ℓ)
can be exponentially small when ℓ contains many kinks. Detailed analysis will be shown in the proof of
Theorem 3.1. Enlightened by this observation, we can use
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ) and
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
respectively to approximate the numerator and the denominator in (9) when k0 is appropriately chosen.
In other words, the extended ring polymer representation I can be approximated by the following
I ≈ I2k0 :=
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
, (11)
and we name I2k0 the truncated thermal average.
We shall show in Theorem 3.1 the truncated thermal average I2k0 can approximate the extended ring
polymer representation I when k0 is properly chosen. First, we have the following lemma counting the
number of configurations given the number of kinks.
Lemma 3.1 For integer N and k (0 ≤ k ≤ ⌊N2 ⌋), {0, 1}N contains 2
(
N
2k
)
different surface index se-
quences which have 2k kinks.
Proof When the beads number is N , we can determine the surface index sequence uniquely after we
know the first number is 0 or 1 and where the kinks happen. Since there are N intervals for kinks to
happen (the kinks occur between ℓk and ℓk+1 (1 ≤ k ≤ N)), the total number of 2k-kink sequences are
2
(
N
2k
)
. We complete the proof. 
Thus we are ready to state the main result of this section.
Theorem 3.1 Consider the thermal average in the ring polymer representation as in (4). Suppose the
the diagonal potentials satisfy: V00(q)− V11(q) ≤ C1, the off-diagonal potential is bounded: 0 < V01(q) <
5
C2 and the observable Â is bounded in each element: |〈ℓ|A(q)|ℓ′〉| < C3, ∀ℓ, ℓ′ ∈ {0, 1}, where C1, C2 and
C3 are some generic constants. Then we have
|I − I2k0 | ≤ C4CN5 N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
for some constants C4 and C5 both independent of N and k0.
Proof To simplify our calculation below, define
TA(ℓ) =
∫
R2dN
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp and T (ℓ) =
∫
R2dN
e−βNHN (q,p,ℓ)dqdp.
According to the definition of WN [A] in (7),
TA(ℓ) =
∫
R2dN
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp
=
∫
R2dN
(
1
N
N∑
k=1
〈ℓk |A (qk)| ℓk〉
)
e−βNHN (q,p,ℓ)dqdp−
− 1
N
k=N∑
k=1
∫
R2dN
eβN 〈ℓk|Gk|ℓk+1〉−βN〈ℓ¯k|Gk|ℓk+1〉 〈ℓk |A (qk)| ℓ¯k〉 e−βNHN (q,p,ℓ)dqdp
=
∫
R2dN
(
1
N
N∑
k=1
〈ℓk |A (qk)| ℓk〉
)
e−βNHN (q,p,ℓ)dqdp−
− 1
N
N∑
k=1
∫
R2dN
〈
ℓk |A (qk)| ℓ¯k
〉
e
−βN〈ℓ¯k|Gk|ℓk+1〉−βN ∑
1≤j≤N,j 6=k
〈ℓ¯j |Gk|ℓj+1〉
dqdp.
Define
TB(ℓ) =
∫
R2dN
(
1
N
N∑
k=1
〈ℓk |A (qk)| ℓk〉
)
e−βNHN (q,p,ℓ)dqdp,
TC,k(ℓ) =
∫
R2dN
〈
ℓk |A (qk)| ℓ¯k
〉
e
−βN〈ℓ¯k|Gk|ℓk+1〉−βN ∑
1≤j≤N,j 6=k
〈ℓ¯j |Gk|ℓj+1〉
dqdp and
Tk(ℓ) =
∫
R2dN
e
−βN〈ℓ¯k|Gk|ℓk+1〉−βN ∑
1≤j≤N,j 6=k
〈ℓ¯j |Gk|ℓj+1〉
dqdp.
We can write TA(ℓ) to
TA(ℓ) = TB(ℓ)− 1
N
N∑
k=1
TC,k(ℓ). (12)
Notice |〈ℓ|A(q)|ℓ′〉| < C3 (∀ℓ, ℓ′ ∈ {0, 1}), thus∣∣∣∣∣ 1N
N∑
k=1
〈ℓk |A (qk)| ℓk〉
∣∣∣∣∣ ≤ 1N
N∑
k=1
|〈ℓk |A (qk)| ℓk〉| ≤ C3 and |TB(ℓ)| ≤ C3T (ℓ). (13)
By the same calculation, we have
|TC,k(ℓ)| ≤
∫
R2dN
∣∣〈ℓk |A (qk)| ℓ¯k〉∣∣ e−βN〈ℓ¯k|Gk|ℓk+1〉−βN ∑1≤j≤N,j 6=k〈ℓ¯j|Gk|ℓj+1〉dqdp ≤ C3Tk(ℓ). (14)
We assume |ℓ| = 2k0 and let the 2k0 kinks of ℓ happen after surface indexes ℓi1 , . . . , ℓi2k0 (1 ≤ i1 < · · · <
i2k0 ≤ N). Let M = cosh(C2βN ), we have
sinh(βN |V01(qk)|)
βN |V01(qk)| = cosh(θβN |V01(qk)|) ≤ cosh(C2βN ) =M, (0 ≤ θ ≤ 1)
6
and thus
sinh(βN |V01(qk)|) ≤MβN |V01(qk)| ≤MC2βN . (15)
According to (15), we have
T (ℓ) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V (qk,ℓk,ℓk+1)
2k0∏
k=1
sinh(βN |V01(qik)|)×
×
∏
k 6=i1,··· ,i2k0
cosh(βN |V01(qk)|)dqdp
≤
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V (qk,ℓk,ℓk+1)
2k0∏
k=1
MβN |V01(qik)| ×MN−2k0dqdp
≤MNβ2k0N C2k02 C(ℓ) ≤MN(C2 ∨ 1)Nβ2k0N C(ℓ), (16)
where C(ℓ) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V (qk,ℓk,ℓk+1)
dqdp.
For Tn(ℓ), we also have
Tn(ℓ) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βNV (qn,ℓ¯n,ℓn+1)−βN
∑
k 6=n,1≤k≤N
V (qk,ℓk,ℓk+1)×
× F (qn, ℓ¯n, ℓn+1)
∏
k 6=n,1≤k≤N
F (qk, ℓk, ℓk+1) dqdp.
We observe that when ℓ contains 2k0 kinks,
N∏
k=1
F (qk, ℓk, ℓk+1) contains 2k0 sinh terms, each of which
is smaller than MC2βN , and (N − 2k0) cosh terms, each of which is samller than M . Compared
with
N∏
k=1
F (qk, ℓk, ℓk+1), F (qn, ℓ¯n, ℓn+1)
∏
k 6=n,1≤k≤N
F (qk, ℓk, ℓk+1) contains (2k0 + ∆) sinh terms and
(N − 2k0 −∆) cosh terms, where ∆ ∈ {−1, 1} dependent on the choice of ℓn and ℓn+1, as a result,
Tn(ℓ) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βNV (qn,ℓ¯n,ℓn+1)−βN
∑
k 6=n,1≤k≤N
V (qk,ℓk,ℓk+1)×
× F (qn, ℓ¯n, ℓn+1)
∏
k 6=n,1≤k≤N
F (qk, ℓk, ℓk+1) dqdp
≤
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βNV (qn,ℓ¯n,ℓn+1)−βN
∑
k 6=n,1≤k≤N
V (qk,ℓk,ℓk+1)
dqdp×
× (MC2βN )2k0+∆MN−2k0−∆
=MNC2k0+∆2 β
2k0+∆
N Cn(ℓ) ≤MN (C2 ∨ 1)NNβ2k0N Cn(ℓ), (17)
where Cn(ℓ) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βNV (qn,ℓ¯n,ℓn+1)−βN
∑
k 6=n,1≤k≤N
V (qk,ℓk,ℓk+1)
dqdp.
Let ℓ0 = {0, · · · , 0}, another useful observation is
T (ℓ0) =
∫
R2dN
e
−
βN
2M
N∑
k=1
p2k−
M
2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V (qk,0,0)
N∏
k=1
cosh(βN |V01(qk)|)dqdp ≥ C(ℓ0), (18)
because cosh(βN |V01(qk)|) ≥ 1. When ℓ contains 2k kinks, according to (13) and (16), we have
|TB(ℓ)| ≤ C3T (ℓ) ≤ C3MN (C2 ∨ 1)N β2kN C(ℓ). (19)
According to (14) and (17), we have
|TC,n(ℓ)| ≤ C3Tn(ℓ) ≤ C3MN (C2 ∨ 1)N Nβ2kN Cn(ℓ). (20)
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Under the assumption V00(q) − V11(q) < C1, we can control C(ℓ) and Cn(ℓ) using C(ℓ0) because
C(ℓ)
C(ℓ0)
=
∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V (qk,ℓk,ℓk+1)
dq∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)2−βN
N∑
k=1
V00(qk)
dq
=
∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V00(qk)
e
βN
N∑
k=1
(V00(qk)−V (qk,ℓk,ℓk+1))
dq∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)2−βN
N∑
k=1
V00(qk)
dq
,
and
V00 (qk)− V (qk, ℓk, ℓk+1) =

0 ≤ |C1| , ℓk = ℓk+1 = 0
V00 (qk)− V11 (qk) ≤ |C1| , ℓk = ℓk+1 = 1
1
2 (V00 (qk)− V11 (qk)) ≤ |C1| . ℓk 6= ℓk+1
(21)
Thus e
βN
N∑
k=1
(V00(qk)−V (qk,ℓk,ℓk+1)) ≤ eβN
N∑
k=1
|C1|
= e|C1| according to (21), and
C(ℓ)
C(ℓ0)
≤ e|C1|. (22)
By the same analysis,
Cn(ℓ)
C(ℓ0)
=
∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)
2−βNV (qn,ℓ¯n,ℓn+1)−βN
∑
k 6=n,1≤k≤N
V (qk,ℓk,ℓk+1)
dq∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)2−βN
N∑
k=1
V00(qk)
dq
=
∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)
2−βN
N∑
k=1
V00(qk)+βN (V00(qn)−V (qn,ℓ¯n,ℓn+1))+βN
∑
k 6=n,1≤k≤N
(V00(qk)−V (qk,ℓk,ℓk+1))
dq∫
RdN
e
− M2βN
N∑
k=1
(qk−qk+1)2−βN
N∑
k=1
V00(qk)
dq
.
According to (21), we also have
Cn(ℓ)
C(ℓ0)
≤ e|C1|. (23)
With those estimates we can begin to bound |I − I2k0 |. According to the definition of I and I2k0 , we have
I =
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
and I2k0 =
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
, (24)
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and thus
|I − I2k0 | =
∣∣∣∣∣
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
−
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣
≤
∣∣∣∣∣
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
−
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣+
∣∣∣∣∣
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
−
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣
=
∣∣∣∣∣
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣+
∣∣∣∣∣
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣
∣∣∣∣∣
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
T (ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣
= IA + IBIC , (25)
where
IA =
∣∣∣∣∣
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣, IB =
∣∣∣∣∣
k0∑
k=0
∑
|ℓ|=2k
TA(ℓ)
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣ and IC =
∣∣∣∣∣
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
T (ℓ)
k0∑
k=0
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣.
We notice when ℓ contains 2k kinks, using (12), (19) and (20) we have
|TA(ℓ)| ≤ |TB(ℓ)| + 1
N
N∑
n=1
|TC,n(ℓ)|
≤ C3MN (C2 ∨ 1)N β2kN C(ℓ) + C3MN (C2 ∨ 1)N Nβ2kN
(
1
N
N∑
n=1
Cn(ℓ)
)
≤ C3MN (C2 ∨ 1)N Nβ2kN
(
C(ℓ) +
1
N
N∑
n=1
Cn(ℓ)
)
. (26)
Using (22), (23) and (26), we have
|TA(ℓ)|
C(ℓ0)
≤ C3MN (C2 ∨ 1)N Nβ2kN
(
C(ℓ)
C(ℓ0)
+
1
N
N∑
n=1
Cn(ℓ)
C(ℓ0)
)
≤ C3MN (C2 ∨ 1)N Nβ2kN
(
e|C1| +
1
N
N∑
n=1
e|C1|
)
= 2C3e
|C1|MN (C2 ∨ 1)N Nβ2kN . (27)
Since N−2k
(
N
2k
) ≤ 1(2k)! and βN = 1N , using (27) and Lemma 3.1 we have∑
|ℓ|=2k
|TA(ℓ)|
C(ℓ0)
≤
∑
|ℓ|=2k
2C3e
|C1|MN (C2 ∨ 1)N Nβ2kN
= 4C3e
|C1|MN (C2 ∨ 1)N Nβ2kN
(
N
2k
)
≤ 4C3e|C1|MN (C2 ∨ 1)N N 1
(2k)!
(28)
9
Then we can use (18) and (28) to bound IA and IB respectively,
IA ≤
∣∣∣∣∣ ⌊
N
2 ⌋∑
k=k0+1
∑
|ℓ|=2k
TA(ℓ)
∣∣∣∣∣
C(ℓ0)
≤
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
|TA(ℓ)|
C(ℓ0)
≤ 4C3e|C1|MN (C2 ∨ 1)N N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
, (29)
IB ≤
∣∣∣∣∣ k0∑k=0 ∑|ℓ|=2k TA(ℓ)
∣∣∣∣∣
C(ℓ0)
≤
k0∑
k=0
∑
|ℓ|=2k
|TA(ℓ)|
C(ℓ0)
≤ 4C3e|C1|MN (C2 ∨ 1)N N
k0∑
k=0
1
(2k)!
. (30)
Searching a bound for IC is much easier. Assume ℓ contains 2k kinks, using (16) and (22) we have
T (ℓ)
C(ℓ0)
≤MN (C2 ∨ 1)N β2kN
C(ℓ)
C(ℓ0)
≤ e|C1|MN (C2 ∨ 1)N β2kN . (31)
Since N−2k
(
N
2k
) ≤ 1(2k)! and βN = 1N , using (31) and Lemma 3.1 we have∑
|ℓ|=2k
T (ℓ)
C(ℓ0)
≤ 2e|C1|MN (C2 ∨ 1)N β2kN
(
N
2k
) ≤ 2e|C1|MN (C2 ∨ 1)N 1
(2k)!
. (32)
Then use (18) and (32) to bound IC ,
IC ≤
∣∣∣∣∣ ⌊
N
2 ⌋∑
k=k0+1
∑
|ℓ|=2k
T (ℓ)
∣∣∣∣∣
C(ℓ0)
≤
⌊N2 ⌋∑
k=k0+1
∑
|ℓ|=2k
|T (ℓ)|
C(ℓ0)
≤ 2e|C1|MN (C2 ∨ 1)N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
. (33)
To get our conclusion, we use (29), (30) and (33) to bound |I − I2k0 | according to (25)
|I − I2k0 | ≤ IA + IBIC
≤ 4C3e|C1|MN (C2 ∨ 1)N N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
+ 4C3e
|C1|MN (C2 ∨ 1)N N
k0∑
k=0
1
(2k)!
×
× 2e|C1|MN (C2 ∨ 1)N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
= 4C3e
|C1|MN (C2 ∨ 1)N N
⌊N2 ⌋∑
k=k0+1
1
(2k)!
+
+ 8C3e
2|C1|M2N (C2 ∨ 1)2N N
(
k0∑
k=0
1
(2k)!
) ⌊N2 ⌋∑
k=k0+1
1
(2k)!
 .
We notice 4C3e
|C1|MN (C2 ∨ 1)N N ≤ 8C3e2|C1|M2N (C2 ∨ 1)2N N
(
k0∑
k=0
1
(2k)!
)
, and thus
|I − I2k0 | ≤ 16C3e2|C1|M2N (C2 ∨ 1)2N N
(
k0∑
k=0
1
(2k)!
) ⌊N2 ⌋∑
k=k0+1
1
(2k)!
 . (34)
According to (34), let C4 = 16C3e
2|C1|
+∞∑
k=0
1
(2k)! and C5 =M
2(C2 ∨ 1)2. We complete our proof. 
Remark 3.1 When we change the assumption V00(q) − V11(q) < C1 to V11(q) − V00(q) < C1 and keep
other assumptions in Theorem 3.1, we can still prove the same result only by changing ℓ0 to ℓ1 =
{1, · · · , 1} in the proof.
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Remark 3.2 When we assume the observable Â(qˆ) is diagonal, which means A01(qˆ) = A10(qˆ) = 0, and
keep other assumptions. Revise the above proof and we notice TC,k(ℓ) disappears because A01 = A10 = 0.
Using the same method in the proof, we can show
|I − I2k0 | ≤ C4CN5
⌊N2 ⌋∑
k=k0+1
1
(2k)!
,
where the factor N in the previous result disappears.
Although Theorem 3.1 does not directly imply an alternative numerical method, we shall see in
Section 4 that it provides a practical guide to further enhance the efficiency of the improved numerical
algorithms with minimal truncation error introduced.
4 Multi-level Monte Carlo path integral molecular dynamics
method
4.1 An introduction of a proper reference measure
Let π˜ denote a distribution on R2dN (phase space without surface indexes) which is to be specified,
and we call it reference measure. We notice from (9)
I =
∫
R2dN
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp
∫
R2dN
⌊N
2
⌋∑
k=0
∑
|ℓ|=2k
e−βNHN (q,p,ℓ)dqdp
=
∫
R2dN
(
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
WN [A](q,p, ℓ)
e−βNHN (q,p,ℓ)
π˜(q,p)
)
π˜(q,p)dqdp
∫
R2dN
(
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
e−βNHN (q,p,ℓ)
π˜(q,p)
)
π˜(q,p)dqdp
,
which means I can be reformulated to the ratio of two expectations with respect to π˜. In the following,
we let π˜ take the form
π˜(q,p) :=
e−βNHN (q,p,ℓ0)∫
R2dN
e−βNHN (q,p,ℓ0)dqdp
, (35)
where we recall here for convenience ℓ0 = {0, · · · , 0}. The motivation for choosing such a π˜ will be
elaborated below. We remark that other choices of proper reference measures π˜ are possible, see, e.g. [14].
We introduce the following notations. We use Eπ˜Ak and Eπ˜Bk to represent the expectation of
Ak(q,p) :=
∑
|l|=2k
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
and Bk(q,p) :=
∑
|l|=2k
e−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
on R2dN with respect to distribution π˜(q,p) respectively, namely,
Eπ˜Ak :=
∫
R2Nd
Ak(q,p)π˜(q,p)dqdp =
∫
R2Nd
 ∑
|l|=2k
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
 π˜(q,p)dqdp
and Eπ˜Bk :=
∫
R2Nd
Bk(q,p)π˜(q,p)dqdp =
∫
R2Nd
 ∑
|l|=2k
e−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
 π˜(q,p)dqdp.
Then the extended ring polymer representation I can be transformed to the ratio of two expectations
with respect to the distribution π˜:
I =
∫
R2dN
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp
∫
R2dN
⌊N2 ⌋∑
k=0
∑
|ℓ|=2k
e−βNHN (q,p,ℓ)dqdp
=
Eπ˜
⌊N2 ⌋∑
k=0
Ak
Eπ˜
⌊N2 ⌋∑
k=0
Bk
. (36)
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Our motivation for choosing such a specific distribution π˜ lies in two aspects. First, according to the
expression of WN [A] in (7) and 〈ℓ|Gk|ℓ′〉 in (6), we notice
eβN 〈ℓk|Gk|ℓk+1〉 =
e
βN
2M p
2
k+
M
2βN
(qk−qk+1)
2+βNVℓkℓk (qk) cosh−1(βN |V01(qk)|), ℓk = ℓk+1
e
βN
2M p
2
k+
M
2βN
(qk−qk+1)
2+βN
V00(qk)+V11(qk)
2 sinh−1(βN |V01(qk)|), ℓk 6= ℓk+1
which means if there exists a kink between ℓk and ℓk+1, because of the existence of sinh
−1(βN |V01(qk)|) ≈
sinh−1(C
N
), the term eβN〈ℓk|Gk|ℓk+1〉 attains a large value. We notice from (7) thatWN [A] depends linearly
on eβN 〈ℓk|Gk|ℓk+1〉 and hence, when there exists a kink between ℓk and ℓk+1, WN [A] also attains a large
value. As a consequence, when we use PIMD-SH method to calculate the ring polymer representation I,
the trajectory may occasionally visit large values, affecting its numerical performance. We can also see
this numerical performance from Figure 7 of the last Section where the trajectory of PIMD-SH method
visits some large values in a non-negligible probability. However, we can avoid this shortcoming when we
consider using (36) to calculate I, because we notice the term eβN〈ℓk|Gk|ℓk+1〉 in WN [A] is neutralized by
the term e−βN 〈ℓk|Gk|ℓk+1〉 in e−βNHN (q,p,ℓ), which means WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ) and thus Ak and
Bk won’t take large values.
Second, according to the formula of e−βNHN (q,p,ℓ), when ℓ contains 2k kinks, e−βNHN (q,p,ℓ) ≈ C
N2k
,
exponentially small compared to e−βNHN (q,p,ℓ0). Because Ak and Bk depend linearly on e
−βNHN (q,p,ℓ)
where |ℓ| = 2k, Ak and Bk are very small when k is large. And we notice
Bk(q,p) =
∑
|l|=2k
e−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
≈ 2(N2k) CN2k ≤ C(2k)! ,
which means not only Ak and Bk are very small but also decrease fast while k grows. An advantage of the
fast decreasing property of Ak and Bk is that we can optimize the sampling times for each sub-estimators
Êπ˜Ak and Êπ˜Bk defined later to minimize the total computational variance, leveraging the structure of
the system itself.
Recall the definition of I2k0 and the notations we introduced above, we have
I2k0 =
∫
R2dN
k0∑
k=0
∑
|ℓ|=2k
WN [A](q,p, ℓ)e
−βNHN (q,p,ℓ)dqdp
∫
R2dN
k0∑
k=0
∑
|ℓ|=2k
e−βNHN (q,p,ℓ)dqdp
=
Eπ˜
k0∑
k=0
Ak
Eπ˜
k0∑
k=0
Bk
=
k0∑
k=0
Eπ˜Ak
k0∑
k=0
Eπ˜Bk
.
Theorem 3.1 guarantees I2k0 is a good approximation to I when k0 is properly chosen. Lemma 3.1
shows each Ak and Bk is a summation of 2
(
N
2k
)
terms, which means a huge computational cost when k
is large. However, a truncation by k0 means we only need to compute Ak and Bk for relatively small
k, which saves the computation power. Instead computing Eπ˜
k0∑
k=0
Ak and Eπ˜
k0∑
k=0
Bk, we compute the
sub-estimators Eπ˜Ak (0 ≤ k ≤ k0) and Eπ˜Bk (0 ≤ k ≤ k0) respectively and optimize the computation
power assigned to each sub-estimator.
Notice the similarity of the representations for Eπ˜Ak and Eπ˜Bk, we need to find a method to calculate
the integral ∫
R2dN
f(q,p)π˜(q,p)dqdp
for a given function f(q,p) with respect to the distribution π˜(q,p) on R2dN . For example, the Langevin
dynamics z(t) below is ergodic with respect to π˜{
dq = ∇pHN (q(t),p(t), ℓ0)dt,
dp = −∇qHN (q(t),p(t), ℓ0)dt− γpdt+
√
2γβ−1N MdB,
(37)
where γ denotes the friction constant. Checking the ergodic property is a well studied subject and we
omit the details here. Thus to compute the integral Eπ˜Ak (0 ≤ k ≤ k0) and Eπ˜Bk (0 ≤ k ≤ k0) to get
the truncated thermal average I2k0 , we sample the trajectory z(t) by a time average
Eπ˜Ak ≈ lim
T→∞
1
T
∫ T
0
Ak(z(t))dt and Eπ˜Bk ≈ lim
T→∞
1
T
∫ T
0
Bk(z(t))dt.
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Next we consider the numerical implementation, the sub-estimators Êπ˜Ak and Êπ˜Bk for computing
Eπ˜Ak and Eπ˜Bk can be written as
Eπ˜Ak ≈ Êπ˜Ak(Nk) := 1
Nk
Nk∑
i=1
Ak(z
a
k(ti)) and Eπ˜Bk ≈ Êπ˜Bk(Nk) :=
1
Nk
Nk∑
i=1
Bk(z
b
k(ti)), (38)
where zak(t) and z
b
k(t) are independent trajectories of z(t) constructed in (37) and ti = i∆t. To sum
up, we respectively sample the trajectory zak and z
b
k with a time step ∆t and the sampling times Nk to
approximate Eπ˜Ak and Eπ˜Bk.
Now we have the the numerical approximation of the truncated thermal average I2k0 :
I2k0 =
k0∑
k=0
Eπ˜Ak
k0∑
k=0
Eπ˜Bk
≈
k0∑
k=0
Êπ˜Ak(Nk)
k0∑
k=0
Êπ˜Bk(Nk)
=
k0∑
k=0
1
Nk
Nk∑
i=1
Ak(z
a
k(ti))
k0∑
k=0
1
Nk
Nk∑
i=1
Bk(zbk(ti))
. (39)
We define NT :=
k0∑
k=0
Nk to be the total computation times, and thus we actually need to sample 2NT
times (sample NT times for numerator and denominator respectively) to approximate I2k0 .
Remark 4.1 In this paper, the numerical construction of the trajectories are obtained by the BAOAB
method to be described in Section 5.1.
4.2 RM-PIMD method for truncated thermal averages
After giving the general numerical method (39) for the truncated thermal average I2k0 without
specifying sampling the times Nk (0 ≤ k ≤ k0), we are yet to distribute the computation power for each
k. A simple way is to arrange the same sampling times for each sub-estimator Êπ˜Ak ans Êπ˜Bk, which
means Nk = N0 for all k from 0 to k0 and we name this numerical method the path integral molecular
dynamics method with a reference measure (RM-PIMD). And the numerical scheme can be presented as
I2k0 ≈
k0∑
k=0
Êπ˜Ak(N0)
k0∑
k=0
Êπ˜Bk(N0)
=
k0∑
k=0
1
N0
N0∑
i=1
Ak(z
a
k(ti))
k0∑
k=0
1
N0
N0∑
i=1
Bk(zbk(ti))
. (40)
RM-PIMD is not an optimal way for the choice ofNk, and it only serves as a comparison to MLMC-PIMD
method to be introduced later.
Recall the definition of the total computation times NT , the total computation times of RM-PIMD
is NT = (k0 + 1)N0. We give a detailed algorithm of the RM-PIMD method below.
Algorithm 1 RM-PIMD
Input: Total computation times NT , time step ∆t and k0
Output: Truncated thermal average I2k0
1: Compute the sampling times N0 for each sub-estimator using NT = (k0 + 1)N0.
2: With the BAOAB method, obtain sub-estimators in (38) to compute Êπ˜Ak and Êπ˜Bk.
3: return Compute I2k0 with the numerical approximation (40).
4.3 MLMC-PIMD method for truncated thermal averages
After showing the decaying property of the variances of the sub-estimators Êπ˜Ak and Êπ˜Bk and the
increasing sampling difficulty as k increases, we intend to optimize the numbers of samples allocated to
each sub-estimator to minimize the total computational cost. We fix a variance and optimize each sub-
estimator’s sampling number to achieve a minimal computational cost in the spirit of multi-level Monte
Carlo method [9–11]. We emphasize that this is the main motivation of constructing the numerical
scheme below.
13
Now we elaborate our analysis. Consider the denominator of numerical scheme (39)
k0∑
k=0
Êπ˜Bk =
k0∑
k=0
1
Nk
Nk∑
i=1
Bk(z
b
k(ti)).
For different Êπ˜Bk (0 ≤ k ≤ k0), we sample Nk times. According to the expression for variance
Var(X) = E(X2)− (EX)2 ≤ E(X2) ≤ max(|X |)2,
for simplicity we assume that zbk(ti) are independent, then we have
Var(
k0∑
k=0
Êπ˜Bk) = Var(
k0∑
k=0
1
Nk
Nk∑
i=1
Bk(z
b
k(ti))) =
k0∑
k=0
1
N2k
Nk∑
i=1
Var(Bk(z
b
k(ti)))
≤
k0∑
k=0
1
N2k
Nk∑
i=1
max(|Bk(zbk(ti))|) =
k0∑
k=0
1
Nk
max(|Bk(z)|)2. (41)
For |ℓ| = 2k, we assume the 2k kinks occur after the surface index ℓi1 , . . . , ℓi2k(1 ≤ i1 < · · · < i2k ≤ N),
then we have
e−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
=
e
−βN
N∑
k=1
V (qk,ℓk,ℓk+1) 2k∏
j=1
sinh(βN |V01(qij )|)
∏
j 6=i1,...,i2k
cosh(βN |V01(qj)|)
e
−βN
N∑
k=1
V00(qk) N∏
j=1
cosh(βN |V01(qj)|)
= e
−βN
N∑
k=1
(V (qk,ℓk,ℓk+1)−V00(qk))
2k∏
j=1
sinh(βN |V01(qij )|)
cosh(βN |V01(qij )|)
. (42)
We further assume V00(q) − V11(q) ≤ C1 and |V01(q)| ≤ C2 as what we assumed in Theorem 3.1.
According to (15), we have
sinh(βN |V01(qij )|)
cosh(βN |V01(qij )|)
≤MC2βN . (43)
Using (21), we get
e
−βN
N∑
k=1
(V (qk,ℓk,ℓk+1)−V00(qk)) ≤ e|C1|. (44)
According (43) and (44), we can bound (42)
e−βNHN (q,p,ℓ)
e−βNHN (q,p,ℓ0)
≤ e|C1|(MC2
N
)2k = e|C1|(
C
N
)2k. (45)
Then to bound Bk(z), we notice {ℓ : |ℓ| = 2k} contains 2
(
N
2k
)
different index sequences,
max(|Bk(z)|) ≤ 2
(
N
2k
)
e|C1|(
C
N
)2k ≤ 2C
Ne|C1|
(2k)!
, (46)
where we use N−2k
(
N
2k
) ≤ 1(2k)! . Use the inequality (46) in the estimation of variance (41), we have
Var(
k0∑
k=0
Êπ˜Bk) ≤
k0∑
k=0
4C2Ne2|C1|
Nk((2k)!)2
. (47)
As for the estimation of the total computational cost, for different k, according to the form of Bk(z), we
need to sum 2
(
N
2k
)
times to generate Bk(z
b
k(ti)). Thus the total computational cost of the denominator
is
Total computational cost ∝
k0∑
k=0
2Nk
(
N
2k
)
.
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We notice as k increases from 0 to 12⌊N2 ⌋, the variances of sub-estimators Êπ˜Bk decrease exponentially
while the computational cost increases. Thus the total variance is mainly contributed by the variances
of sub-estimators Êπ˜Bk with relatively small k while the total computational cost is mainly dominated
by the sub-estimators Êπ˜Bk with relatively large k.
Following the spirit of multi-level Monte Carlo method [9–11], we sample more times on the sub-
estimators Êπ˜Bk with relatively small k to reduce the total variance while saving the average computa-
tional cost. Quantitatively, for a prescribed small ǫ, we optimize the choice of Nk (0 ≤ k ≤ k0) to reduce
the computational cost subjective to the condition that the total variance is less than ǫ. And finding the
optimal choice of Nk connects to a conditional extremum problem:
minimize :
k0∑
k=0
2Nk
(
N
2k
)
, while :
k0∑
k=0
4C2N2 e
2|C3|
Nk((2k)!)2
≤ ǫ.
Using the Lagrangian multiplier method, it is easy to conclude that (Readers can see the detailed
derivation of this result in Appendix A):
Nk =
4C2Ne2|C3|
ǫ
(
k=k0∑
k=0
1
(2k)!
√(
N
2k
))((
N
2k
))− 12 1
(2k)!
. (48)
and the computational cost achieves to its minima.
From the above analysis, the times Nk we need to sample for sub-estimators Êπ˜Ak and Êπ˜Bk should
be proportional to ik :=
((
N
2k
))− 12 1
(2k)! . Thus when we use the numerical scheme (39) to compute the
truncated thermal average I2k0 with a given total computation times NT , the sampling times Nk for
sub-estimators Êπ˜Ak and Êπ˜Bk should satisfy
k0∑
k=0
Nk = NT and N0 : N1 : · · · : Nk0 = i0 : i1 : · · · : ik0 . (49)
And we name this numerical method the multi-level Monte Carlo path integral molecular dynamics
method (MLMC-PIMD). We give a complete MLMC-PIMD algorithm for the computation of truncated
thermal average I2k0 .
Algorithm 2 MLMC-PIMD
Input: Total computation times NT , time step ∆t and k0
Output: Truncated thermal average I2k0
1: Compute the sampling times Nk (0 ≤ k ≤ k0) for each sub-estimator satisfying N0 : · · · : Nk0 = i0 :
· · · : ik0 and
k0∑
k=0
Nk = NT .
2: With BAOAB method, obtain sub-estimators in (38) to sample the trajectory Nk times to compute
Êπ˜Ak and Êπ˜Bk for each k.
3: return Compute I2k0 with the numerical approximation (39).
5 Sub-estimator and experiment report
5.1 The BAOAB method for sub-estimator in MLMC-PIMD
In numerical experiments, we divide the Langevin dynamics constructed in (37) to sample the distri-
bution to compute the integral Eπ˜Ak and Eπ˜Bk. First we fix an initial point z0 = (q(0),p(0)) according
to the Gaussian distribution N (0,Mβ−1N ) at time t0 = 0 and then set the time step ∆t. In this article,
we apply the BAOAB method for the sub-estimator of Langevin dynamics, which means we repeat the
BAOAB method in each time interval [tn, tn +∆t] (tn = n∆t) until we reach time T ≫ ∆t.
We give a brief introduction to the BAOAB method for Langevin dynamics in the context of Langevin
thermostat [13]. The Langevin dynamics can be written as{
dq =M−1pdt,
dp = −∇qHNdt− γpdt+
√
2γβ−1N MdW .
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In the BAOAB method, the Langevin dynamics is divided into three parts, the kinetic part (part “A”):{
dq =M−1pdt,
dp = 0,
the potential part (part “B”): {
dq = 0,
dp = −∇qHNdt,
and the Langevin thermostat part (part “O”):{
dq = 0,
dp = −γpdt+
√
2γβ−1N MdW .
An advantage of this method is that each of these splitted parts can be integrated individually. For
example, after we know z0 = (q(0),p(0)) the Langevin thermostat part (part “O”) has a solution:{
q(t) = q(0),
p(t) = e−γtp(0) +
√
(1− e−2γt) (β−1N M)W (t),
where W denotes a multi-dimensional Gaussian random variable.
By using BAOAB method, first we solve part B and part A in order within the time step ∆t/2, then
solve part O in a full time step ∆t and finally solve part A and part B within the time step ∆t/2. In
integrating each small step, we use their exact solutions. It is shown [13] that the BAOAB method has
a higher accuracy than other splitting methods and can be implemented with larger time steps.
5.2 Numerical results
To test the validity of MLMC-PIMD method, we need to test the convergence of the sub-estimators
Êπ˜Ak and Êπ˜Bk, the convergence of the truncated thermal average I2k0 with the increasing of k0 and
the improved numerical performance of MLMC-PIMD method in terms of simulation time and accuracy
compared to RM-PIMD method and PIMD-SH method. We implement numerical experiments on the
following example.
5.2.1 Test example
The potentials are chosen to be one-dimensional taking the form:
V00 = x
2 + 2(1− cos(x)) − 3e−(x−1)2 − 2e−(x−1.5)2 + 3,
V11 = x
2 + 4(1− cos(x)) − 2e−(x−1)2 + 3,
V01 = V10 = e
−x2 ,
(50)
where we choose V00 ≤ V11 to satisfy the assumption in Theorem 3.1. The two energy surfaces respectively
achieve their minimas around x = 0.3 and x = 0.8 and almost intersect around x = −0.5, while the off-
diagonal potential is symmetric and achieves its maxima at x = 0. Thus the potentials are asymmetric
in this example and the location where the equilibrium distribution is mainly concentrated deviates from
the most active hopping area, which makes this test example more numerically challenging. We plot the
potentials on position interval (−π, π) in the left picture of Figure 1.
We then set other parameters for the rest of this article: β = 1,M = 1, N = 16 and γ = 1. We let
the observable takes the form (the picture is shown in the right part of Figure 1):
A =
[
1
1+x2 + cos(x) e
−x2 + sin(x)
e−x
2
+ sin(x) 11+x2 + cos(x)
]
. (51)
Using pseudo-spectral approximation method, we obtain the reference value for the thermal average 〈Aˆ〉
is 0.987553 with all parameters we set above.
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Figure 1: Left: Potentials defined in (50). Right: Observable defined in (51)
5.2.2 Convergence of sub-estimators in MLMC-PIMD
To test the convergence of BAOAB method in sub-estimators, we take the computation of Êπ˜Ak for
different k as an example after we fix Nk = 2e
5, set β = 1,M = 1, N = 16,∆t = 0.5e−2 and γ = 1 and
use the potentials in (50) and observable in (51).
When k = 0, we get {ℓ : |ℓ| = 0} = {(0, · · · , 0), (1, · · · , 1)}, which means the integrated function
A0 is a sum of 2 different parts. In general, as k grows larger from 0 to
1
2⌊N2 ⌋, {ℓ : |ℓ| = 2k} contains
more elements, which means we need to sum more times to get Ak. The following pictures (Figure 2-3)
show different paths of integral on the time interval [0, 1000] for different k from 0 to 3 to obtain Êπ˜Ak,
from which we can easily see the convergence of sub-estimators using BAOAB method compared to the
reference value marked by the straight line.
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Figure 2: Sub-estimators Êπ˜Ak in (38). Left: Convergence of sub-estimator Êπ˜A0. Right: Convergence
of sub-estimator Êπ˜A1. Parameters for both figures: β = 1,M = 1, N = 16,∆t = 0.5e
−2 and γ = 1.
Moreover, we can see the averages Êπ˜Ak (or Eπ˜Ak to be approximated) decrease fast with the
increasing of k, which demonstrates Ak decrease fast while k grows. Because of the fast decrease of Ak,
we can also speculate the variance of sub-estimator decreases with the increasing of k as what has been
shown in the analysis of Section 4.
5.2.3 Convergence of truncated thermal averages
To verify the approximation property of the truncated thermal averages, we need to compute I2k0
according to different k0. We use RM-PIMD method here to compute I2k0 , which means we sample the
same N0 times for each sub-estimator Êπ˜Ak and Êπ˜Bk, and then see how the MSE of these different
numerical outcomes, which are actually random variables, change according to k0 and N0. To compute
the MSE of a random variable X with respect to a bias, we use the following unbiased estimation
MSE ≈ 1
N
N∑
k=1
(Xk − bias)2,
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Figure 3: Sub-estimators Êπ˜Ak in (38). Left: Convergence of sub-estimator Êπ˜A2. Right: Convergence
of sub-estimator Êπ˜A3. Parameters for both figures: β = 1,M = 1, N = 16,∆t = 0.5e
−2 and γ = 1.
whereXk (1 ≤ 1 ≤ N) are independent copies ofX . The following figure (Figure 4) shows the convergence
of truncated thermal averages I2k0 .
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Figure 4: MSE of I2k0 with different k0 and N0. Parameters: β = 1,M = 1, N = 16,∆t = 0.5e
−2 and
γ = 1. N0: Sampling times for each sub-estimators Êπ˜Ak and Êπ˜Bk.
As the Theorem 3.1 shows, the biases of the I2k0 become smaller when k0 becomes larger. We notice
from Figure 4 that our estimation of I0 (k0 = 0) and I2 (k0 = 1) have larger and almost constant MSE
compared to I4 (k0 = 2) and I6 (k0 = 3), which is because the truncated thermal averages I0 and I2
have larger biases and the larger biases eliminate the effect of the decrease of variance when N0 gets
larger. When k0 = 2 or 3, we can see the biases of I2k0 become nearly negligible and the MSE of the
estimations is mainly influenced by its variance, which becomes smaller as the sampling times N0 of each
sub-estimator becomes larger. So in our case, when we consider the truncated thermal averages I4 and
I6, the estimations have approximation property to the thermal average 〈Â〉 with small enough MSE
when we choose a large N0.
5.2.4 Comparison of MLMC-PIMD against RM-PIMD
In this part, we test the validity of MLMC-PIMD method we derived in Section 4. We choose to
compute I10 (k0 = 5). From the numerical results in 5.2.3, we can see I4 serves as a good approximation
to the thermal average 〈Â〉 and so does I10. According to the analysis in Section 4, for sub-estimators
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Êπ˜Ak and Êπ˜Bk, the sampling times Nk should be proportional to
((
16
2k
))− 12 1
(2k)! . We use MLMC-PIMD
to compute I10 when we set six different total computation times NT = 2n× 105 with n from 1 to 6. To
show the comparison of MLMC-PIMD against RM-PIMD, we use the RM-PIMD method to compute
I10 under the condition NT = 12 × 105 and record the MSE’s and simulation time of these different
methods. The numerical outcomes are recorded in the following Table 1.
NT 2× 105 4× 105 6× 105 8× 105 10× 105 12× 106 12× 105
Numerical Method MLMC MLMC MLMC MLMC MLMC MLMC RM
MSE(×10−3) 0.5484 0.3858 0.2228 0.1763 0.1155 0.0677 0.1648
Simulation Time(s) 26.50 44.27 60.62 75.05 89.93 104.34 105.35
Table 1: MSE and Simulation Time for different Numerical Methods and NT . Parameters: β = 1,M =
1, N = 16,∆t = 0.5e−2 and γ = 1. MLMC: MLMC-PIMD, RM: RM-PIMD, NT : Total Computation
Times.
From Table 1, when we use MLMC-PIMD method with total computation times NT = 8 × 105,
the MSE of the estimation is almost the same as that using RM-PIMD method but with a larger
NT = 12× 105. Compared to RM-PIMD method in our case, MLMC-PIMD can help us save one third
of the simulation time to get the same MSE, showing its validity. To show the result more intuitively,
we provide the Figure 5 obtained according to Table 1.
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Figure 5: MSE and Simulation Time for different Numerical Methods and NT . Parameters: β = 1,M =
1, N = 16,∆t = 0.5e−2 and γ = 1. Red points for MSE, blue points for Simulation Time. Circles for
MLMC-PIMD method, triangles for RM-PIMD method
5.2.5 Comparison of MLMC-PIMD against PIMD-SH
In the last part of numerical results, we show the better numerical performance of MLMC-PIMD
method compared with PIMD-SH method in [16]. To show its validity, we intend to compare the MSE of
MLMC-PIMD method and PIMD-SH method. Because the time of each iteration of these two methods
are different, the total time spent in one simulation of them are different when the total computation
times are fixed. Thus comparing the MSE of them when the total computation times are fixed is not
appropriate, because PIMD-SH method may get a smaller MSE but spend a much larger amount of
time to complete one simulation, which is not enough to show the better numerical performance of
MLMC-PIMD method. As a result, we switch to fix the simulation time and compare the MSE, we
choose different total computation times NT in MLMC-PIMD method and different time T in PIMD-SH
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method to make the simulation time of these two methods equal and compare their MSE. The numerical
result is shown in Figure 6, from which we can see the MSE of MLMC-PIMD method is uniformly smaller
than that of PIMD-SH method when the simulation time changes, showing the validity of MLMC-PIMD
method.
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Figure 6: MSE for different Numerical Methods and Simulation Time. Parameters: β = 1,M = 1, N =
16,∆t = 0.5e−2 and γ = 1.
To give an intuitive and qualitative interpretation of the better performance of MLMC-PIMDmethod,
we consider and compare one trajectory of sampling in PIMD-SH method WN [A](z˜(ti)) and three dif-
ferent sampling trajectories Ak(z(ti)) (k = 0, 1, 2) in sub-estimators Êπ˜Ak (k = 0, 1, 2). We plot the
trajectories of 104 consecutive samplings after 105 iterations in Figure 7.
From the picture of the trajectory of PIMD-SH method (top left picture of Figure 7), we notice the
trajectory visits the extended configurations with a large kink number in a small probability and thus
such visits are rare events. As a result, it takes us a longer time to get enough samplings on these
configurations, which affects the numerical performance over the whole trajectory.
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A Calculating the optimal choice for Nk
We define the Lagrangian function
L(N0, · · · , Nk0 , λ) =
k0∑
k=0
2
(
N
2k
)
Nk − λ(
k0∑
k=0
4C2Ne2|C3|
Nk((2k)!)2
− ǫ),
and solve the equation
∂L
∂Nk
= 0 (0 ≤ k ≤ k0) and ∂L
∂λ
= 0.
Notice
∂L
∂Nk
= 2
(
N
2k
)
+ λ
8C2Ne2|C3|
N2k ((2k)!)
2
= 0, (52)
and
∂L
∂λ
= ǫ−
k=k0∑
k=0
4C2Ne2|C3|
Nk((2k)!)2
= 0. (53)
By (52) we have
Nk =
√−λ
((
N
2k
))− 12 2CNe|C3|
(2k)!
, (54)
and pass (54) to (53) we get
k=k0∑
k=0
2CNe|C3|
(2k)!
√(
N
2k
)
(−λ)− 12 = ǫ ⇒ λ = − 1
ǫ2
(
k=k0∑
k=0
2CNe|C3|
(2k)!
√(
N
2k
))2
. (55)
Using (54) and (55) we get
Nk =
1
ǫ
(
k=k0∑
k=0
2CNe|C3|
(2k)!
√(
N
2k
))((
N
2k
))− 12 2CNe|C3|
(2k)!
=
4C2Ne2|C3|
ǫ
(
k=k0∑
k=0
1
(2k)!
√(
N
2k
))((
N
2k
))− 12 1
(2k)!
, (56)
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where the total computational cost gets its minima. And from (56) we can see the optimal choice of Nk
is proportional to
((
N
2k
))− 12 1
(2k)! .
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