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1. Introduction
This note revisits the Riemann integral of a real-valued function y = f (x) over an interval [a, b] ⊂ R of the real line R,
ρ =
∫ b
a
f (x)dx, (1)
and its relation to the more general Riemann–Stieltjes integral over [a, b]
ρσ =
∫ b
a
f (x)dg(x), (2)
of the integrand f with respect to a real function g (the integrator).
The ρσ -integral is defined to be the limit of the approximating sum∑
xi∈P
f (zi)[g(xi+1)− g(xi)], (3)
where zi ∈ [xi, xi+1], as the mesh of the partition P of the interval [a, b], approaches zero.
Most commonly, g will be a nondecreasing function, though this is not an essential requirement. The limit (3) can generally
speaking exist for both continuous and discontinuous f and g functions. It may however face an existence problem only
when f and g share the same points of discontinuity and from the same side. Moreover, f and g may nonetheless share
discontinuities but not from the same side. In this case the limit (3) should exist for the directed set of partitions of [a, b], at
least in the Moore–Smith sense [1].
Obviously if g ′(x) is continuous, then ρσ is the same as its pertaining ρ-integral
ρς =
∫ b
a
f (x)dg(x) =
∫ b
a
f (x)g ′(x)dx.
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This condition is also satisfied if g is the Lebesgue integral of its derivative, i.e. when g is absolutely continuous [2].Moreover,
in the important special case when g(x) = go(x) = x,
ρσo =
∫ b
a
f (x)dg(x) =
∫ b
a
f (x)dx = ρ, (4)
i.e., ρ becomes a special case, ρσo, of the ρσ -integral.
In Section 2 of this note we introduce the concept of an elevated Riemann–Stieltjes integral. This concept happens to
motivate the idea of a ‘‘symmetrized Riemann integral’’, which is reported in Section 3. The main result of this work,
on the three different forms for the Riemann integral, is worked out in Section 4. Finally, some functional properties
of the symmetrized Riemann integral are employed in Section 5 for the numerical integration of monotonically varying
differentiable functions.
2. The elevated Riemann–Stieltjes integral
The Riemann–Stieltjes integral, which is widely used in probability theory and functional analysis, is however superior
to the Riemann integral when it comes to handling g(x) functions with unbounded g ′(x). A remarkable example of this
situation is when g(x) is a distribution like the Dirac Delta function δ(x) for which ρσ = ∫∞−∞ f (x)dδ(x) = f (0); and this
cannot be captured by any integral expression involving g ′(x). Despite this advantage, the ρσ -integral still suffers from an
existence problemwhen f and g share the same points of possible discontinuities and from the same side [1]. This difficulty
motivates the modification to the ρσ -integral that follows.
Definition 1. The elevated Riemann–Stieltjes integral of f with respect to g is
ρσ =
∫ b
a
[f (x)− g(x)]dg(x). (5)
Obviously ρσ is conceived as the limit of the approximating sum∑
xi∈P
[f (zi)− g(zi)][g(xi+1)− g(xi)], (6)
when the mesh of the partition P of the interval [a, b] approaches zero.
Here (f − g) plays the role of the integrand, but ρσ and ρσ have the same integrator.
Example 1. To illustrate this definition, consider an ρσ -integration of
f (x) = h(x)+
N∑
k=1
Akϑk(x), ϑk(x) =
{
1, x ∈ Ik = [ak, bk)
0, x 6∈ Ik ,
with respect to
g(x) =
N∑
k=1
Akϑk(x),
where Ak are real numbers ∀k and h(x) is a continuous function of x.
Because f shares the same discontinuities with g and from the same side, f − g is continuous. Clearly the present f is
ρσ -integrable with respect to the given g despite the fact that its ρσ does not exist. This example can serve as a proof for
the lemma that follows.
Lemma 1 (Existence). Unlike the ρσ -integral, the ρσ -integral can exist even in some situations when f and g share the same
points of discontinuity and from the same side.
Proof. When f and g share the same points of discontinuity, and from the same side, (f − g)may possibly not share with g
its points of discontinuity. Also it may possibly share themwith g but not from the same side; this completes the proof. 
The previous lemma happens moreover to underlie the following decomposition principle for the ρσ -integral.
Theorem 1 (Decomposition). If
∫ b
a f dg(x) and
∫ b
a gdf (x) both exist then
ρσ = ρσ + 1
2
[g2(b)− g2(a)]. (7)
Proof. The result of this theorem can straightforwardly then be verified by subtracting the 12 [g2(b)−g2(a)] term from both
sides of (7). Moreover, Example 1 shows how the integral
∫ b
a f dg(x)may not exist when the integral
∫ b
a [f (x) − g(x)]dg(x)
does exist. It is just as obvious how to construct functions f and g such that
∫ b
a f dg(x) exists but
∫ b
a [f (x)− g(x)]dg(x) does
not exist (let f be continuous but let g have a jump discontinuity in [a, b]). Therefore we need here both integrals ∫ ba f dg(x)
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and
∫ b
a [f (x)−g(x)]dg(x) to exist; this implies that
∫ b
a gdf (x) exists. The existence of only one of the integrals does not imply
that the other exists. 
Corollary 1.
ρ = ρσo = ρσo + 12 [b
2 − a2], (8)
where ρσo = ε is the elevated Riemann integral.
Theorem 2. If
∫ b
a f dg(x) or
∫ b
a gdf (x) exists then the ρσ -integral admits integration by parts in the form∫ b
a
[f (x)− g(x)]dg(x) = f (b)g(b)− f (a)g(a)− 1
2
[f 2(b)+ g2(b)] + 1
2
[f 2(a)+ g2(a)] −
∫ b
a
[g(x)− f (x)]df (x), (9)
and the existence of the
∫ b
a (f − g)dg(x) integral implies the existence of the
∫ b
a (g − f )df (x) integral.
Proof. By utilizing Theorem 1 and
∫ b
a f dg(x) = f (b)g(b)− f (a)g(a)−
∫ b
a gdf (x). 
3. The symmetrized Riemann integral
Both the ρ-integral and the ρσ -integral are in someway based on the projection of the curve of f (x) on the x-axis (y = 0)
of the Cartesian plane. So let us assume that the range of f (x), that corresponds to [a, b], is [f (a), f (b)] = [c, d] ⊂ R in order
to state the definition that follows.
Definition 2. The symmetrized integral of the same f (x) function as in the Riemann integral is
γ =
∫ β
α
η(τ)dτ , (10)
with η(τ) = z obtained from f (x) = y by means of a linear transformation Γ : R2 → R2, such that
Γ (x, y)T = C(x, y)T = (τ , z)T , (11)
with C = 1√
2
(
1 1
−1 1
)
, a rotation matrix, and
(α, β)T = C(a, b)T + 1√
2
(c − b, d+ a)T , (12)
an affine map.
Clearly γ is another Riemann integral of f (x) that is based on the projection of the curve of f (x), over the [α, β] interval,
on go(x): the median (y = x) of the first quadrant of the Cartesian plane. This takes place instead of the projection of f (x) on
the y = 0 axis in the ρ-integral. The symmetrized γ -integral should, nonetheless, by no means be confused with a changed
variable form [3],
ρ =
∫ g−1(b)
g−1(a)
f (g(t))g ′(t)dt,
for the same ρ of (1) but for a different integrand.
Lemma 2. If f (x) is a monotonically increasing or decreasing differentiable function over [a, b], which differs from the median
or the line orthogonal to it, then η(τ) is a one-to-one map over [α, β].
Proof. By contradiction. Assume that f is not differentiable and is, without loss of generality, a stepwise discontinuous
function
f (x) =
{
c, a ≤ x < t
d, t < x ≤ b
with a trajectory having the end points P(a, c) and S(b, d), satisfying b < d < c , containing a step-down discontinuity
from Q (t, c) to R(t, d). Obviously the segmented trajectory PS projects to [a, b] on the x-axis and to [α, β] on the τ -axis.
Q and R project to the same point t ∈ [a, b], and to ζ and ξ ∈ [α, β]. Finally since ξ < ζ as one sweeps the trajectory
from P to S, then η(τ) is geometrically not a one-to-one map over [α, β]. The lack of such discontinuities in f guarantees
a one-to-one behavior of the map over [α, β]. Hence, a monotonically varying differentiable function, which must be free
of discontinuities of the first kind, like the one at t (or like an algebraic branching point), is free of reasons for violating the
one-to-one behavior of its η(τ). 
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Furthermore, it is trivially observable that the magnitude of a ρ-integral is independent of the sense (step-up or step-
down) of a possible discontinuity in its f . In contrast, the corresponding value of its γ -integral can significantly vary with
a change in this sense. Therefore the γ -integral is distinctively more informative for discontinuous functions than the
pertaining ρ-integral.
Definition 3. Let f be a monotonically varying differentiable function over [a, b]; then an end point variation of f at x = a
is
G¸a = G¸[a, f (a)] = 14 (a
2 + 2ac − c2) = 1
4
[a− c(√2− 1)][a+ c(√2+ 1)]. (13)
On the basis of the fundamental theorem that follows, the previous G¸a number turns out to play the role of a generalized
integrated ‘‘antiderivative’’ in the calculus of the ρ − γ difference integral.
Theorem 3 (Differenced Integral Calculus). If ρ is the conventional integral of a monotonically varying differentiable function f
over [a, b] and γ is its pertaining symmetrized integral, then
ρ − γ = G¸b − G¸a. (14)
Proof. The proof is simply geometrical along the arguments of [4], pp 538–539. Sketch an arbitrarymonotonically increasing
or decreasing f (x), that may intersect with y = x at a finite number of points, and assume without loss of generality that
(a, c) and (b, d) are above the y = x line, that is a < c and b < d. Subtract then from ρ the area of the trapezoid with
vertices (a, 0), (a, a), (b, b) and (b, 0), which equals 12 (b
2 − a2), and the projection triangle on y = x from (a, c), which
equals 14 (c − a)2. Finally add the projection triangle on y = x from (b, d), which equals 14 (d− b)2, to obtain γ . The result of
the theorem follows by direct rearrangement of these terms. 
This result is similar to, though different from, the Fundamental Theorem of Calculus. It indicates remarkably that one
needs to know or compute only one of the two integrals ρ or γ (whichever is easier) and can then use this theorem to find
the other one. Nevertheless, the γ -integral can serve either as an alternative or a complement to the ρ-integral in some
graphical or charting applications. Indeed, the symmetrized-to-conventional integral ratio γ /ρ could have some specific
technical applications. Indeed if:
(i) ρ > 0 and γ > 0, then the graph of f (x) is in the sector, of the first quadrant, which is above the median,
(ii) ρ > 0 and γ < 0, then the graph of f (x) is in the sector, of the first quadrant, which is below the median,
(iii) ρ < 0 then γ < ρ < 0, the graph of f (x) is in the fourth quadrant.
Therefore the situations (i) and (iii) are characterized by γ /ρ > 0 while the situation (ii) corresponds to γ /ρ < 0.
Moreover, computations of the γ /ρ ratios can in principle have some other useful applications in various fields.
4. Three forms for the Riemann integral
In the previous two sections we studied the symmetrized form γ of the Riemann integral and its relation to the standard
ρ form. Here we shall investigate further the relation of γ to the elevated form ε.
Corollary 2.
γ − ε = 1
4
(d− b)2 − (c − a)2. (15)
Corollary 3. The three forms ρ, γ and ε for the Riemann integral of the monotonically varying differentiable function f over
[a, b] satisfy the singular linear algebraic system of equations
(1 −1 0
0 1 −1
0 0 0
)(
ρ
ε
γ
)
=

1
2
(b2 − a2)
G¸b − G¸a − 12 (b
2 − a2)
0
 . (16)
Proof. Invoke relations (8), (14) and (15) to form a system of three linear algebraic equations, then reduce it to echelon form
utilizing (13).
The solution vector (ρ, ε, γ )T of the system (16) contains one free parameter which could be any one of the three
components. Hence by knowing (or computing) any one of the three forms for the Riemann integral the system (16) can be
used to evaluate the other two forms.
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5. Evaluation of the symmetrized integral
In most activities involving a Riemann integration, f would be a given analytical or discrete function. In contrast, η(τ),
in the form
Π(τ , z) = z − η(τ) = 0, (17)
needs to be derived from
H(x, y) = y− f (x) = 0, (18)
by means of the Γ -map. This happens to lead to the result that follows.
Theorem 4. The integrand z = η(τ) of the symmetrized integral (10) of a monotonically varying differentiable f over [a, b] is a
solution to the functional equation
f
[
1√
2
(τ − z)
]
+ f −1
[
1√
2
(τ + z)
]
= √2τ . (19)
Proof. Elementary. In fact, direct substitution of (11) in (18) provides
1√
2
(τ + z)− f
[
1√
2
(τ − z)
]
= 0,
i.e.,
f
[
1√
2
(τ − z)
]
= 1√
2
(τ + z).
Take then, on one hand, f −1 of both sides of the last relation to obtain
z = τ −√2f −1
[
1√
2
(τ + z)
]
.
On the other hand, rearrange (18) into
z = √2f
[
1√
2
(τ − z)
]
− τ
and equate the right hand sides of the last two equations to complete the proof. 
Example 2. For the straight line function
y = f (x) = px+ q, |p| 6= 1,
the corresponding functional equation (19) is
p
1√
2
(τ − z)+ q+ 1
p
1√
2
(τ + z)− q
p
= √2τ ,
and this can easily be rearranged to
z = η(τ) = p− 1
p+ 1τ +
√
2
p+ 1q. (20)
Example 3. Consider next the simplest nonlinear function, i.e. the monomial: y = f (x) = xk, x ≥ 0, with k  1. Its
corresponding functional equation,[
1√
2
(τ − z)
]k
+
[
1√
2
(τ + z)
]1/k
= √2τ ,
cannot be resolved analytically in z, as an explicit function of τ ; this is contrary to the situation in Example 2.
Unfortunately the same nonresolvable situation happens to hold as well for all other nonlinear functions like, e.g., the
exponential f (x) = kx for which
k
1√
2
(τ−z) + logk 1√
2
(τ + z) = √2τ .
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The broken line approximation to η(τ)
In view of the previous examples and related facts, any analogue or digital nonlinear monotonically varying y = f (x) can
be approximated to a system of broken lines over disjoint intervals, namely,
f (x) ≈
n∑
i=1
fi(x)ϑi(x) (21)
where
fi(x) = pix+ qi, ϑi(x) =
{
1, x ∈ Ii = [ai, bi)
0, x 6∈ Ii, f (ai) = ci and f (bi) = di.
Making use of (20) allows directly the corresponding broken line approximate representation
η(τ) ≈
n∑
i=1
ηi(τ )χi(τ ), (22)
in which
ηi(τ ) = pi − 1pi + 1τ +
√
2
pi + 1qi, χi(τ ) =
{
1, τ ∈ Ji = [αi, βi)
0, τ 6∈ Ji,
and
(αi, βi)
T = C(ai, bi)T + 1√
2
(ci − bi, di + ai)T .
The approximate symmetrized-to-conventional integral ratio
The broken line representation (22) of η(τ) defines a certain sectioning scheme with an effective step size of h = b−an ,
even when the sectioning interval Ii is not uniform or random. Obviously, utilization of (22) in (10) provides, when υ = 1n ,
an estimate for γ as an alternative way for estimating ρ via (19), namely,
γn = γ (υ) =
n∑
i=1
∫ βi
αi
[
pi − 1
pi + 1τ +
√
2
pi + 1qi
]
χi(τ )dτ ,
or
γ (υ) =
n∑
i=1
1
2
pi − 1
pi + 1 (β
2
i − α2i )+
√
2
pi + 1qi(βi − αi).
A finer sectioning scheme involving the use of larger n and smaller Ii intervals generates the finer γ (υ) estimate which is
expected to tend, in principle, to γ when n→∞, i.e., when υ → 0. A practical approach to this objective consists of course
in a standard application of the equivalent Romberg integration [4]with a linear (or nonlinear) Richardson’s extrapolation [5]
on an υ–γ (υ) plane, which yields γ (0) = γ .
In a similar fashion, it is possible to compute the symmetrized-to-conventional integral ratio
γ
ρ
(υ) =
n∑
i=1
1
2
pi−1
pi+1 (β
2
i − α2i )+
√
2
pi+1qi(βi − αi)
n∑
i=1
1
2pi(b
2
i − a2i )+ qi(bi − ai)
which is supposed to yield γ
ρ
= γ
ρ
(0). Furthermore, it is anticipated that the value of γ
ρ
(0) is less sensitive to the nature of
the Richardson extrapolation scheme employed than the value of γ (0), to enable utilization of the procedure that follows.
Proposition 1. If the error of computing γ
ρ
(0) < the error of computing ρ(0), then the estimated accuracy of ρ(0) is enhanced
when
ρ(0) = (G¸b − G¸a)/
[
1− γ
ρ
(0)
]
, (23)
and γ
ρ
(0) is the only quantity to be computed.
Proof. This is in fact a corollary of Theorem 3, combined with realizing that if ρ(0)± λ and γ (0)± λ, in the right hand side
of (23), have the same error λ, then the corresponding ratio result is γ
ρ
(0) ± λ
ρ(0) . This would be the effective error of ρ(0)
in the left hand side of (23), i.e., ending up with an error reduction by a factor of 1
ρ(0) . 
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