Abstract. Due to Original drilling parameters optimization theory regards drilling rate as the core, to reduce the cost as the single purpose, ignoring other factors, multi-objective optimization model of drilling parameters, which included three goals: the rate of penetration, the bit life and the bit energy ratio was put forward satisfied certain constraints. Aiming at the present optimization method is easy to trap into a local optimization, a chaotic multi-objective particle swarm optimization algorithm was proposed. Standard test function results show that the improved algorithm has good convergence and distribution, and a better ability to jump out of local optimum. At last, the modified algorithm was introduced to solve multi-objective optimization model of drilling parameters according to an oil field practical example. The simulation test obtains the evenly distributed pare to front, which proves the effectiveness of the model and the algorithm, provided effective evidence for the selection of optimization scheme.
Introduction
Drilling parameter optimization is a key technology in the drilling engineering. After many years' efforts, the technology has made great progress. However, with the development of drilling engineering technology and the progress of information technology, the underground condition become increasingly complex, the difficulty of exploitation is increasing year by year, related tools and equipment is being updated rapidly, drilling parameters optimization technology to usher in a new research topic. At the same time, drilling parameter and optimize the relevant theoretical knowledge and basic subjects in continuous development, all kinds of optimization methods, provides a theoretical basis for optimization.
In recent years, the application of optimization algorithms applied to effectively solve the drilling parameters optimization of real-time demand has become one of the key technologies for the optimization of drilling, scholars began to use various optimization algorithm to solve the model of drilling. An improved adaptive genetic algorithm is applied to the optimization design of drilling parameters based on the minimum drilling cost, but the searching efficiency and accuracy of the algorithm are limited [1] . An adaptive quantum genetic algorithm based on the Fibonacci sequence was used to solve the parameter optimization problem in real-time, won the best speed and drilling pressure with minimum unit drilling cost [2] . A multi-objective particle swarm optimization algorithm was used to solve the multi-objective drilling parameters optimization model, but in the process of modeling, the water purification factor and the pressure difference was neglected [3] .
For these problem, in this paper, the Particle Swarm Optimization(PSO) algorithm is introduced, make full use of chaotic pseudo randomness, initial value sensitivity and ergodicity, proposed a chaotic multi-objective particle swarm optimization algorithm, and the algorithm is used to solve multi-objective optimization model of drilling parameters which is based on the rate of penetration, bit wear, bit energy ratio, the simulation obtained the satisfactory of the Pareto optimal solution set, and achieves the goal of optimization, the project selection optimization scheme provides an effective method.
Multi-objective Optimization of Drilling Parameters Model
At present, most of the drilling parameters optimization models are based on a single objective. In practice, instead of evaluating the pros and cons of drilling programs should not be confined to one target, it use multiple indicators for evaluation, this requires compromise on balancing several interdependent objectives, such as rate of penetration, drill life, and bit energy ratio, so this paper carries on multi-objective optimization of drilling parameters. In addition, due to the cost function identifies the need to consider the complexity of the business principles, laws and accounting standards, so just consider no preference of multi-objective optimization, search solutions, and provide options for decision makers.
Objective Function
With the optimization goal of fastest drilling rate, the longest drill life and the minimum bit energy ratio, the multi-objective optimization model is established. As shown in formula (1).
In the formula, F 1 represents the rate of penetration; F 2 represents the drill life, and F 3 indicates the bit energy ratio.
Rate of Penetration Model
Bourgoyne and Young described rate of penetration model as a linear combination between a numbers of influencing factors in more than one angle, and established the parametric equation which contains eight rate of penetration influence factors [4, 5] .Drilling rate equation is shown as follow: (2) In the formula, ρ c represents the equivalent circulation drilling fluid density ( ); W represents weight on bit (kN); represents drill diameter (mm); represents the threshold value of weight on bit under the unit length bit diameter (kN/mm); N represents rotary speed of bit(r/min); h represents tooth wear, the h of a new drill is 0, When the teeth are all worn out, h=1; represents Reynolds number.
Bit Wear Model
Common dental wear includes tooth wear and bearing wear. As the speed of the bit teeth wear is faster than the bearing wear, so usually only tooth wear is considered. Tooth wear rate in B-Y mode:
In the formula, , 
Bit Energy Ratio Model
Teale associated the needed energy to break the unit volume of rock with the rock breaking efficiency of the bit, and the output of the drill is integrated into a comprehensive parameter, called the mechanical energy ratio [6] . Fixed energy ratio model is shown as follow (5) 
In the formula, S e is bit energy ratio, v is rate of penetration (m/h).
Decision Variable
Drilling pressure androtary speed of bitarethebasic parameters of rock breaking that can be directlyacted onthebottom hole, it not only have an impact on the drilling speed, but also will affect the speed of bit wear and work life. So the parameters of two easy to be controlled by drilling pressure and rotational speed are used as the decision variables, i.e.
Constraint Condition
In practice, almost any design is restrictive, must be limited in the range of possible values for the decision variables within these limits as constraints, it is feasible to satisfy all the constraints of the design scheme. And the optimization of the objective function, in the drilling process should also satisfy certain constraints, including constraints of the argument itself and matching conditions among the variables. Multi objective optimization model of drilling parameters, shown as (7). .
In the formula, P D represents the maximum output power of the drilling rig.
Chaos Multi-objective Particle Swarm Optimization Algorithm
As a global optimization method, the optimization efficiency is higher than other optimization methods. So combining the chaos and particle swarm, a chaotic multi objective particle swarm optimization algorithm (called improved algorithm as well) is proposed, the algorithm search more ergodic, more conducive to finding non dominated solutions; not only to improve the algorithm ability to jump out of local optimum, but also improve the convergence speed and accuracy.
Improved Algorithm Description and Detailed Process
Specific idea of improved algorithm: first of all, the position and velocity of the particle is initialized by chaos, improve the particle global search optimization ability and population diversity; secondly, introducing chaos to update the best position in the population, so as to guide the particle escaping from the local optimum quickly, accelerating convergence.
Chaos Initialization
Chaos optimization which is based on chaos variable is a method which map the chaotic variables to the value range of optimize variable with the use of carrier selection, and search chaotic variables [7] . This paper is using logistic map to construct chaotic sequences, such as equation (8) as shown.
In the formula, cx i represents the i-st chaotic variable, k is the number of iterations.
The following linear mapping is used when the chaotic variables are converted into the optimization variables:
In the process of optimization, the chaotic variables are searched through the [0, 1] interval, and the corresponding optimization variable is the best solution of the problem.
Dynamic Inertia Weight
In order to better balance the global and local optimization ability, the general algorithm starts with a large positive value to the inertia weight w, with the search, the dynamic w gradually reduces. In this way, we can guarantee that the algorithm has a strong global search ability, and can be more accurate local search in the later iterations. Therefore, the following weight variation formula is used:
(10)
In the formula, w i , w e represents the final value and the initial value of w, gk represents the current iteration number, GEN represents the maximum number of iterations, crepresents preserved adjusting parameters, c=10 in this paper. Research shows, when inertia weight w i =0.9, w e =0.4, the performance of the algorithm is best.
Chaos Optimization
With the iteration, the particles are prone to "inertia" point, the stagnation phenomenon occurred, leading to the premature convergence of the algorithm, which affects the convergence of the algorithm. In this paper, we introduce the chaos sequence to update the optimal position gbest of the group. Specific steps are as follows:
Step1.Mapping gi P (i=1, 2… n) to definition domain [0, 1] of Logistic equation, then iteration is carried out by using the Logistic equation (8) , this generates chaos variables sequence
Step2.To return the generated chaotic variables sequence to the original solution space by inverse map ,get (m=1,2,…, n); Step3.Calculating chaos variables fitness value for each feasible solution of chaos variables experience in original solution space, retaining the best performance feasible solution , using it to replace the position of any particle in the current population.
Analysis of Algorithm Performance Test and Result
In order to verify the effectiveness of the improved algorithm, selection criteria function to test the algorithm of performance, test results are shown in table 1.And select NSGA2 algorithm in the literature [9] and the MOPSO algorithm proposed by [3] From the table above: (1) in terms of speed, improve algorithm TIME is slightly greater than the reference algorithm, but is much smaller than NSGA2, this indicates that the algorithm runs slower than the reference method, because there is chaos series, expanded the scope of the particles, which will increase the search time, but its speed was faster than NSGA2; (2) in the convergence index, obtained from the improved algorithm results is the best, which indicates that the improved algorithm is used to obtain the solution is more close to the true solution, improved the convergence of the algorithm is superior to the other two algorithms and convergence of more stable; (3) in the index of distribution, improved algorithm distribution is superior to other two algorithms and it is much more stable. The evaluation results show that the improved algorithm is feasible, accurate and efficient, and the comprehensive performance of the improved algorithm is better than the other two algorithms.
Application of Chaotic Multi Objective Particle Swarm Optimization Algorithm in Optimization of Drilling Parameters
In order to verify the feasibility of the proposed model and its effectiveness, optimized for well drilling in an oil field. The section drilled formation lithology is shale, with 311.2 φ mm drill, its related parameters are listed in table 2. In the process of optimization, the 30 sets of data in the drilling record are used as sample data, and only 10 groups are listed, as shown in Table3. 
Regression Analysis of Relevant Parameters of Mathematical Model
By using multiple regression analysis method, and combining with a large number of field construction data, it can get a practical value of drilling rate equation. Regression analysis was performed in SPSS Statistics IBM 19. The results of the parameters obtained are shown in Table 4 . The R of model is 0.840, that is, the fitting equation can explain the change of 84% of the dependent variables, and the fitting degree is good. Test statistic F is 16.464, the significant probability Sig<0.005, which shows that the regression equation is valid. The cumulative probability distribution of the sample residuals is basically fitting with the theory of cumulative probability distribution line, which is consistent with the normal assumption, and the sample observation value is generally close to normal distribution.
Analysis of Simulation Result
After many operations, when exPOP=POP=1000, GEN=150, the obtained results are smooth, and the optimal solution is uniform, as shown in Figure 1 . Table 6 Table 5 shows that, when the rate of penetration increases, bit life decreases, bit energy ratio increases, it is nearly impossible for us to get maximum ROP and then get the longest bit life and the minimum energy ratio at the same time. Thus, optimizing drilling parameters of interdependent relationship exists among each goal, a targeted performance always leads to another target penalty, and multi-objective optimization solution concentration between the various solutions, there is no further advantages and disadvantages. Decision makers can decide which group Pareto solutions is optimal according to the important degree of target, as the primary consideration of the bit life, the demand for the rate of penetration and bit energy ratio can corresponding reduced, compared 1st group and 2nd group data can found, 2nd group solutions phase for 1st group solutions bit life increased 18.33%, and rate of penetration reduced 8.68%, bit energy ratio reduced 7.39%. Comprehensive consideration, when the rate of penetration meets the requirements, 2nd group should be chosen as the optimal solution. Table 6 shows the comparison of simulation results for NSGA2, reference algorithm and improved algorithm. From the analysis in table 6 , at approximately the same weight on bit, rotary speed of bit, the better comprehensive performance of rate of penetration, bit life and bit energy ratio gotten by improved algorithm of ROP, and the running time significantly faster than NSGA2 algorithm, but slower than the reference algorithm.
To sum up, the simulation results show that the improved algorithm for solving multi-objective optimization of drilling parameters model results should be satisfactory, laid the groundwork for achieving real-time drilling parameters optimization.
Summary
The optimization of drilling parameters is a research project with significant engineering practical significance. The optimization of multi objective drilling parameters can provide a new method and new idea for engineering optimization. On the basis of mastery mutual relationship between the various drilling parameters, the multi objective optimization model of drilling parameters is established, which satisfies the conditions of certain constraints, and takes the rate of penetration, bit wear and bit energy ratio as the target. For particle swarm optimization algorithm, it is easy to fall into local optimum, the chaos is introduced into PSO, and a new algorithm is proposed for the optimization of chaos and multi object particle swarm optimization. The performance test results show that the improved algorithm has better convergence and distribution, can effectively guide the particle search and jump out of local optimum.
Aiming at the well section of an oilfield, the improved algorithm is proposed to solve the multi-objective optimization model of drilling parameters. Using SPSS software to carry out regression analysis in order to get the undetermined coefficient of model, and discuss the impact of the relevant parameters of the optimization algorithm and selection. Simulation results obtained the ideal of the Pareto front, but also compared with the other two algorithms for solving the results, optimization result is more ideal, verified the feasibility and effectiveness of the proposed multi-objective model and optimization algorithm.
