Abstract. In this paper we propose a new definition of prime ends for domains in metric spaces under rather general assumptions. We compare our prime ends to those of Carathéodory and Näkki. Modulus ends and prime ends, defined by means of the pmodulus of curve families, are also discussed and related to the prime ends. We provide characterizations of singleton prime ends and relate them to the notion of accessibility of boundary points, and introduce a topology on the prime end boundary. We also study relations between the prime end boundary and the Mazurkiewicz boundary. Generalizing the notion of John domains, we introduce almost John domains, and we investigate prime ends in the settings of John domains, almost John domains and domains which are finitely connected at the boundary.
Introduction
The classical Dirichlet boundary value problem associated with a differential operator L consists in finding a function u which satisfies the equation Lu = 0 on a domain Ω and the boundary condition u = f on ∂Ω for given boundary data f : ∂Ω → R. This problem has been studied extensively for various elliptic differential operators, including the Laplacian ∆ and its nonlinear counterpart the p-Laplacian ∆ p . Perhaps the most general method for solving the Dirichlet problem for these equations is the Perron method introduced independently by Perron [65] and Remak [66] , and further refined in the linear case by Wiener and Brelot (and therefore often called the PWB method in the linear case). For the nonlinear case see Heinonen-Kilpeläinen-Martio [34] and the notes therein, and Björn-Björn-Shanmugalingam [13] .
The Dirichlet problem, as posed above with f defined on the topological boundary ∂Ω, is in many cases unnecessarily restrictive. For example, in the slit disk (see Example 5.2) one boundary value is prescribed for each point in the slit, even though it would be more natural to have two boundary values at those points (except for the tip), obtained by approaching the slit from either side. On the other hand, in some domains with complicated boundary there may be nontrivial parts of the boundary which are essentially invisible for the solutions and therefore should be treated accordingly in the Dirichlet problem.
For linear operators such as ∆, this drawback has been earlier addressed on R n and Riemannian manifolds using the Martin boundary, see Martin [54] , Ancona [4] , [5] and Anderson-Schoen [7] . The minimal Martin kernel functions, which compose the Martin boundary of the domain, are analogs of Poisson kernels for more irregular domains and provide us with integral representations for the solutions of the corresponding Dirichlet problem. In the slit disk one can see that there are two distinct minimal Martin kernels corresponding to each point in the slit (except for the tip). Although, as shown by e.g. Holopainen-Shanmugalingam-Tyson [41] and Lewis-Nyström [51] , a Martin boundary can be defined even for nonlinear operators such as the p-Laplacian and its generalizations to metric spaces, we cannot hope to use the Martin boundary as a kernel for solving the corresponding Dirichlet problem in the nonlinear case. The goal of this paper is to instead develop an alternative notion of boundary, called the prime end boundary, which can give rise to a more comprehensive potential theory suitable for the Perron method and taking the above geometrical concern into account. Prime ends were introduced by Carathéodory [20] in 1913 for simply connected planar domains. His approach is suitable also for finitely connected planar domains, but to be able to treat more general domains satisfactorily we propose a different definition. Even though we work in metric spaces, our results are new also for simply connected planar domains, and our prime ends are different from Carathéodory's also in this case.
Roughly speaking, a prime end corresponds to a part of the topological boundary which can be reached from the domain in a connected way. In very special domains, such as uniform domains and domains which are locally connected at the boundary, the prime end boundary coincides with the topological boundary, but in more general domains it need not even satisfy the T2 separation condition. In between, there is a large class of domains for which the prime end boundary behaves well and provides more flexibility in the Dirichlet problem than the topological boundary.
We introduce a natural topology on the prime end boundary, with the aim at solving the Dirichlet problem with respect to the prime end boundary. Such a Dirichlet problem, and the related potential theory, are studied in a companion paper to this one, Björn-Björn-Shanmugalingam [15] . Even the standard Dirichlet problem with respect to the topological boundary benefits from the study of prime ends, see A. Björn [9] .
As already mentioned, the notion of prime ends was first proposed by Carathéodory for simply connected planar domains. It was later used successfully by e.g. Beurling [8] , Ohtsuka [64] , Ahlfors [2] , Näkki [60] and Minda-Näkki [58] to study problems related to boundary regularity of conformal and quasiconformal mappings in Euclidean domains. Others who have formulated versions of prime ends include Kaufmann [48] , Mazurkiewicz [56] , Epstein [26] and Karmazin [46] , [47] . More recently, prime ends have been used by e.g. Ancona [6] and Rempe [67] in various settings to study problems related to potential theory and dynamical systems. These studies are set in Euclidean domains or domains in a topological manifold (as in [56] ), and generally require that the domain be a simply connected planar domain, or that it is locally connected at the boundary. The literature on prime ends is quite substantial, and we cannot hope to provide an exhaustive list of references here; we recommend the interested reader to also consider papers cited in the above references.
The exposition of this paper is as follows. Section 2 is devoted to the preliminary notions and definitions needed in the paper. Our aim is to develop prime ends in metric spaces under rather general assumptions. We use the standard assumptions that the metric space is complete and equipped with a doubling measure supporting a Poincaré inequality, but often these assumptions can be substantially weakened; this is pointed out at the end of Section 2. Examples of spaces satisfying the standard assumptions mentioned above include various manifolds, Heisenberg and Carnot groups, Carnot-Carathéodory spaces, certain fractals and some closed subsets of R n , see Appendix A in Björn-Björn [10] . In Section 3 we give a brief description of Carathéodory's notion of prime ends, the prototype for most subsequent notions of prime ends, including ours. The discussion in Section 3 provides a framework for our definition of ends and prime ends introduced in Section 4. We illustrate our notion of ends and prime ends through various examples in Section 5, where we also compare our ends and prime ends with Carathéodory's and discuss some advantages of our approach.
To tie in the nonlinear potential theory, in Section 6 we further refine the notions of ends and prime ends by introducing Mod p -ends and Mod p -prime ends, which through the p-modulus of curve families take into account the geometry of the domain. This part is somewhat motivated by the works of Ahlfors [2] , Beurling [8] and Näkki [60] . We also relate our prime ends to p-parabolicity and point out some geometrical differences arising from the conformal and nonconformal p-modulus.
In [22] , Collingwood and Lohwater provided classifications of Carathéodory prime ends. For us, the class of singleton prime ends is the most interesting because of its connection to (path)accessibility and finite connectedness at the boundary. Hence in Section 7 we study ends with singleton impressions, provide geometric conditions for an end to be a prime end, and present a simple way of constructing prime ends at accessible boundary points. For these results our modification of Carathéodory's definition is essential.
The goal of Section 8 is to construct a topology on the collection of (prime) ends, or rather on the (prime) end closure of the domain. Here we also characterize the convergence of a sequence of ends to an end in terms of the Mazurkiewicz distance (sometimes called the inner diameter distance). Section 9 is devoted to studying the topology on the prime end boundary. We show that the set of singleton prime ends is homeomorphic to the Mazurkiewicz boundary obtained by completing the domain with respect to its Mazurkiewicz distance, and this homeomorphism extends in a natural way to the domain itself.
Section 10 focuses on studying the prime end boundary of domains which are finitely connected at the boundary. We show that in such domains the prime end closure of the domain is metrizable, and that all prime ends have singleton impressions and can be obtained as connected components of small neighborhoods of boundary points.
The final section of this paper, Section 11, focuses on a more special class of domains, namely John domains. For a more extensive theory, we introduce almost John domains, which e.g. makes it possible to include some cusp domains in our discussion. Here we show that such domains are finitely connected at the boundary, have only singleton prime ends, and that each boundary point is accessible and corresponds to the impression of at least one prime end. For certain values of p we also show that prime ends in almost John domains are exactly the Mod p -ends, which reflects the use of extremal length in the construction of Carathéodory prime ends due to Schlesinger [68] . For the more special class of uniform domains some additional results are obtained.
Auxiliary results related to modulus and capacitary estimates used in this paper are collected in an appendix. Some of them are also of independent interest. Examples are given throughout the paper to illustrate various geometric situations and properties of prime ends. In fact, all the examples given in this paper are Euclidean domains, and indicate the possibilities which can occur even in the Euclidean setting when the domains are not as nice as the ones considered in the works of Ahlfors, Carathéodory and Näkki. The theorems, on the other hand, are formulated under least possible assumptions to emphasize the generality of our theory.
Preliminaries
Let (X, d, µ) be a metric measure space equipped with a metric d and a measure µ (and containing more than one point). We will assume that µ is a Borel measure such that 0 < µ(B) < ∞ for all balls B in X.
We also let 1 ≤ p < ∞ be fixed. We shall sometimes impose additional assumptions on p. Throughout the paper, Ω X will be a bounded domain in X, i.e. a bounded nonempty connected open subset of X that is not X itself.
A wide class of metric measure spaces of current interest, including weighted and unweighted Euclidean spaces, Riemannian manifolds, Heisenberg groups, and other Carnot-Carathéodory spaces, all have locally doubling measures that support a Poincaré inequality locally. Since we are interested in unifying potential theory on all these spaces, we will assume these properties for the metric spaces considered in this paper. Because the domain under consideration is assumed to be bounded, there is no loss of generality in assuming the doubling condition and the Poincaré inequality as global properties, with only simple modifications needed to go from spaces with globally held properties to spaces with locally held properties.
A measure µ is said to be doubling if there is a constant C µ > 0 such that for all balls B = B(x, r) = {y ∈ X : d(x, y) < r},
where λB(x, r) = B(x, λr). If µ is doubling, then X is complete if and only if it is proper (i.e. every closed bounded set is compact), see Proposition 3.1 in Björn-Björn [10] .
A consequence of the doubling condition is the following lower mass bound. There exist C, Q > 0 such that for all x ∈ X, 0 < r ≤ R and y ∈ B(x, R),
Indeed, Q = log 2 C µ and C = C 2 µ will do, see Lemma 3.3 in Björn-Björn [10] , but there may be a better, i.e. smaller, exponent Q. Note also that (2.1) implies that µ is doubling, i.e. µ is doubling if and only if there is an exponent Q such that (2.1) holds. If X is also connected then there exist constants C > 0 and q > 0 such that for all x ∈ X, 0 < r ≤ R and y ∈ B(x, R),
Note that we always have 0 < q ≤ Q and that any 0 < q ′ < q and Q ′ > Q will do as well.
We say that X is Ahlfors Q 0 -regular if there is a constant C such that
for all balls B(x, r) ⊂ X with r < 2 diam X. In this case, the best choices for q and Q in (2.1) and (2.2) are to let q = Q = Q 0 . We emphasize that in this paper we do not restrict ourselves to Ahlfors regular metric spaces. Garofalo-Marola [27] introduced the pointwise dimension q 0 (x) (called Q(x) in [27] ) as the supremum of all q > 0 such that
for some C q > 0 and all 0 < r ≤ R ≤ diam X. Since the analysis considered in this paper is local, we do not need the above inequality for all R > 0.
Definition 2.1. Given x ∈ X we consider the pointwise dimension set Q(x) of all possible q > 0 for which there are constants C q > 0 and R q > 0 such that (2.3) holds for all 0 < r ≤ R ≤ R q .
Observe that Q(x) is a bounded interval. Indeed, Q(x) = (0, q 0 ] or Q(x) = (0, q 0 ) for some nonnegative number q 0 , as in the following examples. Example 2.2. Let X = R n with the measure dµ = w dx, where
Then for all 0 < r ≤ 1/e we have µ(B(0, r)) = α n r n 1 n + log 1 r , where α n is the Lebesgue measure of the unit ball in R n . It follows that for x = 0, (2.3) holds for all q < n but not for q = n, i.e. Q(0) = (0, n). On the other hand, Q(x) = (0, n] for x = 0. Example 2.3. Let X = R n be equipped with the doubling measure dµ(x) = |x| α dx for some fixed α > −n. Then µ(B(0, r)) is comparable to r n+α , while for x = 0, µ(B(x, r)) is comparable to r n with comparison constant depending on |x|. Thus Q(0) = (0, n + α] whereas Q(x) = (0, n] if x = 0. It follows that (2.1) and (2.2) hold with q = min{n, n + α} and Q = max{n, n + α}. Note that for α close to −n we have q close to 0.
Note that q ≤ q 0 ≤ Q, where q and Q are as in (2.1) and (2.2) . If the measure µ is Ahlfors Q 0 -regular, then q 0 = Q 0 and Q(x) = (0, Q 0 ] for all x. The pointwise dimension Q(x) will appear in some of our results in connection with the capacity and the modulus of curve families. 
whenever both u(γ(0)) and u(γ(l γ )) are finite, and γ g ds = ∞ otherwise. If g is a nonnegative measurable function (not necessarily Borel) on X and if (2.4) holds for p-a.e. nonconstant rectifiable curve, then g is a p-weak upper gradient of u. By saying that a property holds for p-a.e. rectifiable curve, we mean that it fails only for a curve family Γ with zero p-modulus, i.e that there is a Borel function ρ ∈ L p (X) such that γ ρ ds = ∞ for all γ ∈ Γ. This is consistent with the definition of p-modulus in (6.1) below. Since the p-weak upper gradient g can be modified on a set of measure zero to obtain a Borel function, it can be shown that γ g ds is defined (with a value in [0, ∞]) for p-a.e. rectifiable curve.
Here and throughout the paper we require curves to be nonconstant, unless otherwise stated explicitly.
Upper gradients were introduced by Heinonen and Koskela [35] , [36] (where they were called very weak gradients), whereas p-weak upper gradients were first defined in Koskela-MacManus [49] . In [49] it was also shown that if g ∈ L p (X) is a p-weak upper gradient of u, then one can find a sequence {g j } ∞ j=1 of upper gradients of u such that g j → g in L p (X). If u has an upper gradient in L p (X), then it has a minimal p-weak upper gradient g u ∈ L p (X) in the sense that for every p-weak upper gradient g ∈ L p (X) of u, g u ≤ g a.e., see Corollary 3.7 in Shanmugalingam [70] and Theorem 7.16 in Haj lasz [30] .
Next we define a version of Sobolev spaces on the metric space X due to Shanmugalingam [69] .
where the infimum is taken over all upper gradients g of u. The Newtonian space on X is
where two functions u and v are said to be equivalent, denoted
We say that X supports a p-Poincaré inequality if there exist constants C PI > 0 and λ ≥ 1 such that for all balls B ⊂ X and all u ∈ N 1,p (X), From now on we assume that the space X is complete and supports a p-Poincaré inequality, and that the measure µ is doubling.
A consequence of the above standing assumptions is that X is L-quasiconvex, i.e. for every x, y ∈ X there is a rectifiable curve with length at most Ld(x, y) connecting x and y, where L only depends on the doubling constant and the constants in the pPoincaré inequality. This result is due to Semmes, see Theorem 17.1 in Cheeger [21] , Proposition 4.4 in Haj lasz-Koskela [32] or Theorem 4.32 in Björn-Björn [10] for a proof. Theorem 4.32 in [10] contains an explicit estimate for L.
A direct consequence of the quasiconvexity is that X is locally connected. Many of the results in this paper hold under the weaker assumption that X is a locally connected proper metric space. This is true for all the results in Sections 4-10, except for the results concerning Mod p -(prime)ends. The results in Section 11, apart from the Mod p -results, hold under the assumptions that X is a quasiconvex proper metric space and µ is doubling. Remark 2.6. Recall that X is locally (path)connected if every neighborhood of a point x ∈ X contains a (path)connected neighborhood. If X is a locally connected proper metric space, then X is locally pathconnected by the Mazurkiewicz-MooreMenger theorem, see Theorem 1, p. 254, in Kuratowski [50] . In particular every component of an open set is open and pathconnected, see Theorem 2, p. 253, in [50] .
Carathéodory ends and prime ends
In this section we give a brief overview of Carathéodory's definitions of ends and prime ends from his 1913 paper [20] for simply connected planar domains.
Let Ω ⊂ R 2 be a simply connected domain. A cross-cut of Ω is a Jordan arc in Ω with endpoints on the boundary of Ω. A sequence {c k } ∞ k=1 of cross-cuts is called a chain if for every k, (1) c k ∩ c k+1 = ∅, and (2) every cross-cut c k separates Ω into exactly two subdomains, one containing c k−1 and the other containing c k+1 ; let D k be the latter subdomain. The impression of the chain is ∞ k=1 D k , which is a nonempty connected compact set.
Carathéodory then defined the concept of division of a chain by another chain and says that two chains are equivalent if they divide each other. This leads to an equivalence relation for which the equivalence classes are called ends. The impression is independent of the representative chain of an equivalence class.
The ends are naturally partially ordered by division, and a prime end is an end divisible only by itself, or in other terms, is minimal with respect to the partial ordering. The impression of a prime end is always a subset of ∂Ω, see Theorem 9.2 in Collingwood-Lohwater [22] .
Later it was realised that if one imposes an extremal length condition on the chains then the corresponding ends are automatically minimal, and they are therefore called prime ends. When this approach is used there are no ends (other than prime ends) and no need for weeding out ends which are not prime ends. This approach leads to the same class of prime ends as in Carathéodory's approach. According to our investigations, the first use of extremal length in connection with prime ends is due to Schlesinger [68] .
One of the main motivations for Carathéodory was the (nowadays) well-known correspondence between points on the unit circle and prime ends of the image Φ(D) of a conformal mapping Φ : D → C, where D is the unit disk in the complex plane. This is one reason why prime ends are important tools in various situations, and the theory works very well for simply (and finitely) connected planar domains. For infinitely connected domains, and for general domains in higher dimensions, the theory does not work quite so well, cf. Kaufmann [48] , Mazurkiewicz [56] and Näkki [60] . However, when restricted to certain domains it has proved useful also in higher dimensions, see Näkki [59] , Ohtsuka [64] and Karmazin [46] , [47] .
We want to study prime ends in quite general metric spaces, with a view towards a theory that lends itself to the study of Dirichlet problems. We therefore give two approaches. In the first one we start by defining ends and then say that the prime ends are the ends which are minimal (with respect to the partial order). In the other approach we require the ends initially to satisfy a p-modulus condition, and to distinguish these ends from the earlier ones we call them Mod p -ends. Here we have a choice of p ≥ 1, leading us to different notions. Since extremal length is connected with the 2-modulus in R 2 , the p-modulus condition seems to be a natural generalization to consider. In our generality Mod p -ends need not be minimal, and we therefore also introduce Mod p -prime ends.
Ends and prime ends
We are now ready to give our definition of ends and prime ends. Definition 4.1. A bounded connected set E Ω is an acceptable set if E ∩ ∂Ω is nonempty.
Since an acceptable set E is bounded and connected, we know that E is compact and connected. Moreover, E is infinite, as otherwise we would have E = E ⊂ Ω. Therefore, E is a continuum. Recall that a continuum is a connected compact set containing more than one point.
is a decreasing sequence of continua, the impression is either a point or a continuum. Moreover, (a) and (b) above imply that E k+1 ⊂ int E k . In particular, int E k = ∅. The collection of all ends is called the end boundary and is denoted ∂ E Ω.
Note that the impression of an end is independent of the choice of representative chain. Indeed, if
, and the opposite inclusion holds similarly if the two chains are equivalent. Hence the above definition of impression of an end makes sense.
Note also that if a chain
. Therefore, the relation of division extends in a natural way from chains to ends, giving a partial order on ends.
Since X is locally connected, we see that G k is open, and hence is an acceptable set. As
, and thus they are equivalent and 2 be the unit square in the plane and let E k = (0, 1)× (0, 1/k) and
. Such a redundancy might not cause a problem in some applications (see e.g. Miklyukov [57] , where the analogues of acceptable sets are not even required to be connected), but since one of our aims is to use the notion of ends to construct a more general boundary of a domain, such a redundancy creates a difficulty in using the collection of all ends as a boundary. To overcome this type of redundancy, we consider the minimal ends in the following sense. The following is a natural problem about existence of prime ends. We have only been able to solve it in a special case, see Proposition 10.7. The difficulty in the more general setting is that we do not know if a totally ordered uncountable collection of ends (ordered by division) has a maximal end, and hence we are unable to use Zorn's lemma. (Zorn's lemma was actually first stated by Kuratowski, see the discussion on p. 30 in Bourbaki [18] .)
Open problem 4.8. Is it true that every end is divisible by some prime end?
The question has a positive answer in the setting of Carathéodory ends. Indeed, Carathéodory's theorem ensures a correspondence between points on the unit circle 
Examples and comparison with Carathéodory's definition
We shall see later that in certain domains, every boundary point corresponds to at least one prime end. However, the following example illustrates that in some situations one may need to also consider ends which are not prime ends. 
define an end with the impression I ∪ {x 0 }. However, this is not a prime end, as it is divisible by the chain {B(
, which defines a prime end with impression {x 0 }. Note that there is no prime end with impression containing a point from I. We point out here that by Proposition 7.5 the prime ends of this domain are also Mod p -prime ends for 1 ≤ p ≤ 2, in the sense of Definition 6.1.
Note that with Carathéodory's prime ends the situation is different. In this case {x 0 } is not the impression of any Carathéodory prime end, but instead I ∪ {x 0 } is the impression of a Carathéodory prime end.
The following example is a major motivation for us. Observe that not every Carathéodory prime end is a prime end in our sense, see Example 5.1. This is due to the fact that we have more ends in some cases, which again depends on the fact that we only require that an acceptable set E is connected, not that its relative boundary Ω ∩ ∂E is connected.
That we do not recover Carathéodory's prime ends in the simply connected planar case is a drawback in our theory, and in some situations our theory is not as useful as Carathéodory's. On the other hand, it is well known that Carathéodory's theory is limited to simply and finitely connected planar domains. We will see in Section 7 that there is a close connection between our prime ends and accessibility of boundary points, a connection lost with Carathéodory's definition as shown by Example 5.1 (x 0 is an accessible point but there is no Carathéodory prime end with impression equal to {x 0 }). This connection is crucial for our results in Sections 9-11.
We now give one more example showing that Carathéodory's prime ends and our prime ends need not be the same in general. To obtain a prime end in our sense we define the acceptable sets
×{0}. Thus the Carathéodory prime end above is not a prime end in our sense, as it is divisible by [E k ].
We point out here that [E k ] is also a Mod p -prime end for all p ≥ 1, in the sense of Definition 6.1.
Remark 5.5. Our definition of prime ends differs from earlier definitions. The boundaries of our acceptable sets correspond to Carathéodory's cross-cuts, and our acceptable sets correspond to the components D k in Carathéodory's definition. The following are the main differences between our definition and Carathéodory's definition:
(a) Carathéodory's cross-cuts are connected, while the boundaries of acceptable sets need not be. (b) Cross-cuts break the domain into exactly two components, whereas the boundaries of acceptable sets break the underlying domain into at least two components.
There are several reasons for these differences. First, the topology of a metric space is more complicated than that of R n . (The reader could think of R n with a number of holes removed as a particular example of a metric space under consideration.) But even in the simply connected planar case it would have been more restrictive had we required the boundaries of acceptable sets to be connected, as in Carathéodory's definition, see Example 5.1. In more complicated geometries the difference is even larger, as e.g. not even boundaries of balls need to be connected.
Our modification of the definition of ends and prime ends is essential for many of the results in this paper. In particular, in Section 7 we obtain a close connection between singleton prime ends and accessibility, a connection which fails for Carathéodory ends, as is again demonstrated by Example 5.1.
In Remark 6.4 we discuss Näkki's definition of prime ends on R n from [60] . Näkki, following Carathéodory, requires cross-sets to be connected, and so his definition has the same drawback as Carathéodory's in connection with the results in this paper, the main difference being again (a) and (b).
Among the many definitions of prime ends given by Karmazin [46] , [47] is probably the one closest to ours. Karmazin however studies only prime ends on R n and with different applications of the theory than ours.
Modulus ends and modulus prime ends
The notion of ends and prime ends discussed in the previous sections does not take into account the potential theory associated with the domain. Using the following notion of p-modulus, in this section we give a subclass of ends and prime ends associated with the potential theory. Here, 1 ≤ p < ∞ is fixed.
Let Γ be a family of (nonconstant) rectifiable curves in X. The p-modulus of the family Γ is
where the infimum is taken over all nonnegative Borel functions ρ on X such that γ ρ ds ≥ 1 for every γ ∈ Γ and ds denotes the arc length measure. (As usual inf ∅ := ∞.) It is straightforward to verify that Mod p is an outer measure on the collection of all rectifiable curves on X. In particular, if Γ 1 and Γ 2 are two families of (nonconstant) rectifiable curves in X such that
. This monotonicity property will be useful in this paper. For more on p-modulus we refer the interested reader to Heinonen [33] and Väisälä [71] .
The n-modulus in R n can be used to define and investigate extremal length as well as (quasi)conformal and quasiregular maps. Further applications of the p-modulus include its relation to capacities and Loewner spaces. See Väisälä [71] , Heinonen-Koskela [36] , Kallunki-Shanmugalingam [44] , Vuorinen [73] , and Lemma A.1.
For nonempty sets U ⊂ X, E ⊂ U and F ⊂ U , we let Γ(E, F, U ) denote the family of all (nonconstant) rectifiable curves γ : [0, l γ ] → U such that γ(0) ∈ E and γ(l γ ) ∈ F . As in [71] , the modulus of the curve family Γ(E, F, U ) is
For p > 1 it is equivalent to assume that (6.2) holds for some compact K ⊂ Ω with positive capacity, see Lemma A.11. We do not know if this is true for p = 1. 
is also a prime end, then there is no other end dividing it, let alone any other Mod p -end dividing it.
Example 6.3. Let Ω be the unit ball in R n , n ≥ 3, with a radius removed. Then for every boundary point x ∈ ∂Ω there is a prime end [F Let I be a closed subsegment of the removed radius and let
Then [E k ] is an end with I as its impression. This is not a prime end as it is divisible by [F
Under some conditions, see e.g. Section 11, all Mod p -ends are Mod p -prime ends, and in this case one does not need to do the further subdivision.
Recall that if
is a decreasing sequence of continua, and so the impression is either a point or a continuum. Lemmas A.10 and A.11 imply that if a sequence {E k } The notion of Mod p -prime end is similar to the concept of p-parabolic prime ends discussed in Miklyukov [57] and Karmazin [45] . The name p-parabolicity has been used in the literature to denote spaces where there is not enough room out at infinity in the sense that the collection of all curves that start from a fixed ball and leave every compact subset of the space has p-modulus zero. A prime end is a Mod p -prime end if there is insufficient room close to the impression of the prime end. In this sense one could think of Mod p -prime ends as p-parabolic ends of the domain. See [23] , [24] , [28] , [29] , [38] , [39] , [40] , [43] , [52] , [53] and [63] for some applications of parabolic ends.
The condition lim k→∞ Mod p (E k , K, Ω) = 0 depends heavily on p. For example, if p > Q, where Q is from (2.1), then the collection of all curves in X passing through x has positive p-modulus. For Ahlfors Q-regular X this follows from Theorem 4.3 in Adamowicz-Shanmugalingam [1] , and the proof therein holds also in our case. Hence in general there are no Mod p -chains with x in their impressions. However, it can happen that for some x ∈ ∂Ω, and every compact K ⊂ Ω we have Remark 6.4. Based on the notion of n-modulus, Näkki [60] introduced another variant of prime ends in R n : A connected subset A of a domain Ω ⊂ R n is called a cross-set if (1) it is relatively closed in Ω, (2) A ∩ ∂Ω = ∅, and (3) Ω \ A consists of two components whose boundaries intersect ∂Ω.
The equivalence classes with respect to division of Näkki prime chains define Näkki prime ends.
If A k is a cross-set, then the component of Ω\A k containing A k+1 is an acceptable set in our sense. Denote this component by E k .
In the domains Ω ⊂ R n considered by Näkki (so-called quasiconformally collared
The same holds if p = Q and Ω is Ahlfors Q-regular and Loewner, by (3.9) in Heinonen-Koskela [36] . (For definition and discussion of Loewner spaces see [36] and Heinonen [33] .) However, Ω is in general not Ahlfors Q-regular and Loewner, even if X happens to be. In the nonconformal case p = Q, Example 2.7 in Adamowicz-Shanmugalingam [1] and Example 6.5 below show that the corresponding equivalence can fail even in nice domains, and in more general metric spaces there is usually no value of p for which it is true. We therefore explicitly require that chains
This modification automatically implies that Mod
Let Γ 0 be the family of (nonconstant) rectifiable curves in Ω passing through the origin. Since singletons have zero p-capacity in R 2 , we have Mod p (Γ 0 ) = 0. We shall therefore in this example only consider curves which do not pass through the origin. Let γ : [0, l γ ] → Ω be such a rectifiable curve connecting E to F in Ω. Joining γ with its reflection in the real axis makes a closed curveγ in Ω around the origin. The residue theorem now yields that
whenγ is positively oriented and n ≥ 1 is an integer. Using symmetry we obtain that
where ds denotes the arc length measure. It follows that the function ρ(z) = 1/π|z| is admissible in the definition of Mod p (E, F, Ω) and hence
Singleton ends and accessibility
It is useful to have criteria identifying ends which are prime ends and Mod p -prime ends. Ends are naturally divided into two classes, those with singleton impressions and those with larger (continuum) impressions. The former are simpler to handle, and the main focus in the later sections will be on singleton ends. A singleton end is an end with a singleton impression. The classification of ends is a classical topic considered initially by Carathéo-dory [20] . See Sections 9.7 and 9.8 in Collingwood-Lohwater [22] for an extensive classification of prime ends for simply connected planar domains. For us it is enough to distinguish between singleton ends and nonsingleton ends.
Proposition 7.1. If an end has a singleton impression, then it is a prime end.
Note, however, that there are prime ends with nonsingleton impressions, see Example 5.4. Proposition 7.1 follows directly from the following two lemmas.
Proof. Since E k+1 ⊂ E k , it is clear that the limit on the right-hand side exists. As
For the converse inequality, let ε > 0 be arbitrary and choose
Since ε > 0 was arbitrary, this completes the proof.
The following observation will be used in the proof of Lemma 7.3 and also later in the paper. A direct consequence is that if E k , E k+1 and F are connected subsets of Ω with
Then it follows that there exists l such that for each n we can find m n ≥ n with F mn \ E l = ∅. By the nested property of the chain {F k } ∞ k=1 we get that F k \ E l = ∅ for all k. From this we infer that for all k there is a point y k ∈ F k \ E l .
As
is a chain. For Mod p -prime ends we have the following result. Definition 7.6. We say that a point x ∈ ∂Ω is an accessible boundary point if there is a (possibly nonrectifiable) curve γ :
is an end and there is a curve γ as above such that for every k there is 0
Note that x ∈ ∂Ω can be accessible through
In the following lemma we use curves to construct prime ends at accessible points. A similar construction has been used by Karmazin [46] , [47] . 
, then this prime end is also a Mod p -prime end.
Proof. Note first that by the continuity of γ, for each k = 1, 2, . . . , there exists 0
Finally, Proposition 7.1 implies that [F k ] is a prime end. Moreover, if 1 ≤ p ∈ Q(x) = (0, 1], then it is also a Mod p -prime end by Proposition 7.5. 
Then the following are equivalent :
If 1 ≤ p ∈ Q(x) = (0, 1] then the following statement is also equivalent to the statements above:
The assumption of accessibility is essential in Proposition 7.9. That (a) ⇒ (b) fails without this assumption follows from Example 5.4.
Proof. 
If not, then there exists k such that for every l ≥ k + 1 there is a point x l ∈ F l \ E k . Since t j → 1 as j → ∞, for every l ≥ k+1 we can find j l ≥ l+1 such that t j l ≥ δ l and hence y l := γ(t j l ) ∈ E j l ⊂ E k+1 and y l ∈ F l . As x l / ∈ E k and y l ∈ E k+1 , Remark 7.4 yields
which contradicts the definition of chains. Hence, 
Proof. By Remark 4.5, we can assume that each E k is open. As X is locally connected and E k is connected, it follows that E k is pathconnected, see Remark 2.6. Choose x k ∈ E k \ E k+1 for k = 1, 2, . . . . Since both x k and x k+1 belong to the pathconnected set E k , there exists a curve
. Let γ be the union of all these curves. More precisely, let
. ., and γ(1) = x. Because diam E k → 0, we know that γ is continuous at 1, and hence
The following two corollaries summarize some of the results in this section.
Corollary 7.11. A prime end [E k ] is a singleton end if and only if its impression
Proof. This follows directly from Propositions 7.9 and 7.10. 
The topology on ends and prime ends
We would like to find homeomorphisms between the prime end boundary ∂ P Ω and other boundaries. To do so we need a topology on ∂ P Ω, and in fact on the prime end closure Ω P := Ω∪∂ P Ω. We will introduce a topology on the larger set Ω∪∂ E Ω,
where ∂ E Ω is the end boundary. It then naturally induces a topology on Ω P and also on the boundaries connected with Mod p -prime ends.
Definition 8.1. We say that a sequence of points {x n }
Thus the limit of a sequence need not be unique, and we therefore avoid writing lim n→∞ x n . It is less obvious that this problem remains even if we restrict our attention to prime ends, see Example 8.9 below.
Note that the integers n k and l n,k in Definitions 8.1 and 8.2 depend on the representative chain of the corresponding ends. However, both notions of convergence are independent of the choice of representative chain. Definition 8.3. Convergence of points and ends defines a topology on Ω ∪ ∂ E Ω. In this topology, a collection C ⊂ Ω ∪ ∂ E Ω of points and ends is closed if whenever (a point or an end) y ∈ Ω ∪ ∂ E Ω is a limit of a sequence in C, then y ∈ C.
In this topology, a sequence {x n } ∞ n=1 of points in Ω converges to a point y ∈ Ω as given by the metric topology, and no sequence of ends converges to a point in Ω.
Proposition 8.4. The topology defined above is indeed a topology on Ω ∪ ∂ E Ω.
Proof. (1) The empty set and Ω ∪ ∂ E Ω are clearly closed.
(2) Let C 1 and C 2 be closed subsets of Ω ∪ ∂ E Ω. Assume that {y n } ∞ n=1 is a sequence in C 1 ∪ C 2 such that y n → y ∞ . Then there is a subsequence {y n k } ∞ k=1
lying entirely either in C 1 or else in C 2 . Since a subsequence of a convergent sequence converges to the same limit, it follows that y ∞ ∈ C 1 or y ∞ ∈ C 2 . Hence y ∞ ∈ C 1 ∪ C 2 . By induction, for any positive integer N we have that N n=1 C n is closed whenever C 1 , . . . , C N are closed.
(3) Now, let {C i } i∈I be a collection of closed subsets of Ω ∪ ∂ E Ω. Consider a sequence {y n } ∞ n=1 ⊂ i∈I C i . If y n → y ∞ as n → ∞, then y ∞ ∈ C i for all i ∈ I, since the C i are closed. Therefore, y ∞ ∈ i∈I C i and the intersection is closed.
In the rest of this section we discuss the topology on Ω ∪ ∂ E Ω and the induced topology on the prime end closure Ω P to gain a better understanding for them.
Given an open set G ⊂ Ω, let G E be the union of G and all the ends [E k ] such that E k ⊂ G for some k. The letter E in the superscript stands for "ends". 
forms a basis for our topology.
Proof
Assume that this is false. Then by passing to a subsequence if necessary, either (a) there are points
by definition, contradicting the openness of H again.
We thus conclude that indeed E E k ⊂ H for some k, and thus C is a basis for our topology.
One may ask if the collection
may contain all open sets in our topology. Example 8.6 below shows that this is not true. When restricting to prime ends it directly follows from Proposition 8.5 that the collection {G,
where 
and
for some open sets
Thus we cannot have equality in (8.3) and hence the collection 
The topology obtained on Ω P does not need to satisfy the T2 separation condition, and can thus be nonmetrizable, as shown by Example 8.7 and the following example. In Corollary 10.9 we will show that this topology is metrizable if Ω is finitely connected at the boundary. 
define two prime ends with impressions
These prime ends are clearly different but the sequence {(0, 2 −n )} ∞ n=1 converges to both of them. It follows that any neighborhood of any of these two prime ends
contains all but a finite number of points from this sequence. Hence these two prime ends do not have disjoint neighborhoods, or in other terms the T2 separation condition fails. It is easy to modify Ω so that the impressions of the two prime ends have a common interval and not just a common point. The domain Ω above is not simply connected. To get a simply connected domain consider
or Example 8.7.
Definition 8.2 implies that if [E
, n = 1, 2, . . ., and {x
in Ω, which converge to [E Proof. (a) ⇒ (b) For all k there exists n k such that for each n ≥ n k we can find l n,k such that E n l n,k = 1, 2, . . ., and [E ∞ k ], respectively. Fix k, n and l n,k as above for a moment. Then there exists m n,k such that for all i ≥ m n,k we have
Then there exists k 0 such that for all n there is m n ≥ n with the property that E 
k ] for n = 1, 2, . . ., as j → ∞. We then have by the triangle inequality that
Letting k → ∞ and then n → ∞ together with (8.4) (used twice) completes the proof.
Prime ends and the Mazurkiewicz boundary
We now focus on describing embeddings and homeomorphisms between the prime end boundary and two other boundaries, the topological boundary and the Mazurkiewicz boundary. Our investigations are motivated by the fact that such mappings allow us to discuss the correspondence between prime ends and their impressions, with a view towards boundary value problems.
In Björn-Björn-Shanmugalingam [15] the Dirichlet problem for p-harmonic functions, with boundary data defined on the Mazurkiewicz boundary, is studied in domains which are finitely connected at the boundary (see Definition 10.1 for the notion of finite connectedness at the boundary). By Theorem 10.8 this is equivalent to studying the Dirichlet problem with respect to the prime end boundary for such domains. We refer to [15] for further details on the Dirichlet problem, but this is another important motivation for this and the next section.
We saw in Section 7 that accessibility of a boundary point determines whether there is a prime end with a singleton impression at this point. Furthermore, Lemma 8.11 tells us that there is a strong link between the Mazurkiewicz distance on Ω and the topology of ∂ P Ω. Motivated by these, we consider the boundary of Ω with respect to the Mazurkiewicz distance in this section. Recall that the Mazurkiewicz distance was introduced in Definition 8.10. ∈ Ω we define the equivalence relation
Note that every Cauchy sequence is trivially equivalent to any of its subsequences. The collection of all equivalence classes of d M -Cauchy sequences can be formally considered to be Ω M , but we will identify equivalence classes of d M -Cauchy sequences having a limit in Ω with that limit point. By considering equivalence classes of d M -Cauchy sequences without limits in Ω we define the boundary of Ω with respect to This mapping need not be injective nor surjective in general, as demonstrated by the slit disk and the topologist's comb in Examples 9.2 and 9.3, respectively.
is a Cauchy sequence in the given metric d as well, and so by the completeness of X, we can set
The map Ψ is well defined, since every sequence representing the same point in Ω M converges to the same limit in the given metric d.
To prove the continuity of Ψ, consider {x n } ). Then by definition we have that
), that is, Ψ is 1-Lipschitz continuous.
Next, we show that under rather general assumptions, the prime end boundary and the Mazurkiewicz boundary coincide.
Theorem 9.5. Assume that every prime end in Ω has a singleton impression. Then there is a homeomorphism Φ :
This is a special case of the following result. Recall from Proposition 7.1 that every singleton end is a prime end. Theorem 9.6. Let ∂ SP Ω be the set of all singleton ends. Then there is a homeomorphism Φ : Ω ∪ ∂ SP Ω → Ω M such that Φ| Ω is the identity map and Φ| ∂SPΩ :
Recall that by Lemma 7.2 an end [E k ] has a singleton impression if and only if lim k→∞ diam E k = 0. We will use this fact (implicitly) several times in the proof below.
Then for l ≥ k we have that x k , x l ∈ E k and as E k is connected, this implies that
is a d M -Cauchy sequence and corresponds to a point y ∈ Ω M . If y belonged to Ω, then we would have y ∈
which is a contradiction. Thus y ∈ ∂ M Ω, and we define
For x ∈ Ω we, of course, set Φ(x) = x.
Step 2. Φ is well defined. Assume that
are equivalent chains, and let x k ∈ E k and x
are equivalent as d M -Cauchy sequences. Hence Φ is well-defined.
Step 3. Φ is surjective. Let {x n } ∞ n=1 be a d M -Cauchy sequence in Ω, corresponding to a point in ∂ M Ω. We can assume that for all j, k ≥ n,
It follows that {x n } ∞ n=1 is a d-Cauchy sequence and converges to some x ∈ ∂Ω, and moreover,
For each k = 1, 2, . . . , let E k be the component of Ω ∩ B(x, 2 −k ) containing x k . Then for all j ≥ k, (9.1) implies that there exists a connected set F j ⊂ Ω such that
−k ) and x k ∈ E k , we obtain that the connected set F j ⊂ E k and thus x j ∈ E k for all j ≥ k. Letting j → ∞ shows that x ∈ E k for k = 1, 2, . . ..
This also shows that x k+1 ∈ E k and as E k+1 is connected, we obtain that
By construction we know that diam E k → 0, and hence
. Hence, there exists k such that for each l we can find a point y l ∈ F l \ E k . We need to show that {y l } ∞ l=1 is not equivalent to any sequence representing Φ([E k ]). Let x l ∈ E l for each l. Since x l ∈ E k+1 and y l / ∈ E k for l > k, Remark 7.4 yields that every connected set A containing both x l and y l satisfies
Hence, for each l ≥ k + 1 we have that
Thus the two sequences {x l } ∞ l=1 and {y l } ∞ l=1 are not equivalent, and Φ is injective.
Step 5. Φ is continuous. We need to show that preimages of closed sets are closed. Since the topologies on Ω M and Ω ∪ ∂ SP are given by converging sequences, it suffices to consider sequential continuity. As Φ| Ω is continuous, it is enough to show that the image of every sequence with a limit in ∂ SP Ω has the correct limit.
There are two such types of sequences we need to consider. Assume first that the sequence of singleton prime ends
, where x n k ∈ E n k , n = 1, 2, . . ., and x 
Thus for each k we can find n k such that y n ∈ E k whenever n ≥ n k . As E k is connected we see that
and is equivalent to {y n } ∞ n=1 , which is the limit of the sequence {y n } ∞ n=1 in Ω M .
Thus we conclude that Φ is continuous.
Step 6. Φ −1 is continuous. As in Step 5 there are two types of sequences we need to consider.
Assume first that the sequence of singleton prime ends {[E 
is a sequence of points in Ω which does not converge to the singleton prime end [E ∞ k ]. Then we can find k and an increasing sequence n i → ∞ for which
, and hence neither can
This shows that Φ −1 is continuous and so Φ is a homeomorphism.
Domains finitely connected at the boundary
In general not all prime ends have singleton impressions, as demonstrated by Example 5.4. In this section and the next section we explore conditions under which prime ends have this property (cf. Section 7).
Here we present a topological condition, finite connectedness at the boundary, which guarantees that all prime ends have singleton impressions. Finite connectedness at the boundary is equivalent to the compactness of Ω ∪ ∂ SP Ω, where ∂ SP Ω is the set of all singleton prime ends, see Theorem 10.10 and the comments after it.
Definition 10.1. We say that Ω is finitely connected at a point x 0 ∈ ∂Ω if for every r > 0 there is an open set G (open in X) such that x 0 ∈ G ⊂ B(x 0 , r) and G ∩ Ω has only finitely many components. If Ω is finitely connected at every boundary point, then it is called finitely connected at the boundary.
This terminology follows Näkki [59] , who seems to have first used it in print. (Näkki [61] has informed us that he learned about it from Väisälä, who however first seems to have used it in print in [71] .) Beware that the notion of finitely connected domains is a completely different notion.
We now introduce some further notation. Fix x 0 ∈ ∂Ω (we do not assume that Ω is finitely connected here). For each r > 0 let {G j (r)} N (r) j=1 be the family of components of B(x 0 , r) ∩ Ω which have x 0 in their boundary, i.e. x 0 ∈ G j (r). Here N (r) is either a nonnegative integer or ∞. Let Then Ω is finitely connected at the boundary but there are infinitely many prime ends with the origin as their impression. For each "wedge" there is one such singleton prime end. The sequence consisting of these prime ends converges to the We next present two auxiliary results which will primarily be applied to ends, but we state them here for more general sets since it will be useful later in the proofs of Theorem 10.8 and Proposition 10.13.
As Ω is finitely connected at x 0 , Proposition 10.4 shows that x 0 / ∈ H(r k ), so for each l = 1, 2, . . ., at least one of G 1 (r k ), . . . , G N (r k ) (r k ) has a nonempty intersection with A l . Since there are only finitely many components G j (r k ), j = 1, 2, . . . , N (r k ), at least one of them intersects infinitely many (and thus all) A l . Call this component G j k (r k ). As it is connected and r k < dist(x 0 , Ω ∩ ∂A k ), we must have
Lemma 10.6. Assume that Ω is finitely connected at x 0 ∈ ∂Ω. Let A k Ω and r k > 0 be as in the statement of Lemma 10.5.
Then there exists a prime end
Proof. Consider the rooted tree whose vertices are G j (r k ), j = 1, 2, . . . , N (r k ), k = 1, 2, . . ., and where two vertices are connected by an edge if and only if they are G j (r k ) and G i (r k+1 ) for some i, j and k with G i (r k+1 ) ⊂ G j (r k ).
Consider the collection P of all descending paths in the tree starting from the root (including finite ones). We introduce a metric t on P by letting t(p, q) = 2 −n , where n is the level where the paths p and q branch (or end), i.e. n is the largest integer such that p and q have a common vertex G j (r n ). Since Ω is finitely connected at x 0 , for each l = 1, 2, . . . there are only finitely many vertices in the first l levels of the tree. It follows that P is totally bounded in the metric t.
For each k = 1, 2, . . ., we consider the subcollection P k consisting of all paths p ∈ P for which there exists a component G j (r k ) ⊂ A k such that p passes through the vertex G j (r k ). Lemma 10.5 guarantees that each P k is nonempty. Let p ∈ P k+1 and let G i (r k+1 ) be a vertex p passes through. Let G j (r k ) be the component of
We now verify that each P k is complete. Indeed, if {p n } ∞ n=1 ⊂ P k is a Cauchy sequence in the metric t, then for every l = 1, 2, . . ., there exists n l such that the paths p n and p m have the first l vertices in common, whenever n, m ≥ n l . This makes it possible to construct a path p ∈ P k which for every l = 1, 2, . . . has the first l vertices in common with all p n , n ≥ n l , i.e. p n → p in the metric t.
As P is totally bounded, it follows that all P k , k = 1, 2, . . ., are compact. Hence
is a decreasing sequence of nonempty compact sets, and thus there exists an infinite path q ∈ ∞ k=1 P k . The vertices through which it passes define the end 
, Ω ∩ ∂E k+1 ) must be positive. We can therefore choose a subsequence of
, where all those distances are positive. Hence, we can inductively construct a sequence {r k } ∞ k=1 decreasing to zero, such that 0 < r k < dist(x 0 , Ω ∩ ∂A k ). Lemma 10.6, applied with
Theorem 10.8. Assume that Ω is finitely connected at the boundary. Then all prime ends have singleton impressions, and every x ∈ ∂Ω is the impression of a prime end and is accessible.
Furthermore, if 1 ≤ p ∈ Q(x) = (0, 1] for each x ∈ ∂Ω, then ∂ P Ω is also the Mod p -prime end boundary.
Proof. That all prime ends have singleton impressions follows from Proposition 10.7. If x ∈ ∂Ω, then applying Lemma 10.6 to A k = Ω \ {y} for some y ∈ Ω yields a prime end [F k ] with {x} as its impression. Proposition 7.10 shows that x is accessible. Finally, Proposition 7.5 shows that all prime ends are also Mod p -prime ends if p is as in the statement of the theorem. The next few results relate prime ends to the Mazurkiewicz boundary. The conclusions about metrizability and compactness will be important for future studies on Dirichlet problems with respect to prime end boundaries.
The following result follows directly from Theorems 9.6 and 10.8.
Corollary 10.9. Assume that Ω is finitely connected at the boundary. Then there is a homeomorphism Φ : Ω P → Ω M such that Φ| Ω is the identity map. Moreover, the prime end closure Ω P is metrizable with the metric m P (x, y) :
The topology on Ω P given by this metric is equivalent to the topology given by the sequential convergence discussed in Section 8. The fact that all prime ends have singleton impressions is on its own not sufficient for Ω to be finitely connected at the boundary, see e.g. the topologist's comb in Example 9.3 whose prime end closure Ω P is not compact. On the other hand, the double comb below has a compact prime end closure but is not finitely connected at the boundary and has a nonsingleton prime end. 2 by removing the collection of segments 0, 1 − 2 −n × {2 −n } and 2 −n , 1 × {3 · 2 −n−2 } for n = 1, 2, . . .. Then Ω has a prime end with impression [0, 1] × {0}. Note also that this prime end is a Mod p -prime end for all p ≥ 1.
We end this section by providing more details on prime ends at certain boundary points. Note that if Ω is finitely connected at a boundary point then N (r) ≥ 1 at that point and r → N (r) is nonincreasing, see Björn-Björn-Shanmugalingam [16] .
Definition 10.12. Assume that Ω is finitely connected at x 0 ∈ ∂Ω and let
Then Ω is N -connected at x 0 if N < ∞, and locally connected at x 0 if N = 1.
If Ω is locally connected at every boundary point, then Ω is said to be locally connected at the boundary. Proposition 10.13. Assume that Ω is finitely connected at x 0 ∈ ∂Ω. Then there are exactly N distinct prime ends with impression {x 0 }, where N is as in Definition 10.12. Furthermore, there is no other prime end with x 0 in its impression.
Proof. Assume first that N is finite. Then there exists r 0 such that N (r) = N for all 0 < r ≤ r 0 . For each j = 1, . . . , N and 0 < r < r 0 , consider the components G j (r) of B(x 0 , r) ∩ Ω which have x 0 in their boundaries. We label them in such a way that G j (r) ⊂ G j (r 0 ). It can be directly checked that for each j = 1, . . . , N , the choice of E j k = G j (r 0 /k), k = 1, . . ., gives us an end [E j k ] with impression {x 0 }. Clearly, these ends are distinct since they belong to different components of B(x 0 , r 0 ) ∩ Ω. By Proposition 7.1, they are prime ends.
To see that these are the only such prime ends, let [E k ] be a prime end with x 0 ∈ I[E k ]. By Lemma 10.6, applied with A k = E k , there are positive numbers r k decreasing to 0 and a singleton prime end [
showing that there are no more prime ends.
If N is infinite, let n be arbitrary and find ρ n such that N (ρ n ) ≥ n. For each j = 1, 2, . . . , N (ρ n ) apply Lemma 10.6 to the sets A k := G j (ρ n ), k = 1, 2, . . . to obtain N (ρ n ) ≥ n distinct prime ends with x 0 as their impression. Letting n → ∞ shows that there are infinitely many such distinct prime ends. By Proposition 10.7 there are no other prime ends containing x 0 in their impressions.
Corollary 10.14. If Ω is locally connected at the boundary and [E k ] is a prime end in Ω, then I[E k ] = {x} for some x ∈ ∂Ω and there exist radii r
Furthermore, for each x ∈ ∂Ω, the sets
Moreover, the mapping Υ :
extended by identity in Ω is a homeomorphism between the prime end closure Ω P and the topological closure Ω.
Proof. The pairing between prime ends and boundary points follows from Proposition 10.13, which also shows that it is a bijection. The continuity of Υ is straightforward since if [E
(Almost) John and uniform domains
We saw in Theorem 10.8 that under some conditions all prime ends are Mod pends. The aim of this section is to look at the converse, i.e. when are Mod p -ends automatically prime ends. We will obtain this converse (for p > Q − 1) for uniform and John domains. In order to also include outward cusps (which are not John domains) we introduce almost John domains, which to our best knowledge have not appeared earlier in the literature.
In this section δ Ω (x) stands for the distance of the point x ∈ Ω to X \ Ω with respect to the given metric d.
A domain Ω ⊂ X is a uniform domain if there is a constant C Ω ≥ 1, called a uniform constant, such that whenever x, y ∈ Ω there is a rectifiable curve γ : [0, l γ ] → Ω, parameterized by arc length, connecting x to y and satisfying the following two conditions:
A slit disk or a bounded domain satisfying the interior cone condition are John domains, while for instance outward cusps, such as Observe that uniform domains are necessarily John domains and that they are locally connected at the boundary, see Proposition 11.2 below. Note however that there are plenty of John domains which are locally connected at the boundary, but not uniform, e.g. inward cusps in R 2 such as
If Ω is a uniform domain, then it is locally connected at the boundary.
Proof. Let x 0 ∈ ∂Ω, r > 0 and x, y ∈ B(x 0 , r/4C Ω ) ∩ Ω, where C Ω ≥ 1 is a uniform constant of Ω. Let G be the component of B(x 0 , r) ∩ Ω containing x. Then x and y can be connected by a curve γ : [0, l γ ] → Ω with length
from which it follows that γ ⊂ B(x 0 , r) and hence y ∈ G. Thus, G ∪ B(x 0 , r/4C Ω ) is a neighborhood of x 0 whose intersection with Ω is connected.
In this section we will show that under some assumptions all Mod p -ends in John domains are prime ends. Let us however first focus on connections with the results in the previous section.
Theorem 11.3 . Let Ω be a John domain. Then there is a constant N depending only on the doubling constant C µ , the John constant C Ω and the quasiconvexity constant L, such that Ω is at most N -connected at every boundary point.
Recall that quasiconvexity was discussed at the end of Section 2. This result can also be deduced from Lemma 4.3 in Aikawa-Shanmugalingam [3] by an argument similar to the one at the beginning of the proof below. Our proof is more direct and has been inspired by the proof of Theorem 2.18 in Näkki-Väisälä [62] for domains in R n . It follows from the proof below that N can be chosen as the integer part of
Proof. Let x 0 be a John center (with John constant C Ω ) and x ∈ ∂Ω. Let B = B(x, r) be a ball such that x 0 / ∈ 3B. It is enough to prove that the ball B intersects at most N components of 3B ∩ Ω. The union of these components together with B then makes the open neighborhood G of x as in Definition 10.1 (for the radius 3r). Let G 1 , . . . , G k be some components of 3B∩Ω which intersect B, and let x j ∈ G j ∩B for j = 1, . . . , k. Since Ω is a John domain, there exist John curves γ j joining x j to x 0 . As x 0 / ∈ 3B, we see that
. Since x j is contained in B we have d(x j , y j ) > r, and by the John condition, δ Ω (y j ) > r/C Ω . Let B j = B(y j , r/LC Ω ). Since C Ω ≥ 1, it follows that LB j ⊂ 3B. If B i ∩ B j is nonempty for some i = j, then there are a point z ∈ B i ∩ B j and two curves β i and β j connecting z to y i and y j respectively, with lengths at most max{Ld(z, y i ), Ld(z, y j )} < r C Ω .
From this it follows that β i and β j are both contained in LB i ∪ LB j ⊂ 3B ∩ Ω. Because both β i and β j have z ∈ B i ∩ B j in common, B i should be contained in the same component of 3B ∩ Ω as y j , which is not possible since y i ∈ B i ⊂ G i . Hence the balls B j , j = 1, . . . , k, are pairwise disjoint. Thus by (2.1),
By Theorem 4.32 in Björn-Björn [10] we have an explicit estimate L ≤ 192C 3 µ C PI . Hence the control over N can be given solely in terms of C µ , C Ω , and the constant C PI associated with the Poincaré inequality, but not on the dilation constant λ in the Poincaré inequality.
The above theorem makes it possible to employ the results from the previous section. However, these conclusions and other results in this section hold for somewhat more general domains as well. We therefore introduce the following notion. Recall first that the s-dimensional Hausdorff content H s ∞ (E) of a set E ⊂ X is the number Observe that the John constant and John center of Ω \ F are allowed to depend on r. Typical examples of almost John domains which are not John domains are outward cusps such as (11.2) , and the domain in Example 10.2. In both cases we can take F = B((0, 0), r) ∩ Ω.
Theorem 11.5. If Ω is an almost John domain, then it is finitely connected at the boundary.
The converse is false as the domain Ω := {(x, y, z) ∈ R 3 : 0 < y < x 3 < 1 and 0 < z < 1}
shows. Note that Ω is locally connected at the boundary.
To prove Theorem 11.5 we will use the following lemma.
Lemma 11.6. Let A = {x ∈ ∂Ω : Ω is not finitely connected at x}. Then either A = ∅, i.e. Ω is finitely connected at the boundary, or H 1 ∞ (A) > 0. This is a special case of Lemma 2.1 in Herron-Koskela [37] . They prove their result in R n , but the proof is valid for the metric spaces under consideration here. For the reader's convenience we include a proof of our weaker result since our proof is simpler and more self-contained than the one in [37] .
Proof. Assume that A = ∅ and let x 0 ∈ A. By Proposition 10.4, there is 0 < r < diam Ω such that either N (r) = ∞ or x 0 ∈ H(r). In either case there is a sequence
Since Ω is connected, we must have ∂U j ∩ (Ω ∩ ∂B(x 0 , r)) = ∅.
Let 0 < r ′ < 1 2 r. Then for j large enough, we can find x j ∈ U j such that d(x 0 , x j ) = r ′ . As X is complete and hence proper, there is a convergent subsequence {x j k } ∞ k=1 with limit x ′ ∈ X. Since the U j are distinct we see that
The components V k must be distinct. Therefore, either x ′ is in the boundary of infinitely many of the sets V k , or else x ′ ∈ H(r ′′ ). Again using Proposition 10.4, we see that Ω cannot be finitely connected at x ′ . We have thus shown that for every 0 < r ′ < 1 2 r there is a point Let F ⊂ Ω be a closed set such that
Then there is some x ∈ A \ F . As F is closed, dist(x, F ) > 0. Since finite connectedness at a boundary point is a local property it follows that Ω \ F cannot be finitely connected at x. Hence Ω \ F is not a John domain, by Theorem 11.3. Thus Ω cannot be an almost John domain.
We can now collect the consequences of the results in the previous section.
Corollary 11.7 . Let Ω be an almost John domain. Then the following are true:
(a) Every end is divisible by some prime end.
(b) Every prime end has a singleton impression.
(c) Every x ∈ ∂Ω is accessible and there is at least one prime end with impression {x}. (d) There is a homeomorphism Φ : Ω P → Ω M such that Φ| Ω is the identity map.
3)
then ∂ P Ω is also the Mod p -prime end boundary. (f) The prime end closure Ω P is metrizable and compact.
Proof. By Theorem 11.5, Ω is finitely connected at the boundary. We also have the following consequence of a combination of Theorem 11.3, Propositions 11.2 and 10.13 and Corollary 10.14.
Corollary 11.8. If Ω is a John domain, then there is a positive integer N , depending only on the doubling constant, the John constant and the quasiconvexity constant, such that for every x ∈ ∂Ω there is at least one, and at most N , prime ends with impression {x}.
If Ω is a uniform domain, then for every x ∈ ∂Ω there is exactly one prime end with impression {x}. Moreover, there is a homeomorphism Υ :
Υ| Ω is the identity map.
We are now ready to formulate and prove the main result of this section.
Theorem 11.9. If Ω is an almost John domain and p > Q − 1, then every Mod pend is a prime end with singleton impression.
Note that the conclusion of Theorem 11.9 fails if [E k ] is merely an end or if p ≤ Q − 1, see Examples 4.6 and 6.3 . If (11.3) holds, then the existence of Mod pends at every x ∈ ∂Ω follows from (c) and (e) in Corollary 11.7.
To prove Theorem 11.9 we need the following lemma about chains of balls in John domains. This lemma is a variant of a chain condition first formulated by Boman, see Boman [17] , Haj lasz-Koskela [32] , and the references therein. In this paper we use the following chain condition. Definition 11.10. We say that a set E ⊂ Ω is chain-connected to B(x 0 , ρ 0 ) ⋐ Ω if there exists M > 0 such that every x ∈ E can be connected to the ball B 0,0 = B(x 0 , ρ 0 ) by a chain of balls 
Suppose that the ball B i,j has already been constructed and that it satisfies (a).
, ρ i ) with x i,j+1 = γ(c) be the successor of B i,j . Note that by construction and by (11.1), 4) i.e. 4λB i,j+1 ⊂ Ω. If c < 4λC Ω ρ i , then let m i = j and let B i+1,0 = B(x i+1,0 , ρ i+1 ) with x i+1,0 = γ(c) be the successor of B i,j . Note that (11.4) implies
and hence 4λB i+1,0 ⊂ Ω.
For i = i x and c > 0, let B ix,j+1 = B(x ix,j+1 , ρ ix ) with x ix,j+1 = γ(c) be the successor of B ix,j . Note that if c ≥ 4λC Ω ρ ix , then (11.4) implies that 4λB ix,j+1 ⊂ Ω. On the other hand, if 0 < c < 4λC Ω ρ ix , then the same conclusion follows from the fact that
If i = i x and c = 0 or if i > i x , then let B i+1,0 = B(x, ρ i+1 ) be the successor of B i,j . Then clearly 4λρ i ≤ 4λρ ix ≤ 1 2 δ Ω (x) and thus 4λB i+1,0 ⊂ Ω.
The balls {B i,j : i = 0, 1, . . . and j = 0, 1, . . . , m i } cover γ in the direction from x 0 to x and neighboring balls always have nonempty intersection. Thus (e) is satisfied. Also (a) is satisfied by construction and the comments above.
As for the other properties, note first that if i > i x , then there is only one ball with radius ρ i and that ball is centered at x. This proves (d), so it remains to prove (b) and (c).
For i = 0 and all j ≤ m 0 we have that
showing that m 0 ≤ A and d(x 0,j , x) ≤ Aρ 0 . Similarly, for 0 < i ≤ i x we have by construction that 
Proof. This follows directly from Lemmas 11.11 and A.6.
Proof of Theorem 11.9. Let 0 < r < diam Ω and F be the set associated with r as in Definition 11.4. Given an end [ 
We consider only such k in the rest of the proof.
Every curve connecting
As Ω ′ is a John domain, this together with Corollary 11.12 implies that
where C depends on r but not on E k . Since E k is connected, it follows that
Letting r → 0 shows that lim k→∞ diam E k = 0, and an application of Proposition 7.1 (and Lemma 7.2) completes the proof.
Proposition 11.13. Let Ω be an almost John domain. Then the following are equivalent :
If moreover, p > Q − 1 and 1 ≤ p ∈ Q(x) = (0, 1] for all x ∈ ∂Ω, then the following statements are also equivalent to the statements above:
is a Mod p -prime end. In particular, the Mod p -end boundary coincides with the prime end boundary ∂ P Ω. 
Appendix. Modulus and capacity estimates
In this appendix, we will provide several estimates for the modulus and capacity needed in our study of prime ends. Recall that p ≥ 1 and that λ ≥ 1 denotes the dilation constant in the p-Poincaré inequality.
The following lemma will be important for our estimates.
Lemma A.1. For any choice of disjoint sets E, F ⊂ Ω we have
where cap p (E, F, Ω) is the p-capacity of the condenser (E, F, Ω) defined by
with the infimum taken over all u ∈ N 1,p (Ω) satisfying 0 ≤ u ≤ 1 on Ω, u = 1 on E, and u = 0 on F .
Note that both Mod p and cap p are symmetric with respect to the first two arguments.
For compact E and F , equality (A.1) was obtained by Kallunki-Shanmugalingam [44] , Theorem 1.1, with a more involved proof, whereas Heinonen-Koskela [36] , Proposition 2.17, obtained this result using a different definition of the capacity. At that time it was not known if the two definitions give the same capacity, and it was the measurability result from Theorem 1.11 in Järvenpää-Järvenpää-RogovinRogovin-Shanmugalingam [42] that made it possible to prove the lemma in its present form. To do so we need the following localization of Theorem 1.11 in [42] .
Proof. For k > 0, let u k = min{k, max{−k, u}} be the truncation of u at levels ±k.
Let Ω ′ ⋐ Ω be an arbitrary open set and find a nonnegative Lipschitz function η with supp η ⊂ Ω such that η = 1 on Ω ′ and 0 ≤ η ≤ 1 on X. Let g ∈ L p (X) be an upper gradient of η in X.
We shall show that the function ρχ supp η + kg is an upper gradient of u k η in X. To do so, let γ : [0, l γ ] → X be a nonconstant rectifiable curve in X. If γ ⊂ X \ supp η, then |(u k η)(γ(0)) − (u k η)(γ(l γ ))| = 0 ≤ γ (ρχ supp η + kg) ds. Otherwise, by splitting γ into two parts and possibly reversing the orientation, we can assume that x := γ(0) ∈ supp η, and that either γ ⊂ supp η or that γ(l γ ) / ∈ supp η. In the latter case, let c = inf{t : γ(t) / ∈ supp η}, so that γ([0, c]) ⊂ supp η and η(γ(c)) = 0. In the former case let c = l γ . In both cases we have, with γ ′ = γ| [0,c] , z = γ(c) and
As γ was arbitrary, ρχ supp η + kg ∈ L p (X) is an upper gradient of u k η in X. Theorem 1.11 in [42] implies that u k η is measurable in X. Letting k → ∞ implies that u = lim k→∞ u k η is measurable in Ω ′ . Since Ω ′ ⋐ Ω was arbitrary, the result follows.
Proof of Lemma A.1. To see the validity of (A.1), note that by (2.4) and the fact that for the minimal p-weak upper gradient g v of an (everywhere defined) function
is an admissible function used for computing Mod p (E, F, Ω), then we define a function u on Ω by u(x) = min 1, inf γE,x γE,x ρ ds , where the infimum is taken over all rectifiable curves connecting E to x in Ω. Observe that u = 0 on E, u = 1 on F and ρ is an upper gradient of u, by Lemma 3.1 in Björn-Björn-Shanmugalingam [14] (or Lemma 5.25 in Björn-Björn [10] ). By Lemma A.2, the function u is measurable in Ω, and since |u| ≤ 1 and Ω is bounded, it follows that u ∈ N 1,p (Ω) and
Hence, by taking infimum over all such ρ we conclude that
Lemma A.3. Let E, F ⊂ Ω be disjoint and with nonempty interiors. Then
Proof. The equality follows from Lemma A.1. It is thus enough to show that
for every u ∈ N 1,p (Ω) such that u = 1 on E and u = 0 on F . Note that if there are no such functions u, then the theorem holds trivially since then cap p (E, F, Ω) = ∞ > 0.
Let x and y be points in the interiors of E and F , respectively. Since X is quasiconvex, Lemma 4.38 in Björn-Björn [10] implies that Ω is rectifiably connected and we can thus find a rectifiable curve γ : [0, l γ ] → Ω connecting x to y. Let 0 < r < dist(γ, X \ Ω)/3λ be such that both B(x, r) ⊂ E and B(y, r) ⊂ F . Cover γ by balls B j = B(x j , r), j = 0, 1, . . . , n, such that B 0 = B(x, r), B n = B(y, r) and B j ∩ B j+1 is nonempty for j = 0, 1, . . . , n − 1. Then B j+1 ⊂ 3B j and B j ⊂ 3B j+1 for j = 0, 1, . . . , n − 1.
Let u ∈ N 1,p (Ω) be such that u = 1 on E and u = 0 on F . Then, since µ is doubling,
The p-Poincaré inequality then yields that
where C is independent of u (but depends on r and the sequence of balls {B j } n j=0 ). Taking infimum over all admissible functions u yields the desired result.
The following estimate is crucial for showing that singleton ends are Mod p -ends in Proposition 7.5. Recall that Q(x) was defined in Definition 2.1. Now, let R > 0 be sufficiently small and such that B(x, R) ⊂ X \ K. Since every u admissible in the definition of cap p (B(x, r), X \ B(x, R), X) is also admissible for cap p (B(x, r) ∩ Ω, K, Ω), we conclude from (A.5) and (A.7) that (A.4) holds for all 1 < p ∈ Q(x).
Finally, if p = 1 ∈ Q(x) = (0, 1], then we have by above that (A.3) holds for some q > 1. As Ω is bounded, the Hölder inequality implies that for every ρ admissible in the definition of Mod q (B(x, r)∩Ω, K, Ω) (and thus also for Mod 1 (B(x, r)∩Ω, K, Ω)) we have The proof of this lemma is based on a technique introduced in Haj lasz-Koskela [31] .
Proof. In view of Lemma A.1 it suffices to estimate H s ∞ (E) using cap p (E, B(x 0 , r), Ω). Let u ∈ N 1,p (Ω) be such that u = 0 on B(x 0 , r) and u = 1 on E. Consider x ∈ E and let C x = {B i,j : i = 0, 1, . . . and j = 0, 1, . . . , m i } be the corresponding chain. For each ball B in the chain let B * be its immediate successor. Then B ∩ B * is nonempty and Note that x ∈ 2M B x for all x ∈ E by (b). Hence, the balls {2M B x } x∈E cover E, as do the balls {3M λB x } x∈E . The 5-covering lemma (Theorem 1.2 in Heinonen [33] ) allows us to choose pairwise disjoint balls 3M λB xi , i = 1, 2 . . . , so that E ⊂ ∞ i=1 15M λB xi . In particular, the balls 3λB xi , i = 1, 2 . . . , are pairwise disjoint. Thus we get from (A.10) that
Taking infimum over all admissible functions u completes the proof.
Lemma A.7. Let E ⋐ Ω and B = B(x 0 , r) ⋐ Ω \ E. Then there exists 0 < ρ 0 < r such that E can be chain-connected to the ball B 0,0 = B(x 0 , ρ 0 ) as in Definition 11.10.
Proof.
Since Ω is connected, there exists 0 < ε < r such that both B and E belong to the same component G of Ω ε := {x ∈ Ω : dist(x, X \ Ω) > ε}, see Lemma 4.49 in Björn-Björn [10] . Choose 0 < ρ 0 ≤ ε/6λ and let B i = B(x i , ρ 0 /2), i = 1, . . . , N, be a maximal pairwise disjoint collection of balls with centers in Ω ε . By the doubling property, there are only finitely many such balls and their number N depends only on ε, ρ 0 and the doubling constant C µ . The balls
cover Ω ε and 6λB i ⊂ Ω for all i = 1, 2, . . . , N. Let x ∈ E be arbitrary. By pathconnectedness of the component G, there exists a curve γ in G from x 0 to x. We can therefore among the balls 2B i , i = 1, 2, . . . , N, choose a minimal chain of balls covering γ. Number these balls in the direction from Assume that I ∩ Ω is nonempty and find δ > 0 such that I ∩ Ω 2δ = ∅. Fix x ∈ I ∩ Ω 2δ and let U be the component of I ∩ Ω containing x. Note that U is connected but not necessarily pathconnected. Let 0 < ε < δ/2, and cover U by (finitely or countably many) balls B j = B(x j , r j ) so that j r j < ε. Let V consist of all points y ∈ U for which there exists a chain {B j k } Ny k=1 (depending on y) of balls from this cover such that x ∈ B j1 , y ∈ B Ny and B j k ∩ B j k+1 = ∅ for all k. If y ∈ V ∩ B j for some j, then U ∩ B j ⊂ V and hence V is open in U . Similarly, U \ V is open in U and must therefore be empty, since U is connected.
Assume next that U ∩ ∂Ω δ = ∅. Then the connected set I could be written as a disjoint union of the nonempty relatively open sets U ∩ Ω δ and I \ U ∩ Ω δ , which is a contradiction. Thus, there exists z ∈ U ∩ ∂Ω δ ⊂ V . Hence there is a chain {B j k } Nz k=1 of balls from the cover of U above satisfying x ∈ B j1 , z ∈ B jN z , and B j k ∩ B j k+1 nonempty, and so
which is not possible. This contradiction shows that I ∩ Ω must be empty, i.e. I ⊂ ∂Ω.
Lemma A.11. Let [E k ] be an end and p > 1. Then lim j→∞ Mod p (E j , K, Ω) = 0 for every compact K ⊂ Ω if and only if lim j→∞ Mod p (E j , K 0 , Ω) = 0 for some compact K 0 ⊂ Ω with C p (K 0 ) > 0.
Here C p (E) := inf u p N 1,p (X) , where the infimum is taken over all everywhere defined functions u ∈ N 1,p (X) such that u ≥ 1 on E. We say that a property holds quasieverywhere (q.e.) if the set of points for which it fails has C p capacity zero.
