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Abstract
We prove the Gevrey regularity of the global attractor of the dynami-
cal system generated by the generalized Benjamin-Bona-Mahony equation
with periodic boundary conditions. This result means that elements of
the attractor are real analytic functions in spatial variables. As an appli-
cation we prove the existence of two determining nodes for the problems
in one spatial dimension.
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Introduction
In the domain O = (0, L)× (0, L)× · · · × (0, L) ⊂ Rn, where L > 0, we consider
the following initial-boundary value problem for the generalized Benjamin-Bona-
Mahony equation:
ut − a4 ut − b4 u + div{F (u)} = h(x), x ∈ O, t ∈ R+ (0.1)
u(0, x) = u0(x), x ∈ O, (0.2)
with the periodic boundary conditions:
u(t, x + Lei) = u(t, x), uxi(t, x + Lei) = uxi(t, x) (0.3)
for all x ∈ Γi := ∂O ∩ {xi = 0}, t ∈ R+ and i = 1, 2, . . . , n. Here {ek} is the
standard basis in Rn. We assume that a and b are positive constants, u0(x) and
h(x) are given functions and
F (u) = (F1(u), F2(u), . . . , Fn(u))
is a given polynomial vector field, i.e.
Fj(u) =
l∑
k=1
bjku
k, j = 1, . . . , n, (0.4)
where 1 ≤ l < ∞ if n ≤ 2, l = 1 or l = 2 if n = 3, and l = 1 if n ≥ 4. We also
use the notation
div{F (u)} =
n∑
i=1
F ′i (u) · uxi .
Equation (0.1) for n = 1 has been proposed by Benjamin, Bona and Mahoni [5]
as a model for the propagation of long waves. The model incorporates nonlinear
dispersive and dissipative effects. This equation and also related types of the
Benjamin-Bona-Mahony equation were studied by many authors. Results on
the existence and uniqueness of solutions can be found e.g. in [3, 8, 15, 21, 26].
The long-term behavior of solutions, such as stability or the rate of decay were
studied in [1, 2, 6, 19, 22, 23]. In the one spatial dimension case global attractors
for problem (0.1)-(0.3) were investigated in [28]-[30]. For n spatial dimensions
the existence and finite-dimensionality of the global attractor were proved in
[7].
In this paper we study properties of asymptotic regularity of solutions to
problem (0.1)–(0.3). Our main result (see Theorem 1.3) asserts that the global
attractor belongs to some Gevrey class. This implies that its elements are real
analytic functions in the spatial variables. A similar result is well-known for a
class of semilinear parabolic equations (see, e.g.,[12], [14] and [25]). However,
the method of proof for the parabolic case relies substantially on regularizing
effects for parabolic equations (the solution at any time t > 0 is smoother than
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its initial value). This effect makes it possible to prove the existence of an ab-
sorbing set consisting of real analytic functions. This implies that every solution
becomes a real analytic function in the spatial variable after some transient time.
For the case considered here there is no regularizing effect. For this equation
we can only prove the existence of a uniformly attracting set of real analytic
functions. The main point here is to construct an appropriate decomposition
of the evolution operator into decreasing and compact components. We rely on
some ideas presented in [16] (see also the paper [24], where the analyticity of the
attractor was established for a weakly damped and driven nonlinear Schro¨dinger
equation and the paper [11] devoted to a similar problem for a class of dissi-
pative nonlinear wave equations). We also note that the problem of Gevrey
regularity of attractors and invariant sets was recently discussed in the abstract
setting [18].
As an application of Theorem 1.3 on the analyticity of the attractor for prob-
lem (0.1)–(0.3), we prove that this problem in one spatial dimension possesses
two determining nodes, i.e. the long-time behavior of the solutions is completely
determined by their dynamics in two points inside the spatial interval (0, L). We
note that for the first time the relation between the Gevrey regularity and the
existence of a small number of determining nodes was established in the paper
[20] devoted to the Ginzburg–Landau equation (see also [12], [13] and the sur-
vey [9] for similar results for other equations). We also refer to [9] and [10] for
a general discussion of the problem of existence of determining functionals for
infinite-dimensional equations.
The paper is organized as follows. In Section 1 we introduce notation, give
some background material on Gevrey classes and formulate our main results.
Section 2 is devoted to the proof of the theorem on the Gevrey regularity of the
attractor for the dynamical system generated by (0.1)–(0.3). In Section 3 we
establish the existence of two determining nodes in one spatial dimension.
1 Preliminaries and statement of main results
Let
O = (0, L)× (0, L)× · · · × (0, L) ⊂ Rn.
We denote by L˙2(O) the space of L2(O) functions with average zero, i.e.
L˙2(O) =
{
u ∈ L2(O) :
∫
O
u(x) dx = 0
}
.
For any s ≥ 0 let us consider the Sobolev space
H˙sper(O) =
{
u ∈ Hsloc(Rn) : u(x + Lej) = u(x), j = 1, . . . , n,
∫
O
u(x)dx = 0
}
.
Since −4 generates a positive self-adjoint operator in the space L˙2(O) with the
domain D(−4) = H˙2per(O), we can define the positive operator A = (−4)
1
2
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with the domain D(A) = H˙1per(O) and equip the space H˙sper(O) with the inner
product
(u, v)s =
∫
O
((−4)su)(x)v(x) dx = (Asu, Asv), s ≥ 0,
where (·, ·) is the inner product in L˙2(O). Below we will denote by ‖ · ‖s the
corresponding norm in H˙sper(O) and by ‖ · ‖ the norm in L˙2(O). We note that
every element u ∈ H˙sper(O) can be represented in the form
u(x) =
∑
j∈Zn
uj exp
{
i(j, x)
2pi
L
}
, (1.1)
where the Fourier coefficients uj possess the properties u0 = 0 and u¯j = u−j
(the bar denotes the complex conjugate) and
‖u‖2s = Ln
(
2pi
L
)2s ∑
j∈Zn
|j|2s|uj |2 < ∞.
Let s ≥ 0 and σ > 0. We introduce the Gevrey class Gsσ(O) as the Hilbert space
consisting of real-valued functions of the form (1.1) such that
‖u‖2Gsσ(O) = |u0|
2 + Ln
(
2pi
L
)2s ∑
j∈Zn
|j|2s exp
{
4σpi
L
|j|
}
|uj |2 < ∞ . (1.2)
We denote the corresponding inner product by (u, v)Gsσ(O). It is obvious that
Gs0(O) = Hsper(O) for any s ≥ 0 and Gsσ(O) ⊂ Hmper(O) for any s ≥ 0, σ > 0
and m ≥ 0. Moreover, every element v ∈ Gsσ(O), σ > 0 can be extended as an
analytic function into the parallelepiped
Πn =
{
z ∈ Cn : <z ∈ O,=z ∈
(
− σ√
n
,
σ√
n
)n}
.
We denote by G˙sσ(O) the subspace of Gsσ(O) consisting of functions with average
zero, i.e.
G˙sσ(O) =
{
u ∈ Gsσ(O) :
∫
O
u(x) dx = 0
}
≡ Gsσ(O) ∩ L˙2(O).
It is clear that G˙sσ(O) = D(AseσA), and
‖u‖2Gsσ(O) = ‖A
seσAu‖2 for all u ∈ G˙sσ(O), (1.3)
where as above A2 = −4 with the periodic boundary conditions on O and
D(B) stands for the domain of the operator B.
Below we need the following Lemma (for the proof see [12]).
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Lemma 1.1. Let s > n2 , σ ≥ 0 and let u and v be in the class Gsσ(O). Then
u · v ∈ Gsσ(O) and there exists a constant Cs, independent of σ, such that
‖u · v‖Gsσ(O) ≤ Cs‖u‖Gsσ(O) · ‖v‖Gsσ(O). (1.4)
We consider a class of equations somewhat more general than in the hypotheses
concerning the problem (0.1)-(0.3) given above. Our assumptions are as follows:
(A1) The problem (0.1)-(0.3) is well-posed in the class C(0,∞; H˙s+1per (O)) for
some s > n2 − 1, i.e. for any u0 ∈ H˙s+1per (O) there exists a unique solution
to problem (0.1)-(0.3) in the class C(0,∞; H˙s+1per (O)) and this solution
depends continuously on initial data.
(A2) The evolution operator St in the space H˙
s+1
per (O) generated by the formula
Stu0 = u(t), where u(t) ∈ C(0,∞; H˙s+1per (O)) is the solution to problem
(0.1)-(0.3), is dissipative in the space H˙s+1per (O), i.e. there exists R∗ > 0
such that for every bounded set B from H˙s+1per (O) there exists t0(B) such
that ‖Sty‖s+1 ≤ R∗ for all t ≥ t0(B) and y ∈ B.
(A3) h(x) belongs to G˙sσ0(O) for some σ0 > 0 and for every j = 1, . . . , n the
function Fj(u) can be written in the form
Fj(u) =
∞∑
k=1
bjku
k,
where the coefficients {bjk} satisfy
gj(r) =
∞∑
k=1
rk |bjk| < ∞ for all 0 < r < r0, j = 1, . . . , m, (1.5)
where r0 is large enough.
The following proposition describes the cases when the assumptions (A1)-(A3)
are valid.
Proposition 1.2. Let n ≤ 3, h(x) ∈ G˙sσ0(O) and F (u) has form (0.4). Then
the properties (A1)-(A3) hold in the following cases: (a) s = 0, n = 1; (b)
s = 1, n ≤ 2; and (c) s = 2, n ≤ 3.
Proof. In the case (a) the assertion follows from [7, Theorem 5]. To obtain the
proof for the other cases we use properties of the linearized problem (see, e.g.,
[7]) and the standard stepwise arguments.
Our main result is the following assertion.
Theorem 1.3. Assume that hypotheses (A1)–(A3) hold. Then the semigroup
St generated in H˙
s+1
per (O) by equations (0.1)–(0.3) possesses a global attractor
A. This attractor A belongs to the class G˙s+1σ (O) for some 0 < σ ≤ σ0 and
sup
{
‖u‖2
G
s+1
σ (O)
: u ∈ A
}
< ∞.
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Thus all elements of the global attractor are real analytic functions in the
spatial variables.
Theorem 1.3 also makes it possible to prove the following assertion on the
existence of two determining nodes for problem (0.1)–(0.3) in the case of one
spatial dimension.
Theorem 1.4. Assume that n = 1 and hypotheses (A1)–(A3) hold with s = 1.
Let x1 and x2 be two nodes such that 0 ≤ x1 < x2 ≤ L. Let u(t) and u∗(t)
be two solutions to problem (0.1)–(0.3) from the class C(0,∞; H˙2per(O)). Then
there exists ∆0, independent of u and u
∗, such that if x2 − x1 ≤ ∆0, then the
condition
lim
t→∞
|u(t, xj)− u∗(t, xj)| = 0, j = 1, 2,
implies
lim
t→∞
‖u(t)− u∗(t)‖2 = 0.
Theorem 1.4 means that the long-time behavior of any solution to problem
(0.1)–(0.3) in the case of one spatial dimension case is completely determined
by the values of the solution at any two nodes that are sufficiently close.
2 Gevrey regularity of the attractor
In this section we prove Theorem 1.3.
Let B be a bounded set in H˙s+1per (O). Assume that u(t) is a solution to
problem (0.1)-(0.3) with initial data u0 ∈ B. Thus u(t) satisfies the equation
ut + aA
2ut + bA
2u + div{F (u)} = h, t ∈ R+. (2.1)
Here A2 = −4 is the positive operator in L2(O) with the domain D(A2) =
H˙2per(O). Assumption (A2) on the dissipativity implies that there exists t0 =
t0(B) such that
sup{‖u(t)‖2s + a‖u(t)‖2s+1 : u0 ∈ B} ≤ R20 for all t ≥ t0 = t0(B), (2.2)
where R20 =
[
a + (L/2pi)2
]
R2∗. Let
PN (t) := PNu(t),
where PN is the orthogonal projector in L˙
2(O) onto the subspace
LN =

u ∈ L˙2(O) : u(x) =
∑
0<|j|≤N
uj exp
{
i(j, x)
2pi
L
}
, u¯j = u−j

 . (2.3)
In the subspace QN L˙
2(O) with QN = I−PN we consider the following auxiliary
problem
wt(t) + aA
2wt(t) + bA
2w(t) + QN div{F (PN (t) + w(t))} = QNh (2.4)
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with the periodic boundary conditions:
w(t, x + Liei) = w(t, x), wxi(t, x + Liei) = wxi(t, x), x ∈ Γi, t ∈ R+, (2.5)
for i = 1, . . . , n, and with the zero initial data at the time t0 = t0(B):
w(t0, x) = 0, x ∈ O. (2.6)
We note that equation (2.4) formally arises as the projection of (2.1) onto the
subspace QN L˙
2(O). However, the function v(t) = PN (t) +w(t) is not necessar-
ily a solution to the original problem (0.1)-(0.3), because of the zero initial data
for w(t) at time t0. In the following lemma we show that a solution w(t) of the
problem (2.4)-(2.6) belongs to the Gevrey class in the spatial variables and ap-
proximates the solution u(t) to the original problem as t →∞. These properties
allow us to prove the existence of a uniformly attracting set bounded in some
Gevrey class, and to invoke standard results on attractors for asymptotically
compact dynamical systems (see, e.g., [17] or [27]).
Lemma 2.1. There exists N0 ≥ 1 such that for any N ≥ N0 we can find
0 < σ ≡ σN ≤ σ0 such that problem (2.4)-(2.6) has a unique solution in the
class C(t0,∞; QNG˙sσ(O)). Here QN = I − PN and PN is the orthoprojector
onto the space LN defined by (2.3). This solution possesses the property
‖w(t)‖2Gsσ(O) + a‖w(t)‖
2
Gs+1σ (O)
≤ R2 for all t ≥ t0 = t0(B), N ≥ N0,
(2.7)
with R > 0 independent of N .
Proof. Instead of (2.4) we consider in the space QM,N L˙
2(O) the following
equation
wt(t) + aA
2wt(t) + bA
2w(t) + QM,N div{F (PN (t) + w(t))} = QM,Nh , (2.8)
where QM,N = PM − PN with M > N . It is obvious that this equation has a
unique solution
wM (t, x) =
∑
N≤|j|≤M
wj(t) exp
{
i(j, x)
2pi
L
}
, wM (t0, x) = 0,
on some interval (t0, t0 + TM,N). If we prove the uniform estimate (2.7) for
wM (t) on this existence interval, then we are able to conclude that this solution
can be continued on the half-axis (t0,∞). Then we will let M →∞ and obtain
existence of a solution to the problem (2.4)-(2.6) with the property (2.7). It
is easy to see that this solution is unique. Thus we need to prove only the
uniform estimate (2.7) for wM (t) on the interval of existence. Below we omit
the subscript M for the sake of notational simplicity.
We multiply equation (2.8) by A2se2σAw with σ ≤ σ0 in L2(O). Using (1.3),
we get
d
2dt
(
‖w(t)‖2Gsσ(O) + a‖w(t)‖
2
G
s+1
σ (O)
)
+ b‖w(t)‖2
G
s+1
σ (O)
+(
QN div{F (PN (t) + w(t))}, A2se2σAw(t)
)
=
(
QNh, A
2se2σAw(t)
)
. (2.9)
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Since (QNh, A
2se2σAw) = (AseσAQNh, A
seσAw), it is easy to see that
|(QNh, A2se2σAw)| ≤ 1
41
‖h‖2Gsσ(O) + 1‖w(t)‖
2
Gsσ(O)
for any 1 > 0. Now we estimate the nonlinear term. Since
(QN div{F (PN (t) + w(t))}, A2se2σAw(t))
=
n∑
i=1
(AseσAQNFi(PN (t) + w(t)), A
seσAwxi(t)),
we have
|(QN div{F (PN (t) + w(t))}, A2se2σAw(t))|
≤
n∑
i=1
‖QNFi(PN (t) + w(t))‖Gsσ(O)‖w(t)‖Gs+1σ (O)
≤ n
42
n∑
i=1
‖QNFi(PN (t) + w(t))‖2Gsσ(O) + 2‖w(t)‖
2
G
s+1
σ (O)
for any positive 2. Therefore from (2.9) we get:
d
2dt
V (t) + (b− 2)‖w(t)‖2Gs+1σ (O) − 1‖w(t)‖
2
Gsσ(O)
≤ n
42
n∑
i=1
‖QNFi(PN (t) + w(t))‖2Gsσ(O) +
1
41
‖h‖2Gsσ(O), (2.10)
where
V (t) = ‖w(t)‖2Gsσ(O) + a‖w(t)‖
2
G
s+1
σ (O)
.
Since
‖w‖2Gsσ(O) ≤
(
L
2pi(1 + N)
)2(s∗−s)
‖w‖2
Gs
∗
σ (O)
, w ∈ QNGs
∗
σ (O), s < s∗, (2.11)
choosing 1 and 2 in an appropriate way from (2.10) we get constants µ > 0,
C1 and C2 independent of N such that
d
dt
V (t) + 2µV (t) ≤ C1
n∑
i=1
‖QNFi(PN (t) + w(t))‖2Gsσ(O) + C2‖h‖
2
Gsσ(O)
. (2.12)
Now we estimate the values ‖QNFi(PN (t) + w(t))‖2Gsσ(O) relying on the repre-
sentation of Fi(PN (t) + w(t)) in the form
Fi(PN (t) + w(t)) =
= Fi(PN (t)) + F
′
i (PN (t))w(t) +
∫ 1
0
(1− τ)F ′′i (PN (t) + τw(t))w(t)2 dτ .
8
Let s∗ be any number with the property max{n2 , s} < s∗ < s + 1. Using
Lemma 1.1 we have
‖Fi(PN (t))‖Gs∗σ (O) ≤
∞∑
k=1
|bik| · ‖(PN (t))k‖Gs∗σ (O)
≤
∞∑
k=1
|bik|Ck−1s∗ ‖PN (t)‖kGs∗σ (O) ≤ Cs∗gi
(
Cs∗‖PN (t)‖Gs∗σ (O)
)
.
Here Cs is the constant from Lemma 1.1 and gi(r) is defined by (1.5). In a
similar way we obtain
‖F ′i (PN (t))w(t)‖Gs∗σ (O) ≤ Cs∗‖F ′i (PN (t))‖Gs∗σ (O)‖w(t)‖Gs∗σ (O)
≤ C · g′i(Cs∗‖PN (t)‖Gs∗σ (O))‖w(t)‖Gs∗σ (O),
where g′i(r) is the derivative of gi(r) and the constant C does not depend on N .
The same argument gives
‖(F ′′i (PN (t) + τw(t))w(t), w(t))‖Gs∗σ (O) ≤
≤ C2s∗‖F ′′i (PN (t) + τw(t))‖Gs∗σ (O)‖w(t)‖
2
Gs
∗
σ (O)
≤ C · g′′i (Cs∗‖PN (t)‖Gs∗σ (O) + Cs∗‖w(t)‖Gs∗σ (O)) · ‖w(t)‖2Gs∗σ (O) ,
where g
′′
i is the second derivative of gi(r) and the constant C is independent of
N . Thus we have
F(N, s∗) ≡
n∑
i=1
‖QNFi(PN (t) + w(t))‖2Gs∗σ (O)
≤ G0(Cs∗‖PN (t)‖Gs∗σ (O)) + G1(Cs∗‖PN (t)‖Gs∗σ (O)) · ‖w(t)‖
2
Gs
∗
σ (O)
+ G2(Cs∗‖PN (t)‖Gs∗σ (O) + Cs∗‖w(t)‖Gs∗σ (O)) · ‖w(t)‖4Gs∗σ (O).
Here Gk(r) = C ·
∑n
i=1[g
(k)
i (r)]
2, k ∈ {0, 1, 2}, where g(k)i (r) is the derivative of
gi(r) of order k and C does not depend on N .
Since s∗ < s + 1, from (2.2) we have
‖PN (t)‖Gs∗σ (O) ≤ c0e
σ˜N‖PN(t)‖s+1 ≤ c0eσ˜NR0, t ≥ t0 = t0(B),
where σ˜ = 2piσ/L and c0 is independent of N . Therefore if we choose σ = N
−1,
we obtain
F(N, s∗) ≤ C0 + C1‖w(t)‖2Gs∗σ (O) + G2(C2 + Cs∗‖w(t)‖Gs∗σ (O)) · ‖w(t)‖
4
Gs
∗
σ (O)
for all t ≥ t0, where Cj does not depend on N , j ∈ {0, 1, 2}. Consequently
(2.11) implies
n∑
i=1
‖QNFi(PN (t) + w(t))‖2Gsσ(O) ≤
(
L
2pi
)s∗−s
F(N, s∗)
≤ C0 + C1N−2δ‖w(t)‖2Gs+1σ (O)
+ N−4δG2(C2 + Cs∗‖w(t)‖Gs+1σ (O))‖w(t)‖4Gs+1σ (O),
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where δ = s + 1− s∗ > 0. Therefore from (2.12) we get
d
dt
V + µV ≤ C1 + C2N−4δV 2G2(C3 + C4V 12 ) (2.13)
for all N large enough, where the constants Cj > 0 do not depend on N . It is
clear that for N large enough the function
F (V ) = −µV + C1 + C2N−4δV 2 ·G2(C3 + C4 · V 12 )
has a simple root V0 = V0(N) > 0 such that F (V ) > 0 for V ∈ (0, V0). Since
V (t0) = 0, this property of F (V ) and inequality (2.13) imply that V (t) ≤ V0
for all t ≥ t0. Moreover, since V0(N) → C1µ−1 for N → ∞, we have that
V0(N) ≤ V ∗0 , where V ∗0 does not depend on N . Therefore, we have
‖w(t)‖2Gsσ(O) + a‖w(t)‖
2
G
s+1
σ (O)
≤ V ∗0 = R2, t ≥ t0, (2.14)
for N large enough with any 0 ≤ σ ≤ N−1 ≤ σ0. Thus we obtain (2.7).
Lemma 2.2. Let u(t) be a solution to the problem (2.1) and (0.2) with initial
data y = u0 ∈ B, where B is a bounded set in H˙s+1per (O), such that (2.2) holds.
Assume that w(t) is the solution to problem (2.4)-(2.6). Then there exists N0 >
0 such that we have
lim
t→∞
sup
y∈B
{‖QNu(t)− w(t)‖2s + a‖QNu(t)− w(t)‖2s+1} = 0 (2.15)
for every N ≥ N0, where QN = I − PN .
Proof. Let v(t) = QNu(t)− w(t). Then v(t) is a solution to the problem
vt(t) + aAut(t) + bAu(t) +
+QN div{F (u(t))− F (PN (t) + w(t))} = 0, (2.16)
with periodic boundary conditions and with the initial data:
v(t0) = QNu(t0). (2.17)
We multiply equation (2.16) by A2sv in L˙2(O) and get
d
2dt
(‖v(t)‖2s + a‖v(t)‖2s+1) + b‖v(t)‖2s+1
≤ |(QN div{F (u(t))− F (PN (t) + w(t))}, A2sv(t))| ≡ D(N, t). (2.18)
Now using integration by parts and the Ho¨lder inequality for the right hand side
of inequality (2.18) we get
D(N, t) ≤
n∑
i=1
|(AsQN (Fi(u(t))− Fi(PN (t) + w(t)), Asvxi(t)))|
≤
n∑
i=1
‖QN(Fi(u(t))− Fi(PN (t) + w(t)))‖s‖v(t)‖s+1
≤ ‖v(t)‖2s+1 +
n
4
n∑
i=1
‖QN F˜i(u(t), w(t))‖2s ,
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where  > 0 is arbitrary and
F˜i(u(t), w(t)) = Fi(u(t))− Fi(PN (t) + w(t)), for i = 1, 2, . . . , n.
Let
W (t) = ‖v(t)‖2s + a‖v(t)‖2s+1.
As above it is easy to prove that there exist positive constants µ and C inde-
pendent of N such that
d
dt
W (t) + 2µW (t) ≤ C
n∑
i=1
‖QN F˜i(u(t), w(t))‖2s . (2.19)
Since PN (t) + w(t) = u(t)− v(t), we have
F˜i(u, w) =
∫ 1
0
F ′i (u− τv)v dτ .
Therefore
‖QN F˜i(u, w)‖s ≤ c0‖QN F˜i(u, w)‖s∗ ≤ c0
∫ 1
0
‖F ′i (u− τv)v‖s∗ dτ,
where s∗ is any number with the property max{n2 , s} < s∗ < s + 1 and c0 is
independent of N . Lemma 1.1 with σ = 0 and assumption (A3) imply
‖F ′i (u− τv)v‖s∗ ≤ C · ‖F
′
i (u− τv)‖s∗‖v‖s∗ ≤ C1 · g′i(C2‖u− τv‖s∗)‖v‖s∗ .
Hence
n∑
i=1
‖QN F˜i(u(t), w(t))‖2s ≤ C ·
n∑
i=1
[g′i(C2‖u(t)− τv(t)‖s∗)]2‖v(t)‖2s∗ .
¿From (2.2) and (2.14) with σ = 0 we have
‖u(t)− τv(t)‖2s∗ ≤ c0‖u(t)− τv(t)‖2s+1 ≤ C(R0, R) for all t ≥ t0 = t0(B).
Consequently using (2.11) with σ = 0 we obtain
n∑
i=1
‖QN F˜i(u(t), w(t))‖2s ≤ C(R0, R) · (1 + N)−2(s+1−s
∗)‖v(t)‖2s+1
for all t ≥ t0 = t0(B). Thus (2.19) implies that there exists N0 such that
d
dt
W (t) + µW (t) ≤ 0
for all t ≥ t0 = t0(B), N ≥ N0. This inequality implies W (t) ≤ e−µ(t−t0)W (t0)
for all t ≥ t0 = t0(B) and N ≥ N0. Therefore we obtain (2.15). This completes
the proof of Lemma 2.2.
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Lemmas 2.1 and 2.2 allow us now to conclude the proof of Theorem 1.3.
Proof of Theorem 1.3. Let us fix N such that the assertions of Lemmas 2.1
and 2.2 are valid. Assume that B is a bounded set in H˙s+1per (O) and u(t) = Stu0,
where u0 ∈ B. Let w(t) be the corresponding solution to problem (2.4)–(2.6).
¿From relation (2.2) and Lemma 2.1 we have
‖PNu(t) + w(t)‖2Gsσ(Ω) + a‖PNu(t) + w(t)‖
2
G
s+1
σ (Ω)
≤ R¯2 ≡ c(R20 + R2)
for all t ≥ t0(B). Since Stu0 = (QNu(t)− w(t)) + (PNu(t) + w(t)), Lemma 2.2
implies that the set
G =
{
u ∈ G˙s+1σ (O) : ‖u‖2Gsσ(Ω) + a‖u‖
2
G
s+1
σ (Ω)
≤ R¯2
}
is uniformly attracting for St. Since G is compact in H˙s+1per (O), the standard
theorems on the existence of attractors for the asymptotically compact case (see,
e.g., [4], [17] or [27]) imply that A ⊂ G.
3 Determining nodes (n = 1)
In this section we prove Theorem 1.4 on the existence of determining nodes for
problem (0.1)–(0.3) in one spatial dimension.
Lemma 3.1. Assume that n = 1 and that assumptions (A1)-(A3) are valid
with s = 1. Let u0 ∈ H˙2per(0, L). Then the solution u(t, x) to the problem (0.1)-
(0.3) belongs to the space C1([0, +∞); H˙2per(0, L)) and there exists R > 0 and
t0 = t0(u0) such that
‖ut(t)‖22 + ‖u(t)‖22 ≤ R2, t ≥ t0 . (3.1)
Proof. By (A1) u ∈ C([0, +∞); H˙2per(0, L)). From hypothesis (A2) we obtain
that ‖u(t)‖2 ≤ R∗ for t ≥ t0 with some t0. Therefore (0.1) implies that
(1− a∂2x)ut ∈ C([0, +∞); L˙2(0, L))
and
‖(1− a∂2x)ut(t)‖ ≤ C(R∗) for t ≥ t0.
Thus ut ∈ C1([0, +∞); H˙2per(0, L)) and ‖ut(t)‖2 ≤ C(R∗) for t ≥ t0.
Lemma 3.2. Assume that x1 and x2 are two nodes such that 0 ≤ x1 < x2 ≤ L.
Let u1(t, x) and u2(t, x) be two solutions to problem (0.1)-(0.3) for n = 1 from
the class C1(0, +∞; H˙2per(0, L)) such that
‖ukt (t)‖22 + ‖uk(t)‖22 ≤ R2 for t ≥ t0, k = 1, 2, (3.2)
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for some R > 0 and t0 ≥ 0. Then there exists ∆0 = ∆0(R) > 0 and µ > 0 such
that under the condition 0 < x2 − x1 < ∆0, we have
‖u(t)‖2∆ + a‖ux(t)‖2∆ ≤ C1e−µ(t−s) + C2
∫ t
s
e−µ(t−s) max
l=1,2
|u(τ, xl)| dτ (3.3)
for any t ≥ s ≥ t0, where u(t) = u1(t) − u2(t) and Cj are positive constants
depending on R. Here and below we use the notation: ∆ = (x1, x2), |∆| =
x2 − x1 and
‖u‖2∆ =
∫ x2
x1
u2(x) dx, ‖u‖21,∆ = ‖u‖2∆ + a‖ux‖2∆.
Proof. We use the same approach as in [20]. From (0.1) we have that u(t, x)
is a solution to the equation
ut − autxx − buxx +
(
F (u1)− F (u2))
x
= 0, x ∈ (0, L), t > 0.
Multiplying this equation by u(t, x) and integrating by parts from x1 to x2 we
obtain
1
2
d
dt
‖u(t)‖21,∆ + b‖ux(t)‖2∆ (3.4)
= η(t, x2)− η(t, x1) + δ(t, x2)− δ(t, x1)−
∫ x2
x1
(
F (u1)− F (u2))
x
u dx ,
where η(t, x) = au(t, x)uxt(t, x) and δ(t, x) = bu(t, x)ux(t, x). Since H˙
1
per(0, L)
is embedded into C([0, L]), it is easy to see from (3.2) that
|η(t, x2)− η(t, x1)|+ |δ(t, x2)− δ(t, x1)| ≤ CR max
l=1,2
|u(t, xl)|
and ∣∣∣ ∫ x2
x1
(
F (u1)− F (u2))
x
u dx
∣∣∣ ≤ CR,‖u‖2∆ + ‖ux‖2∆,
where  is any positive number. Choosing  = b/2 and substituting all the
estimates into (3.4) we get the following inequality:
d
dt
‖u(t)‖21,∆ +
b
a
‖u(t)‖21,∆ ≤ C1R max
l=1,2
|u(t, xl)|+ C2R‖u(t)‖2∆. (3.5)
Since
u(x)2 − u(x1)2 = 2
∫ x
x1
ux(ξ) · u(ξ) dξ ≤ 2‖u‖∆ · ‖ux‖∆ ,
it is easy to see that
‖u(t)‖2∆ ≤ 2|∆||u(t, x1)|2 + 4|∆|2‖ux(t)‖2∆ .
Substituting this into (3.5) we get
d
dt
‖u(t)‖21,∆ +
b
2a
‖u(t)‖21,∆ ≤ CR max
l=1,2
|u(t, xl)|
for |∆| small enough. This inequality implies (3.3).
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Now we have everything at hand to prove Theorem 1.4.
Proof of Theorem 1.4. Assume that
lim
t→∞
|u(t, xj)− u∗(t, xj)| = 0, j = 1, 2,
for 0 < x2 − x1 < ∆0 with ∆0 from Lemma 3.2. Then Lemma 3.2 implies that
lim
t→∞
{‖u(t)− u∗(t)‖∆ + a‖ux(t)− u∗x(t)‖∆} = 0. (3.6)
Assume limt→∞ ‖u(t)−u∗(t)‖2 = 0 does not hold. In this case, since the global
attractorA is a compact set in H˙2per(0, L) and distH2per (u(t),A) → 0, t → +∞,
for any solution u(t), there exists a sequence {tn} and elements y(x) and y∗(x)
from A such that
lim
n→∞
‖u(tn)− u∗(tn)‖2 > 0 (3.7)
and limn→∞ ‖u(tn)− y‖2 = 0 as well as limn→∞ ‖u∗(tn)− y∗‖2 = 0. It follows
from (3.6) that y(x) = y∗(x) for x ∈ ∆ = (x1, x2). Since by Theorem 1.3 the
elements of the attractor A are real analytic functions in the spatial variable, we
have that y(x) = y∗(x) for any x ∈ (0, L). This contradicts (3.7) and completes
the proof.
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