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The dominant methodology of Information Retrieval (IR) research has so far been empiri-
cal, i.e., progress is guided by experimental results on various data sets. The availability 
of large data sets since the 90s, the growing computational power, and the possibility of 
automatizing experiments have accelerated empirical studies of IR in the last two decades, 
generating many empirical findings. However, a purely empirical methodology, mainly 
experimental and focused on effectiveness, does not match with the standard scientific pro-
cedures: hypothesis statement, definition of an experiment guided by the specific hypoth-
esis, and result analysis. As a consequence, the IR community tends to produce solutions to 
a greater extent than knowledge. Moreover, the solutions found are often variants of similar 
ideas and thus do not add up to more progress as shown in Armstrong et al. (2009). It is 
clear that while empirical research is necessary, it must be accompanied by strong theoretic 
models as discussed in length by Norbert Fuhr in his Salton Award speech (Fuhr 2012). As 
one theoretical approach to IR research, axiomatic thinking has shown great promise when 
studying both retrieval models and evaluation measures, and this special issue is to report 
the most recent work in this direction.
Axiomatic thinking refers to a problem-solving strategy that is guided by axioms, and 
is closer to traditional methodologies in science. Generally speaking, when searching for 
solutions to a given problem, axiomatic thinking aims to find solutions that can satisfy all 
the axioms, i.e., all the desirable properties that a solution needs to satisfy. The explicit 
and clear articulation of the desirable properties makes such an approach not only theoreti-
cally appealing but also useful for suggesting interesting causal hypotheses to be tested in 
empirical experiments.
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Axiomatic thinking has already been successfully applied to study of retrieval model, 
leading to both theoretical understanding of existing retrieval models and their relations 
and improvement of multiple models such as basic retrieval models (Fang et  al. 2004; 
Fang 2007; Lv and Zhai 2011), feedback methods (Clinchant and Gaussier 2011), transla-
tion retrieval models (Karimzadehgan and Zhai 2012), and neural network retrieval mod-
els (Rosset et al. 2019). It has also been applied to study of evaluate measures, leading to 
deeper understanding of properties of evaluation measures and the introduction of better 
measures (Amigó et al. 2009; Busin and Mizzaro 2013; Moffat 2013; Sebastiani 2015), as 
well as similarity metrics (Lin 1998; Cazzanti and Gupta 2006).
Axiomatic thinking can be further applied more broadly to addressing many other prob-
lems in IR by both practitioners of IR in the industry and academia researchers. Moreover, 
the general ideas of using axiomatic thinking to study IR are potentially applicable to study 
of many other empirically defined tasks, notably many problems currently solved using sta-
tistical machine learning approaches, where axiomatic thinking may help addressing some 
difficult challenges such as optimal feature construction, optimal design of loss functions, 
interpretability of models. We hope this special issue will facilitate broader applications of 
axiomatic thinking in both IR and other related fields.
As discussed in Amigó et al. (2018), IR methodologies can be categorized along two 
dimensions. The first dimension includes two categories: theoretical and empirical. Theo-
retical approaches were often derived based on formal theories, while empirical approaches 
often by empirical observations made over evaluation data sets. Another dimension is 
bottom-up versus top-down. Bottom-up approaches are based on existing IR models and 
test cases driven by real scenarios, whereas top-down approaches often start with general 
axioms and synthetic test cases. There is no perfect methodology and different method-
ologies complement each other. Empirical experiments over test cases sampled from real 
scenarios provide quantitative results, statistical significance and evidence in terms of user 
satisfaction. When test cases are artificially developed (synthetic data), the results are more 
interpretable at the cost of user satisfaction and representativeness. Connecting and gener-
alizing theoretical approaches provides universality, interpretability, and the possibility of 
Fig. 1  IR methodology categorization [figure from Amigó et al. (2018)]
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deriving new approaches. The fourth methodology is axiomatics, which poses a theoretical 
top-down perspective, in which unsuitable approaches can be discriminated on the basis of 
interpretable axioms without depending on the particularities of data sets (see Fig. 1). In 
this sense, the purpose of this special issue is also to complement current knowledge and 
advances with methodologies not so popular in the IR community.
The five papers selected for this special issue cover recent research efforts on apply-
ing axiomatic thinking to different problems including retrieval models, similarity func-
tions, and evaluation metrics. These papers were all reviewed by the experts in the field 
and went through iterations of revision and further review. We now provide a brief sum-
mary of these papers and categorize them in the above framework.
Rahimi et al. (2020) delve into the axiomatics of retrieval models for corpus-based 
Cross-Language Information Retrieval (CLIR). The authors define a set of formal con-
straints and check whether existing CLIR methods satisfy them. Based on the defined 
constraints, they propose a hierarchical query modeling for CLIR which improves per-
formance, compared to the existing methods. Therefore, the paper covers both the axi-
omatics and empirical bottom-up methodologies.
Amigó et al. (2020) tackle the notion of similarity. The authors analyze existing simi-
larity axiomatic frameworks from other fields, such as Tversky’s axioms (Tversky 1977) 
from the point of view of cognitive sciences, and metric spaces from the point of view 
of algebra. They observe that these frameworks do not completely fit the notion of simi-
larity function in Information Access problems, and propose a new set of formal con-
straints. Under this framework, they categorize and analyze the properties of similarity 
functions applied to information access, and then introduce a similarity function which 
parameterizes the classical pointwise mutual information. This paper covers axiomatics, 
theoretical generalization, and a shallow study case over synthetic data.
The next three papers in the special issue focus on evaluation metrics but from differ-
ent perspectives. Sebastiani (2020) performs a study on evaluation metrics for quantifi-
cation, i.e., the task of estimating the prevalence of classes in unlabeled data. The paper 
presents a set of properties and discusses under what conditions each of these properties 
is desirable, and whether existing metrics satisfy or not the above properties. A signifi-
cant result is that no existing metric satisfies all the properties identified as desirable. 
This work focuses exclusively on axiomatics. It identifies weaknesses in existing met-
rics and states a framework on which metrics can be improved at theoretical level.
The other two papers in this special issue both try to connect evaluation with meas-
urement theory, but in different ways. In Ferrante et al. (2020), the evaluation process 
is interpreted as an effectiveness measurement process. Their starting framework states 
which IR evaluation measures can be considered as interval scales. In this study, they 
analyze how the scales of evaluation measures impact on statistical tests. Additionally, 
they analyze how incomplete information and pool downsampling affect different scales 
and evaluation measures. This work relies on axiomatic and empirical bottom-up meth-
odologies, since axiomatic findings are corroborated via experimental benchmarks.
With a different approach, Amigó and Mizzaro (2020) interpret system outputs and 
gold standards (or ground truths) as measurements on a given scale. In this way, the task 
is determined by the measurement scale (classification/nominal, ranking/ordinal, etc.) 
This work aims to include all the possible information access tasks and states a general 
definition of evaluation metric which allows to derive most of the existing formal con-
straints in a particular task depending on the scale in which the definition is instantiated. 
In this sense, this paper is grounded on axiomatics, stating desirable properties on the 
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basis of measurement theory. In addition, the axioms and constraints defined in the lit-
erature for different tasks are generalized as properties of two metric definitions.
We hope that you will enjoy learning about these state-of-the-art studies in the field 
of axiomatic thinking for IR and will appreciate the power of axiomatic thinking in dif-
ferent applications.
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