We study a random system of cn linear equations over n variables in GF(2), where each equation contains exactly r variables; this is equivalent to r-XORSAT. Previous work has established a clustering threshold, c * r for this model: if c = c * r − for any constant > 0 then with high probability all solutions form a well-connected cluster; whereas if c = c * r + , then with high probability the solutions partition into wellconnected, well-separated clusters (with probability tending to 1 as n → ∞). This is part of a general clustering phenomenon which is hypothesized to arise in most of the commonly studied models of random constraint satisfaction problems, via sophisticated but mostly non-rigorous techniques from statistical physics. We extend that study to the range c = c * r + o(1), and prove that the connectivity parameters of the r-XORSAT clusters undergo a smooth transition around the clustering threshold.
Introduction
The study of random constraint satisfaction problems (CSP's) has been revolutionized by a collection of hypotheses, arising from statistical physics, concerning the geometry of solutions. According to these hypotheses, before reaching the satisfiability threshold of a random CSP (e.g. r-SAT), the geometry of its solution space undergoes several phase transitions. Roughly speaking: there are specific constants, including the clustering threshold, the freezing threshold, and the condensation threshold, all below the satisfiability threshold (see [36] for an overview). These phase transitions indicate dramatic changes in the degree of the correlation between solutions as the density of a random CSP grows; which shed insights into why it is challenging to determine the satisfiability threshold for many CSP's, or to find efficient CSP solvers when the density is close to the satisfiability threshold. This paper focuses on the clustering threshold. When the density (the ratio of the number of constraints to n, the number of variables) of a random CSP instance exceeds the clustering * r . However, the birth of the r-XORSAT clusters is not well understood. There has been no description of the solution space when the number of constraints is c * r n + o(n). This is the main target of this paper. Consider a random process where random r-XORSAT constraints are added one at a time; this corresponds to a random hypergraph process where random r-uniform hyperedges are added one after the other. We show that the the geometric structure of the whole solution space, specifically a key connectivity parameter, transits rather smoothly around clustering. Analysing the manner of a transition near the threshold of a phase transition is a common goal; see e.g. the extensive work on the birth of the giant component [5, 34, 35, 29] , and the 2-SAT transition [6] .
The cluster structure of r-XORSAT is simpler than that of most other models, and this has enabled researchers to prove challenging results for it long before proving them for other models. However, the structure of the clusters in the other models are hypothesized to be a generalization of the simpler structure in r-XORSAT. Understanding cluster properties in r-XORSAT often helps to predict properties in other CSP's. For instance, many CSP's have the generic property that, after the freezing threshold, most clusters consist of a solution σ to a subset (of linear size) of the variables, called frozen variables, along with all extensions of σ to the rest of the variables [3, 42, 4, 48] . This is true of r-XORSAT clusters, although in a simpler way: the set of frozen variables is invariant among clusters, whereas in other models, they can differ. Insights from the work on r-XORSAT have been valuable when studying more complicated models; eg. ideas from [2] led to [42, 43] .
Main results
Before stating the main results, we formalise the concepts of clustering and connectivity of clusters mentioned in Section 1. We also give formal definitions of probability spaces under the discussion of this paper.
Random linear equations and random hypergraphs
Our model for a random system of equations is X r (n, m) defined as follows. We have n variables over GF (2) and m equations each formed in the following way: The LHS is the summation of a uniformly chosen r-tuple of variables and the RHS is chosen uniformly from {0, 1}. We focus on the case m = cn where c = Θ(1). We restrict ourselves to the case r ≥ 3, as the case r = 2 behaves very differently, and is already well-understood (see eg. [6] ). For this range of r, m, a simple first moment bound shows that a.a.s. no two equations will have the same r-tuple of variables, so choosing the r-tuples with or without replacement has a negligible effect; to be specific, we choose them without replacement.
It is not hard to see that this is equivalent to choosing an instance of r-XORSAT on n variables by uniformly choosing m r-tuples to form clauses, and then signing the variables within each clause uniformly at random. An assignment to the variables is satisfying if every clause contains an odd number of true literals.
A common alternate model is to choose each of the n r r-tuples of variables independently with probability p, and then form an equation for each r-tuple (with a uniformly random RHS). By conditioning on the "typical" number of chosen r-tuples, our results for X r (n, m) immediately translates to this model. Given a system of linear equations over GF (2) , its underlying hypergraph is defined as follows: the vertices are the variables and for each equation, the set of variables appearing in that equation form a hyperedge. So the underlying hypergraph of X r (n, m) is distributed as H r (n, m), the random r-uniform hypergraph on n vertices and m hyperedges uniformly chosen without replacement from the n r hyperedges in the complete hypergraph.
Clustering
We formalise the concept of solution clustering in CSPs. Given a CSP instance F , let Φ(F ) denote the set of solutions of F . Let f = f (n) be an integer between 1 and n. Construct a graph G(Φ(F ), f ) as follows. The set of vertices in G(Φ(F ), f ) is Φ(F ); two vertices x and y are adjacent if their Hamming distance is at most f . Now, we say two solutions σ 1 and σ 2 of F are f -connected if σ 1 and σ 2 are in the same component of G(Φ(F ), f ); conversely, we say σ 1 and σ 2 are f -separated if they are not f -connected. Given a set of solutions S, we say S is f -connected if all solutions in S are in the same component in G(Φ(F ), f ); i.e. all solutions in S are pairwise f -connected. Given two disjoint sets of solutions S 1 and S 2 , we say they are f -separated if for every σ 1 ∈ S 1 , σ 2 ∈ S 2 , σ 1 and σ 2 are f -separated.
The clustering phenomenon described in Section 1 basically says that given a particular CSP, there exist a constant c * > 0 and two functions f (n) = o(n) and g(n) = Ω(n) such that, if the density of a random CSP instance F is below c * , then a.a.s. all solutions of F are f (n)-connected; if the density of F is above c * , then a.a.s. the solutions can be partitioned into many clusters, each cluster corresponding to a component in G(Φ(F ), f (n)): every cluster is f (n)-connected whereas every pair of clusters are g(n)-separated. This is to say that one can walk from any solution to any other inside the same cluster by changing at most f (n) variables at a time; but to walk from one solution to another one in a different cluster, one must change more than g(n) variables in one step. It has been proved [2] that for a random r-XORSAT whose density is a constant not equal to c * r , f (n) can be chosen as C log n for some sufficiently large constant C > 0.
Solution clusters
In this section, we give a full characterisation of clusters of a random linear equation system (or equivalently r-XORSAT).
Given a hypergraph H, its k-core, denoted by C k (H), is the maximum subgraph of H in which every vertex has degree at least k. The k-core of a hypergraph can be easily obtained by removing repeatedly every vertex with degree less than k.
The 2-core of a system of linear equations is the subset of equations corresponding to the hyperedges that are in the 2-core of the underlying hypergraph. The 2-core of X r (n, m) plays an essential role of determining the clustering threshold for and characterising the clusters of X r (n, m). It is easy to see that every solution to the 2-core of X r (n, m) (corresponding to the 2-core of H r (n, m)) can be easily extended to a solution of the entire system, by setting the other variables in the reverse order that they are removed.
Roughly speaking, the clusters correspond to solutions of the 2-core. But this is not quite true -we need to account for the effects of short flippable cycles which we define as follows: Definition 1. A flippable cycle in a hypergraph H is a set of vertices S = {v 0 , . . . , v t } where the set of hyperedges incident to S can be ordered as e 0 , . . . , e t such that each vertex v i lies in e i and in e i+1 and in no other edges of H (addition mod t).
Thus, the vertices v 0 , . . . , v t must have degree exactly two in the hypergraph. The remaining vertices in hyperedges e 0 , . . . , e t can have arbitrary degree and are not part of the flippable cycle.
Definition 2.
A core flippable cycle in a hypergraph H is a flippable cycle in the subhypergraph induced by the 2-core of H.
Thus, in a core flippable cycle, the vertices v 0 , . . . , v t have degree exactly two in the 2-core, but possibly higher degree in H. Note also that H may contain flippable cycles outside the 2-core. If we take a solution σ to the entire system, and change the assignment to each variable in a flippable cycle of the underlying hypergraph, we obtain another solution σ . If the change is on a small core flippable cycle, then σ and σ differ by a small number of variables and thus they should be in the same cluster, even though they do not agree on the set of variables in the 2-core. This suggests that we have to take core flippable cycles into consideration when we characterise the structure of the clusters.
In Section 5, we will show that for the random hypergraphs studied in this paper, very few vertices lie in core flippable cycles. Definition 3. Two solutions are cycle-equivalent if on the 2-core they differ only on variables in core flippable cycles (while they may differ arbitrarily on variables not in the 2-core).
Definition 4. The solution clusters of X r (n, m) are the cycle-equivalence classes, i.e., two solutions are in the same cluster iff they are cycle-equivalent.
In other words: Let σ be any solution to the subsystem induced by the 2-core. It is easy to see that σ can be extended to a solution to the entire system of equations. All such extensions, along with all extensions of any 2-core solutions obtained by altering σ only on core flippable cycles, form a cluster. By symmetry, all clusters are isomorphic. Note that, if the 2-core is empty, then our definitions imply that all solutions are in the same cluster. So the clustering threshold for X r (n, cn) corresponds to the emergence threshold of a non-empty 2-core for H r (n, cn).
The threshold for the appearance of a non-empty k-core in H r (n, cn) ((k, r) = (2, 2)) is determined [47, 41, 30] , given as below.
Define
The following theorem confirms that the clustering threshold for X r (n, cn) is c * 
Our contribution
Recall the definition of solution clusters of X r (n, cn) in Definition 4 and the clustering threshold in (2) . We prove that when c → c * r , the connectivity of clusters of X r (n, cn) undergoes a smooth transition. In the following theorem, we describe the solution geometry of X r (n, cn) for c = c * r + n −δ when δ > 0 is sufficiently small. 
Remarks.
(i) The arguments below will imply that in the setting of Theorem 6 there are many clusters. Lemma 10 yields that the number of variables in the 2-core exceeds the number of equations on those variables by Θ(n). Lemma 13 says that o(n) of these variables are on flippable cycles. It easily follows that there are at least e Θ(n) clusters. (ii) Theorem 6(b) does not exclude the possibility that different clusters are, in fact, linearly separated; i.e. that there is some constant α > 0 such that a.a.s. every pair of clusters are αn-separated. (iii) In fact, we prove that Theorem 6(a,b) holds for all δ < 1 2 , but note that these results are trivial for δ ≥ For c = c * r − n −δ , we prove that all solutions are contained in a single cluster that is
Theorem 7. For r ≥ 3, there exists κ = κ(r) such that: for any 0 < δ < 1/2 and c = c * r − n −δ , a.a.s. all solutions of X r (n, cn) are n κδ -connected.
We conjecture that the above theorem is tight up to the value of κ, just like Theorem 6(a) is. However, the proof of Theorem 6(c) does not generalise to c = c * r − n −δ .
Conjecture 8. For r ≥ 3, there exists κ = κ (r) such that: for any sufficiently small δ > 0 and c = c * r − n −δ , a.a.s. there exist two solutions σ, τ of X r (n, cn) such that σ and τ are n κ δ -separated.
Our results are summarized in Figure 2 .4. Theorem 6 requires most of the new ideas in this paper. The analogous result in [2] is Observation 10, a simple observation regarding high degree vertices. To prove this result, we need to dig into the 2-core stripping process and show that a variable u removed late in the process has the following property: any two solutions that disagree on u must disagree on at least n Θ(δ) other vertices; in fact, we identify those other vertices. These arguments appear in Section 8. The arguments for our other results are similar to those in [2] . But where the arguments in [2] made use of facts about the 2-core of a hypergraph with density a constant c > c * r , this paper requires analogous results for the much more difficult range c = c * r + o(1). Those results were derived in [25, 26] ; the results of this paper were the motivation for those two papers.
Size of the 2-core
Our analysis relies on the size of the 2-core of H r (n, cn). This (indeed the k-core for every k ≥ 2) has been well studied in, eg. [47, 41, 30, 24] . Here we present the well-established expressions for the numbers of vertices and edges. For any real λ > 0 and integer t ≥ 0 we define f t (λ) to be the probability that a Poisson variable with mean λ is at least t; i.e. Fix r, k ≥ 2, (r, k) = (2, 2). For any c > 0 we define:
and for any c ≥ c r,k , we define:
Note that (1) defines c r,k to be the minimum value of c such that µ(c) is positive.
One can show that the degree sequence of the k-core is distributed (approximately) like a Poisson with mean µ(c) truncated at being at least k. Indeed, the probability that a vertex v of our random graph is in the k-core is (roughly) the probability that a Poisson with mean µ(c) is at least k. This, and simple calculations, show that the expected number of vertices and edges in the k-core are α(c)n + o(n) and β(c)n + o(n) where:
(See any of [47, 41, 30, 24] for details.) Since we are focussing on the k-core when c = c r,k + o(1), we define
For ease of notation, we drop most of the r, k subscripts. We will use the following result by Kim [30] (for k = 2).
Theorem 9. Fix r, k ≥ 2, (r, k) = (2, 2) and an arbitrary constant > 0.
With some elementary calculations on α(c) and β(c) when c = c r,k + o(1), the following lemma follows immediately from Theorem 9. The detailed calculations can be found in [25, Lemma 8] .
Lemma 10.
For r, k ≥ 2, (r, k) = (2, 2), there exist three positive constants
AP-model and degree distribution of the k-core
As usual, we will analyze the k-core using a model which allows us to capture the degree sequence. We will use the AP-model (the allocation and partitioning model), first introduced in [7] .
We start with n distinct bins and rm vertex-copies. The probability space generated by the AP-model, denoted by AP r (n, m) can be described as follows: Allocate each vertex-copy uniformly at random to one of the n bins; take a uniform partition of the rm vertex-copies into m parts; each of size r. The resulting is a configuration, which is a random element in AP r (n, m). Representing each bin as a vertex and each r-tuple in the partition as a hyperedge, a configuration in AP r (n, m) corresponds to a multihypergraph on n vertices and m hyperedges.
Of course, a configuration in AP r (n, m) does not necessarily correspond to a simple hypergraph, but an easy counting argument shows that every simple hypergraph in H r (n, m) corresponds to the same number of configurations in AP r (n, m) and thus, H r (n, m) is the random hypergraph generated by AP r (n, m), conditional on being simple. When m = O(n), the probability that AP r (n, m) generates a simple hypergraph is Θ(1) [9] . Thus we immediately have the following corollary.
Corollary 11. For any m = O(n): If A n is an event that a.a.s. holds in AP r (n, m), then A n holds a.a.s. in H r (n, m).
Note that all bounds from Section 3 on the size of the 2-core hold for the AP-model (indeed these bounds can be obtained by analysing the AP-model). We will also use the following result on the degree sequence of the k-core. A proof can be found in [7, Corollary 2] . Proposition 12. Let ζ denote the average degree of the k-core of AP r (n, cn). For any constant j ≥ k, let ρ j denote the proportion of vertices in the k-core whose degree equals j. Then, for any > 0, a.a.s.
where
When c is very close to c r,k , many parameters in the k-core of AP r (n, cn) (if it is not empty) are very close to certain critical values. For instance, it is easy to see that the average degree of the k-core is very close to
The following equation has appeared in several prior papers relating to the analysis the k-core. For instance, it is displayed in [25, Eq. (11)]. We will use this equation in Section 5.
5 Bounding core flippable cycles
As core flippable cycles influence the clusters of X r (n, cn), we prove in this section that not many vertices lie on core flippable cycles.
Lemma 13. Fix r ≥ 3. For any 0 < δ < 1 2 and c = c r,2 + n −δ , a.a.s. the total sizes of all core flippable cycles in H r (n, cn) is at most O(n δ/2 log n).
Proof
We follow a similar analysis to that in [2, Lemma 35] . We work in the APmodel; Corollary 11 then implies that the result holds for H r (n, cn). Recall the definitions of µ(c), α(c) and β(c) from the beginning of Section 3. By Theorem 9, a.a.s. the 2-core contains Q vertices with total degree Λ where
Let Q 2 denote the number of vertices in the 2-core with degree 2. We will prove below that
for some constant K > 0. For any a ≥ 1, we let X a denote the number of core flippable cycles of size a. The calculations from the proof of Lemma 35 of [2] , which are in fact a simple exercise, say:
and so
for each . So (7) yields:
Now let X denote the total number of vertices appearing on core flippable cycles.
So Markov's Inequality yields Pr(X > n δ/2 log n) = o(1) which proves the lemma. It only remains to prove (7) . By Proposition 12, for any > 0, a.a.s.
where λ satisfies λf 1 (λ)/f 2 (λ) = Λ/Q. Conditional on any values of Q and Λ satisfying (6), we have
is a strictly increasing function on x > 0 (see [25, Lemma 26] for a proof). Then, by the definition of α(c), β(c) and µ(c) above (3), we have
Immediately, we have
since the function e −λ λ 2 /2f 2 (λ) has bounded derivative at λ = µ(c) and the error
.
It is easy to check that the derivative of e
with respect to µ is strictly negative in a small neighbourhood of µ r,2 . By Lemma 10,
for some constant K 3 > 0. Now, by (6) and (9), and recalling the definition of α(c) and β(c) above (3),
. Then (7) follows. Next we show that w.h.p. the core flippable cycles are disjoint: Lemma 14. Fix r ≥ 3. For any 0 < δ < 1 2 and c = c r,2 + n −δ , a.a.s. no vertex lies in two different core flippable cycles.
If a vertex v lies in two core flippable cycles, then we must have the following structure (see a detailed description in the proof of Lemma 35 in the arXived version of [2] , which uses different notation): One core flippable cycle with vertices v = v 1 , ..., v a where each pair v i , v i+1 , i = 1, ..., a shares a hyperedge; and a sequence of vertices u 1 , ..., u q , q ≤ a (they form part of the other core flippable cycle) where (i) each pair u i , u i+1 , i = 1, ..., q − 1 shares a hyperedge which contains none of v 1 , ..., v a , (ii) u 1 is in the hyperedge containing v j , v j+1 and (iii) u q is in the hyperedge containing v j , v j +1 for some j = j. All these vertices have degree two.
Calculations very similar to those in the previous proof bound the expected number of such structures for a given value of a = o(n) as follows. The a 2 term comes from a choices for each of j, j , q multiplied by the term comes from the fact that the double cycle produces a + q + 1 different Θ(
Lemma 13 allows us to restrict to a = O(n δ/2 log n). Summing over all such a yields that the expected number of these structures is at most
6 Proof of Theorems 6(a) and 7
Recall that the k-core of a hypergraph H can be obtained by repeatedly removing vertices with degree less than k.
Definition 15. A k-stripping sequence is a sequence of vertices that can be deleted from a hypergraph, one-at-a-time, along with their incident hyperedges such that at the time of deletion each vertex has degree less than k.
Let H be an r-uniform hypergraph and let Ψ = v 1 v 2 · · · be a k-stripping sequence which contains all non-k-core vertices of H. We create a directed graph (not a directed hypergraph) D(Ψ) associated with Ψ as follows. The vertices in D(Ψ) are a subset of the vertices of H -specifically, the vertices not in the k-core and the vertices of the k-core that have a neighbour outside of the k-core. At the moment when v i is to be deleted from H, consider each hyperedge x that is incident with v i (there are at most k − 1 of them). Add a directed edge to v i in D(Ψ) from each of the r − 1 other vertices in x. , if c = c r,k ± n −δ , then (a) a.a.s. there is a k-stripping sequence Ψ containing all non-k-core vertices of H r (n, cn) such that |R
(b) a.a.s. for every k-stripping sequence Ψ, there exists a non-k-core vertex v for which |R
For the purposes of studying r-XORSAT clusters, we will only apply Theorem 16 for k = 2. We use the stripping sequence Ψ guaranteed by Theorem 16(a).
The argument that our upper bound on |R + Ψ (v)| implies that the clusters are wellconnected is the same as that used in [2] . We include it here for exposition, and because it is needed to understand the proof of Theorem 6(c).
Each cluster is specified by an assignment to all of the 2-core variables not in any core flippable cycles; the cluster consists of all extensions from that assignment to the remaining variables. More specifically, choose any such assignment σ which does not violate any equations, substitute the value v = σ(v) for each v in the range of σ. This removes some of the linear equations (those whose variables are all set) and removes variables from some others. The cluster now consists of all solutions to this reduced system.
If we apply Gaussian elimination to the equations of the reduced system, beginning with those in the core flippable cycles and then proceeding in the reverse order in which the equations were removed by Ψ, then we will obtain a system of equations in which each variable is expressed as the sum of a subset of what we call F, the free variables. It is a simple exercise (recall Lemma 14 and see [2] for more details) to show that the free variables are as follows:
Observation 17. F consists of the variables corresponding to: (i) the non-2-core vertices with indegree zero in D(Ψ); (ii) one vertex from each core flippable cycle.
For each variable v /
∈ F of the reduced system, there will be a set of free variables χ(v) ⊆ F, such that the Gaussian elimination leaves exactly one equation containing v, and it is of the form
where z v is determined by σ and thus is fixed for each cluster. It is important to stress that the set of free variables, and futhermore the sets χ(v), are determined only by our application of Gaussian elimination to the hypergraph, and not by any particular solution. So these are the same for every cluster.
Each cluster contains exactly 2 |F | solutions, one for each assignment to the free variables. We can move from any solution to any other solution by changing the free variables, oneat-a-time, and updating the non-free variables using (11) . In the step where we change the free variable u, we only change the variables in
If u is not in the 2-core, then χ −1 (u) ⊆ R + Ψ (u) and so Theorem 16(a) implies that we change at most n κδ variables. If u is a free variable on a core flippable cycle C, then χ −1 (u) is contained in ∪ w R + Ψ (w) over all w ∈ D(Ψ) ∩ C. (Recall that the core flippable cycles are disjoint by Lemma 14.) It is easy to show that a.a.s. the maximum degree of H r (n, cn) is less than log n, and so Theorem 16(a) implies |R + Ψ (w)| ≤ n κδ r log n for each w in a core flippable cycle. By Lemma 13, a.a.s. the number of vertices in core flippable cycles is at most n δ/2 log n and so |χ −1 (u)| ≤ n κδ r log n × n δ/2 log n < n (κ+1)δ . This proves Theorems 6(a) and 7.
Proof of Theorem 6(b)
In this section, we describe the proof that solutions in different clusters are Θ(n 1−rδ )-separated. As the proof is very similar to that of [2, Theorem 2], we only sketch the differences.
Proof of Theorem 6(b) (sketch).
This follows the same argument as the proof of Theorem 2 of [2] . The only change is to Lemma 51 of [2] , where instead of proving that a.a.s. there is no non-empty linked set (see [2] for definitions) of size less than αn, we prove that a.a.s. there is none of size less than n 1−rδ . (Caution: in [2] the usage of k, r is inverted from that of this paper.)
As in [2] , we use X a to denote the number of linked sets S with |Γ(S)| = a (see the definition of Γ(S) in [2] ). Property (iii) at the beginning of the proof of Lemma 51, is equivalent to saying 2(r−1)Q 2 Λ ≤ 1 − ζ, for some ζ > 0, in the notation of this paper. Instead, we have
. This results in replacing Z 1 = Θ(1) from the proof of Lemma 51 of [2] with Z 1 = Θ(n δ/2 ) (in the notation of [2] ); this yields
, and it then follows easily that E Zn 1−rδ a=1 X a = o(1) for sufficiently small Z = Z(r) > 0. This proves the theorem.
Proof of Theorem 6(c)
We will make use of the characterization of the solution space in terms of free variables introduced in Section 6. We will define a 2-stripping sequence Ψ, which in turn will define a set F of free variables. Recalling that each cluster contains one solution for each of the 2 |F | settings of the variables of F, it will suffice to show that there is at least one free variable u such that any step which changes the value of u will also change at least n δ/20 other variables. Recall that if we change a free variable u, and no other free variables, then we also change all the variables in χ −1 (u) ⊆ R + Ψ (u). Theorem 16 says that there is at least one variable u with |R + Ψ (u)| ≥ n Θ(δ) . However, this does not immediately imply that each solution cluster is not n Θ(δ) -connected. For one thing, we require that there is a free variable u such that R + Ψ (u) is that large. In fact, we actually require χ −1 (u) ⊆ R + Ψ (u) to be that large. But even that would not suffice, since it would only imply that a step where u is the only free variable changed would require changing n Θ(δ) other variables. It still leaves open the possibility that one could change u using a step that also changes other free variables w 1 , ..., w t where ∪χ −1 (w i ) intersects χ −1 (u) and so not every variable in χ −1 (u) is changed. To prove Theorem 6(c) we prove that for our choice of Ψ, we have:
There is a free variable u, along with n δ/20 other variables v 1 , ...v n δ/20 such that for each i, χ(v i ) = {u}.
In order to move through every solution in a cluster, eventually there must be a step where u is changed. At that step, each of v 1 , ...v n δ/20 are changed as well, regardless of which other free variables are changed. So the cluster is not n δ/20 -connected. In order to find such u and v 1 , . . . , v n δ/20 , we need to specify a stripping sequence Ψ. We start with defining a parallel stripping process which produces the k-core.
Definition 19.
The parallel k-stripping process, applied to a hypergraph H, consists of iteratively removing all vertices of degree less than k at once along with any hyperedges containing any of those vertices, until no vertices of degree less than k remain. Let S i denote the set of vertices that are removed during iteration i. We use H i to denote the hypergraph remaining after i − 1 iterations, i.e. after removing S 1 , ..., S i−1 .
Note that the parallel k-stripping process terminates with the k-core of H. In order to define Ψ, we consider a slowed-down version of the parallel stripping process:
SLOW-STRIP:
We maintain a queue Q. Initially, Q is the set of all light vertices (vertices with degree less than k) of H. In each step of SLOW-STRIP, a hyperedge x incident with the light vertex in the front of Q is removed. If any vertex becomes light after the removal of x, add it to the end of Q. Repeatedly remove the vertex in the front of Q if its degree is zero.
Note that the removal of x might cause the degree of a vertex not at the front of Q to drop to zero. That vertex remains in Q until it reaches the front, at which point it will be removed. So it it possible that multiple vertices are removed from the front of Q during one step of SLOW-STRIP.
Let Ψ be the stripping sequence produced by SLOW-STRIP and let D = D(Ψ) be the digraph associated with Ψ (recall the definition of D below Definition 15). Let I * be the largest value of i such that S i contains a vertex with indegree zero in D (recall that a vertex with indegree zero in D is a free variable), and let u * ∈ S I * be some such vertex. Our first step is to prove that there are no other free vertices within n δ/20 levels of u * :
Lemma 20. Assume that δ > 0 is sufficiently small. A.a.s u * is the only free vertex in
Given a non-core vertex w, we define T (w) to be the set of vertices v that can reach w in D; i.e. the set of vertices v such that w ∈ R + Ψ (v). For u ∈ T (w), define T (w, u) to be the subgraph of T (w) containing all vertices reachable from u; i.e. vertices on walks from u to w. We will prove: Lemma 21. Assume that δ > 0 is sufficiently small. A.a.s. there is some w ∈ S I * −n δ/20 such that (a) u * ∈ T (w);
(c) the subgraph of D induced by the vertices of T (w, u * ) is a directed path, containing exactly one vertex in each S i , I
* − n δ/20 ≤ i ≤ I * .
We defer the proofs of Lemmas 20 and 21 to Section 8.2.
Proof of Theorem 6(c).
Choose a vertex w ∈ S I * −n δ/20 in H satisfying Lemma 21. Our strategy will be to show that Property 18 holds for u * and the n δ/20 variables on the directed path T (w, u * ). Thus we want to show that for each vertex v on this path, χ(v) contains no free vertices other that u * . Lemma 20 will establish that there are no such free vertices outside of the 2-core. So we will begin by arguing that a.a.s. each χ(v) contains no free vertices inside the 2-core; i.e. the free vertices on core flippable cycles.
By Lemma 21(b) at most n 3δ/2 vertices in C 2 = C 2 (H) are adjacent to T (w) \ C 2 . We first prove that a.a.s. none of these vertices in C 2 are contained in a core flippable cycle of H, and thus a.a.s. no vertex of any core flippable cycle is in T (w).
We can choose H in the following way. First, choose a random hypergraph H 1 = H r (n, cn). Then form H 2 by randomly permuting the vertices of the 2-core of H 1 . That is: let σ be a uniformly random permutation of the vertices of the 2-core. Replace every hyperedge (v 1 , ..., v r ) in the 2-core with (σ(v 1 ), ..., σ(v r )), and keep every hyperedge with at least one non-2-core vertex unchanged. Note that the vertex set of C 2 (H 2 ) is equal to the vertex set of C 2 (H 1 ); to see this, consider any stripping sequence which when produces the 2-core of H 1 -the same sequence will produce the same set of vertices as the 2-core of H 2 .
We claim that H 2 is distributed like H r (n, cn) and hence is a valid choice for H. To see this, partition the set of hypergraphs with cn edges into equivalence classes where H ∼ H if C 2 (H), C 2 (H ) are isomorphic and have the same vertex set. The procedure in the previous paragraph first chooses an equivalence class with probability proportional to its size, and then chooses a uniform member of that class. Thus it picks a uniform hypergraph with cn hyperedges.
As we said above, at most n 3δ/2 vertices in C 2 (H 1 ) are adjacent to T (w)\C 2 . By Lemma 13, the total number of vertices contained in core flippable cycles of C 2 (H 1 ) is O(n δ/2 log 2 n). So after taking the random permutation, the probability that any of the vertices adjacent to T (w) \ C 2 is contained in a core flippable cycle of H 2 is O(n 3δ/2+δ/2−1 log 2 n) = o(1), as δ < 1/2. This confirms that a.a.s. T (w) contains no vertex of a core flippable cycle of H r (n, cn). Now consider any vertex v ∈ T (w, u * ). Since T (w, u * ) induces a directed path in D by Lemma 21(c), a.a.s. there is exactly one directed path from u * to v, and it follows easily that u * ∈ χ(v). Since T (v) ⊆ T (w), a.a.s. no vertex of any core flippable cycle is in T (v), as a.a.s. none is in T (w). By Lemma 20, u * is the only vertex in ∪ i≥I * −n δ/20 S i with indegree zero in D. Therefore, u * is the only free variable in T (v) and so χ(v) = {u * }, as we wanted to prove. Therefore, if any two solutions in the same cluster differ on u * then they differ on all of the n δ/20 + 1 variables on the path from u * to w by Lemma 21(c). Since every cluster contains one solution for each setting of the free variables, this implies that every cluster is not n δ/20 -connected. This completes the proof for Theorem 6(c).
The parallel stripping process and SLOW-STRIP
To prove Lemmas 20 and 21, we will work in the AP-model. Corollary 11 then implies that these Lemmas hold for H r (n, cn).
In this subsection, we state some results on the parallel 2-stripping process including the number of iterations the process takes and the changes of |S i | in each iteration.
Note that we only need to consider c = c * r + n −δ by the hypotheses of Theorem 6. The following theorem, from [25, Theorem 3] , bounds the number of iterations the parallel 2-stripping sequence takes. The original statement was for H r (n, cn) and holds for any kstripping sequence where (k, r) = (2, 2), but the proof used AP r (n, cn) and Corollary 11.
Theorem 22. Fix r ≥ 3. For any constant 0 < δ < 1/2 and c = c * r + n −δ , a.a.s. the number of iterations the parallel 2-stripping process takes, when it is applied to AP r (n, cn), is Θ(n δ/2 log n).
Next, we state some properties of |S i | in the parallel 2-stripping process, applied to AP r (n, cn), where c = c * r + n −δ and 0 < δ < 1/2. These properties follows from [25, Lemma 49] .
Lemma 23. For every > 0, there exist constants B, Y 1 , Y 2 , Z 1 , dependent only on r, , such that a.a.s. i≥B |S i | ≤ n, and for every B ≤ i < I max with |S i | ≥ n δ log 2 n:
(d) the maximum degree of AP r (n, cn) is at most log n.
In each step of SLOW-STRIP on AP r (n, cn), one vertex-copy of the vertex u at the front of Q is deleted, together with another r − 1 vertex-copies that are in the same part (i.e. hyperedge) of the removed vertex-copy. Since u has only one vertex-copy, it is deleted from Q by the end of the step. For each i, we define: t(i) is the step in SLOW-STRIP during which the first vertex in S i reaches the front of Q (it may be deleted in this step if it happens to have degree zero).
Roughly speaking, t(i) is the step of SLOW-STRIP corresponding to the beginning of the i-th iteration of the parallel stripping process.
We need to bound on the rate at which heavy vertices become light during SLOW-STRIP. As the number of light vertices gets small, we will typically remove exactly one light vertex in each step. So we want the rate at which new light vertices arise to be less than one. It is well-known that when c is close to c * r , that rate is close to one; much of the work in [25] was to bound it away from one. The following bound comes from the analysis in [25] but is not stated explicitly there:
Lemma 24. There is a constant K > 0 such that a.a.s. at every step of SLOW-STRIP, the degrees of the remaining vertices are such that the expected number of heavy vertices that become light in that step is at most 1 − Kn −δ/2 .
Proof
In each such step, we remove the only remaining copy of the light vertex at the front of Q and r − 1 uniformly chosen copies. The proof of Lemma 16 in [25] establishes that each time we remove a uniformly chosen copy, the probability that a heavy vertex becomes light (i.e. that we remove a copy of a degree two vertex) is at most 1/(r − 1) − Θ(n −δ/2 ). (See Definition 30, line (34) and the discussion preceding line (29) of [25] and let k = 2.) This yields the lemma.
We will briefly highlight the key arguments that lead to this bound. Near the end of the process, what remains is the 2-core plus a few extra vertices. So the degree distribution is very close to that of the 2-core. When c is close to c * r the average degree of the 2-core is very close to a particular value c r such that: the proportion of vertex-copies from a 2-core of density c r which are in vertices of degree two is very close to 1/(r − 1). Using an equation which relates the average degree of the 2-core of AP r (n, cn) to c, it was shown in [25, Lemma 8] that if c = c * r + n −δ then the average degree of the 2-core is roughly c r + n −δ/2 . It followed that the proportion of vertex-copies of that 2-core which are in bins of size two is roughly 1/(r − 1) − Θ(n −δ/2 ) (see [25, Lemma 16] for a detailed proof).
Proof of Lemmas 20 and 21
We will prove that Lemmas 20 and 21 hold in the AP-model. Corollary 11 then shows that they hold for X r (n, cn).
Proof of Lemma 20. Choose ν = 1 2 − δ/6. Run the parallel 2-stripping process and let i 1 denote the first iteration in which |S i 1 | ≤ n ν . Our first step will be to show that a.a.s.
+δ/3 ) = o(n 1−δ ) for small δ. Thus, a.a.s. at any iteration i ≥ i 1 , the total number of light vertices (vertices with degree less than 2) is o(n 1−δ ). Therefore, we can apply Lemma 23(a) (recursively) to obtain that for all i 1 ≤ i ≤ i 3 :
This is valid since in each recursion i 1 ≤ i ≤ i 3 , we have |S i | = Ω(|S i 1 |) ≥ n δ log 2 n, provided δ < 3/7, and so the assumption of Lemma 23 is satisfied. Lemma 23(a) also implies that for all
Our proof consists of two steps. First, we show that I * ≥ i 2 by proving: Claim 1: A.a.s. there is a free variable in ∪ i 2 ≤i≤i 3 S i . Then we prove that after level i 1 , the free variables are all separated by many levels: Claim 2: A.a.s. there is no integer i > i 1 such that ∪ i+n δ/20 i =i S i contains two free variables. These prove the lemma as follows. Claim 1 implies that I * ≥ i 2 > i 1 + n δ/20 . So if there was another level S i containing a free variable with i ≥ I * − n δ/20 , then this would violate Claim 2.
Proof of Claim 2. Recall how SLOW-STRIP is run in the AP-model: Since k = 2, every light vertex, i.e. every vertex in Q, has exactly one copy remaining. At each step, the copy of the vertex at the front of Q is removed, along with r − 1 vertex-copies selected uniformly from amongst all remaining copies; we call each of these r − 1 selections a trial. A light vertex v becomes a free variable iff its remaining copy is chosen for removal before it reaches the front of Q. When a light vertex u selects the remaining copy of a light vertex v during one of its r − 1 trials, we say that u frees v.
We let E S denote the event that for all i ≥ i 1 , we have |S i | ≤ n ν ; the definition of i 1 and Lemma 23(b) ensure that E S holds a.a.s.. Note that when the last member of S i is removed from Q, then Q consists all members of S i+1 . So Q can only contain members from two consecutive levels S i , S i+1 . Thus if E S holds then for all t ≥ t(i 1 ), i.e. for all steps of SLOW-STRIP that correspond to iterations i ≥ i 1 of the parallel process, we always have |Q| < 2n ν . Now consider any i > i vertex-copies in Q, i.e. vertex-copies whose choice would free a vertex. By Theorem 9(b), we can assume that there are always at least rβ(c)n remaining vertex-copies. So in each trial, the probability of freeing a vertex is at most 2n ν /rβ(c)n. Putting this together, the probability that E S holds and there are two free variables in ∪ i+n δ/20 i =i S i is at most:
. Since E S holds a.a.s., it follows that a.a.s. there is no such i in the range i 1 ≤ i ≤ I max , where I max is the last iteration of the parallel stripping process, which is a.a.s. less than n 0.51δ by Theorem 22. This proves the claim. Proof of Claim 1. Let E T denote the event that for all i 2 ≤ i ≤ i 3 we have |S i | ≥ 1 2 n ν . E T holds a.a.s. by (12) .
If at least one vertex is freed during the removal of the vertices in ∪ i 2 ≤i≤i 3 −1 S i , then there is a free variable in ∪ i 2 ≤i≤i 3 S i . If E T holds, then the total number of vertices removed is at least (i 3 − i 2 ) 
If there are no free variables in S i , then every member of Q has degree 1 (not 0) and so each deletion of a member of Q results in r − 1 trials. At each such trial, the total number of vertex-copies remaining is at most rcn. It follows that the probability that E T holds and no vertex is freed during the removal of the first . Run SLOW-STRIP on AP r (n, cn) and let i 1 denote the first iteration in the parallel stripping process such that |S i 1 | ≤ n ν ; set t 1 = t(i 1 ). Recall that C 2 is the 2-core of AP r (n, cn). We will prove:
Claim 25. A.a.s. for every w ∈ ∪ i≥i 1 S i , T (w) \ C 2 induces a directed tree rooted at w, where a directed rooted tree means a tree where every edge is directed towards the root.
Note that every vertex in any S i must lie in a hyperedge with a vertex in S i−1 that was deleted during iteration i − 1 of the parallel stripping process. Thus each vertex in S i points to a vertex in S i−1 in D(Ψ). It follows that there is a path in D(Ψ) from u * to some vertex w ∈ S I * −n δ/20 where that path contains a vertex in each S i , I
* − n δ/20 ≤ i ≤ I * . The claim will imply parts (a,c) for this choice of w.
We start by bounding the size of each T (w) \ C 2 . Fix some w ∈ S i , with i ≥ i 1 . We maintain a set T (w) as follows. Initially T (w) := {w}. Whenever we delete a vertex v ∈ Q such that v ∈ T (w): (i) each neighbour of v that has degree at most 2, and hence is in or will enter Q, is placed in T (w); (ii) each neighbour of v that has degree greater than 2 is coloured Red. Every time a Red vertex enters Q, it is placed in T (w). Thus, when we finish SLOW-STRIP,
We will analyze T (w) using a branching process. When a vertex v ∈ T (w) is deleted by SLOW-STRIP, we say that we are processing v. If a vertex u is added to T (w) while v is being processed then we consider u to be an offspring of v. If a vertex u is added to T (w) during the deletion of a vertex not in T (w) (and so u must be Red), then we consider u to be an offspring of the most recently processed member of T (w). Note that the offspring of v are not neccessarily adjacent to v in D.
In other words: we say that u is an offspring of a vertex v ∈ T (w), if u entered T (w) between the iterations of SLOW-STRIP ranging from the time we remove v up until just before the next iteration where we remove a member of T (w). Our definition of an offspring may look a little unnatural. This is because we want to include in T (w) those vertices that become light because of the removal of some vertices not in T (w), but have already been found to be adjacent to some vertex in T (w). Note that these vertices are in T (w) \ C 2 .
There are two scenarios under which u can become an offspring of v: (i) at the time we delete v, u is a neighbour of v and u has degree at most 2; (ii) at the step after v is deleted, u is Red and u enters Q before the next member of T (w) is deleted. For case (ii) to occur, u must be the neighbour of another vertex v / ∈ T (w) that is removed from Q, and the degree of u must drop below 2 when v is removed.
It will be convenient to consider T (w) ⊆ T (w), which differs from T (w) in that only the first n 2δ vertices to be coloured Red can enter T (w). We will show that, in fact, a.a.s. T (w) = T (w).
When removing v ∈ T (w), the expected number of offspring created under scenario (i) is at most 1 − Kn −δ/2 for some constant K > 0 by Lemma 24, and this holds for all t ≥ t(i) ≥ t(i 1 ).
The number of iterations until the next member of T (w) is removed is at most O(|S i | × n δ/2 ) = O(n ν+δ/2 ), by Lemma 23(c). If u is an offspring of v created under scenario (ii), then u must be one of the first n 2δ Red vertices. Furthermore during one of those iterations, exactly two vertex-copies of u remain and one of them is selected. The total number of such vertex-copies over all choices of u is at most 2n 2δ , and since there are a linear number of vertex-copies to choose from, the expected number of offspring of v created under scenario (ii) is at most
for sufficiently small δ. Therefore, the total expected number of offspring of v, in T (w), is at most
grows like a Galton-Watson branching process with branching parameter at most 1 − z. The probability that such a branching process has size at least x drops quickly as x exceeds Θ(z −2 ) (see, eg. [6] ), and in particular, Pr(|T (w)| > n 3δ/2 /(r − 1)) = o(1/n). So a.a.s. |T (w)| ≤ n 3δ/2 /(r − 1) for every w. Note that at most r − 1 Red vertices are formed each time a member of T (w) is removed. So a.a.s. the number of Red vertices is at most (r − 1)|T (w)| ≤ n 3δ/2 < n 2δ and so T (w) = T (w) for all w. Therefore a.a.s.
Since each vertex in T (w) \ C 2 can be adjacent to at most r − 1 vertices in C 2 , it follows that a.a.s. |T (w)| ≤ n 3δ/2 for every w ∈ ∪ i≥i 1 S i . This implies that the choice of w below Claim 25 satisfies Lemma 21(b). Now we prove Claim 25, i.e. we show that a.a.s. each T (w) \ C 2 induces a directed tree rooted at w in D.
Observation: If T (w) \ C 2 does not induce a directed tree rooted at w in D, then there must have been an iteration where some v ∈ T (w) is deleted, and one of the r − 1 neighbours of v in the remaining hypergraph was either Red or in T (w).
Again, it will be convenient to consider T (w) rather than T (w).
When we delete v, we choose r − 1 uniform vertex-copies as its neighbours. Each vertex of T (w) has entered Q and so has at most one copy remaining. So the probability that we choose a copy of a vertex in T (w) is at most |T (w)|/Θ(n) = O(n 3δ/2−1 ). So the probability that this happens during the deletion of at least one member of T (w) is O(n 3δ/2 ) × O(n 3δ/2−1 ) = O(n 3δ−1 ). To bound the probability of choosing a copy of a Red vertex, note that the total number of copies of Red vertices is a.a.s. O(n 2δ log n), because T (w) allows only at most n 2δ vertices to be coloured Red, and a.a.s. the degree of each vertex is less than log n. Since the r − 1 vertex-copies (i.e. the neighbours of v) are uniformly chosen from the remaining Θ(n) vertexcopies, the probability that one of them is a copy of a Red vertex is O(n 2δ−1 log n). Therefore, the probability that during the deletion of vertices in T (w), there is such v such that one of its r − 1 neighbours was Red is O(n 3δ/2 ) × O(n 2δ−1 log n) = O(n 5δ/2−1 log n). So the probability that, upon deleting some v ∈ T (w), one of the r−1 neighbours is either Red or in T (w) is O(n 3δ−1 ) + O(n 5δ/2−1 log n) = O(n 3δ−1 ). Multiplying by the O(n ν+δ/2 ) choices for w ∈ ∪ i≥i 1 S i (by Lemma 23(c))) we get O(n ν+7δ/2−1 ) = o(1) for δ sufficiently small. This proves that a.a.s. there is no iteration where we delete some v ∈ T (w) and one of the r − 1 neighbours of v is either Red or in T (w). We proved above that a.a.s. T (w) = T (w) for all w, and so the same is true for T (w). So our Observation proves that a.a.s. T (w) \ C 2 induces a directed tree rooted at w in D for every w ∈ ∪ i≥i 1 S i , which proves (a,b,c) as described above.
Concluding remarks
We have examined the solution clusters of X r (n, cn) for c = c * r + o(1). We showed that for small constant δ > 0: when c = c * r − n −δ , a.a.s. all solutions are n O(δ) -connected; whereas when c = c * r + n −δ , a.a.s. the connectivity parameter of each cluster is n Θ(δ) , and different clusters are Ω(n 1−rδ )-separated. This indicates a rather smooth cluster transition near the clustering threshold.
It is possible that the clusters are even more separated than we have shown. We would like to know whether the clusters are a.a.s. pairwise Ω(n)-separated; or all solutions of X r (n, cn) are a.a.s. o(n)-connected.
When c = c * r + n −δ we have shown that a.a.s. each cluster contains two solutions that are n zδ -separated for some constant z > 0. We conjecture that this holds as well when c = c * r − n −δ (see Conjecture 8) . However, our proof technique for c = c * r + n −δ does not apply to c = c * r − n −δ . More importantly, we would like to see what happens when δ > 1 2 and so we do not know that a 2-core arises w.h.p.. In that setting, consider creating a sequence of random hypergraphs by starting with n vertices and adding uniform random hyperedges one at a time. We would like to find out whether clusters arise as soon as the first non-empty 2-core appears in the underlying hypergraph. Is there always some f (n) = o(g(n)) such that if there is a 2-core then, under the cluster definitions from Section 2.3, any two solutions in the same cluster are f (n)-connected, while any two solutions in different clusters are g(n)-separated? Or do we need to change the definition of clusters? Or perhaps our notion of clustering falls apart at the very moment when the 2-core is formed.
Instances of r-XORSAT can be solved in polynomial time, using global algorithms such as Gaussian elimination. However, when c is above the clustering threshold, random r-XORSAT seems to be very difficult for generic CSP solvers and local algorithms such as WalkSat [27] . It is natural to wonder whether such difficulties arise precisely at the step when the 2-core appears. Answering this question, and understanding exactly what these difficulties are, could provide insights into how it is that clustering creates algorithmic difficulties for other random CSP's. Resolving the issues discussed in the previous paragraph would be very helpful for this question.
