The proof of Theorem 6 in the paper by J. He and X. Yao . This note gives a revised proof and theorem. It turns out that the revised theorem is more general than the original one given an evolutionary algorithm with mutation probability p m = 1/(2n), using the same proof method as given by J. He and X.
Introduction
Wegener [3] pointed out that, in the proof of Theorem 6 in the paper [1, p. 69] , the sum 1 + −1 2! + −2 3! + · · · should be 0, i.e., c = 0 rather than c > 0 as indicated in the proof [1, p. 69] . As a result, the method used to establish Theorem 6 cannot be used to prove the upper bound O(n log(n)), although the result given by the theorem is correct and was first established by Droste et al. using a different proof method [2] . Using the same proof method as we used previously, this note gives a revised proof and theorem for Theorem 6 in [1] . The only difference between the revised theorem and the ✩ PII of original article: S0004-3702(01)00058-3. * Corresponding author.
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original one [1] (Theorem 6) is that the evolutionary algorithm (EA) used will now have mutation probability p m = 1/(2n), rather than p m = 1/n. Interestingly, such a revision has led to a theorem that is more general than the original one. The new theorem presented in this note holds not only for the linear function, but also other unimodal functions as considered in [2] .
The main result
A fitness function f : {0, 1} n → R can be written as a polynomial [2] :
Consider the following class of fitness functions: f (s 1 . . . s n ) satisfies, for any k = 1, . . . , n and fixed
In other words, if one "0" bit at any position flips into "1", the fitness will increase.
is the unique maximum point. This is a class of unimodal functions, which includes the
all coefficients c i are positives. The (1 + 1) EA is considered here (and (2N + 2N) EAs without crossover can be analysed in a similar way). The mutation is characterised by a mutation rate p m > 0 which specifies the probability of flipping each bit in a chromosome. The selection is to replace the parent if the offspring is not worse than it.
Theorem 1.
For any fitness function (1) satisfying (2), the EA with mutation probability p m = 1/(2n) needs average O(n log n) steps to reach the optimal solution.
Proof. Define the distance function
We will use Theorem 3 in [1] to prove the result.
Assume at time k 0, population ξ k satisfies d(ξ k ) > d l−1 , where l ∈ {1, . . ., n}. Without the loss of generality, assume d(ξ k ) = d l (other cases can be proven in the same way), which implies that there are l "0" bits in x (where x is the best individual in ξ k ). Then
The probability of flipping one of l "0" bits in x while keeping its n − l "1" bits unchanged is C 1
)} happened, then the following event I must happen: at least one "0" bit in x must flip and if m "0" bits flip to 1, then at least m + 1 "1" bits must flip to "0". So the probability of event I {d(ξ k ) < d(ξ k+1 )} happening is not more than that of event I . The later event (I ) can be divided into the following sub-events:
(1) m "0" bits (1 m min{l, n − l − 1}) in x become 1, and m + 1 "1" bits become 0.
The probability of this event happening is
(2) m "0" bits (1 m min{l, n − l − 2}) in x become 1, and m + 2 "1" bits become 0. The probability of this event happening is 
4! .
(4) And so on . . . .
