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Abstract
We present an ab initio theoretical formalism for investigating the onset of mag-
netic order in strongly-correlated electron systems. The formalism is based on spin
density functional theory, with a self-interaction corrected local density approxi-
mation (SIC-LDA). The self-interaction correction is implemented locally, within
the KKR multiple-scattering method. Thermally induced magnetic fluctuations
are treated using a mean-field ‘disordered local moment’ (DLM) approach and we
use a linear response technique to generate the paramagnetic spin susceptibility.
We apply the formalism to the heavy rare earth metals, where the magnetic
ordering tendencies are analysed in terms of the underlying electronic structure.
The formation of incommensurate magnetic structures is shown to be promoted
through a Fermi surface nesting mechanism. Our calculations yield an accurate,
parameter free, estimate of the magnetic ordering temperature of gadolinium.
Using this element as a magnetic prototype, we propose a ‘unified phase diagram’,
from which the magnetic ordering tendencies of any heavy rare earth system can
be found. This diagram is used to predict critical alloy concentrations, at which
new magnetic phases appears. We also examine magnetic ordering in transition
metal oxides and outline how our first principles linear response approach can be
adapted to study compositional correlations, which we illustrate by investigating
the presence of atomic short range order in gadolinium-yttrium alloys.
xiii
Chapter 1
Introduction
When atoms are brought together to form a solid, the behaviour of the valence
electrons is most easily understood in terms of one of two opposite limits. The
first, which emphasises the particle-like nature of an electron, corresponds to when
the electrons remain bound to a particular nuclei, occupying atomic orbitals as in
the Heitler-London [1] picture. The second, which emphasises the wave character
of an electron, corresponds to delocalised electrons propagating through a lattice,
influenced only by the potential due to the periodic arrangement of nuclei. For
such Bloch states, a momentum space, band type picture emerges. This thesis
is concerned with a class of systems that fall between these two well understood
limits, namely those termed ‘Strongly-Correlated’. Such systems contain electron
states which can not be described using a real space atomic picture, nor can the
electrons be viewed as moving through a static mean field lattice potential. In
particular, with regards to the latter point, the influence of electrons on each
other is such that they cannot be treated as independent and their motions can
be said to be correlated.
Many technologically important materials, such as the high temperature
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cuprate superconductors [2], fall into the Strongly-Correlated category. Other
examples include dilute magnetic semiconductors [3] and the colossal magnetore-
sistive manganites [4], which have promising future applications as spintronic ma-
terials. There has hence been much theoretical effort directed towards trying to
understanding these systems. (For a recent review of theoretical models for cor-
related electron systems see reference [5].) However, one aspect of this problem
which has so far received little attention has been a description of finite tem-
perature magnetism in these systems. It is this aspect that we address in this
thesis.
To develop a fully quantum mechanical description of a many electron sys-
tem one can adopt either of two approaches. The first is the so-called model
Hamiltonian approach, where the Hamiltonian is simplified to take into account
only a few relevant degrees of freedom. This involves specifying parameters, which
have to be adjusted for each system of interest, so as to give some desired physical
behaviour or agreement with experimental data. The second, perhaps more ap-
pealing, approach is to start with the many electron Hamiltonian and employ some
parameter-free approximation to try and find the eigenfunctions and eigenvalues.
As well as offering greater insight into the underlying electronic mechanisms that
govern the properties of a material, such ‘first-principles’ approaches also have
much predictive power. The most successful first-principles approach is the den-
sity functional theory (DFT) [6], where the many electron Hamiltonian is mapped
onto an effective one electron Hamiltonian. This involves specifying a one-electron
exchange-correlation potential, which in the so-called local density approximation
(LDA) is approximated by that of a homogeneous electron gas. Although this
approach has proved to be remarkably successful for describing the ground state
properties of many systems, it often fails for systems where the electron-electron
2
interaction is strong enough to change the nature of the ground state, e.g. by
causing states to spatially localise.
Describing finite temperature magnetism in metals, even in non strongly
correlated systems, is highly non-trivial. In particular a Heisenberg type model, of
the sort applicable to magnetic insulators, can not be used to treat metals since this
relies on there being a well defined spin at each atomic site. A band-like Stoner
picture, on the other hand, fails to reproduce magnetic ordering temperatures,
due its neglect of thermally excited spin fluctuations. The so-called disordered
local moment (DLM) theory [7] combines the best aspects of both these two
approaches. In particular, it offers an itinerant description of electrons, whilst still
allowing well-defined moments to be associated with each site. These moments are
established through the collective motion of the electrons and as such the DLM
theory can be considered as a model of spin correlations. Charge correlations,
on the other hand, have so far only been treated on the level of a homogeneous
electron gas during first principles implementations of the DLM, since the LDA
has always been employed in these. One consequence of this is that all valence
electrons are described as band like, which gives qualitatively wrong physics for
rare earth or transition metal oxide systems, where localised electron states set up
atomic like magnetic moments. In this thesis we present a new implementation of
the DLM model, able to describe strongly-correlated systems, which treats both
localised and delocalised electrons on an equal footing.
We begin, in chapter 2, by outlining the density functional theory and
describe how the resulting one electron equations can be solved using a multiple-
scattering (KKR) method [8]. This choice of method is crucial, since it can easily
be generalised, via the so-called coherent-potential approximation (CPA), to deal
with disorder. This aspect will be important when treating thermally activated spin
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fluctuations. After outlining how the conventional (LDA) implementation of DFT
fails to describe systems characterised by strong electron-electron correlations, we
review in chapter 3 various attempts to go beyond the LDA in order to treat
correlation effects. We focus particularly on one approach, the self-interaction
correction (SIC) [9], which is the method that we employ in this thesis. Central
to our being able to incorporate the SIC into a first-principles DLM scheme, is
a recently proposed multiple-scattering implementation of this method, known as
the local-SIC (LSIC). This is outlined in chapter 4, where we illustrate the method
using the famous α→ γ in cerium [10].
The DLM approach to magnetism is outlined in chapter 5, where we begin
by describing how paramagnetic disorder, arising from thermally activated spin
fluctuations, can be treated using a first principles KKR-CPA method. After de-
tailing how the paramagnetic spin susceptibility can be evaluated through a linear
response approach, we go onto present some new extensions to the DLM for-
malism. In particular, in section 5.4 we outline how the DLM approach can be
generalised to systems with more than one atom per unit cell, enabling complex
lattice structures to be investigated. This formalism is illustrated with calculations
for manganese stabilised cubic zirconia, the results of have been published in refer-
ence [11]. In section 5.5 we present the main achievement of this thesis, the LSIC
implementation of the DLM method, which constitutes the first fully ab initio the-
ory of finite temperature magnetism in strongly-correlated electron systems. After
illustrating the formalism with a test calculation for γ-Ce, we apply it in chapter
6 where a major investigation of heavy rare earth magnetism is undertaken, the
salient points of which have been published in reference [12]. We show how the
underlying electronic structure of the paramagnetic state, and more particularly the
Fermi surface shape, influences the magnetic ordering tendencies of these systems.
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With reference to the RKKY model of magnetism [13], we argue that gadolinium
can be used as a magnetic prototype for the whole heavy rare earth series. From
this we propose a ‘unified phase diagram’ of heavy rare earth magnetism, from
which the magnetic ordering tendencies of any heavy rare earth systems can be
obtained, provided that the lattice parameters are known. On the basis of this
phase diagram we can make predictions about the heavy rare earths which can be
tested experimentally, such as the value of critical alloy concentrations at which
new magnetic phases appear.
In chapter 7 we outline some further applications of our first principles
formalism. In section 7.1 we describe how the linear response approach used to
evaluate the paramagnetic spin susceptibility can be adapted to study atomic short
range order (ASRO) in alloys. We illustrate this by investigating the presence of
compositional correlations in gadolinium-yttrium alloys. In section 7.2 we present
additional results obtained from our DLM-SIC scheme for magnetism, this time
for some d-electron systems, namely the transition metal oxides. Finally, in section
7.3, we outline a possible 2D implementation of the DLM scheme, which could be
used to investigate magnetic surfaces.
We end in chapter 8 with conclusions concerning the main developments
and findings of this thesis, along with a discussion of possible future work arising
from these.
5
Chapter 2
‘First-Principles’ Theory of
Electronic Structure
2.1 Density Functional Theory
The fundamental Hamiltonian for a system of interacting electrons can be written
as (atomic units used)
Hˆ = −1
2
∑
i
▽2i +
∑
i
Vext(ri) +
1
2
∑
i
∑
j 6=i
1
|ri − rj| , (2.1)
where Vext is some external potential which may incorporate the effect of fixed
nuclei. Over the last forty years Density Functional Theory (DFT) has become the
primary tool for calculating the electronic structure of systems described by such
a Hamiltonian. The foundations of DFT were laid by Hohenberg and Kohn, who
proved a theorem that the electronic groundstate energy is a unique functional
of the electron charge density, n(r), and that this functional is minimised when
evaluated for the true groundstate density, n0(r) [14]. The widespread utilisation
of DFT can be attributed to an ansatz made by Kohn and Sham, who postulated
that the ground state density can be represented by the ground state density of an
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auxiliary system of non-interacting particles [15]. This provides a means to reduce
the complicated interacting many-problem body to a simpler independent particle
problem. In the Kohn-Sham approach the electron density is given by
n(r) =
∑
σ
nσ(r) =
∑
σ
∑
i=occ
|ψσi (r)|2 , (2.2)
where ψσi (r) are single electron wavefunctions of some auxiliary independent par-
ticle system and the summation is over all occupied states, i = occ, and spins, σ.
The groundstate energy functional of the full interacting many-body system can
then be expressed as
E =
1
2
∑
σ
∑
i
|▽ψσi (r)|2 +
∑
σ
∫
drV σext(r)n(r)
+
1
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| + Exc[n↑, n↓],
(2.3)
where the first term is the independent-particle kinetic energy, the second term is
the interaction energy with some external potential, V σext, and the third term is the
classical Hartree energy. The fourth term, Exc, contains all the many-body effects
of exchange and correlation. Minimising Eq. 2.3 with respect to the density, n,
leads to one-electron equations of the form(
−1
2
▽2 +vσeff (r)
)
ψασ (r) = εασψασ (r) , (2.4)
where vσeff is an effective one-body potential given by
vσeff(r) = V
σ
ext(r) + VH [n](r) + Vxc,σ[n↑, n↓], (2.5)
where the Hartree potential, VH , and exchange-correlation potential, Vxc, are de-
fined by
VH [n](r) =
∫
dr′
n(r′)
|r− r′| , (2.6)
7
Vxc,σ[n↑, n↓] =
δExc[n↑, n↓]
δnσ(r)
. (2.7)
Equations 2.4 and 2.5 constitute the Kohn-Sham (KS) equations of DFT.
In principle the KS equations, together with the expression for the charge density,
Eq. 2.2, form a set of closed equations which can be solved self-consistently.
However, apart from the most simple systems the form of Exc[n↑, n↓] is unknown.
Hence to make the scheme numerically tractable approximations must be made.
The most common approximation, valid when n(r) is slowly varying, is the Local
Density Approximation (LDA). Here the exchange-correlation energy density at
each point in space is assumed to be the same as in a homogeneous electron gas
which has the same charge density as at the given point:
Exc[n↑, n↓] =
∫
dr n(r)ǫhomxc (n↑(r), n↓(r)). (2.8)
The parametrisation we use in this thesis for ǫhomxc is that proposed by Perdew and
Wang [16]. The groundstate properties of a wide variety of real materials can be
described remarkably well with the LDA. This success can be partially attributed
to the fact that the approximation obeys the sum rule for the exchange-correlation
hole in the charge density [17]. For a detailed review of DFT calculations, including
applications of the LDA to real systems, see references [18, 6].
2.2 Multiple Scattering Theory Approach
In the previous section it was shown how the many body problem can be reduced
to an independent particle problem, resulting in one electron equations of the form
2.4. In this section a multiple scattering theory approach to solving such equations
is outlined. The first use of a multiple scattering method to calculate stationary
electronic states was by Korringa [19], who proposed a scheme based on the theory
8
of lattice interferences [20]. An equivalent scheme was later formulated by Kohn
and Rostoker [21], using a variational technique. Hence the multiple scattering
approach for the calculation of electronic structure is generally referred to as the
KKR method. An important feature of this method is that it separates the single
site scattering problem, presented by a single potential in free space, from the
multiple scattering problem arising when an infinite array of such potentials are
brought together in a lattice. A useful consequence of this is that the formalism
shows a clear separation between potential and structural properties, with some
quantities depending only on the geometry of the lattice.
The single site potentials of relevance to this thesis are those that have
been generated self-consistently using Eq. 2.5. In the following discussion it will
be assumed that these potentials have a muffin-tin form, i.e. they are spherically
symmetric and are equal to some constant, VMTZ , outside a certain radius, RMT .
To simplify the algebra the energy zero will be shifted to coincide with VMTZ ,
hence the potential will be zero for all radii greater than RMT . In so-called f ull
potential treatments the potentials can be of arbitrary shape. Such treatments
are important in systems in reduced symmetry, such as at surfaces. For details see
reference [22].
The spherical symmetry means that the solution of the Schro¨dinger equa-
tion (in units where ~2/2me = 1),
(−▽2 +v (r))ψ (r) = Eψ (r) , (2.9)
can be written in the form
ψ (r) =
∑
L
aL(E)Rl(E, r)YL(rˆ), (2.10)
9
where Rl(E, r) is the solution of the radial Schro¨dinger equation
[−1
r
d2
dr2
r +
l(l + 1)
r2
+ v(r)]Rl(E, r) = ERl(E, r) (2.11)
and YL(rˆ) is a spherical harmonic where L stands for the pair of angular momentum
indices l,m. The asymptotic form of Rl(E, r) as r →∞ is
Rl(E, r) =
1√
Er
sin[
√
Er − lπ
2
+ δl(E)], (2.12)
which differs from the free electron solution only by a shift of phase, δl(E). Hence
δl(E) is usually referred to as the phase shift.
In scattering theory the aim is to find solutions ψk(r) of 2.9, such that
E = k2 and the asymptotic form of the wavefunction can be written as
ψk(r) = e
ik·r + fk(θ)
eikr
r
, (2.13)
where θ is the angle between the vectors k and r and fk(θ) is the so-called
scattering amplitude. For such scattering state solutions, written in the form of
Eq. 2.10, it turns out that [23]
aL(k
2) = 4πileiδlY ∗L (kˆ), (2.14)
and, furthermore,
fk(θ) =
∑
l
(2l + 1)
k
flPl(cosθ), (2.15)
where Pl is a Legendre polynomial and
fl = sin δle
iδl. (2.16)
It is evident from Eqs. 2.13, 2.15 & 2.16 that the asymptotic form of the scattering
state is completely determined by the phase shift, δl(E). Hence phase shifts offer
a very efficient description of the single site scattering problem. It turns out
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that phase shifts also play an important role in describing the multiple scattering
problem, where an array of scattering centres (atomic potentials) are brought
together to form a solid. In particular, the phase shifts describe the degree of
localisation of states in the solid. For example, localised electronic states are
characterised by phase shifts that have very sharp resonances, whereas band-like
states have more slowly varying phase shifts. The time spent by an electron at
each scattering centre, known as the Wigner delay time, is proportional to the
energy derivative of the phase shift. Hence if a phase shift is resonant an electron
will spend a long time at each site as it travels through the solid. This long Wigner
delay time reflects the strong degree of localisation at a resonance and the fact
that an electron can become trapped in a metastable bound state.
Before proceeding with a mathematical treatment of the multiple scattering
problem, the single site problem will now be reformulated using a Green’s function
method, whereby the differential Eq. 2.9 is replaced by an equivalent integral
equation. This Green’s function formalism is particularly useful when it comes
to treating disordered systems, as detailed in the next section of this thesis. In
addition, many useful observables can be calculated from the Green’s function.
Formally the Green’s function corresponding to a Hamiltonian, H , is defined by
G(E) = lim
ǫ→0
(E + iǫ−H)−1. (2.17)
The Green’s function can be represented in real space by writing it in terms of a
complete set of orthonormal wavefunctions, ψi(r), that are eigenfunctions of H
with corresponding eigenvalue ǫi [24]:
G(r, r′, E) =
∑
i
ψi(r)ψ
∗
i (r
′)
E − ǫi . (2.18)
From Eqs. 2.9 & 2.18 it follows that the Green’s function corresponding to the
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Hamiltonian H = −▽2 +v (r) is given by the Dyson integral equation
G(r, r′, E) = G0(r, r
′, E) +
∫
dr′′ G0(r, r
′′, E)v(r′′)G(r′′, r′, E), (2.19)
where G0(r, r
′, E) is the free particle Green’s function, corresponding to the Hamil-
tonian H0 = −▽2. A useful way of solving Eq. 2.19 is to introduce the so-called
t-matrix, defined by the relation
G(r, r′, E) = G0(r, r
′, E) +
∫
dr′′
∫
dr′′′ G0(r, r
′′, E)t(r′′, r′′′, E)G0(r
′′′, r′, E).
(2.20)
From Eq. 2.19 it follows that t must satisfy
t(r, r′, E) = v(r)δ(r− r′) +
∫
dr′′ v(r)G0(r, r
′′, E)t(r′′, r′, E). (2.21)
Recall from earlier that the muffin tin potential, v(r), is zero outside a
radius RMT . This means that electrons move freely when r > RMT and so their
energy is given by the square of their momentum. A useful consequence of this
is that for the scattering problem considered here only the ‘on the energy shell’
components of the t-matrix need to be evaluated. To define these ‘on the energy
shell’ components it is convenient to first express the t-matrix in a plane wave
representation:
t(k,k′, E) =
∫
dr
∫
dr′e−ik·rt(r, r′, E)eik
′·r′. (2.22)
In this representation, being ‘on the energy shell’ simply means that the wavevec-
tors k,k′ satisfy k2 = k′2 = E. When this condition is met, it follows that
t(k,k′, E) =
∑
L,L′
i−l+l
′
(4π)2YL(kˆ)tL,L′(E)Y
∗
L′, (kˆ
′) (2.23)
where the angular momentum components of the ‘on the energy shell’ t-matrix
tL,L′ are defined as
tL,L′ =
∫
dr
∫
dr′ jl(
√
Er)Y ∗L (rˆ
′)t(r, r′, E)YL′(rˆ
′)jl′(
√
Er) (2.24)
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and the expansion
eik·r = 4π
∑
L
iljl(kr)Y
∗
L (kˆ)YL(rˆ) (2.25)
has been used [25], where jl is a spherical bessel function. For a spherical sym-
metric potential, e.g. a muffin tin potential, the t-matrix is diagonal and takes
the form tLL′(E) = tL(E)δLL′. These t-matrix components, tL, are related to
the scattering amplitudes, fl, which, by Eq. 2.16, are related in turn to the phase
shifts [26]:
tL(E) = − 1√
E
fl(E) = − 1√
E
sin δle
iδl. (2.26)
From the earlier discussion about phaseshifts, it follows that the ‘on the energy
shell’ t-matrix provides a complete description of the single-site scattering problem.
The t-matrix also plays a central role in the multiple scattering problem, which
will be outlined now.
In the multiple scattering problem the single-site potential, v(r), is replaced
by a potential V (r) =
∑
i vi(r −Ri), where vi(r −Ri) is a muffin-tin potential
centred at Ri. The muffin-tin potentials are assumed to be non-overlapping, hence
one scattering event is completely over before the next begins. This means that
only ‘on the energy shell’ scattering needs to be dealt with. The first step in the
mathematical treatment of the multiple-scattering problem is to define a scattering
matrix, T , for the potential V (r), which, by analogy with Eq. 2.20, satisfies
G(r, r′, E) = G0(r, r
′, E) +
∫
dr′′
∫
dr′′′ G0(r, r
′′, E)T (r′′, r′′′, E)G0(r
′′′, r′, E),
(2.27)
where G is the Green’s function for the Hamiltonian H = − ▽2 +V (r). G0 is
the free-particle Green’s function, which describes the propagation of electrons
in free space from one scattering site to another. For r in the muffin-tin sphere
surrounding Ri and r
′ in the muffin-tin sphere surrounding Rj with i 6= j it is
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given by [26]
G0(r, r
′, E) =
∑
LL′
iljl(
√
E | r−Ri |)YL(r̂−Ri)G0,LL′(Ri −Rj, E)×
Y ∗L′(̂r
′ −Rj)jl′(
√
E | r′ −Rj |)(−i)l′ ,
(2.28)
where G0,LL′ are so-called structure constants, which depend only on the spatial
arrangements of the scatterers and are given by
G0,LL′(Ri −Rj, E) = −4πi
√
E
∑
L′′
il
′′
CL
′′
LL′ h
+
l′′(
√
E | Ri −Rj |)YL′′(R̂i −Rj),
(2.29)
where h+l′′ is a Hankel function and C
L′′
LL′ is a Gaunt number defined by
CL
′′
LL′ =
∫
dΩ Y ∗L (Ω)YL′(Ω)YL′′(Ω). (2.30)
From Eq. 2.27 it follows that the scattering matrix, T , satisfies the operator
equation
T = V + V G0T. (2.31)
A useful way of solving Eq. 2.31 is to introduce the scattering path operator, τ ij ,
defined by [27]
τ ij(E) = viδij +
∑
k
viG0(E)τ
kj(E). (2.32)
The scattering path operator τ ij , if operated on an incoming wave at the jth site,
gives the outgoing wave from the i site. Identifying
∑
ij τ
ij with T and summing
over all i and j in Eq. 2.32 gives Eq. 2.27. Hence Eq. 2.32 is an equivalent way
of stating the multiple scattering problem. Rearranging Eq. 2.32 gives
τ ij = tiδij +
∑
k 6=i
tiG0τ
kj, (2.33)
where
ti = (1− viG0)−1vi. (2.34)
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Equation 2.34 is clearly just an operator version of the equation for the single-site
t-matrix (Eq. 2.21). Hence, ti is identified as being the t-matrix for the single-
site potential vi. The ‘on the energy shell’ components of τ
ij(r, r′, E) ≡ (< r |
τ ij(E) | r′ > can be defined in an analogous way to Eq. 2.23:
τ ijL,L′(E) =
∫
dri
∫
dr′j jl(
√
Eri)Y
∗
L (rˆi)τ
ij(ri, r
′
j, E)YL′(rˆ
′
j)jl′(
√
Er′j), (2.35)
where L and L’ are the angular momenta about sites i and j respectively and
ri = r−Ri and r′j = r′ −Rj. From Eq. 2.33 it follows that [25]
τ ijL,L′(E) = ti,L(E)δijδLL′ +
∑
k 6=i
∑
L′′
ti,L(E)G0,LL′(Ri−Rk, E)τkjL′′,L′(E), (2.36)
where use has been made of Eq. 2.28.
Consider now the case where the single-site scatterers are effective ions on
a regular Bravais lattice. For a pure metal tL(E) will be the same on every site
and hence, from Eq. 2.36, τ ijL,L′(E) will depend on i and j only through the vector
distance Ri −Rj. This means that the lattice Fourier transform of τL,L′ can be
taken, defined by
τL,L′(k, E) =
1
N
∑
ij
eik·(Ri−Rj)τ ijL,L′(E), (2.37)
where N is the total number of lattice sites and the vector k is restricted to the first
Brillouin zone. τL,L′(k, E) is periodic in reciprocal space, i.e. τL,L′(k+G, E) =
τL,L′(k, E) for all reciprocal lattice vectors, G. The transformation of τL,L′(k, E)
back to real space is given by
τ ijL,L′(E) =
1
ΩBZ
∫
BZ
dke−ik·(Ri−Rj)τL,L′(k, E), (2.38)
where ΩBZ is the volume of the Brillouin zone. Taking the lattice Fourier transform
of the structure constants,
G0,LL′(k, E) =
1
N
∑
ij
e−ik·(Ri−Rj)G0,LL′(Ri −Rk, E), (2.39)
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it follows from Eq. 2.36 that
τL,L′(k, E) = [t
−1(E)−G0(k, E)]−1, (2.40)
where t−1(E) is a diagonal matrix with elements t−1L (E) and G0(k, E) stands for
the matrix G0,LL′(k, E). Since the action of τ is to generate scattered waves from
incident waves, a divergence will signify that there is a scattered wave even in the
absence of an incident wave, i.e. a stationary state of the system. From Eq. 2.40
a divergence will occur when
‖ t−1L (E)δLL′ −G0,LL′(k, E) ‖= 0. (2.41)
This is the KKR secular equation, from which the band structure of a periodic
crystal can be determined. In particular, the eigenenergies of a system at a given
k correspond to those energies for which the determinant is zero when evaluated
for that k.
To conclude this section a quick outline will be given now on how the KKR
method is used to solve the self-consistent problem posed by the Kohn-Sham
equations, 2.4 and 2.5. It can be shown [28] that the electron charge density,
n(r), is related to the Green’s function, G(r, r′, E), by
n(r) = −1
π
∫ EF
−∞
dE ImG(r, r, E), (2.42)
where EF is the Fermi energy. Hence once the Green’s function for the Kohn-Sham
Hamiltonian, HKS = −1
2
▽2 +vσeff (r), has been evaluated the charge density can
be determined by Eq. 2.42, from which a new effective potential can be obtained
via Eq. 2.5. This effective potential can be used to construct a new Kohn-Sham
Hamiltonian, HKS-new. The whole cycle can then be repeated, i.e a new charge
density can be evaluated using the Green’s function for the Hamiltonian HKS-new,
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from which a new effective potential can be generated et cetera. This process can
be continued until self-consistency is achieved. In practice, however, the effective
potential obtained from Eq. 2.5 is usually mixed with the effective potentials from
previous iterations before being used to construct the new Kohn-Sham Hamilto-
nian. This makes the self-consistency scheme more stable and usually leads to
quicker convergence [29].
The evaluation of the Green’s function, G(r, r, E), is by far the most de-
manding part of the self-consistency scheme described above . A useful expression
for the Green’s function when r is in the neighbourhood of the ith scatterer and
r′ is in the neighbourhood of the jth scatterer is [30]
G(r, r′, E) =
∑
LL′
Z iL(ri, E)τ
ij
L,L′(E)Z
j
L′(r
′
j, E)− δij
∑
L
Z iL(r<, E)J
i
L(r>, E),
(2.43)
where ZnL and J
n
L are respectively the regular and irregular solutions to the Schro¨dinger
equation 2.9 for the potential vn(rn) and r<(r>) is the vector smaller (larger) in
magnitude from the pair (r, r′). With the Green’s function written in this form it is
clear that solving the multiple-scattering equation (2.36) is an essential part of the
self-consistency scheme. More specifically, Eqs. 2.42 and 2.43 show that in order
to obtain the charge-density, n(r), it is necessary to evaluate the site-diagonal
scattering path operator, τ iiL,L′. For the special case of a pure metal τ
ii
L,L′(E) is
given by the Brillouin zone integral of Eq. 2.40:
τ iiL,L′(E) =
1
ΩBZ
∫
dk τL,L′(k, E) =
1
ΩBZ
∫
dk [t−1(E)−G0(k, E)]−1L,L′ (2.44)
In the next section the site-diagonal scattering path operator will be derived for
another special case, namely that of substitutionally disordered alloy.
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2.3 Substitutionally Disordered Alloys
In a substitutional alloy the scattering centres (atomic sites) occupy a regular
Bravais lattice. However, unlike a pure metal, there is more than one type of
scattering potential and, moreover, these different types of scattering potential are
distributed randomly amongst the lattice sites. Substitutional alloys are therefore
examples of disordered systems. In this thesis many different types of disorder will
be encountered. The simplest case is that of two metals mixing together to form
a random binary alloy, such as gadolinium and yttrium which will be investigated
in chapter 7. Magnetic disorder, arising from thermally randomised magnetic
moments, will be encountered throughout this thesis and will be discussed in
detail in chapter 5. Finally valency disorder, where all lattice sites are occupied
by the same element but the number of valence electrons varies between sites,
will be discussed during the analysis of cerium in chapter 4. It turns out that
all these types of disorder can be dealt with using methods underpinned by the
substitutional alloy formalism which will be presented now. In order to prevent
the algebra becoming too cumbersome, the following discussions will focus on the
case where each scattering site is occupied either by a potential vA(r−Ri), with
probability c, or a potential vB(r−Ri), with probability 1-c. The arguments which
will be presented, however, are all valid in the more general substitutional alloy
problem, where there are more than two types of scattering potential.
Probably the simplest way of solving the substitutional alloy problem is
to use the rigid band model [31]. In this model the difference between the two
potentials, vA and vB, is neglected. This means that when two metals, A and
B, are alloyed together it is assumed that the states of the pure metal A are the
same as those of the pure metal B or any A-B alloy. The only difference between
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the systems is the number of electrons per atom. Although this is quite a drastic
approximation, the original application of the rigid band model to CuNi alloys
was remarkably successful in describing the magnetic properties of these systems.
It has since been recognised, however, that the rigid band model generally gives
a poor description of the physics of alloy systems [32] and should only be used
in the rigid band limit, where the potentials of the alloy constituents are nearly
identical. A more sophisticated approach to the problem is the Virtual Crystal
approximation (VCA). Here, an average potential, v(r) = cvA(r) + (1− c)vB(r),
is associated with every scattering site. Unlike the rigid band model, the VCA
gives exact results in the case of c = 0 or 1. However, it still misses out a
lot of the physics associated with alloy systems. In particular within the VCA
electron states, averaged over all configurations, have an infinite lifetime, whereas
in real alloy systems electron states are expected to decay due to the random
distribution of the scattering potentials. The infinite lifetime of states in the
VCA model corresponds to the fact that the effective scatterers are elastic [33].
If, rather than averaging the potentials, the scattering amplitudes are averaged
on each site, the effective scatterers obtained are inelastic and hence electron
states have a finite lifetime. This is the averaged t-matrix approximation (ATA)
[34], where an effective scattering amplitude f l(E) = cf
A
l (E) + (1 − c)fBl (E)
is associated with every site. The ATA provides a much better description of
averaged electronic structure than the VCA, e.g. yielding split band behaviour
between A and B subbands, something which the VCA is unable to do [24]. It
thus serves as a useful first approximation for studying alloy systems. However, the
Herglotz analytic property [35] of the Green’s function is not maintained by the
ATA [36], which means that negative densities of states can occur. Such physically
meaningless results do not arise in a more sophisticated theory of disorder, which
19
will now be outlined.
Both the VCA and the ATA involve replacing the disordered alloy system
by an effective medium, consisting of an ordered array of effective scatterers which
mimic the effect of the true alloy system on the average. In these approxima-
tions the medium is specified in terms of some average over a physical quantity,
i.e. either the scattering potential or the scattering amplitude. A more abstract
way of obtaining an effective medium is to determine it self-consistently. Such
an approach was taken by Soven [37], who defined an effective medium by the
requirement that averages over the occupation of a site embedded in the effec-
tive medium should yield quantities which are identical to that associated with a
site of a medium itself. This has since become known as the Coherent Poten-
tial Approximation (CPA) and, when used in a multiple-scattering theory context,
the resulting formalism is called the KKR-CPA [38, 39, 40]. Since the averages
performed in the CPA involve only the occupation of a single site the CPA is a
single-site approximation.
Formally, the KKR-CPA begins by associating some coherent potential,
vc(r − Ri), to every lattice site. Then, on one of the lattice sites, the coherent
potential is replaced by vα(r −Ri), where α = A or B. An impurity problem is
hence set up, where there is a single A or B impurity in an otherwise pure coherent
potential lattice. Since the coherent potential lattice is translationally invariant
the problem does not depend on the choice of impurity site. So, without loss of
generality, it is assumed that the impurity is at the 0th site. Let t˜ be the single-site
matrix which describes scattering due to impurities in the pure coherent potential
lattice. At the 0th site t˜ is given by:
t˜α,0 = (vα0 − vc0) + (vα0 − vc0)Gct˜α,0, (2.45)
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where Gc is the Green’s function of the pure coherent potential lattice. By defi-
nition, t˜ will be zero for sites embedded in the effective medium. Hence the CPA
condition says that the average of t˜α,0 with respect to the occupation, α, must
also be zero, i.e.:
ct˜A,0 + (1− c)t˜B,0 = 0. (2.46)
The Green’s function for the impurity problem described above, Gα, can
be written in terms of the Green’s function for the coherent potential lattice, Gc:
Gα = Gc +Gct˜α,0Gc. (2.47)
Using Eq. 2.46 it follows that
Gc = cGA + (1− c)GB. (2.48)
Alternatively, Gα can be expressed in terms of the free-space Green’s function G0:
Gα = G0 +G0T
αG0, (2.49)
where T α is the total T-matrix for the system, describing scattering by both the
coherent potentials, vc and the impurity potential vα. Substituting Eq. 2.49 into
Eq. 2.48 it follows that
T c = cTA + (1− c)TB, (2.50)
where T c is the total scattering matrix for the pure coherent potential lattice and
satisfies:
Gc = G0 +G0T
cG0. (2.51)
Equation 2.50 is often used to define the KKR-CPA, e.g. in references [41] and
[28] . Physically Eq. 2.50 says that, on the average, an impurity potential causes
no extra scattering when embedded into the effective medium.
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Consider now the multiple-scattering equation (2.36) for the pure coherent
potential lattice. Since the scattering potential, vc, is the same on every site the
solution of the multiple-scattering equation corresponds to that of a pure metal,
i.e.:
τ c,00L,L′(E) =
1
ΩBZ
∫
dk [(tc)−1(E)−G0(k, E)]−1L,L′ , (2.52)
where (tc)−1 is a diagonal matrix with elements, (tcL)
−1, where tc is the single
site t-matrix for the coherent potential vc. In the impurity problem the scattering
potentials are site dependent and the t-matrices are given by ti,L = t
c
L+(t
α
L−tcL)δi0.
This means that the impurity site-diagonal scattering path operator, τα,00L,L′ (E),
cannot be expressed in a simple form like Eq. 2.52. However, by considering
the full matrix form of the scattering path operators τα,ijL,L′(E) and τ
c,ij
L,L′(E) and
applying some simple algebra [42] it is possible to express τα,00L,L′ (E) in terms of
τ c,00L,L′(E):
τα,00L,L′ (E) =
(
τ c,00[1 + [(tα)−1 − (tc)−1]τ c,00]−1)
LL′
(2.53)
Equations 2.52 and 2.53 both involve the, as-yet, undetermined quantity tc. In
order to form a closed set of equations the CPA condition, Eq. 2.50, needs to be
used. To use this condition recall that T =
∑
ij τ
ij . It follows immediately then
that
τ c,00L,L′(E) = cτ
A,00
L,L′ (E) + (1− c)τB,00L,L′ (E). (2.54)
Equation 2.54 is a self-consistency criterion for the multiple-scattering substitu-
tional alloy problem. It can be used in conjunction with the usual Kohn-Sham
potential self-consistency procedure to generate a fully self-consistent scheme for
calculating the electronic structure of substitutionally disordered systems. The cen-
tral quantities of such a self-consistent field KKR-CPA (SCF-KKR-CPA) scheme
are the partially averaged charge densities, nA(r) and nB(r). The partially aver-
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aged charge density nα(r) is defined formally by evaluating the charge density at
a site and then averaging over all possible alloy configurations, with the restriction
that, at that particular site, the potential is always vα . nA(r) and nB(r) can be
thought of as being the charge density at an ”average” A or B site, i.e. at an A
or B site embedded in the effective CPA medium. They can be calculated via Eqs.
2.42 and 2.43, with the Green’s function appropriately averaged over possible alloy
configurations. For details about the implementation of a SCF-KKR-CPA scheme
see reference [41].
In summary, we have shown in this section how the first-principles DFT
scheme can be used to treat substitutionally disordered alloys. At this stage,
however, we are still extremely limited as to which systems and phenomena we
can actually describe using the DFT. For example, since DFT is a groundstate,
T = 0, theory we are not able to describe systems in an excited, T > 0, state.
In particular, the DFT theory does not take into account the effects of thermally
activated spin fluctuations. We address this shortcoming in chapter 5. Aside from
this, the LDA implementation of DFT has often been found to be inappropriate
for describing the groundstate of systems with partially filled d or f shells. For
example, application to the insulating transition metal oxides gives too small or
zero band gaps [43]. The equilibrium volume, bulk moduli and cohesive energies
of the lanthanide elements are also found to be in poor agreement with experiment
[44]. The LDA also underestimates the stability of the antiferromagnetic phase of
the high temperature oxide superconductors [45]. These issues will be addressed in
the next chapter, where we outline attempts to go beyond the LDA implementation
of DFT.
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Chapter 3
Theoretical Treatments of
Strongly-Correlated Systems
The previous chapter was concluded with a list of failings of the LDA, amongst
which was its inability to describe the insulating groundstate of the transition
metal oxides (TMOs). In order to explain this failure, as well as some of the
other failings of the LDA, we must first understand what drives the insulating
behaviour of these materials. In the theory of noninteracting or weakly interacting
electron systems, where the band structure is determined only by the periodic
lattice arrangement of the atoms, it is the filling of electron bands that determines
whether or a system is metallic or insulating. For metals the highest occupied
band is partially filled, meaning that there are states at the Fermi level, whereas
for insulators the highest occupied band is completely filled and the Fermi level
lies in a gap. Since TMOs have a partially filled d shell they are hence predicted
to be metallic within this simple picture. The fact that they are observed to be
insulating thus suggests that whatever effect it is that is driving this behaviour
must be missing from the weakly interacting theory. It was Peierls [46] who first
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pointed out the importance of electron-electron correlations and who suggested
that strong Coulomb repulsions between electrons could be responsible for the
insulating behaviour of these materials. Such correlation effects are most easily
understood in terms of the Hubbard model [47], where we consider only a single
orbital with room for two electrons. The Hamiltonian, in second-quantised form,
for this model is
H = −
∑
ij,σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓, (3.1)
where tij describes electron hopping between sites i and j and U is the Coulomb
repulsion between two electrons occupying the same site. c†iσ and ciσ are respec-
tively the creation and annihilation operators for an electron of spin σ at site i
and the number operator niσ ≡ c†iσciσ. For t ≫ U this model reduces to the
noninteracting band theory. For U ≫ t hopping is completely suppressed and the
model corresponds to an atomic like picture, with electrons bound to one particular
atom. In the intermediate regime electrons are able to hop between sites, but their
motions are significantly affected by the U Coulomb repulsion. In particular, there
will be an energy cost U associated with double occupancy of the orbital. This will
hinder the movement of the electrons and they can be said to move in a correlated
way. A correlation energy gap, of the order of U , will open up between singly and
doubly occupied orbitals (the so-called lower and upper Hubbard bands). Mott
[48] suggested that such a gap would occur in the d-band of NiO, an archetypal
TMO, to which the insulating behaviour of the system could be ascribed. Such
systems have since been termed Mott-Hubbard insulators. However, more recent
work [49] has discussed the importance of an oxygen ligand p band which appears
between the lower and upper Hubbard bands in several of the TMOs and these
systems have been reclassed as charge transfer-insulators. The termMott insulator
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is used now in a broad sense to describe any system whose insulating behaviour is
driven by correlation effects.
Having established the origin of the band gaps in the TMOs, it becomes
clear as to why the LDA fails to describe such systems. Specifically the LDA
exchange-correlation functional, which depends only on the local electron density,
is not able to take into account the correlated motion of the electrons. Gener-
ally speaking, Strongly-Correlated systems contain electrons that are neither fully
itinerant, i.e. propagate as Bloch waves and for which the LDA is a good ap-
proximation, nor fully localised, for which a core-treatment is appropriate. In this
chapter we describe several attempts to extend the LDA to this so-called middle
ground, between the k-space band like and real-space atomic like pictures. In sec-
tion 3.2 we focus on one particular approach, the self-interaction correction (SIC),
which is the method that we employ in this thesis. For recent, more extensive
reviews of the strongly-correlated electron problem, see references [5, 50].
3.1 Beyond the LDA
Perhaps the simplest approach to improving the LDA functional is to incorporate
gradient corrections, i.e. derivatives of the electron density. Such corrections take
into account local inhomogeneities in the electron gas, which may be substantial
in systems containing highly localised states, where electrons densities are strongly
peaked. The first attempt at expanding the exchange-correlation energy func-
tional in terms of derivatives of the electron density was made by Hohenberg and
Kohn [51]. Their gradient expansion approximation (GEA) was found not to offer
much improvement over the LDA, often making the errors even worse. Progress
in understanding the failure of the GEA was made by performing a wavevector
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decomposition [52] of the energy difference δE ≡ Exc − ELDAxc between the true
exchange correlation energy Exc and the LDA result E
LDA
xc :
δE =
∫
dk δE(k). (3.2)
For small enough values of k, the corresponding wavelength λ = 2π/k will be
larger than some characteristic length scale over which the electron density varies
and so the LDA will be a good approximation. Thus, for k ∼ 0, δE(k) ≈ 0
and the gradient corrections should go to zero. The GEA, however, was actually
found to give large contributions for k values in this range. Langreth and Mehl
(LM) [53] corrected for this by introducing a cutoff wavevector, below which the
gradient corrections were put to zero. A somewhat different approach was taken by
Perdew and Wang [54], who proposed an exchange energy functional based not on
a gradient expansion of the energy itself, but of the exchange-hole density. In their
generalised gradient approximation (GGA), a real-space cutoff is used to enforce
all conditions satisfied by the exact exchange-hole. In particular, the exchange-
hole sum rule and a non-positive exchange hole density, both of which are obeyed
by the LDA but which fail in the GEA, are satisfied in the GGA. The LM and
GGA approaches both give significant improvements over the LDA, e.g. reducing
by on average a half the errors in the calculated ground-state properties of the
third-row elements [55], with the GGA being the slightly more accurate of the two
approximations.
Although the GGA has proved to be extremely successful at computing
ground-state properties, e.g. lattice parameters and bulk-moduli, it has failed to
show much improvement over the LDA for quasiparticle energies [56], i.e. the
excitation energies measured in photoemission experiments. Within DFT these
energies are associated with the Kohn-Sham eigenvalues, however, since DFT is
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a groundstate theory, there is no theoretical justification for this. Indeed, in order
to properly calculate excitation energies a many-body Green’s function approach
should be used. Here, the quasiparticle energies Ei are obtained from the equation
[
1
2
▽2 +VH(r) + Vext(r)]Ψi(r) +
∫
dr′Σ(r, r′;Ei)Ψi(r
′) = EiΨi(r), (3.3)
where VH is the Hartree potential and Vext is some one-body external potential.
The self-energy operator Σ connects the full many body Greens function, G, to that
where only one-body interactions are included, G0, through the Dyson equation
G = G0 +G0ΣG. (3.4)
Comparing equation 3.3 to the Kohn-Sham equation, Eq. 2.4, it is clear that
the exact DFT exchange-correlation potential, Vxc, can be viewed as a local and
energy-independent approximation to the self-energy operator. The inclusion of
nonlocality and energy-dependent, dynamic correlations in the self-energy operator
is important in describing quasiparticles. Hedin [57] proposed an approximation
scheme for calculating the self-energy, based upon its expansion in the screened
Coulomb potential, W . In the GW-approximation (GWA) only the first term of
this expansion is used and the self-energy is given by
Σ(r, r′;ω) =
i
2π
∫
dω′ G(r, r′;ω + ω′)W (r, r′;ω′)eiδω
′
. (3.5)
In practical applications of the GWA it is useful to take the Green’s function G0
to be that corresponding to the LDA hamiltonian. The Dyson equation, Eq. 3.4,
becomes then
G = G0 +G0∆ΣG, (3.6)
where
∆Σ = Σ− Vxc. (3.7)
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The screened Coulomb potential W takes the form [58]
W (r, r′;ω) =
∫
dr′′ ǫ−1(r, r′′;ω)ν(|r′′ − r′|), (3.8)
where ν is the bare Coulomb potential and ǫ is the dielectric function. A zeroth
evaluation of the screened potential, W0, can be performed by using in Eq. 3.8 the
dielectric function obtained from the Green’s function G0. Feeding G0 andW0 into
Eq. 3.5 gives an initial estimate of the self-energy, ∆Σ0 = iG0W0. In principle the
full Green’s function G should then be calculated from Eq. 3.6, from which a new
screened potential W and a new estimate of the self-energy, ∆Σ = iGW , can be
obtained. The scheme should then be continued until self-consistency is achieved,
i.e. until the Green’s function used to evaluate the self-energy agrees with the
Green’s function outputted from Eq. 3.6. However, since this self-consistency
scheme is computationally very demanding, usually only the zeroth evaluation of
the self-energy operator, ∆Σ0, is performed. Nonetheless, the GWA has proved to
be very successful at reproducing excitation spectra. For example the band-gaps
in semiconductors [59] and transition metal oxides [60], which are underestimated
in the LDA, are found to be in good agreement with experiment.
A simpler approach for introducing non-locality into the self-energy oper-
ator, albeit without any frequency dependence, is to make the Kohn-Sham po-
tentials orbital dependent. In the LDA+U approach [61] certain sets of orbitals,
say the 3d or 4f, or identified as having largely atomic like characteristics and are
treated in a non-LDA manner. In particular they are treated using a mean field
Hartree-Fock type approximation, where the Coulomb interaction is taken into
account by a term of the form 1
2
U
∑
i6=j ninj , where U is the Hubbard interaction
parameter and ni are orbital occupancies. A key assumption of the LDA+U ap-
proach is that the Coulomb energy as a function of the total number of electrons
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N =
∑
ni given by the LDA is a good approximation, such that this energy is
given by UN(N − 1)/2. Subtracting this away from the total LDA energy and
replacing it with the Hubbard interaction term gives [62]
E = ELDA − UN(N − 1)/2 + 1
2
U
∑
i6=j
ninj . (3.9)
Taking the derivative of this energy functional with respect to the charge density,
ni(r), of some particular orbital i leads to the following effective potential:
Vi(r) = V
LDA(r) + U(
1
2
− ni). (3.10)
The dependence of Vi on ni means that the potential is orbital dependent, which
opens up the possibility of broken symmetry, i.e. orbital polarised solutions. From
Eq. 3.10 it is clear that the LDA+U potential is shifted with respect to its LDA
value by −U/2 for occupied orbitals (ni = 1) and +U/2 for unoccupied orbitals
(ni = 0). This will lead to the formation of lower and upper Hubbard bands,
separated by U , thus reproducing the physics of Mott-Hubbard insulators. Such
splitting between occupied and unoccupied orbitals is also obtained in the self-
interaction correction method, which we outline in the next section. An advantage
of this approach is that it does not require the on-site Coulomb parameter U to be
inputted. Indeed, since this parameter is often obtained using experimental data,
the LDA+U method can not be considered a true ab initio method.
Before going on to introduce the self-interaction correction, we describe
one further method for incorporating strong electron correlations, the discussion of
which will raise many ideas pertinent to this thesis. The CPA technique, which we
described in section 2.3, is based around reducing a complicated lattice problem,
namely that of compositional disorder, to an effective single-site problem. In
the limit of infinite dimensions, such a single-site, mean-field approach becomes
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exact. With this motivation in mind, we might hope to use a mean-field approach
to reduce a lattice problem with many fermionic, as opposed to compositional,
degrees of freedom to a single-site effective problem with less degrees of freedom.
However, in fermionic systems with metallic spin and charge excitations, dynamic
quantum fluctuations are important no matter what the dimension of the system
is, so even in the limit of infinite dimensions these need to be taken into account
[5]. The so-called Dynamical mean field theory (DMFT) approach [63] provides a
means for doing this. Here, spatial degrees of freedom are mapped onto a single-
site problem, with dynamical fluctuations taken fully into account. The method is
most easily illustrated using the Hubbard model, as defined by the Hamiltonian in
Eq. 3.1 and indeed was introduced in this context [63]. Within DMFT, a single-
site effective dynamics for some site 0 is associated with this Hamiltonian, and is
described in terms of an effective action, Seff , for the fermionic degrees of freedom
(c†0σ, c0σ) at that site [64]:
Seff = −
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
c†0σ(τ)G−10 (τ − τ ′)c0σ(τ ′) + U
∫ β
0
dτ n0↑(τ)n0↓(τ).
(3.11)
Here, G0(τ − τ ′) is an effective amplitude for a fermion to be created on the site
0 at time τ and to be destroyed at time τ ′. It describes the interactions of the
fermionic degrees of freedom at site 0 with the external ‘bath’ created by all other
degrees of freedom on other sites. It can be thought of as being analogous to
the Weiss molecular field in magnetism, which represents the magnetic field acting
on a particular site arising from the spins at all the other sites. An important
difference, however, is that in the classical magnetic case the Weiss field is just
a number, whereas here the ‘Weiss field’ G0(τ − τ ′) is a function of time. This
reflects the existence of many energy scales in the fermionic system, which cannot
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be described with a single number.
The effective action, given in Eq. 3.11, can be used to evaluate the time-
dependent Green’s function, G(τ), via
G(τ − τ ′) ≡ − < Tc(τ)c†(τ ′) >Seff , (3.12)
where T stands for time ordered product. The energy-dependent, wavevector
decomposed, Green’s function can also be evaluated according to
G(k, iωn) =
1
iωn + ν − ǫk − Σ(iωn) , (3.13)
where ν is the chemical potential and
ǫk ≡
∑
ij
tije
ik·(Ri−Rj), (3.14)
i.e. the band kinetic energy for wavevector k. The self energy, Σ(iωn), is defined
by
Σ(iωn) = G−10 (iωn)−G−1(iωn). (3.15)
By summing Eq. 3.13 over all k values and transforming it from time representation
to energy representation, it can be equated with the Green’s function in Eq. 3.12.
This constitutes a self consistency condition for the Green’s function, which can
be solved to give both G and G0.
A DMFT scheme for more realistic systems can be constructed by replacing
the model Hamiltonian parameters ǫk in Eq. 3.13 with those from some ab initio
electronic structure Hamiltonian. In particular, an LDA Hamiltonian can be used.
In such an LDA+DMFT approach [65] certain orbitals, identified as giving rise to
strong correlation effects, are separated out like in the LDA+U method, and the
interactions of electrons in these orbitals are treated in a non-LDA manner. In
particular, the interactions are described using the self-energy operator Σ(iωn). In
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a more recent development [66], the self-consistent DMFT approach was combined
with a GW treatment of the self-energy.
Since DMFT takes full account of local temporal fluctuations, it offers a very
sophisticated description of local spin and charge fluctuations. It turns out that,
when dealing with such fluctuations within the Hubbard model, the static, i.e. non
time dependent, limit of the DMFT is equivalent to a much simpler CPA scheme
[67]. When introducing the CPA method in the previous chapter, we noted that it
would be used in this thesis to treat high temperature magnetic fluctuations. The
treatment of magnetic (spin) fluctuations that we provide can hence be considered
as the static, high temperature limit of some, as yet undeveloped, DMFT. We
return to discussing point in chapter 8.
3.2 The Self-Interaction Correction
In chapter 2 the many-body system energy functional, Eq. 2.3, contained a classical
Hartree term, EH , corresponding to the direct Coulomb energy of the interacting
electrons:
EH [n] =
1
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| , (3.16)
where n is the electron charge density. EH [n] evidently contains a nonphysical
contribution arising from electrons interacting with themselves, corresponding to
when r = r′. In an exact electronic structure theory this self-Coulomb energy
should be cancelled by an equal but opposite self-exchange and self-correlation
energy term. However in the LDA approximation, where the exchange-correlation
energy is evaluated using Eq. 2.8, this cancellation is imperfect. For hydrogen,
which has only one electron, all of the Coulomb energy should be cancelled. For this
system this energy ≈ 8.5ev, but within the LDA the magnitude of the exchange-
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correlation energy is only 8.1ev [68], giving an unphysical net electron-electron
interaction energy.
Perdew and Zunger [9] suggested a self-interaction corrected (SIC) version
of the LDA, where the spurious self-interaction energy of each occupied electron
state ϕασ is subtracted explicitly from the LDA energy functional:
ESIC−LDA[n↑, n↓] = E
LDA[n↑, n↓]−
occ∑
ασ
δSICασ , (3.17)
where ELDA[n↑, n↓] is the usual LDA total energy functional, defined in Eq. 2.3,
and the self-interaction correction for the state ασ, δSICασ , is given by:
δSICασ = EH [nασ] + E
LDA
xc [nασ]
=
1
2
∫
dr
∫
dr′
nασ(r)nασ(r
′)
|r− r′| +
∫
dr nασ(r)ǫ
hom
xc (nασ(r), 0),
(3.18)
where nασ is the charge density of the orbital ϕασ. The self-interaction correction
energy δSICασ evidently depends on the choice of orbitals, ϕασ. Therefore to find the
absolute energy minimum of ESIC−LDA it is important to properly define the sets
of orbitals for which to compute the self-interaction correction. In particular when
implementing the SIC for extended systems, the Kohn-Sham orbitals defined by
Eq. 2.2 should not be used to evaluate the self-interaction energy since in periodic
solids these can be taken as Bloch waves, which give a completely delocalised
electron density for which δSIC is identically zero [69]. For spatially localised states
δSIC is finite. Indeed, δSIC is sometimes taken as a quantitative measure of the
degree of localisation of orbitals [70]. An appropriate representation of orbitals in
which to calculate self-interaction energy is offered by Wannier functions. These
are defined in terms of the Fourier transforms of Bloch states and are spatially
localised at lattice sites [71].
Minimising the energy functional, Eq. 3.17, with respect to the orbitals ϕασ
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leads to the following set of self-consistent wave equations:
H totασϕασ(r) =
∑
α′
ǫαα′ϕα′σ(r), (3.19)
where the Lagrange multipliers ǫαα′ ensure the orthogonality of the orbitals ϕασ
and the effective one-body, state-dependent Hamiltonian H totασ is given by
H totασ = H
LSDA − δV SICασ (r), (3.20)
where HLSDA is the usual LDA Hamiltonian, defined in Eq. 2.4, and the SIC
potential, δV SICασ , is given by
δV SICασ (r) = VH [nασ](r)− V LDAxc [nασ, 0](r), (3.21)
where the Hartree potential, VH , and exchange-correlation potential, V
LDA
xc , are
defined in equations 2.6 and 2.7 respectively. The state dependence of δV SIC is
important since it permits broken-symmetry solutions, in particular those where or-
bitals are spatially localised [72]. Equation 3.19 can be converted into a standard
eigenvalue problem using the unified Hamiltonian concept [73]. When applying
the LDA-SIC scheme to a crystal solid the translational symmetry of the sys-
tem can be exploited and the eigenvalue problem can be solved using a k-space
band structure method, the usual one employed being the linear-muffin-tin-orbitals
(LMTO) method in the atomic sphere approximation (ASA) approximation [74].
This SIC-LMTO-ASA implementation involves repeated transformations back and
forth between real-space, in which the Wannier orbitals ϕασ are represented, and k-
space, in which the eigenvalue problem is solved. When performing self-consistent
calculations various atomic configurations can be assumed, corresponding to dif-
ferent numbers of localised states. These localised states have the freedom to
relax during the self-consistency procedure, which ensures that the most optimal
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set of orbitals is used to calculate the SIC potential [75]. The various atomic
configurations constitute local minima of the energy functional ESIC−LDA. If no
localised states are assumed the energy minimum attained coincides with the usual
LDA minimum. The groundstate of a system is found by comparing the local en-
ergy minima of the different configurations and is determined by a competition
between SIC energy, which an electron state needs to spatially localise to benefit
from, and band formation energy, which an electron loses when it localises as it
can no longer hybridise with conduction electron bands [76].
The SIC-LMTO-ASA has proved to be a very successful method, overcom-
ing many of the failures of the conventional LDA. In particular it correctly predicts
many of the transition metal oxides to be wide-gap insulators, due to a split-
ting of the occupied and unoccupied states by the on-site Coulomb interaction,
U . In addition, the SIC has provided a useful scheme for determining valency.
Associating valency with the number of electrons available for band formation it
follows that the number of valence electrons, Nval, associated with a particular
SIC configuration is given by
Nval = Z −Ncore −NSIC , (3.22)
where Z is the atomic number, Ncore is the number of atomic core electrons and
NSIC is the number of self-interaction corrected, i.e. localised, electrons [77]. The
valency of a system can hence be found by minimising Eq. 3.17 with respect to
NSIC . This scheme has been used to has determine the nominal valency of ions
in a wide range of systems, e.g. high Tc superconductors [2], rare earths [78] and
actinides [79].
Despite the aforementioned success of the SIC-LMTO-ASA method there
has been a pressing need to devise an alternative implementation of the SIC. The
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reasons for this are twofold. First, the implementation of the SIC-LMTO-ASA is
quite cumbersome, due to both a real-space representation being used for Wannier
orbitals and a k-space representation being used to solve the eigenvalue problem.
A simpler version of the SIC, which is less computationally demanding, is thus
desirable. Secondly, there is no easy way of generalising the SIC-LMTO-ASA to
deal with disorder, thus limiting the types of systems that can be investigated. In
the next chapter a new, simpler, multiple-scattering theory version of the SIC is
discussed. This is implemented using the KKR method and is easily generalised
to disordered systems using the methods described in section 2.3.
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Chapter 4
The Local Self-Interaction
Correction Method
In this chapter we describe the so-called local self-interaction correction (LSIC),
as devised by Lu¨ders et al [80]. A key difference between this implementation of
the SIC and the LMTO-ASA implementation is the way in which localisation is
characterised. In the LMTO-ASA method the spatial extent of Wannier orbitals
determine the degree of localisation, whereas the LSIC uses the energy dependence
of single-site phase shifts to characterise the localisation of electron states. A
resonant phase shift corresponds to a large Wigner delay time, thus meaning an
electron will spend a long time on each site. Such slow moving electrons are
much more affected by self-interaction than fast-moving, itinerant, electrons and
hence it is for these states that the self-interaction is calculated. This involves
specifying single-site charge densities associated with these states, from which
a SIC potential can be evaluated. The justification for this single-site approach
is that in the LMTO-ASA implementation, where the spatial extent of localised
Wannier orbitals are allowed to relax during the self-consistency procedure, over
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98% of the electron charge is found to remain localised within the central unit
cell. In section 4.1 we describe in detail the multiple-scattering implementation of
the LSIC and then, in section 4.2, we use the famous α→ γ transition in cerium
[10] to demonstrate the method.
4.1 Multiple Scattering Theory Implementation
Within the KKR formalism, described previously in section 2.2, the charge density
at a site i is given by
niσ(r) = −
1
π
∫ EF
EB
dE Im [
∑
LL′
Z iL(ri, E)τ
ii
σLL′(E)Z
i
L′(ri, E)−
∑
L
Z iL(ri, E)J
i
L(ri, E)],
(4.1)
where Eqs. 2.42 and 2.43 have been used. Here, EB is the bottom of the valence
band energy. To define the charge density associated with a particular SIC state
is it necessary to decompose the charge density given by Eq. 4.1 into different
angular momentum channels. This is accomplished using a symmetry-adapted
representation. Here, a unitary transformation, U , is applied to the usual real
(or complex) spherical harmonics, YL(rˆ), such that the on-site scattering path
operator, τ iiσLL′ , becomes diagonal in angular momentum space:∑
L1,L2
U †LL1τ
ii
σL1L2
(E) UL2L′ = δLL′ τ˜
ii
σLL(E). (4.2)
The charge density associated with a particular angular momentum L and spin σ
is then defined as
n˜i,SICLσ (r) = −
1
π
∫ EF
EB
dE Im[Z iL(ri, E)τ˜
ii
σLL(E)Z
j
L(ri, E)− Z iL(ri, E)J iL(ri, E)],
(4.3)
where henceforth all quantities evaluated in the symmetrised representation are
denoted with a tilde. When integrated, this density should capture the charge of
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one electron, i.e.
∫
dr n˜i,SICLσ (r) = 1. Indeed, numerical tests [80] show that this
is satisfied to within an error of a hundredth of an electron.
The effective one-body potential seen by an electron with the charge density
n˜i,SICLσ is given by
V˜ SIC−LDAeff,iLσ (r) = v
LDA
eff,σ[n](r)− VH [n˜SICiLσ ](r)− V LDAxc [n˜SICiLσ , 0](r), (4.4)
where vLDAeff,σ is the usual LDA potential, defined in Eq. 2.5. Note that since the
LDA potential depends only on the total charge density, n, it is independent of
which representation is used. The single-site scattering t-matrix corresponding to
the potential V˜ SIC−LDAeff,iLσ is denoted t˜
i,SIC−LDA
Lσ . The overall t-matrix of a multi
electron state system is determined by evaluating first the t-matrix for the LDA
potential, V LDAeff,σ , and then, for each self-interaction corrected channel L
′ = (l′, m′)
and σ′, replacing the L′th element of the LDA t-matrix by the corresponding
element of t˜i,SIC−LDAL′σ′ :
t˜iLσ = t
i,LDA
Lσ (1− δL,L′δσσ′) + t˜i,SIC−LDAL′σ′ δL,L′δσσ′ . (4.5)
t˜iLσ can be converted to the standard (unsymmetrised) representation by applying
the reverse unitary transformation, U † . This t matrix can then be used in Eq.
2.44 to construct a new on-site scattering path matrix, τ ii−new. From this a new
total charge density, n, can be evaluated and hence a new effective LDA potential,
V LDA−neweff,σ , can be determined. Finally, a new set of SIC charges can be calculated
by transforming τ ii−new to the symmetrised representation and substituting it into
Eq. 4.3. This whole procedure can be repeated ad infinitum until self-consistency
is achieved.
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4.2 The α→ γ Transition in Cerium
One of the early successes of the SIC-LMTO-ASA was to model the isostructural
(fcc → fcc) transition in cerium between the high volume paramagnetic γ phase
and low volume nonmagnetic α phase [81, 82, 83]. This transition has been the
subject of numerous investigations [84, 85, 86, 87, 88, 89] and provides a good test
case for electronic structure theories of strongly correlated systems. The transition
will be used in this section to give a first demonstration of the LSIC method.
Cerium occupies a special place in the periodic table, being the first element
to accommodate an f electron. The energy of this 4f electron is nearly the same
as the valence 6s and 4d electrons, yet the state is spatially localised, giving rise
to strong correlation effects. At low temperatures the α phase of Cerium is stable,
while at room temperature the γ phase is more stable, but transforms back to the
α phase at a pressure of 8kbar. This phase transition is characterised by a volume
collapse of about about 15-17% and a quenching of the magnetic moment. The
phase boundary of this transition terminates at a critical point. Many theoretical
models have been proposed to describe the transition, the 3 most important of
which will be discussed here. The first is the promotional model [90], where the
transition from the γ to the α phase involves a promotion of the 4f electron into
the 5d-6s valence band. Positron annihilation [91] and photoemission [92] data,
however, show no substantial change in the occupation of the 4f orbitals across
the transition. This suggests that the 4f state is occupied in both phases, which
motivates the next two models. The first is the Mott transition model [31], where
the 4f states change from being localised and non-bonding in the γ phase to
itinerant and bonding in the α phase. The transition is hence governed by the
competition between the onsite Coulomb f-f interaction, which favours localisation,
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and the f-(spd) hybridisation energies which favours band formation. In the second
model, the Kondo Volume Collapse (KVC) [93], the 4f state is localised in both
the α and the γ phase, but the conduction electron screening changes during
the transition, with the γ phase consisting of unscreened localised moments and
the α phase consisting of screened moments. In accord with the KVC model,
photoemission data is well described using the Anderson impurity model [94].
The Mott transition model and KVC evidently have a similar underlying
picture, with the f state occupied in both phases and the f electrons playing a
more active role in cohesion in the α phase. This picture can be translated into
a DFT framework by saying that a band-like LDA description is appropriate for
the f electrons in the α phase, whilst a localised SIC description is more suited
for the γ phase. Such rationale was used in the SIC-LMTO-ASA investigations of
Ce, where the itinerant f states of the α phase were described using the LDA and
the more atomic f states of the γ phase were described using the SIC. The same
approach will be taken here, with the γ phase described using the LSIC. Similar
calculations to the ones presented here can be found in the paper by Lu¨ders [80].
Figure 4.1 shows calculated ground state energies for Ce as a function of
volume, using both the standard LDA and the LDA-SIC. The cubic symmetry
of the fcc lattice splits the f states into a singlet (A2u) and two triplets (T1u
and T2u), giving rise to 3 distinct SIC configurations. The global SIC minimum
occurs when the A2u state is localised. The volume at this minimum is given in
table 4.1, where the minimising LDA volume and bulk moduli are also listed. It
is clear that the LDA minimum occurs in the region of the experimental α-phase
volume, whilst the SIC minimum occurs in the region of the γ-phase volume.
The volume underestimation of both phases can be attributed to the well-known
KKR l-convergence problem [95], which arises because during the evaluation of
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the Green’s function, Eq. 2.43, the sum over angular momenta is truncated at
some finite l value. This volume underestimation causes the large error in the bulk
moduli.
Figure 4.1 shows a volume collapse of 24% at the γ → α transition, which
compares well with the experimental value of 15-17% and also that obtained from
LMTO-ASA calculations, 23%. The overestimate of the volume collapse can be
attributed to the large underestimate of the α phase volume, which is significantly
greater than that of the γ phase. Since the l-convergence problem should affect
both phases equally this implies that the LDA gives a poorer description of the α
phase than the LSIC does of the γ phase. This is not surprising, since the LDA
treats the f electron as being totally delocalised, giving α-Ce a valency of 4, whereas
experimental data suggests that it actually has a noninteger valence of 3.67 [96].
Tetravalency is exhibited only at high pressures, when α-Ce transforms to α’-Ce,
a C-centered orthorhombic phase. The LDA thus overestimates the itineracy of
the f electron in the α phase, causing an excessive cohesive contribution from the
f states. The non-integer valency of the α phase could potentially be modelled in
terms of a pseudoalloy alloy, consisting of tetravalent and trivalent cerium atoms.
In terms of the notation of section 2.3, each lattice site would be occupied by either
a potential vA with probability c=0.67 or a potential vB with probability 1-c=0.33,
where vA and vB correspond to a Ce4+ and Ce3+ ion respectively. Computationally,
vA would correspond to a LDA potential and vB to a LSIC potential. The CPA
method could then be used to determine self-consistently the electronic structure
of the disordered AcB1−c ‘alloy’ system. Such calculations were performed in
reference [80].
We examine now the differences between the electronic structure of the
α and γ phases, as described by the LDA and LDA-SIC respectively. Figure 4.2
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Figure 4.1: Calculated total energies of Ce as a function of volume.
Table 4.1: Equilibrium volumes and bulk moduli of the α and γ phases of cerium. The
bulk moduli were evaluated at the theoretical equilibrium volumes.
α-Ce γ-Ce
Method V [a.u.3] B [kbar] V [a.u.3] B [kbar]
LSIC 163 508 215 307
SIC-LMTO-ASAa 175 443 229 340
Experimentb 190 270 232 239
aReference [81].
bTaken from reference [10].
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Figure 4.2: Phase shifts of electron states in Ce, obtained from LDA calculation.
shows phase shifts for all the different l channels of Ce, obtained from the LDA
calculation. The f states are seen to have a sharp resonance above the Fermi
energy, implying that, even in the α phase, these states have a strong degree of
localisation. Figure 4.3 shows the f electron phases obtained from the LDA-SIC
calculation, with the A2u state localised. As in the LDA calculation, the non SIC
corrected f states have a sharp resonance, corresponding to a large Wigner delay
time. The corrected f state is shifted down in energy and becomes a bound state,
with the phase shift jumping abruptly by π.
Figure 4.4 compares the DOS of the LDA and LDA-SIC calculations. In
the LDA-SIC DOS there is a substantial splitting between the occupied f states,
occurring at about -8meV, and the unoccupied states occurring at about 1.5meV.
The presence of a magnetic moment in the γ phase, estimated to be 1.24 µB,
manifests itself through a clear exchange splitting between the minority and ma-
jority spin states above the Fermi energy. The hybridisation of the f band states
45
00.5
1
-10 -8 -6 -4 -2 0 2 4
P
h
as
e
sh
if
t/
π
E-EF [eV]
not corrected
corrected
Figure 4.3: Phase shifts of self-interaction-corrected and non-corrected f states in Ce,
obtained from LDA-SIC calculation.
with other band states is much smaller in the LDA-SIC calculation then it is in the
LDA calculation, as shown by the lower DOS at the Fermi energy.
It should be noted that the calculations presented here assume full lattice
periodicity, which means that γ-Ce is implicitly treated as ferromagnetic. To
investigate other possible arrangements of moments one can consider two different
approaches. The first is to compare the groundstate energies of different magnetic
structures through a super-cell method. Here, a lattice of repeating supercells,
each containing several atomic unit cells, is used to mimic a particular magnetic
structure. For example an antiferromagnetic structure of type 1 (AF1), where
there is a simple parallel/antiparallel alternation of moments, can be represented
by a supercell consisting of two atoms with antiparallel moments. A disadvantage
of this approach is that each of the structures looked at has to be specified a priori.
A second, perhaps more appealing, approach is to investigate the presence of any
underlying ordering tendencies in the high temperature (paramagnetic) phase of a
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Figure 4.4: Density of states of Ce. Minority states are plotted with negative values of
the DOS.
system. This involves examining the response of the paramagnetic state to some
applied magnetic field and has the advantage that the possible magnetic orderings
are not limited to some pre-defined set of structures. This thesis will focus on
the second approach. In order to model the paramagnetic state we will need to
consider the effect of finite temperatures on the electronic structure of the system.
In particular, the influence of thermally activated spin fluctuations will need to be
taken into account. This will be the subject of the next chapter, where a first
principles theory of finite magnetism for strongly-correlated systems is developed.
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Chapter 5
Finite Temperature Magnetism
We begin this chapter by setting down the foundations of finite temperature density
functional theory. A straightforward generalisation of EFT to non-zero tempera-
tures is provided by Merino [97], who, in analogy with the groundstate theories
of Hohenberg and Kohn, proved that in the grand canonical ensemble at a given
temperature T and chemical potential ν there exists a grand potential functional,
Ω[n(r),m(r)], of the charge density n(r) and magnetisation density m(r) which
is minimised at the equilibrium charge and magnetisation densities, n0(r) and
m0(r). Moreover, the minimum, Ω[n0(r),m0(r)], is equal to the thermodynamic
grand potential, Ωˆ[n0(r),m0(r)]. Like the minimisation of the groundstate energy
functional in section 2.1, the procedure to minimise Ω[n(r),m(r)] leads to a set
of one-electron equations, from which the charge and magnetisation densities can
be determined self-consistently. Since m0(r) is an equilibrium average it possesses
full crystalline symmetry, which means that it has to point in the same direction
in each unit cell. A consequence of this is that the bulk magnetisation of a system
can only go to zero if m0(r) is identically zero. The Mermin generalisation can
hence be considered as a DFT version of the Stoner-Wohlfarth model of magneti-
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sation [98], where ferromagnetism vanishes only if the exchange splitting between
spin up and spin down bands is destroyed. This destruction occurs due to Stoner
excitations, where electrons are transferred from filled states in the majority spin
band to empty states in the minority spin band, creating electron-hole pairs.
Within the Stoner model an estimate of the Curie temperature, TC , is given
by kBTC ∼ ∆ex, where ∆ex is the exchange energy splitting between the spin up
and down bands. Early electronic structure calculations for ferromagnetic iron
[99] gave an exchange splitting of ∼2eV between the spin up and down d-electron
bands, to which the magnetism of the system was ascribed. From this exchange
splitting TC is estimated to be ∼ 20000 K, which is an order of magnitude larger
than the observed value of 1040 K. This suggested that there must be some other
thermal excitations capable of reducing the magnetisation and that the energy
associated with these excitations is an order of magnitude smaller than that of the
Stoner excitations. The study of magnetic insulators provides the answer to what
these excitations are. In these systems a well defined spin, Sn, can be assigned
to each atomic site, n, with the interactions between the spins described using
the Heisenberg Hamiltonian, H = −∑n,m Jn,mSn·Sm, where Jn,m is an exchange
integral involving the sites n and m. In this model the magnetisation is reduced
as the temperature is increased by the spins, which are initially aligned, having
their orientations thermally randomised. This means that the bulk magnetism can
vanish without the magnetisation of individual atomic sites going to zero.
In metallic systems, where the electrons are itinerant, it is not possible
to assign a well defined spin to each atomic site and hence a simple Heisenberg
description can’t be used. Nonetheless, Schrieffer et al [100, 101] and Cyrot
[102, 103] devised a theory based on the notion of localised spins, but with an
itinerant description of electrons. In this picture electrons move itinerantly between
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atomic sites, but each site is dominated by electrons with a particular spin direction.
This influences the motion of the electrons, such that the spin orientation of an
electron arriving at a particular site tends to agree with that of the dominant
spin direction at that site. The itinerant electrons hence set up self-maintaining
‘local moments’ at all the lattice site, which are analogous to the localised spins
of the Heisenberg model. Hubbard [7, 104, 105] formulated this physical picture
into what is referred to now as the ‘Disordered Local Moment’ (DLM) model of
magnetism. A key assumption of this model is that there is a time scale separation
between the fast electronic motion associated with itinerant behaviour, i.e. the
electron hopping time scale, and the slow motion associated with orientational
fluctuations. At an intermediate time scale well defined moments exist at all
lattice sites. The statistical mechanics of these local moments are described via
their thermodynamic free energy, F , which takes into account both the entropy
associated with the orientational fluctuations and also the production of electron-
hole pairs associated with Stoner excitations. In the DLM approach F is evaluated
using a mean-field approximation.
In this chapter we describe a first principles implementation of the DLM
model, using the KKR multiple-scattering approach. Section 5.1 outlines how the
electronic structure of the DLM paramagnetic state can be modelled. This uses
techniques developed for the study of substitutionally disordered alloy systems,
specifically the CPA method which was described in section 2.3. The response
of the electronic structure of the paramagnetic state to some applied magnetic
field is examined in section 5.2, with the corresponding magnetic response of
the system considered in section 5.3, where an expression for the paramagnetic
spin susceptibility is derived. We describe how the wavevector dependence of
this susceptibility can be used to gain information about the type of magnetic
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order that may occur in the groundstate. In section 5.4 we extend the DLM
scheme to multi-sublattice systems, enabling cases where there are more than one
atom per unit cell to be studied. We illustrate this multi-sublattice formalism
by investigating the dilute magnetic semiconductor manganese-stabilised zirconia.
Finally, in section 5.5, we open up the way to using the DLM model to study
strongly-correlated systems, by describing how it can be implemented with the
LSIC. This new implementation is demonstrated by performing calculations for
the γ-phase of cerium.
5.1 The Disordered Local Moment State
This section introduces the KKR-CPA implementation of the DLM picture, focus-
ing on the paramagnetic regime where the local moments have the same probability
of being orientated in any direction. The formulation begins by specifying a par-
ticular arrangement of local moments, whose directions are described using a set
of unit vectors, {eˆi}. The local moment phase space specified by {eˆi} is assumed
to be ergodic, hence long time averages can be replaced by ensemble averages.
These averages use the Gibbsian measure
P ({eˆi}) = Z−1 exp[−βΩ({eˆi})], (5.1)
where the partition function, Z, is given by
Z =
∏
j
∫
deˆj exp[−βΩ({eˆi})] (5.2)
and β = (kBT )
−1. Ω({eˆi}) is a ‘generalised’ grand potential, the term ‘gener-
alised’ referring to the fact that Ω({eˆi}) is not associated with a thermal equi-
librium state. In the DLM approach a mean-field approximation for Ω({eˆi})
is constructed by expanding it about a single-site reference spin Hamiltonian,
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Ω0({eˆi}) = −
∑
i hi·eˆi. The parameters hi evidently play the role of a Weiss
field and are determined using a variational approach, whereby the free energy of
the system, F = β−1logZ, is minimised. The details of this procedure will be
given in section 5.3.
The probability function, P0, associated with Ω0 can be written as a product
of single-site measures:
P0({eˆi}) =
∏
i
Pi(eˆi), (5.3)
where
Pi(eˆi) = Z
−1
i exp[βhi·eˆi] (5.4)
and
Zi =
∫
deˆi exp[βhi·eˆi]. (5.5)
Specifying these single-site probabilities, Pi, opens up the possibility of using a
CPA type scheme to deal with the disorder arising from the randomly orientated
local moments. Here, the CPA effective medium would be such that the motion
of an electron in it approximates the ensemble averaged motion of an electron
travelling through a lattice of randomly orientated moments. Such a scheme can
be formulated mathematically using the so-called cpa-projectors:
Di(eˆi) = [1 + [(t(eˆi))
−1 − (tci)−1]τ c,00]−1, (5.6)
where the matrix t(eˆi) describes scattering from a site with a local moment ori-
entated in the direction eˆi and t
c
i specifies the CPA effective medium. For a site
in the CPA effective medium these two scattering matrices are formally the same
and hence Di = 1. By the CPA self-consistency condition the single-site average
of Di(eˆi) must also take this value, i.e.∫
deˆiPi(eˆi)Di(eˆi) = 1. (5.7)
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In the paramagnetic regime, where the moments have no preferred orientation,
Pi and Di become site independent. Moreover P (eˆi) = P
0 = 1
4π
and Eq. 5.7
simplifies to
1
4π
∫
deˆiD
0(eˆi) = 1, (5.8)
where the superscript 0 signifies that the CPA projector is evaluated in the para-
magnetic state.
To solve Eq. 5.8 we consider a change of coordinates. For each site i there
is a local frame of reference in which the matrix D0 is diagonal in spin space. This
spin frame of reference is specified by the z-axis being parallel to eˆi and within it
D0 has the form 
 D0+ 0
0 D0−

 ,
where
D0+(−) = [1 + [(t
−1
+(−) − (tci)−1]τ c,00]−1 (5.9)
and t+(−) represents the scattering of an electron with spin parallel (antiparallel)
to eˆi . In the common (global) frame of reference D
0 is given by
D0 =
1
2
(D0+ +D
0
−)1+
1
2
(D0+ −D0−)σ·eˆi, (5.10)
where σx, σy and σz are the three Pauli spin matrices defined according to the
global z-axis. With D0 written in this form it can be shown that Eq. 5.8 reduces
to [106]
1
2
D0+ +
1
2
D0− = 1. (5.11)
Equation 5.11 is evidently just the CPA equation for a system with 50% of mo-
ments pointing ‘up’ and 50% pointing ‘down’ (an Ising system). It can thus be
treated using the techniques described in section 2.3 for the binary alloy problem,
AcB1−c, with the ‘real’ alloy components A and B replaced by two ‘pseudo’ alloy
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components that have anti-parallel local moments. A self-consistent electronic
structure scheme, of the type discussed at the end of section 2.3, can hence be
used to describe the paramagnetic DLM state, with 50% of sites occupied by ‘up’
moments and the other 50% occupied by ‘down’ moments.
The results of early calculations for bcc Iron [107] showed that such a self-
consistent scheme is capable of yielding the ”local exchange splitting” required
for local moment formation. In particular the finite temperature band structure,
evaluated at selected points in the Brillouin zone, showed that electrons with spin
+1
2
had a large spectral weight at ‘up’ sites at energies below the Fermi energy and
a large weight at ‘down’ sites at energies above the Fermi energy. For an electron
with spin - 1
2
the opposite was found, i.e. a large amplitude at ‘down’ sites below
the Fermi energy and a large amplitude at ‘up’ sites above the Fermi energy. Con-
sequently electrons with spin +1
2
and -1
2
were predicted to be spatially separated,
with the former residing mainly on ‘up’ sites and the latter mainly on ‘down’ sites.
Of course, this prediction relies on the band splitting being present throughout a
substantial portion of the Brillouin zone and not just at a few selected k points.
Indeed, the local exchange splitting was actually found to be strongly k-dependent
and to vanish altogether at some points. Such wavevector dependent splitting was
also observed in photoemission [108] and inverse photoemission [109] experiments.
Nevertheless, after integrating the relevant quantities over the Brillouin zone a lo-
cal moment of ≈ 1.85µB was found, indicating a prevalence of ‘local exchange
splitting’ in the band structure.
The discussion of bcc iron in the preceding paragraph demonstrates how
the DLM approach is capable of yielding local moments in the paramagnetic state,
even though there is no overall spin polarisation. Of course, in order to be a
complete theory of magnetisation the DLM scheme must also be able to describe
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the ordered phase of a system that occurs when it is cooled below some transition
temperature. The approach which will be taken here for investigating the onset of
magnetic order will be to consider the response of the DLM paramagnetic state
to the application of some external, site-dependent magnetic field. This will cause
the single-site probabilities to become site dependent and hence the CPA medium
will no longer be homogeneous. The next section considers the formulation of such
an inhomogeneous CPA scheme, within which the electronic structure response of
a system to an applied magnetic field is described. The corresponding magnetic
response of the system is considered in Section 5.3, where an expression for the
paramagnetic susceptibility is derived.
5.2 Linear Response of the Paramagnetic State
The application of a site-dependent magnetic field will mean that the probabilities
Pi will no longer be site independent, i.e.
Pi(eˆi) = P0({eˆi}) + δPi(eˆi). (5.12)
Consequently, the CPA effective medium will also no longer be site independent.
Such an inhomogeneous CPA medium can be specified formally by adding a site-
dependent perturbation to the effective scattering t-matrices:
tc,−1i = t
c,−1
0 + δt
c,−1
i . (5.13)
Since the scattering path operator τ c,ij and CPA projector D(eˆi) are defined in
terms of t, these quantities will also alter in the inhomogeneous medium. In
particular the latter quantity can be written as
D(eˆi) = D
0(eˆi) + δDi(eˆi), (5.14)
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Substituting Eqs. 5.12 and 5.14 into the CPA equation, Eq. 5.7, and
requiring that is satisfied to each order separately gives
∫
deˆi P
0(eˆi)D
0(eˆi) = 1 zeroth order∫
deˆi [δPi(eˆi)D
0
i (eˆi)] + P
0(eˆi)δDi(eˆi)] = 0 first order.
(5.15)
The zeroth order equation is evidently just the CPA condition for the paramagnetic
state, which we have already seen how to solve. To solve the first order equation
we first need to evaluate δPi(eˆi) and δDi(eˆi). Since we are interested in the
onset of magnetic order, where the average magnetisation mi ≡< eˆi > is small,
it makes sense to expand Pi(eˆi) and D(eˆi) in terms of powers of mi. Using this
approach and retaining only first order terms in mi, it can be shown [33] that the
first order equation of Eq. 5.15 reduces to an equation for the response function
ΛijLL′(ǫ) ≡ 12 ∂∂mj (t
c,−1
+ − tc,−1− ):
ΛijLL′(ǫ) = Λ
0,i,j
LL′ (ǫ) +
∑
q,rL′′L′′′
Λ0,i,qLL′ X
qr
L′′L′′′Λ
rj
L′′′L′, (5.16)
where
Λ0,i,jLL′ (ǫ) = (D
0
+L −D0−L)δijδLL′ (5.17)
and
X ijLL′ = τ
c,ij
LL′(ǫ)τ
c,ji
LL′(ǫ)− δLL′δij [τ c,iiLL (ǫ)]2 (5.18)
Equations 5.16, 5.17, 5.18 constitute the fundamental equations of the inhomoge-
neous CPA. All the quantities entering Eqs. 5.17 and 5.18, i.e. D0+, D
0
− and τ
c,ji,
are obtained from the solution of the homogeneous CPA problem.
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5.3 Paramagnetic Spin Susceptibility
In the previous section we introduced the quantity mi, the average moment ori-
entation at a site i. This quantity can be evaluated formally using the probability
function Pi of Eq. 5.4, from which we obtain
mi =
∫
deˆi Pi(eˆi)eˆi = mihˆi, (5.19)
where the unit vector hˆi denotes the direction of hi and
mi = L(βhi), (5.20)
where L(x) is the Langevin function, defined by L(x) = coth(x) − 1/x. As
mentioned at the beginning of section 5.1, we employ a variational approach to
evaluate the parameters hi. In particular, we use the Feynman-Peierls inequality
[110] to give a variational upper bound for F :
F ≤ F0+ < Ω− Ω0 >0, (5.21)
where the average <>0 is with respect to the probability distribution P0 defined
in Eq. 5.3 and
F0 = β
−1 logZ0 = β
−1
∑
i
logZi, (5.22)
where Zi is defined in Eq. 5.5.
Substituting Eq. 5.22 into Eq. 5.21 and using Ω0({eˆi}) = −
∑
i hi·eˆi we
obtain
F ≤ β−1 logZ0 +
∑
i
mi·(hi − hexti )+ < Ω >, (5.23)
where an external field hexti has been added, which we eventually set to zero.
Minimising the right hand site of Eq. 5.23 we obtain
0 =
∑
γ
∂miγ
∂hiα
(hiγ − hextiγ ) +
∂ < Ω >
∂hiα
. (5.24)
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Multiplying this by ∂hiα/∂miγ and summing over α leads to
hiλ = −∂ < Ω >
∂miλ
+ hextiλ , (5.25)
hence
hi = −∇mi < Ω > +hexti (5.26)
Substituting this into Eq. 5.20 gives
mi = L(β| − ∇mi < Ω > +hexti |)
−∇mi < Ω > +hexti
| − ∇mi < Ω > +hexti |
. (5.27)
In the paramagnetic state mi = 0 for all i. However, at the onset of magnetic
order mi will become finite. For small x, L(x) = x/3 + O(x
3), and hence near
the ordering phase transition
mi =
1
3
β(−∇mi < Ω > +hexti ). (5.28)
Having formally evaluated mi, we can write down an expression for the
dimensionless spin susceptibility, χ:
χiα,jγ ≡
∂mi,α
∂hextj,γ
|hextj,γ=0 =
1
3
β
∂(−∂ < Ω > /∂miα)
∂hextj,γ
+
1
3
βδijδαγ . (5.29)
Since ∂ < Ω > /∂miα depends on h
ext
j,γ only through the variables {mi}
∂(−∂ < Ω > /∂miα)
∂hextj,γ
=
∑
kη
(
∂(−∂ < Ω > /∂miα)
∂mk,η
)(
∂mk,η
∂hextj,γ
) (5.30)
and hence we can rewrite Eq. 5.29 as
χiα,jγ =
1
3
β
∑
kη
S
(2)
iα,kηχkη,jγ +
1
3
βδijδαγ , (5.31)
where we have defined the so-called direct correlation function S(2) according to
S
(2)
iα,kη ≡ −
∂2 < Ω >
∂mi,α∂mk,η
(5.32)
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In the paramagnetic state S
(2)
iα,jη = δαηS
(2)
ij and depends only on the vector
difference Ri − Rj between sites i and j. This enables us to take the lattice
Fourier transform of Eq. 5.31, from which we obtain
χ (q, T ) =
1
3
β/
(
1− 1
3
βS(2) (q, T )
)
(5.33)
The evaluation of the response function S(2) involves formally taking derivatives
of < Ω > with respect to mi, for which the inhomogeneous CPA formalism can
be employed. It can be shown that [33]:
S(2)(q) =
1
π
Im
∫
dǫf(ǫ− ν)
∑
LL′
D0L+(t
−1
L+ − t−1L−)DL−
∑
L′L′′
XLL′(q)ΛLL′(q),
(5.34)
where XLL′(q) and ΛLL′(q) are obtained from the lattice Fourier transforms of
Eqs. 5.16 and 5.18 respectively.
In order to construct the full paramagnetic spin susceptibility, χ, we need
to consider the addition of a Zeeman interaction potential,
Vext = −
∑
i
∫
Vi
d3rµi(r; {eˆi})eˆi·H(r), (5.35)
to the grand potential functional Ω, where H(r) is a static external field and µi is
the magnitude of the local moment at the ith site. A priori, µi depends on the local
moment distribution {eˆi} and will respond to the external field both directly and
also because of the change in mi. However, we will use a rigid moment approach,
where we assume that µ does not depend on the local moment orientations or
the external magnetic field. This means that the applied field affects only the
orientations of the moments. The change in magnetisation in the ith unit cell,
δMi, can thus be written as
δMi = µimi, (5.36)
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If H(r) is constant within each unit cell we can write
Vext = −
∑
i
µieˆi·Hi(r), (5.37)
where Hi is the value of H(r) in the ith unit cell. Clearly, µiHi will play the role
of an external magnetic field in Eq. 5.23, i.e.
hexti = µiHi. (5.38)
For systems where the size of the moments are site independent, i.e. µi = µ, we
can use equations 5.36 and 5.38 to write
χij ≡ ∂Mi
∂Hj
= µ2
∂mi
∂hextj
= µ2χij. (5.39)
Hence, the full wavevector dependent paramagnetic susceptibility differs from that
in Eq. 5.33 by a factor of µ2, i.e.
χ (q, T ) =
1
3
βµ2/
(
1− 1
3
βS(2) (q, T )
)
. (5.40)
This expression can be used to gain information about the type of magnetic order
that might occur in a system as the temperature is lowered through a phase tran-
sition. In particular the expression yields information about the spin fluctuations
that characterise the paramagnetic state. For example in ferromagnetic materials
the paramagnetic state is characterised by ferromagnetic spin fluctuations, which
have long wavelengths with wave vectors q ≈ 0, and becomes unstable to them
at the Curie temperature, TC . For systems that order with an anti-ferromagnetic
structure the paramagnetic state is dominated by ‘anti-ferromagnetic’ spin fluctu-
ations, with a finite, wave vector q = Q. Below the Ne´el temperature, TN , these
antiferromagnetic spin fluctuations become a spin density wave (SDW), which is
a static magnetisation wave characterised by the wave vector Q. The transition
temperature can be found by setting the determinant 1− 1
3
βS(2)(q, T ) to zero.
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The DLM scheme, implemented using the LDA, has proved to be extremely
successful at describing the magnetic properties of transition metals [33]. Systems
that have been studied have simple lattice structures, with 1 atom per unit cell,
and electrons that behave in a predominantly band like fashion. In the next two
sections we describe how the DLM approach can be generalised to more compli-
cated systems, where the type of crystal structure or the effects of strong electron
correlations means that they cannot be treated using the conventional DLM im-
plementation. In particular, section 5.4 considers structures where there is more
than one atom per unit cell and section 5.5 considers systems containing states
for which an atomic-like, rather than a band-like, description is more-appropriate,
for which we employ the LSIC.
5.4 Multi-Sublattice Formalism
So far in this thesis we have assumed that each lattice unit cell contains only one
scattering centre. Whilst this is true for the α and γ phases of cerium, there
are many important systems for which the unit lattice cell contains more than
one atom. One such example is the heavy rare earth metals, where the elements
crystallise into hexagonally closed packed (hcp) structures that contain two atoms
per unit cell. Metal compounds, i.e. systems containing more than one type of
element, necessarily contain more than atom per unit cell. One such example is
the transition metal monoxides, which will be discussed in chapter 7. These all
crystallise into the rock salt (NaCl) structure. In this section we describe how the
DLM formalism can be generalised to deal with such systems. In particular, an
expression is derived for the paramagnetic spin susceptibility for the case of an
arbitrary number, n, of atoms per unit cell.
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Segall [111] provided a generalisation of the electronic structure methods of
Korringa, Kohn and Rostoker, for the case of n nonoverlapping muffin tin spheres
per unit cell. This formalism was later extended to disordered systems by Pindor
et al [112], who devised a CPA scheme for the case of multiple atoms per unit cell.
The approach taken there was to consider a system with n atoms per unit cell as
being built up from n interpenetrating sublattices. The CPA medium then consists
of n different lattices of effective scattering centres, each lattice being described
by a scattering matrix tc,j, where j = {1, 2, ..., n}. These scattering matrices are
determined by setting up separately an impurity problem for each of the sublattices,
of the sort described by equation 2.46. During the CPA self-consistency procedure
the equations for each of these n impurity problems become coupled through the
calculation of the effective site-diagonal scattering path operator, τ c,00. This CPA
scheme can be used to model the paramagnetic DLM state of a multi sublattice
system via the techniques described in section 5.1. In particular, 50% of sites on
each sublattice will be occupied by ‘up’ moments and 50% by ‘down’ moments.
In order to proceed formally with an expression for the paramagnetic spin
susceptibility a 3n component vector, ei, will be assigned to each unit cell. This
vector is specified by ei = (eˆ
1
i , eˆ
2
i , ..., eˆ
n
i ), where eˆ
λ
i is a unit vector specifying
the local moment orientation at the λth atomic position in the ith unit cell. A
corresponding ”local magnetic field” hi = (h
1
i ,h
2
i , ...,h
n
i ), can then be assigned to
each unit cell and the grand potential of the system approximated by a reference
spin hamiltonian Ω0 = −
∑
i(hi·eˆi). The probability distribution associated with
Ω0 is given by
P0({ei}) =
∏
i
n∏
λ=1
P λi (eˆ
λ
i ), (5.41)
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where
P λi (eˆ
λ
i ) = Z
λ,−1
i exp[βh
λ
i ·eˆλi ] (5.42)
and
Zλi =
∫
deˆλi exp[βh
λ
i ·eˆλi ]. (5.43)
Using the Feynman variational approach to determine the parameters hi,
we arrive at the following expression for the quantity mλi , the average moment
orientation at the λth site of the ith unit cell:
mλi =
∫
deˆλi P
λ
i (eˆ
λ
i )eˆ
λ
i =
1
3
β(−∇mλi < Ω > +h
λ,ext
i ), (5.44)
where hexti is a 3n component external magnetic field which will be set to zero.
The dimensionless susceptibility χ is hence given by
χλ,ξiα,jγ ≡
∂mλiα
∂hξ,extjγ,
|
h
ξ,ext
jγ =0
=
1
3
β
∂(−∂ < Ω > /∂mλiα)
∂hξ,extj,γ
+
1
3
βδijδαγδλξ, (5.45)
where the superscripts λ and ξ refer to sublattices and the subscripts α and γ,
and i and j, respectively refer to spatial components and unit cells.
Using the same arguments as those leading to Eq. 5.31, we can rewrite
Eq. 5.45 as
χλ,ξiα,jγ =
1
3
β
n∑
κ=1
∑
k,η
S
(2),λ,κ
iα,kη χ
κ,ξ
kη,jγ +
1
3
βδijδαγδλξ, (5.46)
where
S
(2),λ,κ
iα,kη ≡ −
∂2 < Ω >
∂mλiα∂m
κ
kη
. (5.47)
In the paramagnetic state S
(2),λ,κ
iα,kη = δα,ηS
(2),λ,κ
i,k and we can take a lattice
Fourier transform of Eq. 5.46 to obtain
χλξ(q) =
1
3
n∑
κ=1
βS(2),λ,κ(q)χκξ(q) +
1
3
βδλξ. (5.48)
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Equation 5.48 can be written in matrix form:
χ(q) = 1/3βS(2)(q)χ(q) + 1/3βIn, (5.49)
where the λξth entry of χ(q) (S(2)(q)), is χ(q)λ,ξ (S(2),λ,ξ(q)). Solving for χ(q)
we obtain
χ(q) =
1
3
β[In − 1/3βS(2)(q)]−1 (5.50)
The magnetic ordering temperature Tc, i.e. the temperature at which the suscep-
tibility diverges, is thus given by the solution of
det[In − 1/3βS(2)(q)] = 0. (5.51)
5.4.1 Results for Manganese Stabilised Cubic Zirconia
In order to demonstrate the multi-sublattice formulation of the DLM method,
we consider now the dilute magnetic semiconductor manganese-stabilised zirco-
nia. Zirconia (zirconium dioxide) exists in a cubic phase between 2663K and its
melting point, crystallising into a fluorite structure. Here, zirconium atoms form
a face-centered cubic array, with oxygen atoms residing in the tetrahedral holes.
The corresponding primitive unit cell has a zirconium atom at the origin and oxy-
gen atoms located at (0.25,0.25,0.25) and (0.75,0.75,0.75). When doped with
MnO the cubic phase of ZrO2 can be stabilised at room temperature. In such a
manganese-stabilised cubic zirconia (Mn-SZ), zirconium atoms are randomly sub-
stituted with manganese atoms to give Zr1−xMnxO2. The partially filled 3d shell
of the manganese ions leads to the formation of local magnetic moments and we
investigate here whether Mn-SZ has an ordered magnetic phase. This entails using
the CPA to deal both with local moment disorder as well as compositional disorder
arising from the random substitution of Zr with Mn.
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As for all the systems studied in this thesis, the self-consistent potentials
that we generate for Mn-SZ are restricted to a muffin-tin form. However, the
fluorite structure has an unoccupied octahedral site, the potential around which
will vary considerably due to the surrounding ions. This means that the assumption
that the potential between spheres is constant can no longer be considered a good
approximation. This situation can be rectified using the empty spheres technique
[113]. Here, ‘hollow’ spheres, containing no nuclei charge, are introduced and the
potential within them determined self-consistently. For Mn-SZ we introduce an
empty sphere at the octahedral position, (0.5,0.5,0.5). We thus consider Mn-SZ
as being composed of four interpenetrating sublattices, one of which is randomly
occupied by zirconium and manganese atoms, two of which are occupied by oxygen
atoms and the final one occupied by empty spheres.
We consider Mn-SZ for concentrations of manganese ranging from 5% to
40%, with experimental lattice parameters used. Our self-consistent calculations
for the DLM state yield a magnetic moment of ≈ 3.23µB on the Mn sites, for all
concentrations. We calculate the paramagnetic spin susceptibility using Eq. 5.50.
Since the Mn sites are the only ones to possess a non-negligible magnetic moment,
the only component of the susceptibility of importance is that corresponding to Mn.
This is plotted in Fig. 5.1, for a Mn-SZ system with 25% manganese concentration.
The susceptibility is seen to peak strongly at q = 0, implying that the system has a
tendency to order ferromagnetically. Such behaviour was also observed for all the
other concentrations investigated here. The temperature at which the ordering
is expected to occur, TC, can be evaluated using Eq. 5.51 and was found to
be 585K for 25% manganese. Since the average magnetic moment per unit cell
will increase with Mn concentration, the magnetic ordering temperature might
be expected to increase as the Mn concentration increases. Indeed, this is what
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Figure 5.1: Paramagnetic spin susceptibilities for Zr0.75Mn0.25O2 for wavevectors along
the [1,0,0] direction.
is observed, as shown in Fig. 5.2 where the ordering temperature is plotted as
a function of manganese concentration. Further details of this investigation of
Mn-SZ, as well as much more analysis, can be found in reference [11].
5.5 LSIC Implementation
The DLM approach, outlined in the introduction of this chapter, was based on an
amalgam of the localised and itinerant pictures of magnetism. In some respects
the SIC electronic structure scheme provides a natural framework in which to study
this approach. In particular it is clear how, within the SIC method, a local moment
type picture can emerge; SIC corrected, i.e. localised, states will establish atomic-
like moments, which will influence the motion of itinerant electrons, described by
a non-corrected potential, such that the spin of electrons arriving at a site tend to
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Figure 5.2: Magnetic ordering temperature, TC, of Mn-SZ as a function of manganese
concentration, x.
reinforce the moment at that site.
The DLM formalism given in this chapter can easily be incorporated with
the multiple-scattering version of the SIC electronic scheme, i.e. the LSIC. In
particular, the KKR-CPA procedure can be used to treat local moment disorder.
Working in a reference frame local to some site i, we compute the matrices t+/t−,
representing the scattering of an electron with spin parallel/antiparallel to the local
moment direction eˆi. The SIC corrected channels of these two matrices will differ.
Indeed, according to the picture outlined in the previous paragraph, states with
spin parallel to eˆi are expected to be, on the average, more localised than those
with spin antiparallel to eˆi. Thus the states described by t+ will be more likely
to have a resonance, for which self-interaction should be calculated, than those
described by t−. Once t+ and t− have been computed, we can write down the
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scattering matrix for the site i in the common (global) frame of reference:
ti =
1
2
(t+ + t−)1+
1
2
(t+ − t−)σ·eˆi, (5.52)
where σx, σy and σz are the three Pauli spin matrices defined according to the
global z-axis. Using the same arguments as those given in section 5.1, the elec-
tronic structure problem presented by the random orientatational configurations
{eˆi} reduces to that of a binary pseudo alloy, with 50% of sites occupied by ‘up’
moments and 50% by ‘down’ moments, which we describe using the CPA. When
used in conjunction with the charge self-consistency procedure outlined in section
4.1, this constitutes a fully self-consistent LSIC-KKR-CPA electronic structure
scheme.
Once the LSIC-KKR-CPA electronic structure problem has been solved,
the linear response approach of section 5.2 can be used to determine the effect
of applying a magnetic field to the paramagnetic state. From this, the magnetic
response of the system, and consequently the paramagnetic spin susceptibility, can
be evaluated. The form of the susceptibility expression derived in section 5.3,
Eq. 5.40, does not change in the LSIC case. Indeed, all details of the electronic
structure are contained within the direct correlation function S(2). This function
can be evaluated using Eq. 5.34, where the quantities entering this expression are
obtained now from the LSIC-KKR-CPA.
The DLM-SIC scheme outlined here constitutes a fully ab initio theory of
finite temperature magnetism in strongly-correlated systems. As a first demonstra-
tion of the method we investigate in the following section the onset of magnetic
order in γ-Ce, the electronic structure of which we have already discussed in chap-
ter 4.
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5.5.1 Results for Cerium
Before proceeding with a DLM-SIC calculation for γ-Ce, we begin by reviewing
what is known experimentally about the magnetic properties of cerium. During
the 1950s and 1960s many experiments were undertaken to measure the magnetic
susceptibility of cerium [114, 115, 116, 117], prompted by advances in the previous
decades that had enabled the isolation of pure rare earth metals [118]. Unfortu-
nately, whilst the samples used in the susceptibility measurements were of a high
chemical purity, they invariably contained mixtures of different allotropic phases
of cerium. At room temperature and pressure the γ phase of cerium is stable,
however when cooled to a temperature of ≈ 263K it starts to partially transform
to β-Ce, a dhcp structured phase. Continued cooling to ≈ 100K causes any un-
transformed γ-Ce to transform to α-Ce and, with further cooling, β-Ce starts to
partially transform to α-Ce [96].
Since the original susceptibility measurements on cerium, experimental ad-
vances have enabled allotropically pure samples of β-Ce and α-Ce to be studied
down to low temperatures. These studies showed β-Ce to be antiferromagnetic,
with a Ne´el temperature of 12.5K [119], and α-Ce to be essentially a Pauli para-
magnet [120]. There has not yet, however, been any such success in stabilising
γ-Ce at low temperatures, with only high temperature susceptibility data available
for this system. Nevertheless, these high temperature data can potentially imply
information about the low temperature behaviour of the system. The results of
early studies of γ-Ce by Colvin [116] and Burr [117], showed that at high tem-
peratures the magnetic susceptibility obeys the Curie-Weiss law. Extrapolating
this data gave a negative Weiss temperature θ, one interpretation of which is that
the system is antiferromagnetic, with the corresponding Ne´el temperature given
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by TN ≈ −θ. The values for the Weiss temperature in the two studies were,
however, quite different, with Colvin giving θ = −50K and Burr θ = −9K. Much
uncertainty hence remains about the low temperature magnetic behaviour of γ-Ce,
providing motivation for the present theoretical investigation of this system.
Figure 5.3 shows paramagnetic spin susceptibilities for γ-Ce, obtained using
the formalism described in section 5.5. Following the analysis given in section 4.2,
we SIC correct the f state of A2u symmetry. The susceptibility is seen to attain its
maximum value at q = 0, indicating a ferromagnetic, rather than antiferromag-
netic, ordering tendency. Solving the equation 1 − 1
3
βS(2) (q = 0) = 0, gives a
Curie temperature TC = 42K.
Figure 5.4 shows the temperature dependence of the susceptibility, where
a Curie-Weiss type behaviour is observed. Upon examining the formula for χ,
Eq. 5.40, it is clear that such behaviour corresponds to when the ‘exchange-
integral’ S(2) (q, T ) depends only weakly on temperature. Near the temperature
axis the inverse susceptibility data deviates slightly from the linear trend, which
explains why the intercept temperature, 46K, is slightly higher than the critical
temperature TC = 42K obtained by solving the equation 1− 13βS(2) (q = 0) = 0,
where high temperature S(2) data was used. This temperature dependence of
S(2) (q, T ) is a manifestation of the Fermi factor in Eq. 5.34.
In summary, we have presented here a first demonstration of our new LSIC
implementation of the DLM method. Our calculations for γ-Ce, a system whose
magnetic groundstate has not been determined experimentally, indicate a ferro-
magnetic ordering tendency. In the next chapter we use our DLM-SIC scheme
to investigate magnetic ordering in some other 4f systems, namely the heavy rare
earth metals. Unlike γ-Ce, a wealth of experimental data exists for these systems,
which show a complex array of different magnetic ordering types.
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Figure 5.3: Paramagnetic spin susceptibilities for γ-Ce, calculated at a temperature of
60K.
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Figure 5.4: Inverse spin susceptibilities for γ-Ce as a function of temperature. The inset
shows an enlargement of the critical temperature region.
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Chapter 6
Results for Heavy Rare Earth
Metals
The heavy rare earth (RE) elements, gadolinium (Gd) to thulium (Tm), exhibit
a rich variety of magnetic structures. Gadolinium exhibits a paramagnetic to
ferromagnetic transition, while the high temperature ordered phases of the later
elements (terbium → thulium) are all antiferromagnetically modulated along the
c axis, where layers of atoms normal to the c axis are uniformly magnetised in a
direction which changes from layer to layer. In terbium, dysprosium and holmium
the direction in which the layers are magnetised is perpendicular to the c axis,
resulting in a helix structure, whereas in Er and Tm the direction of magnetisation
is parallel to the c-axis, resulting in a longitudinally polarised structure [96]. This
array of magnetic structures will be the subject of this chapter, where we use the
DLM approach to analyse the ordering mechanisms at work in the heavy REs.
Being members of the lanthanide series the heavy RE elements are, like
cerium, characterised by an incompletely filled 4f shell. The 4f states are highly
localised and establish substantial local spin moments. Since the direct overlap
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between 4f orbitals on neighbouring atoms is negligible the 4f electrons contribute
little to chemical bonding and are usually considered chemically inert. Conse-
quently the heavy REs, which differ only in the number of these 4f electrons and
have a common outer (5d)1(6s)2 electronic configuration, are chemically very sim-
ilar.
As well as being chemically similar the heavy REs are also structurally sim-
ilar, with hcp structures being adopted by all members of the series. The crystal
field associated with the hcp lattice acts on the 4f electron clouds, giving rise to
magnetocrystalline anisotropies. Consequently there are certain directions, rela-
tive to the crystal structure, in which magnetic moments prefer to align themselves
along. It is these magnetic easy axes that determine whether a helix or longitudi-
nally polarised structure is adopted in the late heavy rare earth elements [121]. To
be able to describe this anisotropy in the DLM theory the effects of spin-orbit cou-
pling need to be incorporated. Such a relativistic DLM implementation is described
in reference [122]. This implementation is founded around relativistic density func-
tional theory [123], where, in analogy with the Kohn-Sham approach of standard
density functional theory, self-consistent solutions are sought of a single-particle
Dirac equation. In order to avoid the complications of this relativistic formalism,
this chapter will focus mainly on the first member of the heavy REs, gadolinium,
for which, on account of its zero orbital moment in the ground state, the effects
of spin orbit coupling can be neglected. However, as will be argued in section 6.2,
the results obtained from the study of gadolinium can be used to explain trends
in magnetism across the whole heavy RE series. Moreover, it will be shown how
simple scaling relations can be used to take into account the different orbital an-
gular momentum values of the heavy REs, such that estimates of their ordering
temperatures can be given.
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The crystal field effect outlined in the previous paragraph is an example
of a single-ion interaction. Such interactions act independently at each lattice
site and do not depend on the orientations of magnetic moments at other sites.
Magnetic correlations, on the other hand, depend on cooperative effects between
moments on different sites. In the rare earths such cooperative effects are due
mainly to two-ion interactions between pairs of 4f moments. Of these the most
important is an indirect exchange interaction by which pairs of 4f moments are
coupled through the polarisation of the conduction electrons. This is termed the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [13], the theory of which will
be outlined now.
The starting point for discussing RKKY coupling is the so-called s-f inter-
action between a 4f ionic spin Si and some conduction-electron charge density
s(r):
Hsf(i) = −
∫
dr A(r−Ri)Si · s(r), (6.1)
where Ri is the position of the ionic spin and the exchange integral , A(r−Ri),
is determined by the overlap of the 4f and conduction electron clouds. Equation
6.1 can be rewritten as
Hsf(i) = −
∫
dr Hi(r) · µ(r), (6.2)
where µ(r) = µBs(r) is the conduction-electron moment density and Hi(r) is an
effective magnetic field, given by
Hi(r) =
1
µB
A(r−Ri)Si. (6.3)
The magnetic field Hi(r), generated by the ionic spin at Ri, will act on the
conduction electron cloud and induce a moment at r, given by
µ(r) =
∫
dr′ χconduction(r− r′)Hi(r′), (6.4)
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where χconduction is the susceptibility of the conduction electrons. This moment
will interact with the effective magnetic field Hj(r), generated by an ionic spin at
Rj, to give the following coupling between sites i and j:
H(ij) = −
∫ ∫
drdr′ Hj(r)χ
conduction(r− r′)Hi(r′). (6.5)
Summing Eq. 6.5 over all sites, substituting in Hi from Eq. 6.3 and taking
the lattice Fourier transforms of A and χconduction leads to the following Heisenberg
like Hamiltonian for the ff interaction:
Hff = −
∑
ij
JijSi · Sj, (6.6)
where the exchange integral Jij is given by
Jij = 1
µ2B
∑
q
A2(q)χconduction(q)eiq·(Ri−Rj). (6.7)
In the RKKY approach A2(q) is taken to be a constant, A0, with the real space
s-f exchange integral thus given by A(r − Ri) = A0δ(r − Ri). Substituting
A2(q) = A0 into Eq. 6.7 gives
Jij = A
2
0
µ2B
∑
q
χconduction(q)eiq·(Ri−Rj). (6.8)
If the conduction electrons are treated as free then χconduction corresponds
to the non-interacting susceptibility of an electron gas, given by
χconduction0 (q) = 2µ
2
B
∑
nn′k
fn(k)− fn′(k+ q)
En′(k)− En(k+ q) , (6.9)
where f is the Fermi-Dirac function and En(k) is the energy of an electron in
the nth band with wavevector k. For pairs of electronic states that are separated
by q and which have similar energies, En and En′, the denominator of Eq. 6.9
≈ 0. If, furthermore, one of the states is occupied and the other unoccupied,
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the numerator of Eq. 6.9 is non-negligible and so the pair will provide a large
contribution to the sum. Parallel regions of Fermi surface, separated by a nesting
vector Q0, can provide large numbers of such pairs. This can produce a peak
in the susceptibility, known as a Kohn anomaly, at the nesting vector Q0. Such
Fermi surface effects will be important when analysing the results of susceptibility
calculations later on in this chapter.
If the sum over k in Eq. 6.9 is replaced by an integral it can be shown [124]
that
χconduction0 (q) = 2µ
2
Bg(EF )f(
q
2kF
), (6.10)
where g(EF ) is the density of states at the Fermi energy EF , kF =
√
EF and
f(x) =
1
2
(1 +
1− x2
2x
ln |1 + x
1− x |). (6.11)
Using this expression for χconduction0 leads to
∑
q
χconduction0 (q)e
iq·r = 2µ2B
2k3F
π
g(EF )F (2kFr), (6.12)
where
F (x) =
−x cos x+ sin x
x4
. (6.13)
It follows from Eq. 6.8 that
Jij = 4A20g(EF )
k3F
π
F (2kF |Ri −Rj|) (6.14)
Looking at the form of F it is evident that the exchange interaction Jij oscillates
as a function of |Ri−Rj|. Thus depending on the distance between two f moments
they may be ferromagnetically or antiferromagnetically coupled.
To specify the state of a 4f ion the total angular momentum J , rather than
the spin angular momentum S, should be used. By projecting J onto S we can
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replace the spin by S = (gJ − 1)J , where gJ is the Lande’ g-factor. Substituting
this into Eq. 6.6 we obtain
Hff = −
∑
ij
4A20(gJ − 1)2g(EF )
k3F
π
F (2kF |Ri −Rj|)Ji · Jj . (6.15)
The interaction Hff evidently has the form of a classical Heisenberg Hamiltonian,
-
∑
ij JijJi · Jj . For systems described by such Hamitonians, the Weiss molecular
field theory gives the following mean field estimate for the magnetic ordering
temperature TC :
kBT
MFA
C =
2
3
J(J + 1)
∑
j 6=0
J0j. (6.16)
Thus a mean-field estimate of the ordering temperature of the 4f moments is given
by
TMFAC =
2
3
J(J + 1)(gJ − 1)24A20g(EF )
k3F
kBπ
∑
Rj 6=Ri
F (2kF |Ri −Rj|). (6.17)
From Eq. 6.17 we expect the ordering temperatures of the heavy REs to be pro-
portional to the so-called de Gennes factor (gJ − 1)2J(J + 1).
6.1 Gadolinium
In this section we investigate in detail the onset of magnetic order in the first
member of the heavy REs, gadolinium. Initially, in subsection 6.1.1, we consider
the system only at its equilibrium lattice parameters, both those measured exper-
imentally and also those determined theoretically by minimising the energy of the
system with respect to these parameters. For the experimental lattice parame-
ters the paramagnetic spin susceptibility of Gd is evaluated using both the LSIC
implementation of the DLM theory and also the standard LDA implementation.
It is shown that in order to give a proper description of the localised f electrons
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and to obtain the correct ordering mechanism it is essential to use the LSIC im-
plementation. Subsection 6.1.2 then goes on to consider gadolinium away from
its equilibrium lattice parameters. The magnetic structure of the system is found
to depend critically on the c/a ratio of the hcp lattice parameters and this de-
pendency is explained in terms of underlying changes to the Fermi surface of the
paramagnetic state.
6.1.1 Equilibrium Lattice Parameters
Since gadolinium crystallises into a hcp structure its lattice constants can be
parametrised by two variables, the c/a ratio of the lattice parameters and the
atomic unit cell volume, expressed in terms of the Wigner-Seitz (WS) radius. Ex-
perimentally these two parameters are 1.597 for the c/a ratio and 3.762 a.u. for
the WS radius [125]. The densities of states of gadolinium at these lattice pa-
rameters is shown in Fig. 6.1. In the pure LDA calculation the minority 4f states
make a significant contribution to the densities of states at the Fermi energy. As
will shortly be described, this has important implications for the magnetic ordering
exhibited by the system. In the SIC calculation, where all 7 majority 4f states were
corrected, a Hubbard gap opens up between the occupied and unoccupied f states.
This pushes the majority f states down to approximately 16eV below the Fermi
energy and moves the minority f states away from the conduction bands, reducing
the f contribution at the Fermi energy. The LSIC DOS thus coincides more closely
with the experimental picture, where the f states play little role in conduction.
Figure 6.2 shows paramagnetic spin susceptibilities for gadolinium, corre-
sponding to the electronic structures shown in Fig. 6.1. For the LDA calculation
(a) the susceptibility attains its maximum at q=(0,0,1), indicating that the system
will order with a commensurate type 1 antiferromagnetic (AF1) structure, where
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Figure 6.1: Density of states of Gd, in the paramagnetic (DLM) state. Minority states
are plotted with negative values of the DOS.
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magnetic moments are oppositely aligned in alternate planes along the c-axis. This
is consistent with the results of other LDA studies of gadolinium [126], where an
antiferromagnetic structure was found to be energetically favourable over the ex-
perimentally observed ferromagnetic structure. The origin of this AF1 coupling has
been attributed to the close proximity of 4f minority states to the Fermi energy
[127], which concurs with the LDA DOS we obtain in Fig. 6.1. Previous inves-
tigations have shown that by pushing the 4f states away from the Fermi energy,
either by treating them as part of the core [128] or including a Coulomb parameter
U for the f states (LDA+U) [129], a ferromagnetic groundstate can be obtained.
Since the LSIC has this same effect of pushing the f states away from the Fermi
energy, as evidenced by the density of states shown in Fig. 6.1, we expect ferro-
magnetism to be predicted by the LSIC calculation. Indeed, the paramagnetic spin
susceptibility for the LSIC calculation, Fig. 6.2(b), attains its maximum value at
q = 0, implying a ferromagnetic ordering tendency. It is worth noting at this stage
the presence of a shoulder in the susceptibility along the [001] direction, around
q = 0.2. This feature will be elaborated on further in section 6.1.2.
Having demonstrated that the LSIC gives an appropriate treatment of the
4f states, leading to a ferromagnetic groundstate, we proceed further with the
investigation of gadolinium. To determine the theoretical lattice parameters of the
system we consider first some fixed c/a ratio and calculate the total energy as a
function of WS radius. By repeating this procedure for different c/a ratios the
global energy minimum of the system can be found. Fig. 6.3 shows the results
of these calculations for selected c/a ratios. It is evident that the positions of the
various energy minima are almost invariant to the c/a ratio. The overall minimum
occurs at a c/a ratio of 1.63 and a WS radius of 3.654 a.u. The paramagnetic spin
susceptibility for these lattice parameters, shown in Fig. 6.4, attains its maximum
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(b)
Figure 6.2: Paramagnetic spin susceptibilities for gadolinium for wavevectors along the
[0,0,1] direction, obtained from (a) LDA calculation, (b) LSIC calculation.
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Figure 6.3: Calculated total energies as a function of c/a ratio and WS radius.
at q = 0 and hence ferromagnetic ordering is predicted.
Figure 6.5 shows the temperature dependence of the q = 0 (ferromag-
netic) susceptibility of gadolinium. A Curie-Weiss type behaviour is observed, with
TC=280K/324K for the theoretical/experimental lattice parameters. The overesti-
mate of the Curie temperature at the experimental lattice parameters (experimen-
tal TC=293K [121]) can be attributed to the mean-field approximation used in the
DLM theory [130]. The effective magnetic moment was 7.34µB/7.36µB for the
theoretical/experimental lattice parameters. These values are in reasonable agree-
ment with the experimental value of 7.63µB and also the results from calculations
where the 4f states were treated as part of the core (7.44µB [131]) or the LDA+U
was used (7.41µB [127]). Examining the l-decomposed spin densities obtained
from the LSIC DOS shows that the magnetic moment originates mainly from the f
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Figure 6.4: Paramagnetic spin susceptibilities for Gd, obtained using theoretical lattice
parameters.
states (≈ 6.95µB), with the remainder coming from a polarisation of the d states
(≈ 0.34µB) plus a small contribution from the s and p states (≈ 0.07µB). This
composition of the spin moment is in qualitative agreement with that obtained
from LMTO-LDA calculations [132].
6.1.2 Non-equilibrium Lattice Parameters
In this section we examine how the magnetic ordering tendencies of gadolinium
change as the lattice parameters are moved away from their equilibrium values. We
consider first the effect of changing the c/a ratio, with the WS-radius fixed at the
theoretical value (3.654 a.u.). Figure 6.6 shows paramagnetic spin susceptibilities
for gadolinium, with the c/a ratio ranging from 1.54 to 1.66. It is evident that
as the c/a ratio decreases the susceptibility starts to develop a shoulder near
q = (0, 0, 0.2), similar to that observed in Fig. 6.2(b). Moreover, at the lowest
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Figure 6.5: Inverse Spin susceptibilities for Gd as a function of temperature.
c/a ratios this shoulder grows into a peak and the susceptibility no longer attains its
maximum value at q = 0. The maximum occurs instead at some incommensurate
wavevector, qinc, meaning that the system has a tendency to order into some
incommensurate magnetic structure. This could be helical, where the helix turn
angle, i.e. the angle between magnetic moments in adjacent layers, would be given
by πqinc.
Such incommensurate ordering is exhibited by the late heavy rare earth
elements, terbium to thulium, and is associated with a feature of the Fermi surface
of these systems known as ”webbing”. This webbing structure contains large
parallel sheets of Fermi surface, which can nest together when translated by some
vector in k-space. As outlined earlier in this chapter, such nesting can cause an
enhancement of the magnetic susceptibility at the nesting vector, and indeed it
has been shown, both theoretically [133] and experimentally [134], that the size of
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Figure 6.6: Normalised paramagnetic spin susceptibilities for Gd, obtained using the
theoretical unit cell volume. The inset shows the susceptibility up to the zone boundary
for c/a ratio 1.54.
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the nesting vector in the late heavy REs is correlated with their magnetic ordering
vectors. The shape of the Fermi surface in heavy RE metals depends critically on
the c/a ratio of the lattice parameters [135], which hence implies that the magnetic
structures of these elements are sensitive to the c/a ratio. This is corroborated by
experimental studies, which have shown that is possible to alter the magnetic state
of RE metals and alloys by changing the lattice parameters through application of
external pressure or tension [136, 137].
Andrianov [138] investigated experimentally the helical magnetic ordering
in several heavy RE elements and RE yttrium alloys and found that when the helix
turn angle was plotted as a function of c/a ratio all the points were positioned
on a smooth, square-root shaped, curve. He also noted that the helix turn angle
varied by several orders of magnitude while the c/a ratio changed by less than 1%.
Such behaviour could possibly be interpreted in terms of an electronic topological
transition (ETT) [139, 140] at some critical c/a ratio, where the webbing structure
of the Fermi surface ruptures.
To analyse the susceptibility results we obtained in Fig. 6.6, we investigate
the Fermi surface of paramagnetic gadolinium at various c/a ratios. For a given
configuration of local moments this Fermi surface can be defined in the usual way.
However, when considering the whole ensemble of moment orientations, the ‘Fermi
surface’ will be a smeared out average of itself over all moment configurations.
A useful tool for defining this surface is the Bloch Spectral Function (BSF) [28],
given by
A¯B(k, E) = −1
π
Im
∑
nm
exp[ik·(Rn −Rm)]
∫
dr < G(r+Rn, r+Rm, E) >,
(6.18)
where the integral over r is within the unit cell at the origin. G is the real
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space Green’s function, defined in Eq. 2.18, and the average <> is an ensemble
average. A¯B(k, E) is periodic in reciprocal space and provides a band structure
type description of disordered systems. For ordered systems it consists of a set of
δ-function peaks:
A¯B(k, E) =
∑
n
δ(E − En(k)), (6.19)
where En(k) is the Bloch energy eigenvalue for the wavevector k and band index
n. In disordered systems these peaks broaden but their positions can be regarded
as an effective band structure, with their width in energy interpreted as an inverse
lifetime [141]. The Fermi surface of a disordered system is defined as the locus of
these peaks at the constant energy E = EF .
Figure 6.7 shows the BSF of paramagnetic Gd at the Fermi energy, calcu-
lated for the sets of lattice parameters used in Fig. 6.6. For c/a ratios of 1.597
or smaller a webbing feature is displayed, with sections of roughly parallel Fermi
surface. The corresponding nesting vector is indicated by an arrow in panel (a).
At a c/a ratio of 1.63 (Fig. 6.6(d)) the webbing feature has started to rupture
and at a c/a ratio of 1.66 (Fig. 6.6(e)) a complete rupturing has occurred, with
the Fermi surface no longer having any significant regions of nesting. This concurs
with the results shown in Fig. 6.6, where the susceptibility is enhanced at some
incommensurate q vector for low c/a ratios, but not for high c/a ratios.
Figure 6.8(a) shows a cross section through the webbing structure for c/a
ratio 1.54. The nesting structure is created by two bands which just cross the
Fermi energy along the L-M direction. The broadening of the spectral function
peaks, caused by the local moment disorder, means that the bands are smeared,
which results in them merging together at the L point. The magnitude of the
nesting vector, Q0, is ≈ 0.2 (henceforth the length of all k-space vectors will be
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(a) (b)
(c) (d)
(e)
Figure 6.7: Bloch Spectral Function of Gd in the hexagonal Brillouin zone, calculated
at the Fermi energy. Panels (a),(b),(c),(d) and (e) are for c/a ratios 1.54, 1.57, 1.597,
1.63 and 1.66 respectively, with theoretical unit cell volumes used.
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given in units of 2π/c), which coincides with the size of the magnetic ordering
wave vector, qinc, observed in Fig. 6.6(a). Figs. 6.8(b) and (c) show the same
cross section of the Brillouin zone, with the BSF evaluated using c/a ratios 1.57
and 1.66 respectively. In (b) the Fermi surface has a distinctive ”dog-bone” shape,
with two extremal vectors, one centred and the other non-centred, connecting the
sheets of Fermi surface. Comparing Figs. 6.8 (a) and (b) it is evident that the
length of the centred nesting vector decreases as the c/a ratio increases. This
is in keeping with the experimental results of Andrianov, where the length of
the magnetic ordering vector decreases continuously as the c/a ratio is increased.
However, this is contrary to the susceptibility results shown in Fig. 6.6, where the
position of the incommensurate ordering peak is almost invariant to the c/a ratio
used. If, instead, we look at the length of the non-centred vector we see that
it stays fairly constant as the c/a ratio is altered. It thus appears that it is the
non-centred nesting vector which is responsible for the incommensurate ordering
observed in our calculations. This is in agreement with recent theoretical work by
Nordstro¨m and Mavromaras [142] who found that the non-centred vector was the
appropriate nesting vector.
We now turn to the magnetic ordering behaviour as a function of unit
cell volume. Here, we find two distinct cases, dependent on the c/a ratio of the
lattice parameters. For high c/a ratios, corresponding to systems with no webbing
feature, ferromagnetic ordering is predicted for all volumes. For low c/a ratios,
corresponding to systems with webbing, a more complicated picture emerges as
shown in Fig. 6.9. The webbing leads to an enhancement of the susceptibility at
the nesting vector for all volumes. However, as the volume increases the height
of the incommensurate peak relative to the q = 0 (ferromagnetic) peak decreases
and at a WS radius of 3.710 a.u. there is a near degeneracy between the two
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Figure 6.8: Bloch Spectral Function of Gd on the HLMK plane of the hexagonal Brillouin
zone. Panels (a), (b) and (c) are for c/a ratios 1.54, 1.57 and 1.66 respectively, with
theoretical unit cell volumes used. The centre of the plane is the L point. Nesting
vectors are indicated by arrows.
ordering types. For the highest WS-radii the susceptibility obtains its maximum
value at q = 0 and so we predict the system to be ferromagnetic. Thus, in order
for the nesting enhancement to be strong enough so that incommensurate ordering
wins out over ferromagnetic ordering, the unit cell volume needs to be below a
certain critical value.
Having analysed the behaviour of the paramagnetic spin susceptibility, χ,
we turn our attention now to the direct correlation function, S(2). This function
can be fit in terms of real-space parameters:
S(2)(q) =
∑
n
∑
i∈n
S(2)n exp(iq ·Ri), (6.20)
where S
(2)
n is the direct pair interaction between an atom at the origin and an atom
in the nth neighbour shell, with position vector Ri. For the magnetic structures
considered in this chapter q = (0, 0, q) and hence exp(iq ·Ri) = exp(iqRz),
where Rz is the z-component of Ri. Since the heavy rare earths adopt hcp struc-
tures, with two atoms per unit cell, they can be thought of as being composed
of two interpenetrating sublattices. Consequently two distinct sets of pair corre-
90
0.0 0.1 0.2 0.3
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
... .
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
. .
.
.
.
.
.
.
.
.
. . . . . . . .
. . . .
.
.
.
.
.
.
.
.
. . . . . . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
WS radius
3.484
3.597
3.710
3.739
3.823
q {0,0,1}
χ
(q
)/
χ
(0
)
Figure 6.9: Normalised paramagnetic spin susceptibilities for Gd for various WS radii,
obtained using a c/a ratio of 1.54.
lations can be considered, one where both sites are on the same sublattice (‘intra
sublattice’) and one where the sites are on different sublattices (‘inter sublattice’).
For intra (inter) sublattice pairs, Rz = l ∗ c (Rz = (l− 1/2) ∗ c) where l ∈ Z and
c is the ‘c’ lattice parameter. The ‘layer’ indices, l, can be used to reparametrise
the real space fit of Eq. 6.20:
S(2)−intra(q) = S
(2)−intra
0 +
∑
l∈Z\0
S
(2)−intra
l exp(iqlc)
S(2)−inter(q) =
∑
l∈Z
S
(2)−inter
l exp(iq(l − 1/2)c),
(6.21)
where S
(2)
l is the sum of all pairwise interactions between sites in the lth layer
and the site at the origin. The S
(2)
0 component corresponds to the sum of pair
interactions between the atom at the origin and atoms in the layer containing
the origin. Clearly the ‘inter’ sublattice function, S(2)−inter, will not contain a
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S
(2)
0 term, since all atoms in the layer containing the origin belong to the same
sublattice as the origin. Equation 6.21 can be cast in a purely real form through
use of the identity exp(ix) + exp(−ix) = 2 cosx:
S(2)−intra(q) = S
(2)−intra
0 +
∑
l∈N
S
(2)−intra
l cos(iqlc)
S(2)−inter(q) =
∑
l∈N
S
(2)−inter
l cos(iq(l − 1/2)c)
(6.22)
where the S
(2)
l differ from those of Eq. 6.21 by a factor of 2.
For the fitting of the direct correlation function to be computationally
tractable, the sum over layers, l, in Eq. 6.22 has to be truncated at some finite
value, lmax. Note that this should not to be confused with the angular momentum
truncation which is used during the evaluation of the Green’s function, Eq. 2.43.
Figure 6.10 shows the fit obtained for S(2)−intra for Gd, at a c/a ratio of 1.54
and the theoretical unit cell volume, with lmax = 8 and lmax = 12. It is clear
that the lmax = 8 fit of S
(2)−intra is reasonably accurate. However, in order to
reproduce the highest harmonics, terms up to lmax = 12 need to be considered.
This shows the long ranged nature of the ‘exchange interaction’ S(2), in accord
with the RKKY model. Of course, an even better fit of the data can be obtained
by increasing lmax further, due to the enlargement of the function space. However,
these improvements can be attributed mainly to the fitting of computational noise
in the S(2)−intra data, rather than the fitting of anything of physical origin. Indeed,
one of the reasons for employing a fitting procedure is to try and eliminate some
of the inherent noise of the computed S(2) data. In Fig. 6.11 we show the inter
sublattice data, S(2)−inter, an accurate fit of which is obtained using lmax = 8.
The real-space parameters S
(2)
l , used to obtain the fits in Figs. 6.10 and
6.11, are given in Fig. 6.12, where integer (half-integer) values of Rz/c correspond
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Figure 6.10: Effective intra sublattice exchange interaction, S(2)−intra, for gadolinium.
The crosses show the data obtained from our ab initio calculations. The solid (dashed)
line is a fit from Eq. 6.22, with lmax=8 (lmax=12).
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Figure 6.11: Effective inter sublattice exchange interaction, S(2)−inter, for gadolinium.
The crosses show the data obtained from our ab initio calculations. The solid line is a
fit from Eq. 6.22, with lmax=8.
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Figure 6.12: Layer resolved components of the effective exchange interaction, S(2).
to intra (inter) sublattice components. The biggest contribution to S
(2)
l comes
from the layers at Rz = ±c/2. This is to be expected since, in hcp structures that
have a c/a ratio less than the ideal value
√
8/3 ≈ 1.63, the nearest neighbours to
any given atom are contained within the layers adjacent to the atom, not the layer
in which the atom actually lays. The components of S(2) are seen to oscillate as
a function of Rz, in agreement with the oscillatory nature of the RKKY exchange
integral, Eq. 6.14. Note, however that we do not expect the components of S(2)
to drop off as 1/R3z. This is because the distance Rz refers to a layer, containing
atoms at many different positions, rather than the actual distance between two
individual atoms as in Eq. 6.14
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6.2 Phase Diagram of Heavy Rare Earth Magnetism
The two types of magnetic ordering that we encountered during our investigation
of gadolinium (ferromagnetic ordering and incommensurate ordering, modulated
along the c-axis) correspond to the two types of ordering that are observed ex-
perimentally across the heavy RE series. To investigate the competition between
these two ordering types we define a ‘magnetic ordering parameter’, α, which gives
a measure of the relative strengths of the ‘incommensurate spin fluctuations’ and
ferromagnetic spin fluctuations that characterise the paramagnetic state. To do
this we examine the wavevector dependent critical temperature, Tc(q), obtained
from the solution of Eq. 5.51, det[In − 1/3βS(2)(q)] = 0. We build up the 2x2
S(2) matrix according to
 S(2)−intra(q) S(2)−inter(q)
S(2)−inter(q) S(2)−intra(q)

 ,
where S(2)−intra(q) and S(2)−inter(q) correspond to the fit functions in Eq. 6.22.
By using these fit functions we help eliminate computational noise, which may
be important when analysing the delicate competition between the two ordering
types.
If the critical temperature function Tc(q) has only one peak, at q = 0, we
set α = 0. If Tc(q) has only one peak, but at some incommensurate q-vector,
qinc, we set α = 1. Clearly, α = 0 corresponds to when the paramagnetic state
is dominated by ferromagnetic spin fluctuations and α = 1 corresponds to when
it is dominated by spin fluctuations with some finite, incommensurate wavevector.
Examples of the temperature function in these two cases are respectively shown
in Figs. 6.13(a) and (b). When Tc(q) has a two peak structure, as examplified in
Fig. 6.13(c), corresponding to a competition between the two ordering types, we
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examine the values of Tc(q) at its turning points. We define T0 = Tc(q = 0),
Tinc = Tc(q = (0, 0, qinc)) and Tmin = Tc(q = qmin), where qmin is the position
of the minimum that occurs between the q = 0 and q = (0, 0, qinc) maxima. If
T0 > Tinc we set
α =
Tinc − Tmin
2(T0 − Tmin) (6.23)
and if T0 < Tinc we set
α = 1− T0 − Tmin
2(Tinc − Tmin) . (6.24)
Clearly, α is defined such that α > 0.5 indicates a stronger tendency towards
incommensurate ordering and α < 0.5 indicates a stronger tendency towards fer-
romagnetic ordering.
In Fig. 6.14 we show α for gadolinium, as a function of c/a ratio and unit
cell volume. To account for the difference between the theoretical and experi-
mental volumes, the WS-radii in the figure are scaled, such that data shown at
the experimental WS radius of gadolinium corresponds to data calculated at the
theoretical WS-radius. On this phase diagram we also indicate where the exper-
imental lattice parameters of all the heavy RE elements lie, as well as those of a
Gd-Ho alloy. Since the heavy RE elements differ only in how many 4f electrons
they have, and it is the sd conduction electrons which are responsible for medi-
ating the interaction between magnetic moments, gadolinium can be considered
a magnetic ‘prototype’ for the later heavy RE elements. Thus, we might expect
the behaviour of gadolinium as a function of lattice parameters to mimic that of
all the other heavy RE elements. By considering the phase diagram, Fig. 6.14, as
being universal to all heavy RE systems, we predict that when going left to right in
the heavy RE series there will be a trend away from ferromagnetism and towards
incommensurate ordering. This is exactly what is observed experimentally, with
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Figure 6.13: Critical temperatures for gadolinium for wavevectors along the [0,0,1]
direction, obtained from the solution of Eq. 5.51. The lattice parameters used are given
in each of the panels, (a), (b) and (c).
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the magnetic modulation vector starting out at zero for gadolinium (ferromagnetic
ordering) and then progressively increasing through the series to give rise to var-
ious incommensurate antiferromagnetic structures. From the phase diagram we
predict that the transition between ferromagnetism and incommensurate ordering
occurs very rapidly as a function of c/a ratio, particularly for the higher unit cell
volumes. This is consistent with recent experimental work on terbium under uni-
axial tension. Terbium exhibits helical ordering and has a WS-radius of 3.724 a.u.,
with a c/a ratio of 1.580. It was shown [137] that by increasing the c/a ratio
by as little as 0.002 the helical ordering could be completely suppressed. In the
phase diagram the elements dysprosium and terbium are positioned close to, or
within, the transition region between ferromagnetic and incommensurate ordering.
This concurs with the experimental behaviour of these two systems, which exhibit
incommensurate ordering at high temperatures and ferromagnetic ordering at low
temperatures.
Due to their structural similarities, Gd alloys easily with all the other heavy
rare earth elements, R. These alloys transform from ferromagnets to incommen-
surate magnetically structured materials once the concentration of R exceeds a
certain critical concentration xc. We can use the phase diagram to predict these
critical alloy concentrations, at which an incommensurate magnetic phase first ap-
pears. These are listed in Table 6.1 and are in good agreement with experimental
values where known.
We can also compute estimates of the magnetic ordering vectors of all the
heavy REs from our susceptibility calculations for gadolinium at the appropriate
lattice parameters. The results are shown in Fig. 6.15. For example, when we
performed a calculation at the experimental lattice parameters of terbium (Tb),
specified by a c/a ratio of 1.580 and a WS-radius of 3.724 a.u., the susceptibility
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Figure 6.14: Ordering parameter, α, for gadolinium as a function of c/a ratio and WS
radius. The experimental lattice parameters of all the heavy RE elements are indicated
by circles; A blue (red) filling indicates that experimentally the high temperature ordered
state of the element is ferromagnetic (incommensurate antiferromagnetic). The green
circle indicates the experimental lattice parameters of a Gd-Ho alloy at the critical
concentration of Ho at which an incommensurate antiferromagnetic phase first appears.
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peaked at a wave vector q=(0,0,0.13), which is in good agreement with the exper-
imental ordering vector of Tb, (0,0,0.11). Overall, we predict a gradual increase in
the ordering vector across the heavy RE series, in agreement with experiment. We
also find that the magnetic ordering vectors of the last 3 members of the series
(Ho, Er and Tm) all lie very close together, again in agreement with experiment.
As outlined in the introduction of this chapter, the reason for concentrating
on gadolinium is that the ion has orbital angular momentum L = 0 and so we
don’t need to incorporate spin orbit effects into our calculations. However, when
deriving the mean-field expression for transition temperatures in the RKKY model,
Eq. 6.17, LS coupling was important. More particularly, this expression was seen
to be proportional to the de Gennes factor (gJ − 1)2J(J + 1). Thus in order
to obtain estimates for the magnetic ordering temperatures of the other REs we
scale the ordering temperatures obtained from the gadolinium calculations by this
factor. As shown in the inset of Fig. 6.15, the transition temperatures obtained
from this approach reproduce the experimental trend, although the magnitudes of
the temperatures are systematically underestimated. It is worth noting that when
we computed the estimates of the magnetic ordering vectors, spin-orbit coupling
was not important. This is because, as argued earlier, the type of magnetic order
exhibited by the heavy REs is determined by the sd conduction electrons, which are
little affected by spin-orbit coupling and which all the heavy REs have in common.
Overall, the physical picture that emerges from the magnetic ordering phase
diagram, Fig. 6.14, links unequivocally the lattice parameters of the heavy REs
with their magnetic properties. Our results have verified the critical role that the
c/a ratio plays in determining the magnetic ordering types of the heavy REs and
how this is linked to the Fermi surface of the paramagnetic phase. However, our
discovery that the atomic unit cell volume, associated with the lattice parame-
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Table 6.1: Critical alloy concentrations of Gd1−xRx systems.
Critical concentration, xc
System Theo. Exp.
Gd1−xTbx 0.78
Gd1−xDyx 0.56 0.50
a
Gd1−xHox 0.49 0.45
b
Gd1−xErx 0.45
Gd1−xTmx 0.42
aReference [143].
bTaken ref. [136].
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Figure 6.15: Experimental magnetic ordering vectors of the heavy REs versus those
predicted from ab initio calculations for gadolinium. The inset shows the corresponding
ordering temperatures. Experimentally Gd has the highest ordering temperature, which
decreases monotonically through the heavy RE series.
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ters, is just as important in determining the magnetic properties has enabled us
to develop a much more complete understanding of heavy rare earth magnetism.
In particular, we have shown that even when the c/a ratio of a heavy RE system
is below the critical value needed for a webbing structure, incommensurate an-
tiferromagnetic ordering is not necessarily favoured over ferromagnetic ordering;
for incommensurate ordering to win out over ferromagnetic ordering the unit cell
volume needs to be below a certain value. Experimentally the unit cell volumes
of the heavy REs decrease with increasing atomic number, in accord with the
well-known ”lanthanide contraction” [124]. This contraction occurs because as
the number of electrons in the poorly shielding 4f orbitals is increased, there is an
increase in the effective nuclear charge and, correspondingly, a decrease in ionic
radii. Our findings evidently suggest that this contraction helps promote the in-
commensurate ordering in the late heavy REs. The roles that the different types
of valence electrons play in determining the magnetic structures of the heavy REs
are thus clear; the itinerant sd electrons, common to all the heavy REs, mediate
the interaction between magnetic moments and it is the nesting of their Fermi
surfaces which can lead to instabilities in the paramagnetic phase with respect to
the formation of incommensurate spin density waves. The f electrons, on the other
hand, are responsible for setting up the magnetic moments and, as their number
increases across the heavy RE series, they play an indirect role in promoting the
incommensurate ordering by means of the lanthanide contraction.
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Chapter 7
Further Applications
7.1 Atomic Short Range Order
In chapter 5 we showed how, by examining correlations between local moments
in the disordered (paramagnetic phase), the low temperature magnetic behaviour
of a system can be predicted. For random alloy systems, e.g. the binary Gd-R
alloys considered in chapter 6, one can also consider compositional correlations ,
giving rise to atomic short range order (ASRO). Such ASRO can lead either to a
phase separation of alloy components or the formation of some ordered structure,
occurring at some critical spinodal temperature.
In order to discuss a formalism for dealing with compositional correlations
we consider a binary alloy system AcB1−c, although the arguments presented here
can all be generalised to alloys with more than two components. We define an
occupation variable ξi, where ξi=1 if the ith site of the alloy lattice is occupied by
an A atom and 0 if it is occupied by a B atom. At high temperatures, when the alloy
is homogeneously disordered, the thermal average of ξi, ci, is independent of i and
is equal to the global concentration of A atoms, c. Below the spinodal temperature
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the local concentration of A atoms, ci, will differ from c. This deviation can
expressed in terms of static concentration waves [144]
ci = c+
1
2
∑
j
[Qj exp(ikj · r) +Q∗j exp(−ikj · r)], (7.1)
where kj is a wave vector in the first Brillouin zone and Qj is the corresponding
wave amplitude. Usually only a few wavevectors are needed to describe a long range
ordered structure and, for a homogeneously ordered state, only one wavevector,
k0, is required.
In the disordered high temperature phase concentration waves are not sta-
ble, but nevertheless provide a description of short-range order. A measure of
this short-range order is provided by the short range order parameter α(k), which
is defined as the lattice Fourier transform of the atomic pair correlation function
αij = β(< ξiξj > − < ξi >< ξj >). If α(k) peaks at k = 0 this indicates
that a system has a tendency to phase separate at low temperatures, whereas if it
attains its maximum values at finite k the system will tend to order. The k values
at which these maxima occur specify the wavevectors of the concentration waves,
with the values of α(k) at the maxima being proportional to the corresponding
wave amplitudes. In x-ray, neutron and electron scattering experiments, the diffuse
scattering intensity I(k) is proportional to α(k), thus providing a direct measure
of this quantity. In this chapter we outline how α(k) can be obtained from first
principles theory. The approach taken mirrors that which was used in chapter 5 for
deriving the paramagnetic spin susceptibility. Using this formalism, we investigate
atomic short range order in gadolinium yttrium alloys.
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7.1.1 First Principles Formalism
When investigating paramagnetic spin fluctuations in chapter 5, the approach
taken was to probe the response of the homogeneously disordered paramagnetic
state to the application of some external magnetic field. In this section we consider
the compositional response of a homogeneously disordered alloy to the application
of some ‘external’ chemical potential field, or, more precisely, to a change in the
chemical potential difference ν = νA − νB, where νA and νA are the chemical
potentials for A and B atoms respectively. The fluctuation-dissipation theorem
connects this compositional response to the atomic pair correlation function, i.e.
δci
δνj
= αij. (7.2)
As with the DLM approach, we start by separating out slow degrees of
freedom from those associated with faster electronic motions. Here, the slow
degrees of freedom are that of chemical diffusion, described by the occupation
variables ξi. The probability of finding a particular arrangement {ξi} is written as
P ({ξi}) = Z−1 exp[−β(Ω({ξi})− ν
∑
i
ξi)], (7.3)
where the partition function Z is given by
Z =
∏
k
∑
ξk=0,1
exp[−β(Ω({ξi})− ν
∑
i
ξi)]. (7.4)
The grand potential Ω({ξi}) describes the motion of electrons moving in fields
set by the arrangement of nuclei {ξi}. A mean field approximation for Ω({ξi}) is
constructed by expanding it about a single site compositional-fluctuation Hamil-
tonian Ω0 =
∑
i V
eff
i ξi. The effective chemical potentials V
eff
i can be obtained
using the Feynman-variational approach outlined in section 5.3 and are given by
V effi = δ〈Ω〉/δci.
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Substituting Ω({ξi}) =
∑
i V
eff
i ξi into Eq. 7.3 and evaluating ci = 〈ξi〉,
where 〈〉 is the average with respect to P , gives
ci = exp[−β(V effi + ν)]/(exp[−β(V effi + ν)] + 1). (7.5)
In the high temperature disordered state ci = c ∀i. However, upon applying an
‘external’ chemical potential field, νextj , local concentration fluctuations δci will
develop such that ci = c+ δci. In the limit ν
ext
j = 0 we obtain
∂ci
∂νextj
|νextj =0 = βc(1− c)[
∂V effi
∂νextj
+ δij ]. (7.6)
Assuming that the grand potential Ω depends on νext only through the concen-
tration variables, ci, we can write
∂V effi
∂νextj
=
∂(∂〈Ω〉/∂ci)
∂νextj
=
∑
k
∂2Ω
∂ci∂ck
∂ck
∂νextj
. (7.7)
This assumption is equivalent to saying that the only changes to the electronic
structure are those associated with band filling. This means that we neglect any
charge rearrangements effects, arising from the response of the electronic density
to the presence of concentration waves. The inclusion of such effects are discussed
in reference [145].
Substituting Eq. 7.7 into Eq. 7.6 gives
∂ci
∂νextj
|νextj =0 = βc(1− c)[
∑
k
S
(2)
ik
∂ck
∂νextj
+ δij ], (7.8)
where we have defined S
(2)
ik =
∂2Ω
∂ci∂ck
. S(2) is a direct correlation function for the
compositionally disordered lattice. Taking the lattice Fourier transform of Eq. 7.8
we obtain finally
α(k) = βc(1− c)[1 + α(k)S(2)(k)], (7.9)
where Eq. 7.2 has been used to substitute in the atomic pair correlation function α.
The direct correlation function S(2)(k) can be evaluated by expanding about the
106
high temperature disordered state, using the inhomogeneous CPA method outlined
in section 5.2. An expression for S(2) can be found in reference [145]. Rearranging
Eq. 7.9 to
α(k) =
βc(1− c)
1− βc(1− c)S(2)(k) , (7.10)
it is clear that the spinodal temperature is given by the solution of
1− βc(1− c)S(2) = 0. (7.11)
7.1.2 Results for Gadolinium-Yttrium Alloys
Yttrium, a trivalent 4d transition metal, exhibits similar chemical behaviour to
that of the rare earth metals and, indeed, is sometimes classed as a rare earth
[96]. Unlike the lanthanides it contains no f electrons and is unable to establish
local moments. However, upon alloying with small quantities of heavy rare earth
metals, e.g. terbium [146] or erbium [147], long-range magnetic structures are
formed. Positron annihilation data [134] has shown that the Fermi surface of
Yttrium possesses a webbing feature, with the magnitude of the nesting vector in
close agreement with the magnetic ordering vectors of the dilute yttrium heavy
rare earth alloys. The magnetic ordering in these systems is thus thought to arise
from a RKKY mechanism, whereby the local moments of the heavy rare earth ions
are coupled via the polarisation of the nested yttrium conduction bands.
Gadolinium-yttrium alloy systems exhibit particularly interesting magnetic
behaviour, having two high temperature ordered phases, planar ferromagnet and
helical, as well as a low temperature canted ferromagnetic phase at certain com-
positions. The crossover between the two high temperature phases, ferromagnetic
to helical, occurs when the concentration of yttrium exceeds 32.5% [148]. It is at
this alloy concentration that we investigate compositional ordering.
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Figure 7.1: Compositional correlation function of Gd67.5Y32.5, calculated at 125K.
Figure 7.1 shows the compositional correlation function for Gd67.5Y32.5,
calculated using the formalism described in section 7.1.1. The lattice parame-
ters used were determined by a Vegard’s law interpolation of the experimental
lattice parameters of pure gadolinium and pure yttrium. α(k) is seen to peak at
k = 0, indicating that the alloy has a tendency to phase separate. The spinodal
temperature, obtained from Eq. 7.11, was found to be 105K.
A phase separation of the alloy would mean that gadolinium ions are sur-
rounded by other gadolinium ions. Thus the gadolinium magnetic moments might
be expected to behave as if they were in a system of pure gadolinium, the only
difference being that the lattice parameters would be different to that of pure
a gadolinium crystal. Therefore we might hope to use the picture developed in
chapter 6, linking the magnetic order of gadolinium to its lattice parameters, to
be able to explain the crossover between ferromagnetic and incommensurate (he-
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lical) ordering in gadolinium yttrium alloys. However, it should be noted that the
temperature that Gd67.5Y32.5 orders magnetically is 210K, significantly higher than
the compositional ordering temperature of 105K that we obtain. Thus at the on-
set of magnetic order we predict that the system will not have phase separated,
suggesting that a simple gadolinium-only picture is not valid. Indeed, using the
magnetic ordering phase diagram of chapter 6, Fig. 6.14, we predict the criti-
cal concentration of yttrium to be 62%, almost double the experimental value of
32.5%.
7.2 Transition Metal Oxides
All the systems that we have treated with the LSIC have so far been characterised
by f electrons. In this section we turn our attention to some systems whose physics
is dominated by d electrons, namely the transition metal monoxides MnO and
NiO. These systems have a type 2 antiferromagnetic (AF2) groundstate, where
the moments within a 〈111〉 layer are aligned, but are antiparallel in successive
layers. Such AFM order was originally thought to be the origin of the band gap
in these systems [149]. However, as was outlined in chapter 3, these band gaps
are now attributed to correlation effects between the 3d electrons and are not
connected to magnetic order. Indeed, photoemission experiments on NiO [150]
have shown that there is no significant change in the valence band structure as
the temperature is increased through the Ne´el temperature.
MnO and NiO both crystallise into the fcc (rocksalt) structure. When
calculating the electronic structures of these systems we introduce two empty
spheres per unit cell, positioned in the interstitial volume between the transition
metal and oxygen muffin tin spheres. For MnO, which has a half-filled 3d band,
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Figure 7.2: Density of states of MnO. Minority states are plotted with negative values
of the DOS.
we SIC correct all majority d states. For NiO, which has an additional 3 electrons,
we SIC correct all majority d states plus all the minority t2g triplet states. Figures
7.2 and 7.3 show densities of states for the paramagnetic (DLM) state, obtained
using experimental lattice parameters. Both systems are found to exhibit a band
gap. For NiO the size of the gap is smaller than that measured in experiment,
but compares well to the values obtained from other correlated band theories, as
detailed in table 7.1. For MnO the size of the gap is in good agreement with
experiment. Table 7.1 also shows the values we obtain for the magnetic moments,
which are found to be in excellent agreement with experiment for both systems.
Paramagnetic spin susceptibilities, calculated using the DLM-SIC, are shown
in figures 7.4 and 7.5. For both MnO and NiO the susceptibility attains it maxi-
mum value at the wavevector q = (0.5, 0.5, 0.5), indicating that the system will
order into the AF2 structure. For MnO we find a Ne´el temperature of 123K, in
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Table 7.1: Band gaps and spin moments of MnO and NiO.
MnO NiO
Method Band gap [eV] Spin moment [µB] Band gap [eV] Spin moment [µB]
LSIC 3.54 4.67 3.41 1.74
SIC-LMTO-ASAa 3.57 4.64 2.66 1.49
LDA+Ub 3.5 4.61 3.1 1.59
GWc 4.2 4.52 3.7 1.56
Experimentd 3.6-3.8 4.79, 4.58 4.0, 4.3 1.64, 1.77, 1.90
aReference [75].
bReference [61].
cReference [151].
dFrom Ref. [75].
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Figure 7.4: Paramagnetic spin susceptibilities for MnO.
good agreement with the experimental value of 118K. For NiO we obtain a Ne´el
temperature of 383K, substantially smaller than the experimental value of 523K.
According to Hund’s rules, Nickel ions have non-zero orbital angular momentum
in the groundstate. Thus we might hope to improve the value of the Ne´el temper-
ature by using a de-Gennes scaling argument. However, the orbital moment of 3d
ions is usually quenched in solids by crystal field splittings [152] and, indeed, the
measured cation moment in NiO agrees to within 5% with the spin-only moment
of an isolated Ni2+ ion [153]. This suggests that the error we find in the Ne´el
temperature has a less simplistic explanation. In particular, the static mean-field
approach that we use may not give an adequate account of the physics of this
system, a point which we expand on in the next chapter.
112
0.0 0.5 1.0
0
1000
2000
3000
4000
5000
.. . . . . . .
. .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . . . . . . . .
q {1,1,1}
χ
(q
)
[µ
B
2
/R
y
]
Figure 7.5: Paramagnetic spin susceptibilities for NiO.
7.3 Thin Film Magnetism
Up till this point in the thesis, we have limited our discussion to that of bulk
solids, i.e. systems with three-dimensional geometry. Often, however, the surface
or interface of systems, where there is a two-dimensional geometry, are of interest.
For example, interfaces of transition metal oxides with ferromagnets [154] are of
technological importance due to their application in magnetoresistance devices.
Developments in experimental techniques, such as x-ray magnetic linear dichroism
[155] and x-ray absorption spectroscopy [156], mean that is now possible to resolve
the surface magnetic structure of systems. There is, hence, a clear motivation to
be able to model the magnetism of two dimensional systems. In this section we
outline how the disordered local moment formalism of chapter 5 can be adapted to
layered systems with two dimensional symmetry and suggest how such a scheme
could be implemented.
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We consider a film consisting of n layers, within which local moments ei
are set up by the collective motion of electrons. The intralayer two-dimensional
translational symmetry of the system means that the magnitudes of the local
moments {µi} are the same in each layer, but may vary between layers. Following
the approach of section 5.3, we investigate the response of the paramagnetic state
to the application of some external, site dependent magnetic field. In particular,
we consider the net magnetisation at a site i, mi = µi〈ei〉, arising from the
application of an external magnetic field at a site j, hj. If the layers containing
sites i and j are respectively denoted P andQ then the dimensionless paramagnetic
susceptibility, Equation 5.31 in chapter 5, can be written as
χiP,Qj ≡
∂miP
∂hextQj
|hext
Qj
=0 =
1
3
β
∑
Rk
S
(2)
PiRkχRk,Qj +
1
3
βδPQδij , (7.12)
where the sum extends over all layers R and all sites k within each layer.
For a given pair of layers, P and Q, the quantity S
(2)
PiRk will depend only
on the distance in two dimensional separation space between sites i and j. Thus
a 2D dimensional lattice Fourier transform can be taken of Eq. 7.12 to give
χPQ(q‖) = 1
3
β
∑
R
S
(2)
PR(q‖)χRQ(q‖) +
1
3
βδPQ, (7.13)
where q‖ is a wave vector in the 2D Brillouin zone. The full paramagnetic spin
susceptibility, incorporating the magnitudes of the local moments, can be deduced
using the same arguments as those given at the end of section 5.31 and is given
by
χPQ(q‖) = 1
3
β
∑
R
S
(2)
PR(q‖)χRQ(q‖) +
1
3
βµ2P δPQ, (7.14)
where µP is the local moment magnitude of sites in the P th layer.
Equation 7.14 can be considered as a matrix equation in layer space, the
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solution of which is given by
χ(q‖) = 1
3
βµ2[In − 1
3
βS(2)(q‖)]−1, (7.15)
where the PQth entry of χ(q‖) (S(2)(q‖) is χPQ(q‖) (S(2)PQ(q‖) and µ is a diagonal
matrix with elements µP . From Eq. 7.15 it is clear that the condition for the
susceptibility to diverge is det[In − 13βS(2)(q‖)] = 0. For a given temperature T
this will occur for values of q for which the eigenvalues of S(2)(q‖) are equal to
3kbT . Thus the magnetic ordering temperature of the system, i.e. the highest
temperature at which an instability occurs, will be given by the condition ‖I −
1
3
βS(2)(qmax‖)‖ = 0, where qmax‖ is the wavevector for which the matrix S(2)(q‖)
has the largest positive eigenvalue.
The approach taken for evaluating S(2)(q‖) can proceed along similar lines
to that used in section 5.31. In particular, the self-consistent electronic structure
of the paramagnetic DLM state can be determined by performing a CPA calcula-
tion with 50% of moments pointing ‘up’ on each layer and 50% pointing ‘down’.
Such a calculation can be implemented using the KKR method for layered system
[157]. S(2)(q‖) can be then be determined by expanding about the disordered
state, using the inhomogeneous CPA. An analytic expression for S(2)(q‖), involv-
ing convolution integrals of the type given by the lattice Fourier transform of Eq.
5.18, is given in [158]. Some of the quantities entering this expression are the
solution of layerwise coupled equations, making its evaluation computationally in-
tensive. A more approximate, less demanding, way of obtaining S(2) is to evaluate
it numerically from S(1), where S
(1)
i ≡ −∂<Ω>∂mi . We outline such a procedure here,
restricted to the case q‖ = 0. This means that we can only consider systems
where S(2)(q‖) attains its maximum positive eigenvalue for q‖ = 0, i.e. those
where the moments within each layer are ferromagnetically coupled. The coupling
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between layers may, however, be ferromagnetic or antiferromagnetic. We begin by
considering the change in S(1) for a particular layer P arising from the application
of a small external magnetic field to every site j in layer Q. This can be written
as
∆S
(1)
P =
∑
i∈P
∆S
(1)
Pi =
∑
i∈P
∑
Qj
S
(2)
PiQj∆mQ, (7.16)
where ∆mj is the induced magnetisation at each site in layer Q and we have used
the definition S
(2)
PiQj = − ∂
2<Ω>
∂mPi∂mQj
. The identity
S
(2)
PQ(q‖ = 0) =
∑
i∈P
∑
j∈Q
S
(2)
PiQj (7.17)
can be used to rewrite Eq. 7.16 as
∆S
(1)
P =
∑
Q
S
(2)
PQ(q‖ = 0)∆mQ. (7.18)
Equation 7.18 evidently provides a direct relation between S(2)(q‖ = 0) and S(1).
The quantity S
(1)
P can be determined using the inhomogeneous CPA and is given
by [33]
S
(1)
P =
Im
π
∫
dE f(E, ν)[ln ‖DP+‖ − ln ‖DP−‖], (7.19)
where the DP are CPA projectors for the P th layer:
DP+(−) = [1 + [(t
P
+(−))−1− (tc,P )−1]τ c,P0P0]−1, (7.20)
where tc,P and τ c,P0P0 are respectively the cpa t matrix and site-diagonal scattering
path operator for the P th layer.
To actually compute S
(2)
PQ(q‖ = 0) from Eq. 7.18, we consider a CPA
calculation in which one of the layers Q has a slight imbalance between ‘up’ and
‘down’ moments. If the probability of a site in layer Q being occupied by an ‘up’
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moment is 0.5+ δ and the probability of it being occupied by a ‘down’ moment is
0.5− δ, equation 7.18 gives
S
(2)
PQ(q‖ = 0) =
∆S
(1)
P
2δ
, (7.21)
where for each layer, P , ∆S
(1)
P can be evaluated according to Eq. 7.19. By
repeating this procedure for all Q, the full matrix S(2) can be obtained.
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Chapter 8
Conclusions and Outlook
In this thesis we have presented a new formalism for investigating the onset of
magnetic order in Strongly-Correlated electron systems. Based on a first-principles,
density functional theory description of the electronic structure, our scheme con-
tains no adjustable parameters and at no stage was the many-electron problem fit
onto an effective model Hamiltonian. Central to including strong electron corre-
lation effects in our mean-field DLM approach to magnetism, was our new LSIC
implementation, which we outlined in section 5.5. This greatly extends the range
of systems which can be treated using the DLM, in particular to those in which
electron states have much more of an atomic, rather than a Bloch like, nature.
We also outlined, in section 5.4, how the DLM scheme can be generalised to more
than one atom per unit cell, again expanding the range of systems that can be
treated.
Using our new LSIC implementation of the DLM, we carried out a major
investigation of heavy rare earth magnetism in chapter 6. The results we obtained
were analysed with reference to the RKKY model of magnetism. We illustrated
how Fermi surface nesting in the paramagnetic state promotes the formation of
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incommensurate magnetic structures. By arguing that the type of magnetic order is
determined by the sd conduction electrons, common to all the heavy rare earths,
we suggested that gadolinium could be used as a magnetic prototype for the
whole heavy rare earth series. On the basis of this we proposed a ‘unified phase
diagram’ of heavy rare earth magnetism, linking the magnetic ordering tendencies
of the elements to their lattice parameters. Importantly, this phase diagram has
predictive power. Indeed, we showed that it could be used to predict critical alloy
concentrations, at which new magnetic phases appear. The phase diagram could
also potentially be used to make experimental predictions about the pressure or
tension needed to convert the magnetic ordering of a heavy rare earth systems
from one type to another. Such predictive capability underlines the strength of
our first principles approach.
To further our study of the heavy rare earths, as well as to provide additional
validation for our use of gadolinium as a magnetic prototype, we would need to
actually generate self-consistently the electronic structures of the other heavy rare
elements. As outlined in chapter 6, this would require spin-orbit effects to be
taken into account because, unlike gadolinium, the other heavy rare earth metals
have non zero orbital moment in the groundstate. A relativistic generalisation
of the LSIC would hence be required. Such a generalisation already exists for
the conventional (LMTO-ASA) implementation of the SIC [159]. The results of
LMTO-ASA-SIC calculations for thulium [160], the last member of the heavy rare
earths, show that the most energetically favourable SIC configuration changes
when spin orbit coupling is included, thus showing the importance of this effects.
Another noteworthy feature of the LMTO-ASA calculations [160], was that
the different SIC configurations for thulium were found to be very close in en-
ergy. This suggests that interactions between different orbital configurations of
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the system, corresponding to the different SIC configurations, might need to be
considered. In particular, rather than treating the system as having one specific
orbital configuration, it should be treated as being in some intermediate state
between two or more different configurations. This is closely linked to ideas we
discussed in chapter 4 concerning the non-integer valence of γ-cerium, where it
was suggested that the f electron should be viewed as being in some intermediate
state between being fully localised or fully delocalised. We proposed that this could
be modelled in terms of a pseudoalloy, where the f electron was localised on one
‘alloy’ component and delocalised on the other, with the former being described
using an LDA potential and the latter by an SIC potential. We could consider
doing a similar thing but with two SIC potentials, corresponding to different lo-
calisation configurations. This would describe a system with statically disordered
orbital configurations. To be able to describe the dynamical interactions of dif-
ferent orbital configurations, we could consider the two different SIC potentials as
being two states of an atom and allow the atom to tunnel between the states,
so as to form a so-called two level system [161]. Applying a similar reasoning
to potentials describing different moment orientations, opens up a way to take
into account dynamic moment fluctuations. This could be used as the basis of a
dynamical generalisation of the DLM method, of the sort proposed in chapter 3.
In such an DMFT-DLM-SIC scheme, the energy scales associated with dynamic
spin and orbital fluctuations might be in the thermal range. One example where
this physics is relevant is the determination of the Ne´el temperature of NiO and
this new theory could potentially improve the value from that obtained using our
static, fixed orbital approach.
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