In a variety of applications, ranging from data integration to distributed query evaluation, there is a need to obtain sets of data items from several sources (peers) and compute their union. As these sets often contain common data items, avoiding the transmission of redundant information is essential for effective union computation. In this paper we define the notion of optimal union plans for nondisjoint data sets residing on distinct peers, and present efficient algorithms for computing and executing such optimal plans.
INTRODUCTION
In a variety of applications, ranging from data integration to distributed query evaluation, there is a need to obtain sets of data items from several sources (peers) and compute their union. As these sets often contain common data items, a naive algorithm where each peer sends to the target peer its full set of items (or even just the ids of all items) is wasteful communication-wise, having common items (ids) sent multiple times. The goal of this paper is to develop efficient algorithms that avoid such redundant data transmission and minimize the time required to compute the union of non-disjoint data sets residing on distinct peers.
To situate and motivate the problem that we study here, we next present a simple example that illustrates its practical origin and explains how a good solution to the problem addressed here can con-Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the ACM. To copy otherwise, or to republish, to post on servers or to redistribute to lists, requires a fee and/or special permissions from the publisher, ACM. Example. Consider a distributed full-text index of a given set of documents, based, for instance, on a Distributed Hash Table ( DHT) [16, 28] . For every word w appearing in the documents, the index contains some peer p w holding the urls of the documents that include the word. One can consider here conjunctive and disjunctive queries (or some combinations). Given a set of words w1, . . . , wn, a conjunctive (resp. disjunctive) query returns the documents where all (some of) the words appear. Much research has been devoted to the efficient computation of conjunctive queries [2, 17] . In contrast, this paper focuses on disjunctive queries and is the first, to our knowledge, to propose efficient algorithms for their computation.
As a simple example for a disjunctive query, consider a user interested in finding documents where some word w 1 or any of its synonyms w2, w3, . . . , wn appear. The answer for the query is the union of the url sets held by the peers pw 1 , . . . , pw n . Observe that the sets are likely to have significant overlap -a document containing a word w i often also includes several of its synonyms. For example, assume that some subset D of the documents contains the three words w1, w2 and w3. The urls of the documents in D thus all appear in p w 1 , p w2 and p w 3 . It is naturally wasteful to transmit the same urls several times over the network, in particular if the set D is large. A better performance would be obtained if we could split D into three disjoint subsets D1, D2, D3 and have each of the peers pw i , i = 1, 2, 3, send only Di. Before explaining how such a split can be accomplished, it is important to note that the optimal way to split the sets depends on how many additional (disjoint) data items each peer needs to send, as well as on network constraints such as the download and upload rates of the involved peers. For instance if pw 1 , pw 2 , pw 3 hold no urls other than those in D and have equal bandwidth, the best performance would be obtained by having D 1 , D 2 , D 3 be of equal sizes, each containing a third of D. But if pw 1 has half as much bandwidth as the other two peers, it is best for D1 to have size half of D2 and D3 (i.e. to contain 1/5th of D while D 2 , D 3 each hold 2/5th). This split is also optimal if p w 1 has bandwidth equal to the others but contains an additional set D of urls of size 1/5 of D.
In the sequel, given a peer that is interested in the union of some non-disjoint data sets residing on distinct peers, we use the term union plan to denote a set of instructions that determines which items should be sent by which peer to which peer and when, so that each data item is eventually transmitted (at least once) to the target peer and all network constraints are respected. (A formal definition is given in the following section). An optimal such plan is one where the time it takes for the target peer to obtain the full union set is minimal. We will see below that for every union request there exists an optimal plan which identifies peers holding common item sets, splits those sets into disjoint subsets, and has each peer transmitting its (disjoint set of) items to the target peer in a manner that best exploits the network capabilities.
A key challenge in the design of such an optimal union plan is the lack of a complete map of the distribution of the data items among peers. A peer typically knows what items it holds but rarely knows what is held on each of the other peers. To analyze what information is needed for optimal planning we first consider an "ideal" scenario where each peer knows precisely what is held by other peers, and provide an efficient algorithm for computing an optimal union plan in this setting. Gathering precise such information is costly. However, we will see that if one is willing to slightly compromise the optimality of the plan or the accuracy of the union result, it is possible to get a compact, cheap to communicate, description of the data sources that allows for efficient union computation with reasonable accuracy. Indeed, in many real life scenarios, some imprecision in the union result is tolerable. This is the case ,for instance, when the result is used to compute some statistics/approximated aggregate function on the queries data. Similarly, if the data sets to be unioned originate from a Web search, hence are typically incomplete to start with, and important information is likely to be repeated in several distinct items, (e.g. important news are likely to be reported in several news articles, important web sites may have several of their main pages occurring in the result), the risk of missing some occurrences may be acceptable.
Before presenting our algorithms, let us briefly consider a related problem. More related work appears in Section 6.
Sets reconciliation. A restricted version of the problem that
we study here, called sets reconciliation, was introduced in [24] . It focuses on computing the union of a pair of item sets. Given a pair of hosts A and B, each with a set of length b bit strings, these works propose an array of algorithms to allow both hosts to determine the union of the two sets with a minimal amount of communication. Both exact and approximated computations were considered, with applications to a variety of domains including PDA synchronization, routing table maintenance, and gossip-based content delivery protocols [23] . A key difference from the present work is that we consider here the union of an arbitrary, possibly large, number of sets held on distinct peers, and the result is required by a different target peer. While some of the techniques used for pairwise sets reconciliation are naturally still useful here, we will see that the need to handle multiple sets introduces new challenges, requiring a tighter, more global coordination of the peers. For instance, while network constraints do not play a central role in existing algorithms for sets reconciliation (data is simply sent from one peer to another at the maximal rate allowed by the upload and download rates of the peers), when several peers wish to send data to a single target peer, a more careful bandwidth distribution is required to guarantee optimal performance.
Results. The contributions of this paper are the following.
• We introduce a simple generic model for describing union plans and formally define the notion of an optimal plan.
• To understand what information (on the content of the peers and the correlations among them) is needed to derive an optimal union plan, we first consider a scenario where full knowledge about the distribution of data items among peers is given and design an efficient algorithm for computing optimal union plans in such setting.
• As gathering such precise data is costly, we propose two heuristics, one for reducing the number of correlations among peers to be considered (at the expense of compromising the optimality of the plan) and the second for gathering compact, cheap to communicate, description of the data sources (at the expense of compromising the accuracy of the union result).
• To evaluate the effectiveness of our algorithms and heuristics, we have implemented them and conducted an experimental comparative study of their performance. Our experiments show that, compared to a naive union, our techniques can improve the performance by an order of magnitude, yielding only very marginal error.
Problem setting. We consider here multi-set union with the number of sets in the union ranging from two to hundreds. We assume that the query (target) peer knows the set peers and that can be direct communication between any pair of peers (set or query). This is a common assumption in the implementation of DHT-based applications where an overlay network (e.g. ring-or tree-shaped) is used to locate peers, but once a required peer is identified, the data transfer to the target is performed in a direct manner [20] . We focus here on ad hoc query answering, where the response time is expected to be short. Consequently, it is likely for the bandwidth constraints not to change much throughout this short time interval, and this is what we assume here. We also assume that failures are handled by the underlying data communication layer (e.g. the DHT layer in the above example). The paper is organized as follows. In Section 2 we define optimal union plans and highlight a central property that is used in Section 3 to develop an efficient algorithm for deriving optimal plans. In Section 4 we present two heuristics for gathering compact information that allows for the derivation of (approximated variants of) such plans. Section 5 describes the algorithms implementation and experiments. Finally, Section 6 concludes with related work.
PRELIMINARIES
We start by presenting the basic formalisms used throughout the paper and introduce the notion of (optimal) union plan. We then present in the next section an algorithm for computing such plans.
To simplify we assume that all data items are of approximately the same size. Similar development can be done for the case where items of different types have different sizes. Time is viewed in a discrete manner and each time unit represents a communication round. A point in time is represented by a positive integer describing the number of time units that had passed since the beginning of the communication. Our measurement of cost for a union computation is in terms of the time it takes for the target peer to receive all data items. The bandwidth constraints of a given peer are modeled by the number of items it can send/receive in one time unit.
To make this more precise we use the following notation. Let D be a domain of data items and let P be a set of peers. The number of items that a peer p ∈ P can receive (resp. send) in one time unit is denoted download(p) (resp. upload(p)). For simplicity we assume that download(p) and upload(p) are positive natural numbers. The set of items from D that a peer p holds is denoted items(p). The union of the item sets held by peers in P is denoted items(P ), namely items(P ) = S p∈P items(p). For a set s (of items or peers), we use below |s| to denote the set's cardinality.
A union plan is a set of instructions that describes which items are sent by which peer to which peer and when, so that all network constraints are respected and each data item in items(P ) is transmitted eventually, (at least once), to the target peer. An optimal such plan is one where the time it takes for the target peer to obtain the full union set is minimal. • A peer can send only data items that it originally held or had previously received. Namely
We use time(U ) to denote the maximal time point in the plan U . U is called an optimal union plan if there is no other U with time(U ) < time(U ).
In general, a union plan allows items to be sent indirectly to the target peer via other peers, and the target may receive the same item several times. A direct union plan is one where all items are sent directly to the target, namely for all
A non redundant plan is one where each item is received by the target exactly once. The following Proposition shows that when searching for an optimal union plans it suffices to consider direct, non redundant plans. PROPOSITION 2.2. For every set P of peers and a target peer p 0 , there exists an optimal union plan that is direct and non redundant.
PROOF. (Sketch) Clearly, any optimal plan U can be transformed into a non redundant plan U by simply removing from U the transmission, to the target, of all items that it had previously received. To show that each non redundant plan can be turned into a non redundant direct one, we first observe that non redundant union plans can be "minimized" by (1) removing unnecessary transmissions of data items d from a peer p to peer p if p already holds d, and then (2) removing (recursively) all the transmissions of items to peers that do not send the items further. It is easy to see that in such a minimized optimal plan U ", the subset I p ⊆ items(p) of items that each peer p sends are all disjoint. (In addition to this subset Ip, p may send additional items that it received from other peers). So the plan U " must also be an optimal union plan for this set of disjoint I p 's. (Or else we could have used their optimal union plan to obtain a better plan for our data, in contradiction to the optimality of U "). To conclude the proof, we use the fact (proved in Theorem 3.5 in the following section) that for disjoint item sets there always exist a direct optimal plan. As this plan is equivalent time-wise to the plan U " (both being optimal) we can replace U " by this direct plan to obtain a direct, non redundant optimal plan for our original P and p0.
The above proposition is important since it implies that all we need to do, in order to find an optimal plan for P and p0, is to find for each peer p ∈ P a subset I p ⊆ items(p) of its items such that (1) the subsets chosen for the different peers are pairwise disjoint, (2) together they include all the items in P , and (3) the optimal union plan for these chosen disjoint I p 's is of minimal time.
The algorithms presented in the following sections follow precisely this route.
OPTIMAL UNION PLANS
Before presenting our solution, note that the problem that we study here can be viewed as some sort of scheduling problem [26] where each data is a task which can be performed only by the peers holding it, with the network constraints acting as scheduling constraints. A common technique for solving scheduling problems is by reduction to a network flow problem [26] . Indeed, the first ingredient of our solution, presented below, uses network flow. A key challenge however that needs to be addressed in our setting is the large number of data items. An algorithm polynomial in the number of tasks (data items), which would be considered reasonable for standard scheduling problems, is impractical here. An additional difficulty here comes from the lack of a global map of which peers hold each data item (i.e. can perform the task).
To understand what information (on the content of the peers and the correlations among them) is needed for deriving an optimal union plan, we first consider a scenario where full knowledge about the distribution of data items among peers is given, and design an efficient algorithm for computing optimal union plans in such setting. Our algorithm consists of two steps. The first, called AssignData, considers data items that reside in several peers, and chooses for each item a unique peer that will send it to the target peer. For efficiency, AssignData does not treat each item individually but rather considers each subset of items residing on the same set of peers (and on no other peers) as an "equivalence class" and splits each class into disjoint subsets to be transmitted by the individual peers. Once the "best" assignment of items to peers has been determined, the second step, called SendData, determines in what order the peers should send the data they are responsible for so that the overall transmission time is minimized. We detail below each step, then prove that the resulting union plan is indeed optimal.
AssignData
AssignData uses a CheckTime subroutine that, given a set P of peers, a target peer p 0 and a time t, checks whether it is possible to find for each peer p ∈ P a subset I p ⊂ items(p) of its items such that (1) the subsets chosen for the different peers are pairwise disjoint, (2) together they include all the items of P , and (3) the optimal union plan for the subsets is of time t or less. We call a set of I p 's satisfying the above requirements a split (of time t). To find an optimal union plan, AssignData will find the smallest t for which CheckTime returns a positive answer.
Let us first explain how CheckTime works. As mentioned above, the algorithm views each subset of items residing on the same set of peers (and on no other peers) as an "equivalence class". It reduces the problem of checking if a split of time t exists, to a Max-Flow problem [3] on a network (flow graph) whose nodes represent the equivalence classes and whose edges (and their flow capacity) represent the amount of data that can be transmitted by the peers in t time units.
Flow graph. An example flow graph is depicted in Figure 1 .
We first describe how such graphs are constructed, in general, and then explain this specific example. Given a set P of peers, a target peer p0 and a time t, we construct the following flow graph. The graph has five layers. The first layer consists of a single source node. The second layer represents the equivalence classes of data items, and has one node per each (non empty) set of items which all reside on the same set of peers and on no other peers. Note that the number of such nodes (equivalence classes) is bounded by min(|items(P )|, 2 |P | ). The third layer represents the peers and has one node per each peer p ∈ P . The fourth layer consists of a single node representing the target peer p 0 . Finally, the last layer consists of a single sink node.
The source node has outgoing edges to all the equivalence class nodes. The capacity of each such edge describes the number of items in the pointed equivalence class. Since each distinct item participates in a single such class, the total capacity of the edges is equal to the number of distinct items in P , i.e. = |items(P )|. Every equivalence class node has outgoing edges to each of the peers containing the class's elements. (The edge models the fact that each such peer may send elements of the class). The capacity of each edge, again, describes the number of items in the class. Every peer node has an outgoing edge to the target node. For a peer p, the capacity of the edge describes the maximal number of items that can be uploaded, from p to the target peer p 0 , in t communication rounds, namely = t · (min(upload(p), download(p 0 )). Finally, an edge from the target to the sink node describes the number of items that can be received by the target peer p0 in t communication rounds, and has capacity t · download(p0).
We next run a standard Max-Flow algorithm (e.g. the pushrelabel algorithm [3] ) on the network, to find the maximal flow that can arrive to the sink. If it equals |items(P )| (or in other words, all items sent by the source can arrive to the sink), we conclude that a split (of time t) indeed exists. Deriving a split. The split itself is easily derived from the flow assigned to the edges connecting the equivalence class nodes to the peer nodes: for every equivalence class, the flow fp on the edge pointing to a peer p indicate how many class members are assigned to p. W.l.o.g. assume that the items in each equivalence class are ordered (otherwise we can simply apply some hash function to their ids/content and order them according to the hash value). Also assume that there is some order on peer ids. Now, for each equivalence class, the first peer in this order is made responsible for the first f p 1 items of the equivalence class, the second peer for the following f p 2 items, and so on. Consequently, the set I p of elements that a peer p is assigned consists of the subsets, from the various equivalence classes, that were assigned to p. The time complexity of the algorithm is polynomial in the size of the network (determined by the number of equivalence classes and the number of peers). Its correctness is stated below. We omit the proof for space constraints. Finding a Minimal t. To conclude we only need to find the minimal time t for which such a split exists. Observe that the value of this minimal t is bounded from below by the download rate of the target, and bounded from above by the minimum upload rate of the peers. Namely,
Thus, to find the minimal t we can perform a binary search on this interval, running CheckTime for each tested t, (overall, a logarithmic number of times), and finding the minimal one for which a split exists.
SendData
The above algorithm tells us which (disjoint) subsets of items should be sent by each peer. Now, to derive an optimal union plan, we only need to determine in what order the peers should send this data. Or in other words, we need to derive an optimal union plan for the disjoint item sets. Before presenting our algorithm, let us first look at a simple example that demonstrates that the order in which data is sent indeed matters. The example will also be useful to illustrate how our algorithm works. Given a set P of peers holding pairwise disjoint item sets, and a target peer p0, the algorithm SendData depicted in Figure 2 computes an optimal union plan for P and p0. The plan that it derives is a direct one, namely all peers send their data directly to the target. Its optimality (proved below) thus demonstrates that if the peers' data sets are disjoint, then there is a direct optimal union plan for them.
The Algorithm. To simplify the presentation we first present a simplified version of the algorithm, then explain how it can be optimized. The algorithm SendData works iteratively, in a greedy manner. At each iteration it identifies peers that are a bottleneck, namely where the time required to send their remaining data to the target is maximal, and allocates bandwidth for them. Since a peer p cannot upload data to the target at a rate higher than the target's download rate, we assume below, for simplicity, that for every p ∈ P , upload(p) ≤ download(p 0 ). We use the following notations. t denotes the time (initially 0) and U denotes the constructed union plan (initially empty). For a peer p, items(p) denotes the number of items remaining for p to send. At the beginning of the algorithm, items(p) = |items(p)| and it decreases when items are sent out. The algorithm continues as long as there are still some items left to send (line 6). The time required for a peer p to send all its remaining data to the target (assuming it is the only peer exploiting the target's bandwidth) is denoted time_to_f inish (p) 
. Note that at each point in time time_to_f inish(p) = items(p)/upload(p).
At each iteration the algorithm selects the peers with highest time_to_f inish to send data in the current communication round, and instructs them how much data to send. send(p) denotes the number of items that a peer p is instructed to send. It is initialized to be zero and increases, if the peer is selected. Peers with maximal The variable f ree records at each point how much available bandwidth the target peer still has for download. At the beginning of each iteration f ree = download(p 0 ) (line 9). It decreases as more bandwidth is allocated for the sending peers (line 16), till reaching zero, when the full bandwidth for the given transmission round is used. When this happens, the allocation for this communication round ends (line 10), and a new one for the next round starts. We can prove (by induction on the number of rounds) the following. THEOREM 3.5. Given a set P of peers holding pairwise disjoint sets of data items, and a target peer p 0 , the direct union plan generated by SendData is an optimal union plan.
To continue with Example 3.4 above, plan U 2 is the optimal plan derived by SendData for the peers.
Optimized Bandwidth Allocation. The algorithm above allocates to the peers one item at a time (see lines 13, 14) . When the number of items held by the peers is large, this becomes prohibitory inefficient. To overcome this we use an optimized variant of the algorithm, that allocate bandwidth in bigger chunks, based on the following two key observation.
• Consider the relative order of the time_to_f inish of the peers, at the beginning and the end of a round. The first observation is that when, in a sequence of rounds, this relative order stays the same, the bandwidth allocation to the peers in these (consecutive) rounds does not change. So rather than distributing one item at a time, we can assign, at once, this round allocation for the maximal number of rounds (time interval) where the time_to_f inish order among peers stays unchanged.
• A second observation is that when all the peers that are currently allocated bandwidth have the same (maximal) time_to _f inish, they equally share the target's bandwidth, till the time_to_f inish of one of them reaches zero or drops down to be equal or lower than that of some peer outside this group. Here again, we can allocate, at once, the bandwidth to the peers in this group (for the maximal possible time interval where their time_to_f inish does not drop in the above way), splitting it equally among them. (If the target's bandwidth is not divisible by the number of peers is this set, the reminder is allocated to the different peers in alternation).
When assigning bandwidth chunks in this manner, the algorithm produces a concise, compact description of the union plan, and its worst case time complexity drops down to polynomial in the number of peers. This is because now the number of bandwidth allocation steps depends only on number of distinct initial time_to_f inish values of the peers, and these are bounded by the number of peers.
(To see this note that each allocation step now makes the current maximal time_to_f inish drop one "step" down to the next lower time_to_f inish value. The number of such steps is as the number of distinct initial time_to_f inish values).
Going back to
Observe that the optimized algorithm not only has a lower time complexity but also allows to provide the peers with a very compact specification for their optimal operation plan: the peers only need to be told the start/end time of each chunk, and in what rate they should send data in this time interval.
COMPACT INFORMATION GATHERING
Let us now examine what information is used by the two-steps algorithm presented in the previous section and how such information can be gathered.
To simplify assume the existence of some coordinating peer (this could be the target peer or any other peer in the system) which is responsible for computing the optimal plan and then instructing the peers what data they should send and when. To enable this, three questions need to be addressed: (1) What kind of information the coordinating peer needs in order to compute the plan? (2) What kind of knowledge the peers need in order to execute the plan? and (3) Can we send all of this required data without too much communication cost? We answer these three questions below, in subsections 4.1, 4.2 and 4.3, respectively.
Deriving the Plan
To derive the plan, the coordinating peer needs to know the upload and download rates of all peers and the size of each equivalence class. The upload and download rates of the peers are easy to obtain by asking the peers. Computing the size of the equivalence classes is more tricky. For each subset of peersP ⊆ P , we need to know how many elements reside on all the peers in P but on no other peers. Or, in other words, what is the size of
There are several techniques proposed in the literature for estimating this size [12, 7] . One simple such method is based on a sampling technique called bottom-k sketches [12] . For a set s of items, a bottom-k sketch is a small sample of k elements from s. The sample is drawn in a particular way which guarantees, among others, that for any group of item sets s1 . . . sj, the value of v = 
We have seen above that the value of each of the summands in this inclusion-exclusion formula can be estimated using the bottomk sketches of the item sets and the size of each set. Consequently, all that the coordinating peer needs to have in order to estimate the the equivalence classes size is (1) bottom-k sketches from all peers and (2) the sizes of their item sets.
However, if we try to use the equation shown above, as is, we will encounter two problems. First, the number of summands in the formula is exponential in the number of peers, and so is the number of the equivalence classes whose size needs to be computed. This may be fine if we have only a few peers to handle, but when dealing with tens or hundreds of peers this may become too heavy computation-wise. Also, in such a case the large number of summands in the formula, and the large number of bottom-k sketches that are intersected in their evaluation, will entail a large accumulated error. This hurdle is inherent, and seems to persist in whichever communication-efficient way we choose to estimate the sizes of the equivalence classes. To alleviate this problem we present below, in Subsection 4.3, an additional heuristic -we show there how to use iterative clustering of the peers such that we are only required to apply the algorithm AssignData for a small number of peers at a time. In such case, bottom-k sketches can be used and can be communicated efficiently. See more details in Section 4.3.
Executing the Plan
To execute the plan, each peer should know (1) which are the elements it is responsible for, and (2) when, and in what rate, to send them. We have seen at the end of the previous section that (2) can be efficiently communicated to each peer. We thus only need to consider issue (1).
Recall that the AssignData algorithm splits every equivalence class among the peers, with each peer being assigned a range of items for which it is made responsible. (Recall that we assumed, w.l.o.g, that some order relation on the class items exists, and each peer was assigned by the algorithm a range of items, based on this order). Naturally, this range can be easily communicated to the peer. But to identify the specific items in the range, the peer should figure out which of its items belong to the equivalence class.
One simple way to do this, without actually sending all the data items (or their ids) around, is to use Bloom filters [5] . A Bloom filter is a compact data structure used to support set membership queries. The space efficiency is achieved at the cost of a small probability of error. A Bloom filter is a bit array of some size n, where all bits are initially set to zero. It uses l independent hash functions h 1 , h 2 ..h l with output in the range of 1 to n. When an item is inserted into the Bloom filter, the l bits corresponding to the result of the l hash functions are set to 1. To test if an item belongs to the set, the l hash functions are evaluated for it. If the corresponding bits in the array are all set to 1 we reply positively. Note that Bloom filters allow for false-positive answers but not for false-negatives. The size of the Bloom filter and the number of hash functions can be tuned to achieve compactness with minimal error probability. Some refined Bloom filter variants that further reduce the probability for error also exist. (For a survey see [6] )
Given the Bloom filters of all peers, a peer p can determine, for each data item d ∈ items(p), which are the other peers p ∈ P s.t. d ∈ items(p ), with small error probability. It is important to note, however, that false-positives here may lead a peer p to wrongly conclude that one of its items resides, and is sent by, some other peer, and not send the item even though it should have. Consequently there is some (very small) probability that some items are omitted from the union result. But as mentioned earlier, in many real life scenarios, some small imprecision in the union result is tolerable if allowing for faster processing. There is still, however, some additional difficulty here. For each peer to have the Bloom filters of all the other |P | − 1 peers, |P |(|P | − 1) Bloom filters need to be sent around. As in Section 4.1, if we have hundreds of peers this may entail a significant communication overhead. We explain next how this is avoided.
The c-Cluster Algorithm
The discussion above pointed out two difficulties. One is the potentially high number of equivalence classes that need to be considered for generating the union plan, and the large inclusion-exclusion formulas required for computing their size. The second is the number of Bloom filters that need to be exchanged for executing the plan. The c-Cluster algorithm, described below, alleviate these two problems (at the expense of somewhat compromising the optimality of the plan). The algorithm applies AssignData only to small subsets of the peers at a time, and iterates this until most of the data redundancies are eliminated. Then it applies SendData to derive the union plan. The algorithm is depicted in Figure 3 . We next describe it in detail.
The c-Cluster algorithm divides the peers into smaller groups, called clusters, each consisting of c peers, for some c > 1 (line 2). If c does not divide |P |, the last cluster is the remainder. It then runs AssignData individually for each cluster (line 3). This eliminates redundant data items (within each cluster) and assigns to the cluster peers pairwise disjoint item sets (line 4). Note however that peers in different clusters may still hold redundant items. To further reduce this redundancy, the process is reiterated -new clusters are formed and redundant items within them are eliminated. At each iteration, the clusters are chosen (using the peers' bottom-k samples) so that the elements redundancy among the cluster peers is maximal (to maximize the number of redundant elements eliminated in the iteration).
1 The process stops when the overall number of redundant items is considered negligible (line 1). At this point SendData is used to determine the best way for the peers to send their assigned items (line 6).
Note that since each cluster contains not more than c peers, the number of equivalence classes that need to be considered by the procedure AssignData in each cluster (as well as the length of their size formulas) is bounded by 2 c . So the overall number of equivalence classes considered at each iteration is bounded by 2 c |P | c
. Also note that to identify the members of each equiv- 1 We employ a standard greedy clustering algorithm [32] that, in a bottom up manner, joins pairs of peers (then cluster), that are estimated to have largest intersections.
c-Cluster(input: P , p 0 , c > 1, r; output: U ) 1 while the number of redundant items in P is above the threshold r 2 divide P into pairwise disjoint clusters (subsets of peers) of size c 3 call AssignData for each cluster; 4 for each p ∈ P , remove from items(p) all the elements that where not assigned to p by the AssignData; 5 end while 6 call SendData to obtain a union plan U for the peers; 7 return U ; We present in the following section experimental results that demonstrate that the algorithm scales well to handle hundreds of peers -our stated target scale. To be applied to larger scales, one may want to use a hierarchy of clusters rather than a flat structure. This is a challenging future research.
Observe that a small cluster size c entails low computation and communication cost at each iteration, but may require more iterations to sufficiently reduce the overall number of redundant items. A larger c, makes each iteration more expensive, but decreases the number of iterations. To get some intuition on how an optimal c may be chosen for a given distribution of items to peers, let us look at a simple example. 
EXPERIMENTAL EVALUATION
To evaluate our algorithms we implemented them and conducted an experimental comparative study of their performance. Since we could not find any previous algorithms aiming at efficient multiset union, we compared the performance of our algorithm to (1) the classical sets union where peers send their full data sets to the target (with the peers sending data at each round being chosen in a round-robin fashion), and (2) an adaptation of the pair-wise set reconciliation algorithm [23] where we performed multi-set union recursively by first unioning pairs, then unioning the results, again in pairs, etc. This use of pair-wise sets union turned to be worse than the classical union, even when the pairs where chosen manually in an optimal manner so as to eliminate redundancy as early as possible in the union, since many data items ended up transmitted many times (first in the initial pairwise union, then again in the pairwise union of the results, etc.). We thus compare below our results only to the classical union.
Experimental environment. All the algorithms presented in the previous sections were implemented and ran on a simulator, written in C++, which can be instantiated with different configurations as explained below. We compared unions performed (1) in a classical manner, (2) using our optimal union plans, and (3) using the c-Cluster algorithm of the previous section. Each of the experiments reported below was run 20 times and the graphs show the average of the results. At each case we also discuss the observed deviation from the average. To measure performance we measured the computation time it took to derive the optimal plan and the time (number of bandwidth rounds) it then took for the target to obtain the data. For the c-Cluster algorithm we also added the number of bandwidth rounds it took the coordinating peer to compute the plan (including obtaining the necessary information from the peers, and disseminating the plan to the peers once computed). Since in all the experiments the computation time for deriving the plan took less than 0.5% of the overall time, we ignore it below and focus on data transmission time. To view the performance gain of our algorithms, relative to classical union, we computed the ratio between the number of bandwidth rounds taken by our algorithms and that of the classical union. We term this number the performance ratio (PR) of the experiment. A PR below 1 means that our algorithm performed better than the classical union, and the lower is the PR the better is the performance improvement.
We ran two series of experiments to validate our approach. First, we used synthetic data to vary the main parameters that may affect the performance of our algorithms. Second, we used real data, in the context of a distributed full-text index of Wikipedia documents.
Experiments on Synthetic Data
The parameters we varied in the experiments are the following. The first two parameters are relevant to all algorithms.
Item sets. We ranged the number of sets in the union from 2 to 1000. In each case the sets are assumed to reside on distinct peers with the union request being issued by another target peer. We used three million items and considered uniform as well as Zipfian-like distributions to determine the percentage of items that each peer holds, as well as the items themselves. The k-samples used for the sets consist of 1024 items each. Finally, another parameter that we varied in the experiment is the size of the data items. Small items (e.g. 256 bits) were used to model situations where only item ids are being sent; larger items were used to model scenarios where the items themselves are sent.
Bandwidth. We considered various download and upload rates.
The results were fairly consistent, thus we show here only a representative sample whose characteristics are similar to that of an ADSL-based environment [1], having upload rate of 75KBps and a download rate of 750KBps.
The following three parameters are relevant only for the c-Cluster algorithm.
Clusters size. Recall from that Section 4.3 the size of c affects the amount of computation and communication needed at each iteration, as well as the number of iterations required to sufficiently reduce the overall number of redundant items. In our search for an optimal cluster size, we experimented with varying values of c. In accordance with the empirical analysis demonstrated in Section 4.3, the best performance was observed for c = 2, and this is what is used in the experiments reported below.
Replication-level Threshold. The c-Cluster algorithm works in an iterative manner. In each iteration, clusters are formed, and redundant items are eliminated within each cluster. The process stops when the overall number of redundant items is considered negligible, i.e. is below a given threshold. A low threshold implies less replicated items, hence less data to be sent, and consequently a more efficient union. But low threshold also means more iterations, hence more use of Bloom filters to identify common items, and consequently higher potential for errors. To understand the tradeoff between performance and accuracy, and choose an adequate threshold, we ran c-Cluster with a varying number of clustering iterations, and analyzed the results.
To see an example, consider the following experiment, where 25 sets are being unioned, with the sets sizes and item distribution to the sets drawn in a uniform manner. (The size of the Bloom filters being used will be discussed below). The performance gain, for varying number of iterations is depicted in Figure 5 . Recall that the performance ratio (PR) is the ratio between the performance of the c-Cluster algorithm and that of the classical union. Lower values imply better performance improvement. It is evident that the PR decreases as the number of iterations increases, i.e. the performance gain grows. The improvement speed is drastic in the first bunch of iterations and then becomes marginal. This is because, after a while, most of the redundant items are eliminated. Further iterations bring only marginal benefit.
The corresponding error rate, for the varying number of iterations, is depicted in Figure 4 . As expected, we can see that the error increases when the number of iterations increases. The error, and its growth, are marginal for the first bunch of iterations, and then increase. We see that in this experiment stopping after approximately 10 iterations is optimal for achieving both good performance and marginal error. Running a series of such experiments, and analyzing these "optimal" stopping points, we observed they have rather strong characteristics: In cases where the original average number of item replicas is not too high (up to 5) the optimal stopping point was close to the ideal state of "one copy per item", with about 1.2 average number of replicas. For cases with higher number of original item copies, getting to such low number of replica requires too many iterations, (hence introduces too much error). The experiments showed that it suffices that the ratio between the original number of replicas and their number at the stopping point is high (about 5 to 1). Our threshold for the remaining experiments was thus chosen following this policy.
Bloom Filters. The c-Cluster algorithm uses Bloom filters to determine, at each peer, which elements in items(p) belong to sets residing on other peers. Large Bloom filters have lower error probability. However, large filters also entail higher communication overhead, hence harm the performance. To better understand the tradeoff, we experimented with Bloom filters of various sizes. A sample such experiment is depicted in Figure 6 . We see here the performance ratio (PR) and error rate. In this experiment 25 sets are being unioned, with uniform distribution for sets sizes and assignment of items to sets. (Similar results were observed when varying the number of sets and distributions, hence we omit them here.) In the first (resp. second, third) row, each peer p uses Bloom filter of size 4 * |items(p)| (resp. 8 * |items(p)|, 16 * |items(p)|). We can see that the smaller the bloom filters is, the greater is the performance gain (i.e. the PR value is lower), but the error is higher. Shooting for an average error rate lower than 0.01% we chose to use here the 16 bits per item.
Now that we explained how the c-Cluster parameters were tuned, let us examine the resulting performance gains and error rates. In all the experiments below, unless stated otherwise, we ranged the number of peers (sets in the union) from 2 to 1000. In all cases, from 50 peers and up the results basically did not change and the curves remained horizontal. We thus show in the figures the results up to 65 peers only. We first present the results for uniform distribution then discuss the Zipfian one. Figure 8 shows the performance gain for the union of a growing number of sets. We see here the performance for small items of 256 bits (essentially the size of a url) and for larger items of size 512 and 1024 bits each. As expected, the larger the items are the higher is the performance gain (i.e. the lower is the PR). This is because more bandwidth is saved when avoiding the transmission of a big item. But even for small items the saving is significant. While the improvement, relative to the classical union, is moderate when just two sets are unioned (20%), we see a significant gain (over 50%) already at five sets, and over 70% improvement when 10 or more sets are unioned. This growing improvement is due to the fact that when a larger number of sets is considered, items may have more replicas, whose elimination speeds up the union. It should be stressed that the variance in the experiments results was small, and in all cases below 10%. Figure 7 demonstrates which part of the effort is spent on computing the union plan (namely obtaining the bottom-k samples and Bloom filters from the peers, and disseminating the plan to the peers once computed), and which part is spent on the actual union execution. The items here are of size 256, 512, and 1024 bits, resp. For small items the plan computation takes a relatively large portion of the overall execution time. (But still, as we saw in Figure  8 above, even with this overhead the overall execution time is still significantly lower than that of a classical union.) For bigger items, the plan computations time becomes relatively marginal. This is because the transmission time of larger items is higher, while the union plan computation time stays about the same.
The average error, for items of size 256 bits, is depicted in Figure  9 . (The error for other item sizes is approximately the same, as it is not affected by the size of the items). In all cases the average error is below 0.008%. It is close to 0.008% when a small number of sets is being unioned (with the exception of the case of two sets, explained below) and decreases significantly as the number of sets grows. This decrease in error is because when a larger number of sets is being unioned, items can have more replicas. Consequently, even if one peer wrongly omits an item, there is a good chance that the item will nevertheless be sent to the target by some other Number of item sets
Error rate % Figure 9 : Error rate for growing number of sets peer. For union of two sets, the error is particularly low since the c-Cluster algorithm performs just one iteration (and a low number of iterations reduces the accumulated error). The figure shows the average error, but in all the experiments the maximal observed error was also very low and below 0.01%.
Optimal union plans. It is evident from the experiments above
that the c-Cluster algorithm outperforms the classical union. But how far is its performance from the one we could obtain by using an optimal union plan? Figure 10 shows the ratio between the performance of the c-Cluster algorithm and the optimal union, for items of size 256 bits. (The results for other item sizes were similar). The number of unioned sets ranges here from 2 to 13. As expected, for optimal union plans, beyond 13 sets, the number of the equivalence classes became excessively large and computing their size and generating the corresponding plan was too slow. Hence we could not measure the performance. We can see that the c-Cluster algorithm approximates the optimal plan rather well (while being scalable, unlike the optimal union algorithm). The plan computed by the c-cluster algorithm takes at most 1.5 times the optimal one (and this, as we had already seen above, is already significantly more efficient than the classical union).
Our results for Zipfian distributions were consistent with those showed above for uniform distribution. In this set of experiments the peer sizes is determined in zipfian-like distribution, with varying number of small, medium and large peers. Figure 11 shows the performance gain, for the union of a growing number of sets, for three representative experiments. In experiment A the majority of peers are small (each holding 10-20% of the data items). In B the majority of peers are of medium size (20-40% of the data items). In C the majority of peers are large (40-80% of the data items). The items size here is 256b. We can see that the larger the peers the better the improvement (since large peers typically contain common items). But even with a majority of small peers we get 25% improvement already at 5 peers, and it grows significantly with the number of peers. The error rate here, as well as the performance relative to the optimal algorithm, were also consistent with what 
Experiments on Real Data
We tested our algorithms in the context of a real life application concerning distributed full text indexing of English Wikipedia documents. The scenario is similar to the one described in the Introduction. The index is based on a on a DHT [16, 28] . For every word w appearing Wikipedia, it contains some peer p w holding the ids of the Wikipedia documents that include the word. The ids here are of 512 bits. The search is synonym-based. In particular, the user can give a word to the system and ask for the documents containing this word or any of its synonyms. To restrict the search, a subset of the synonyms, that best matches the user's particular interest/context, can be specified.
To test the performance of our algorithms, we emulated the above mentioned environment using our simulator. We run a series of experiments where in each experiment we randomly chose 10-15 queries (words). For each query (word) w 1 , we considered its synonyms w 2 , . . . , w n , and computed the union of the sets held by p w 1 . . . p wn . The size of the sets ranged from 20k-70k items (document ids), with the sum of the sizes of the sets involved in each query ranging from 200k-1000k items.
We show below the results obtained for a representative such experiment. For each query (word) in the experiment, we show how many synonyms it has (and thus how many sets were unioned) and what was the average replication level (i.e. in how many of the unioned sets each document id appears). Note that the replication level here essentially reflects the richness of the language used for writing the documents, i.e. how many synonyms are used, on the average, in each document. Figure 12 shows the performance gain observed for each query (word), with the queries sorted by the observed replication level. We can see that, overall, the replication level is rather moderate, (implying that the language used in the documents is not very rich, with only few synonyms used in each document). Nevertheless, even with this low replication level we get significant performance improvements of more than 40% on the average. We can see that the PR decreases (i.e. the performance gain grows) with the increase in the replication level. Figures with the increase in the number of sets in the union. This is consistent with our results for synthetic data. Finally, we can see that the error rate, shown in Figure 14 , is very low here too, again in accordance with the results on the synthetic data. n a t io n a l( 2 9 ) s o n g ( 3 2 ) e x c h a n g e ( 3 2 
RELATED WORK AND CONCLUSION
We studied in this paper the union of non-disjoint data sets residing on distinct peers. We defined the notion of optimal union plans and presented efficient algorithms for computing and executing such plans. They use a compact, cheap to communicate, description of the data sources, for efficient union computation with reasonable accuracy. We have implemented our algorithms, and showed experimentally that they are extremely effective.
Scheduling problems in query processing over parallel, distributed and P2P databases typically deal with inter-query, inter-operator, and intra-operator parallelism [17, 15] . Our work fits in the last category, offering an optimized parallel implementation of the union operator. Most works on query optimization in such distributed settings focus on SPJ (select,project,join) queries, employing e.g. semi-join [4] and bloom-join [18] techniques to reduce communication and speed up processing. Efficient aggregate computation has also been studied, e.g. [30] . Our work is complementary to these efforts, allowing for an efficient union/merge of (sub)query results. Previous work performs multi set union by recursively unioning pairs. In contrast we show here that a direct optimal union is possible and yields substantial performance gain.
The use of data synopsis, such as bottom-k samples and (variants of) Bloom filters, is common in (distributed) stream processing, e.g. for computing aggregates [19] , distributed top-k queries [21] , and eliminating redundant items from a single output stream [13, 29] . Developing optimal union plans in a streaming context is a challenging open problem.
As explained in the introduction, the problem of efficient multi set union computation is closely related to that of pairwise setsreconciliation [24] . For both problems, computing the sets intersection is an important ingredient of the solution. Accurate computations of sets intersection in a distributed setting was shown to be hard [33] , requiring exchange of data of size at least linear in the size of the input. To bypass this lower bound, sets-reconciliation algorithms use assumptions on the properties of the sets (e.g. bounds on the size of the intersection) or probabilistic solutions. For instance, Minsky et al. [23] use such assumptions to developed a setsreconciliation algorithm with communication complexity logarithmic in the size of the symmetric difference between the sets. The algorithm relays on each peer computing a characteristic polynomial of the entire set, based on factorization and interpolation techniques. The use of factorization, interpolating and in general high order polynomials requires expensive computational tasks, which are not reasonable in our setting where peers serve an extensive number of user queries. Byers et all [8] developed an approximated sets-reconciliation algorithm based on a tree of bloom filters. While lighter computation-wise than [23] , the resulting overall error rate is too high for our needs here, and we chose to communicate (wrapped and compressed) Bloom filters for lower error.
Parallel data download is used in many content dissemination and streaming systems [31, 9, 11, 22] . Such systems are often based on peers cooperation, where each peer provides (and obtains) to (from) other needing peers parts of the data -typically a large file -which she (they) had already acquired. Sets reconciliation is used by peers in content dissemination systems to determine which missing pieces of data they can acquire from their neighbors. In all the systems we are aware of, a peer that gets data from several neighbors performs pairwise sets reconciliation with each neighbor separately. This has been shown to be non efficient when neighbors contain overlapping information [9] . The union algorithms presented here can help to improve performance in such situations. It should also be noted that typical content dissemination platforms are designed to download large files and do not perform well when used to downloaded a large number of small items [27] . In contrast, we saw that our union algorithms perform well also for such data.
In information mediation systems data is often gathered from several independent data sources. Removing data redundancies and identifying and reconciling inconsistencies are essential for successful data integration [14] . The redundancies that our algorithms eliminate consist of multiple occurrences of the same data items. Complementary object fusion techniques [25, 14] may be used to fuse together distinct items that represent the same real life object.
Our work targets on-line query processing where the computation time is expected to be short and consequently assumes the network constraints to be fairly stable throughout the computation.
