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1. A FORMULA FOR 3F2 
For the generalized hypergeometric series, 
where (a,) stands for the set of p-parameters 
a1 ) a2 ,..., a,; 
(b,) stands for the set of q-parameters 
b, , 6, ,..., b,; 
and [(a& has the interpretation 
and so on, Rainville [l, p. 821 (see also [2]) has shown that whenever P < 4, 
or p = q + 1, there exist (p + q - 1) linear algebraic relations between PFa 
and pairs of its contiguous functions in the form 
(al - ad 2, = a, $‘,(a, +) - ak Z&k +I, k = 2, 3,..., p 
(l-1) 
and 
(a, - b, + 1) 2, = a, .F,(a, +) - (b, - 1) sF,(bl, -), k = 1, 2 ,..., q, 
(1.2) 
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where for the sake of brevity it is understood that 
a, + 1, 4 ,..., a,; 
.FQ(ul+)=.FQ[bl,b2,...,b*; xl’ 
.F,(h -1 = .FQ [;; ‘az&; ;f;, bg; x] 7 
and 
Pg = .Fgb4; (b,); -4 
As a consequence of (1.1) it follows that 
,F2(a3 +> = al/a3 ,F2(al +> + (~3 - 4h 3F2 y (l-3) 
and when b2 = a, 
3F2(a3 +) = alla3 @‘dul +) + (a3 - d/a3 24 - 
From (1.3) and (1.4) above, we first prove that 
(1.4) 
[ 
%,%,~3+2; 
3F2 bl,u3; 
X 1 
(1.5) 
= 1/(u3)2 i. (3 (d- (a3 - 42-s2F1 [;;;+" "; x] - 
A closer examination then suggests the existence of a more general result 
[ 
$9 a2 9 a3 + r; x 
3F2 b,,u,; 1 (1.6) 
= 1/(a3)? i (1) (& (a3 - 4T-s 24 [I:;+ " a2' X] - 
S=O 
The proof of (1.6) follows by induction. Indeed, (1.6) is verified by (1.4) and 
(1.5) when Y = 1 and r = 2, respectively. Then in view of the assumption 
that (I .6) holds for r = It, we obtain 
3F2pya2ya3+k+l;x] 
1 , 0,; 
= (a3 - %hc+&3hc+*2F1 [;f;s a2; x] 
+ Ma,),,, $I (" ; ')Ms@, - 4+-s+12F1 [ii;+" "';x] 
+ wk+l/(s)e+l2Fl [ 
al+~+La2;x . 
b 
1; 1 
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This clearly establishes the validity of (1.6). It is however, assumed through- 
outthat jx~l <I. 
2. GENERALIZATIONS 
If p + 1 < q or p = q, the formula (1.6) admits a generalization in the 
form: 
THEOREM. 
F [ 
a, c + r, (6,); 
lJ+2 Pi-1 
c, (4); ' 1 
(2-l) 
The proof here again is based on induction. Note that induction on r has 
already been demonstrated in the proof of (1.6). To effect induction on p and 
q we apply the Laplace and the inverse Laplace transform techniques. Indeed, 
induction on p is carried out by replacing x by xt, multiplying by 
and then raking the Laplace transform with respect to t using the known 
result [3, (17), p. 2191. Th en, to effect induction on q, we replace x by x/t, 
multiply throughout by 
W,+d t-“q+l 
and take the inverse Laplace transform by using the formula [3, (l), p. 2971, 
thereby completing the proof by induction, since it is easily verified that 
Theorem (2.1) holds when p = q = 1. 
It is understood for reasons of validity that when p + 1 < q, x is finite and 
thatwhenp=q, (xl <l. 
A similar analysis, from (1.2), would lead to 
v+2Fq+1 
a, c, &I); 
[ c - r, (d,); x] = l/(--c + l>r St0 c--1)8 (i) (4 
- (-c + a + 1 + s),-, .+pq u[ + s, g; x] f 9; 
However, a little algebra shows that (2.2) is not an independent result and in 
fact follows from (2.1). 
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A result analogous to (2.1) has been given by Fields [4, (3.14)J. In a sense 
our formula is nicer, although Field’s formula holds for noninteger values of 
r as well. In particular, setting 
in Field’s formula [4], we obtain [5, (34), p. 131. If further, we let o = 0 and 
a = b + r, where Y is a positive integer, we shall get 
(2.3) 
= c r K%JL zj 
CO - - ,F,[(a, + j); (b, + j>; 4. j,. j [WI, @h 
Now taking the Laplace transform using the formula [3, (17), p. 2191 after 
an appropriate change in the variable, from (2.3), we obtain 
(2.4) 
where for validity, when p + 1 < 4, x is finite and when p = 4, / x 1 < 1. 
It is interesting to observe, as Professor Carlitz remarked in a private 
communication, that Theorem (2.1) can be generalized even further. Indeed, 
by making use of the well-known identity 
i (1) (4, (4-8 = (a + 4r , 
s=O 
we have 
go (1) (4k,8 cc - 4-s = (4k (c + NT * 
Thus if {Us> denotes an arbitrary sequence of numbers, then we formally have: 
THEOREM. 
= 
l/k), i (:) (a), cc - &s f [(a + s)k/‘+!] uk Y 
s=0 k=O 
which evidently on specializing ulc yields Theorem (2.1). 
(24 
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3. SOME DEDIJCTIONS 
Some interesting transformation formulas are obtained on specializing 
the parameters. For instance, setting p = (I, b, := dI , b, = d, ,..., b, = d, , 
we obtain 
F 21 [ ” ’ ; r’ x] = [(c - a),/(c),] (1 - x)fa $1 [ T;r “,;- c _ y; l/l - x] , 
(3.1) 
valid when / x 1 < 1. 
Note that this is a special case, and in fact follows from [6, (15.3.7)] when 
b=c+r. 
Similarly, when p = q, a, = b, , a2 = b, ,..., a, = b, and 1 x 1 < 1, (2.4) 
yields a formula 
F 21 
‘? b ;, r; x] = (1 _ +c 2Fl [-” ;; ‘l(’ - “1 , (3.2) 
which can also be derived from the well-known Euler’s transformation 
[7, (221, P. 641. 
*3F2 
[ 
-Y, a, 1 + a - d; 
l$u+b--d,l+u-c-r; lb (3.3) 
which finds immediate application in the proof of Theorem (4.3). 
4. AN ASYMPTOTIC EXPANSION 
Barnes [g] has shown that the asymptotic expansion of a generalized 
hypergeometric series is given by 
.F&%l); (h); 4 
where I arg(x)l < *, u = q - P + 1 and j JR I --+ 0 as IxI--taa. 
ij w%) 
zz 2) exp{uxllu} u-~/~x~J~ \i ui - i bi + l/2@ - I)/ n h> (i=l i=l 
9-l 
(4.1) 
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General expressions for Cy*Q) in (4.1), where C, (B,Q) is our extended notation 
for the C, originally used by Barnes, are not known. For p = q = 1 and 
R(x) > 0, we have, from Slater [9, p. 601, 
lq%; b,; xl (4.2) 
JYl) z (al-bJ 
=roex I 
y (bl - 4 (1 - 4, + O(l x I-“) . 
r=0 x'r! 1 
For other cases, Luke, [lo, pp. 201-2081, indicates that recurrence relations 
between the C!P*q) for fixed p and q have been developed. The following 
theorem yields explicit expressions for Cy*p) with R(x) > 0. 
THEOREM. Let A(i) = a, + a2 + ... + ai, A(0) = 0, A(p) = A, 
B(i) = b, + b, + ... + bi , B(0) = 0 and B(p) = B, then 
[ 
(; +;(P -‘2) - A(P - U),[(l + B(P - 3) - A(P - 2))+ 
x **a (1 + B(O) - AU)),, I 
[ 
(1 + B(P - 1) - 42 (1 + B(P - 2) - 4~ - Us8 
x --* (1 + B(1) - A(%, 1 
* (6, - %)s,-8, (4 l  ~s-l)sz-s, *** (b, - 4s,-l-s, Pl d3a 
+ O(l x I--R)\ * (4.3) 
To demonstrate the validity of Theorem (4.3), we once again use induction. 
In fact, if (4.3) is valid, in view of Luke [5, p. 641, it can be shown that 
.+l~v+lN%+l); (bv+d; 4 
v+1 
I-j W4 e2X{A'"+"-B'P+l') i 2 
= r(u, + a2 - b,) p+l 
I-J m> 
k-3 
m (6, - 4 (b, - 4n *Zo R-1 (1 + B(b) - A(P +W, (b,), n! c a,=0 x%s,! 
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[ 
(1 + B(P - 1) - &a, (1 + B(P - 2) - 4p - l))S, 
x ... (1 i- B(1) -A(2)),, 1 
[ (1 + B(P) - 4P + l>)s,(l + B(P - 1) - A(p)), x ... (1 $ B(2) - A(3)),p 1 
- lb,+1 - ~P+lh1-s2 (b, - %)s,-s, *** P,- %)s,-l-s, 
x (4 + b2 - a1 - 4 + 4,# + 0( I .a? I-“) j . 
Since 
@l + b2 - a1 - Q2 + fl)sll 
(bl + b2 - a1 - a2)s, (b, + b2 - a1 - 02 + %&a 
= 
(4 + b2 - a1 - a2)n 
> 
(4.4) 
then in view of (3.3) above, we can equivalently express (4.4) as 
= ,zX(A(~+l)-B(~+l)) B [s] 
. $ (1 + wF-;~P + l>>a 
1 
[ 
(1 + B(P - 1) - 4PN8, (1 + WP - 2) - 4P - l))% 
x *** (1 + B(O) - 41N8p+l 1 
[ (1 + B(P) - JP + lh, (1 + W’ - 1) - A(P>~ x -*a (1 + B(l) - 42))+,, 1 
* @P,l - @a+&sz v% - %hz-s3 **- (a2 - u2)s*-,--8p+l(h - 4sp+, 
+ WI x I-R)1 . (4.5) 
This gives the desired result since (4.3) is consistent with (4.2) when p = 1. 
We remark in passing that Theorem (4.3) besides extending the results 
of Luke and Slater [5, 91 is of importance not only in investigating the prop- 
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erties of the distribution function and the moments of the random variable 
which arises in the econometric problem investigated by the second author 
[l I], but also may have similar interesting applications in the general case of 
p-parameters. 
REFERENCES 
1. E. D. RAINVILLE, “Special Functions,” Macmillan, New York, 1960. 
2. E. D. RAINWLLE, The contiguous function relations for $a with applications to 
Bateman’s 12” and Rice’s I&(<, p, et), Bull. Amer. Math. Sot. 51 (1945), 714-723. 
3. A. ERD~LYI, “Tables of Integral Transforms,” Vol. I, McGraw-Hill, New York, 
1953. 
4. J. FIELDS, Confluent functions, Math. Comp. 21 (1967), 189-197. 
5. Y. L. LUKE, “The Special Functions and Their Approximations,” Vol. II, 
Academic Press, New York, 1969. 
6. M. ABRAMOWITZ AND I. A. %EGUN, “Handbook of Mathematical Functions,” 
Dover, New York, 1965. 
7. A. ERDBLYI, “Higher Transcendental Functions,” Vol. I, McGraw-Hill, New 
York, 1953. 
8. E. W. BARNES, The asymptotic expansion of integral functions defined by 
generalized hypergeometric series, PYOC. London Math. Sot. 5 (1907), 59-116. 
9. L. J. SLATER, “Confluent Hypergeometric Series,” Cambridge University Press, 
London, 1960. 
10. Y. L. LUKE, “The Special Functions and Their Approximations,” Vol. I, Academic 
Press, New York, 1969. 
11. J. B. MCDONALD, “On the Distribution Functions of Some GCL Statistics 
Associated with the Structural Representation of an Econometric Model,“pp. l-72, 
Ph.D. thesis, Purdue University, Lafayette, IN, 1970. 
