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Abstract
A snark is a “nontrivial” cubic graph whose edges cannot be properly coloured by three colours; it is irreducible if each nontrivial
edge-cut divides the snark into colourable components. Irreducible snarks can be viewed as simplest uncolourable structures. In
fact, all snarks can be composed from irreducible snarks in a suitable way. In this paper we deal with the problem of the existence of
irreducible snarks of given order and cyclic connectivity. We determine all integers n for which there exists an irreducible snark of
order n, and construct irreducible snarks with cyclic connectivity 4 and 5 of all possible orders. Moreover, we construct cyclically
6-connected irreducible snarks of each even order 210. (Cyclically 7-connected snarks are believed not to exist.)
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A snark is a “nontrivial” cubic graph whose edges cannot be coloured by three colours in such a way that adjacent
edges receive distinct colours. Besides being interesting for their own sake, snarks are related to several important
problems in combinatorics such as the Cycle Double Cover Conjecture, the 5-Flow Conjecture, P = NP, and the Four
Colour Theorem.
During the long history of “snark hunting” snarks have been difﬁcult to ﬁnd. At present we know that almost all
cubic graphs are 3-edge-colourable [16], but the problem to decide whether a cubic graph is 3-edge-colourable or
not is NP-complete [10]. Nevertheless, a large amount of snarks has been found so far: all snarks of order 30 or
less have been constructed (see [1,2]) and there are several inﬁnite series and general constructions of snarks. Many
known snarks are, however, just trivial modiﬁcations of others. It is therefore natural to ask which snarks are to be
considered “nontrivial”, so that all other snarks could be derived from them by certain simple operations. The problem
of nontriviality is thus essential for understanding the structure of snarks and has been discussed by many authors, see
for example [3,11,15,17].
It has become standard to require that a nontrivial snark be cyclically 4-edge-connected and have girth at least 5.
In other words, no two cycles in a nontrivial snark can be separated by fewer than four edges and the length of a
shortest cycle is at least 5.As shown by Cameron et al. [3], these restrictions still leave snarks which arise from smaller
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Fig. 1. Dumbbell graph.
snarks by certain operations such as the dot-product. This fact suggests that the two standard nontriviality conditions
can be somewhat arbitrary which calls for a more systematic approach to the phenomenon of nontriviality of snarks
(see [17,15]).
In this paper we follow the approach of Nedela and Škoviera [15] which is based on the concepts of reductions
and decompositions of snarks. For this approach, it is convenient to allow cubic graphs to have both parallel edges
and loops, and to leave the deﬁnition of a snark as broad as possible. We deﬁne a snark to be a cubic graph which
has no 3-edge-colouring. In particular, the dumbbell graph consisting of two loops joined by a link (see Fig. 1) is a
snark.
A reduction of a snark is, roughly speaking, an operation which removes an unessential subgraph from a snark and
subsequently restores vertex valencies. To be precise, let G be a snark, and let S be a k-edge-cut in G which separates a
component H which is not 3-edge-colourable. Then H can be completed to a snark G′ of order at most |G| by adding
some vertices and edges. The snark G′ is said to be a k-reduction of G; it is a proper k-reduction of G if |G′|< |G|.
A snark is k-irreducible if it has no proper m-reduction for each m<k. A snark is irreducible if it has no proper
m-reduction for each m; that is, to say, if it is k-irreducible for each k1. In turn, a snark is irreducible if and only if
the removal of each nontrivial edge-cut (one which does not separate a single vertex) results in a 3-edge-colourable
graph.
In [15], Nedela and Škoviera characterized k-irreducible snarks in terms of cyclic connectivity and criticality.
Recall that a graph is cyclically k-connected if it does not contain a cycle separating edge-cut of cardinality smaller
than k. The cyclic connectivity of a graph is the smallest number k for which the graph is cyclically k-connected
(apart from three small graphs: K4, K3,3, and the threefold K2 for which cyclic connectivity is deﬁned to be the
cycle rank). A snark is said to be critical if the removal of any two adjacent vertices results in a 3-edge-colourable
graph. It is bicritical if the removal of any two distinct vertices yields a 3-edge-colourable
graph.
Theorem 1.1 (Nedela and Škoviera [15]). Let G be a snark. Then the following statements hold true:
(a) If 1k4, then G is k-irreducible if and only if it is either cyclically k-connected or the dumbbell graph.
(b) If 5k6, then G is k-irreducible if and only if it is critical.
(c) If k7, then G is k-irreducible if and only if it is bicritical.
Part (c) of the previous theorem implies that a snark is irreducible if and only if it is bicritical. Moreover, Nedela
and Škoviera [15, Proposition 4.8] proved that each irreducible snark is cyclically 4-edge-connected and has girth at
least 5, implying that it is “nontrivial” in the usual sense. On the other hand, Nedela and Škoviera [15, Conjecture
1] have conjectured that there are no irreducible snarks of girth greater than 6. In fact, Jaeger and Swart [12] have a
stronger conjecture that there are no snarks with cyclic connectivity greater than 6. According to these conjectures, all
irreducible snarks should have cyclic connectivity 4, 5, or 6.
The Petersen graph is easily seen to be an irreducible snark, but there are no irreducible snarks of orders 12, 14, 16,
and 24 (see [2,15]). Therefore, Nedela and Škoviera [15] posed the following problem:
Problem 1.2. For which even numbers n10 does there exist an irreducible snark of order n? In particular, does there
exist an irreducible snark of each sufﬁciently large order?
Recently, Steffen [18] gave a partial solution to this problem by using his earlier result [17] that hypohamiltonian
snarks are irreducible:
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Theorem 1.3. There is an irreducible snark of order n for
• each n ∈ {m; m64 and m ≡ 0 (mod 8)};
• each n ∈ {10, 18, 26} ∪ {m; m98 and m ≡ 2 (mod 8)};
• each n ∈ {m; m20 and m ≡ 4 (mod 8)};
• each n ∈ {22, 30} ∪ {m; m54 and m ≡ 6 (mod 8)};
• each even n92.
This theorem does not cover all even integers greater than or equal to 26: the smallest n for which the existence
of an irreducible snark order n remains open is 32. Moreover, all snarks constructed in Steffen’s proof have cyclic
connectivity only 4. The purpose of the present paper is, therefore, to improve Theorem 1.3 in two directions: to cover
all remaining values of n (and thus provide a complete solution to Problem 1.2), and to construct irreducible snarks
with any cyclic connectivity 4, 5 or 6.
The following three theorems summarize our results. In the ﬁrst two of them, we characterize all orders for
which there exist irreducible snarks of cyclic connectivity 4 and 5. The third theorem reﬂects the fact that for cyclic
connectivity 6 the corresponding problem is much more difﬁcult. In this case, we are only able to show that cyclically
6-connected irreducible snarks exist for all but ﬁnitely many orders.
Theorem A. An irreducible snark of order n with cyclic connectivity 4 exists for n= 18, 26, 28, 30 and for each even
n34. An irreducible snark of order n with cyclic connectivity 4 does not exist for n ≤ 16 and for n = 20, 22, 24, 32.
Theorem B. An irreducible snark of order n with cyclic connectivity 5 exists for n= 10, 20, 22, 26 and for each even
n30. For n8, 12n18 and for n= 24 and 28 an irreducible snark of order n with cyclic connectivity 5 does not
exist.
Theorem C. There exists an irreducible snark of order n with cyclic connectivity 6 for each n ≡ 4 (mod 8), n28,
and for each even n210.
Snarks which we construct to prove these theorems are composed from smaller building blocks, called multipoles,
possessing special colouring properties. The necessary theory is developed in Sections 3–6, and the proofs of our
theorems are given in the last three sections.
So far the only known cyclically 6-connected irreducible snarks have been the Isaacs ﬂower snarks of order 8n+ 4,
n3. We construct new cyclically 6-connected irreducible snarks by using superposition. They occur in four inﬁnite
series, one for each even residue class modulo 8. Each of these series consists of snarks which differ in only one
“inﬂating component” which increases the order of the snark. The proof of irreducibility of these snarks is done by
induction.
By additional reﬁnement of our methods we can improve the bound 210 in Theorem C to 182. As constructions and
proofs become much more complicated, we do not give the details in this paper.
Although we can construct many irreducible snarks of order smaller than 182, the smallest cyclically 6-connected
irreducible snark which can be constructed by these methods and is not one of the Isaacs snarks has order 118. It is the
snark constructed by Kochol in [13]. Constructing smaller cyclically 6-connected snarks (even not irreducible ones)
would probably require a new technique. We therefore propose the following problem:
Problem 1.4. Construct a cyclically 6-connected snark (irreducible or not) of order smaller than 118 and different
from any Isaacs snark.
2. Multipoles
Multipoles are graph-like structures which besides the usual edges contain dangling edges and isolated edges. They
have been used as a convenient tool for constructing snarks.
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A multipole is a pair M = (V (M),E(M)) of disjoint ﬁnite sets, the vertex-set V (M) and the edge-set E(M).
Every edge e ∈ E(M) has two ends and every end of e can, but need not, be incident with a vertex. If the ends
of an edge are incident with two distinct vertices, then the edge is called a link; if both ends are incident with the
same vertex, it is called a loop. Both loops and links are called proper edges of a multipole. If one end of an edge is
incident with a vertex and the other is not, the edge is called a dangling edge and, ﬁnally, if neither end of an edge
is incident with a vertex, it is called an isolated edge. An end of an edge that is not incident with a vertex is called a
semiedge.
The set of semiedges of a multipole M will be denoted by S(M). A multipole M with S(M)= ∅ is called a graph. If
|S(M)|=n, thenM is called an n-pole. Semiedges are usually grouped into pairwise disjoint connectors. Each connector
is endowed with a linear order of semiedges. The connectors need not cover the whole set S(M); the semiedges that
are not included in any connector constitute the set of residual semiedges, Res(M), which is unordered. A multipole M
with n connectors S1, S2, . . . , Sn and the set of residual semiedges R is denoted by M(S1, S2, . . . , Sn;R); if |Si | = ci
for i = 1, 2, . . . , n, and |R| = r , then M is said to be a (c1, c2, . . . , cn; r)-pole as well as a (c1 + c2 + · · · + cn + r)
-pole.
Let M be a multipole and let e and f be two edges of M, not necessarily distinct. Assume that e has a semiedge e′
and f has a semiedge f ′ and e′ = f ′. Then we can perform a junction of the semiedges e′ and f ′ and obtain a new
multipole as follows. We discard e and f from E(M) and replace them by a new edge g whose ends are the other end
of e and the other end of f. Thus E(M ′)= (E(M)− {e, f })∪ {g} and g in fact arises from e and f by the identiﬁcation
of e′ and f ′.
Let S1 and S2 be two connectors of equal size n. The junction of S1 and S2 consists of n individual junctions of the
ith semiedge of S1 with the ith semiedge of S2 for 1 in.
The reverse of the junction operation is the disconnection of an edge; it produces two new semiedges from any given
edge. This operation applies equally to dangling and isolated edges.
Let M be a multipole and let F = {1, 2, . . . , k} be a set of colours. Let  : E(M) → F be a mapping assigning one
of the elements of F to each edge of M in such way that for every vertex v of M the ends incident with v are assigned
pairwise distinct colours. Then  is called a k-edge-colouring of M. (If s is a semiedge of M, we use (s) to mean the
colour of the corresponding dangling edge. This slight abuse of notation will cause no confusion.)
From now on we shall assume that, unless otherwise stated, all multipoles in question are cubic. Thus, for every
k-edge-colouring  we have k3, and by Vizing’s Theorem [19] we can always ﬁnd  such that k ≤ 4 (provided that
the multipole is loopless).
If a cubic multipole M admits a 3-edge-colouring  : E(M) → {1, 2, 3}, we say that M is 3-edge-colourable or
simply colourable. Otherwise, when four colours are needed, it is called uncolourable.
Sometimes it is convenient to consider the colours 1, 2, and 3 as nonzero elements of the group Z2 × Z2. Therefore,
whenever needed,we shall identify 1, 2, 3, and 0with the elements (0, 1), (1, 0), (1, 1), (0, 0) inZ2×Z2, respectively.




where (v) is the set of edges incident with the vertex v.
If we want to emphasize that  takes colours in Z2 × Z2, we shall say that  is a Tait colouring. Note that each
Tait colouring corresponds to a nowhere zero (Z2 × Z2)-ﬂow (see [6, Section 6.3] for the deﬁnition). The set K of the
nonzero elements of Z2 × Z2 has two useful properties. First, the sum of any two distinct elements of K is the third
element of K, and second, the sum of any element of K with itself equals 0.
The following lemma is a restatement of the well-known Parity Lemma.
Lemma 2.1 (Descartes [5], Parity Lemma). Let M be a k-pole that has been coloured with colours 1, 2, and 3. If ki
is the number of semiedges coloured i, then
k1 ≡ k2 ≡ k3 ≡ k (mod 2).
It is easy to observe that the Parity Lemma is equivalent to the following statement:
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One of the consequences of the Parity Lemma is that the smallest number of vertices or edges that has to be removed
from a snark in order to obtain a colourable graph is two. A pair of vertices {u, v} of a snark G such that G − {u, v}
remains uncolourable is said to be removable. Otherwise it is called nonremovable. Similarly, a pair of edges {e, f } of
a snark G is called removable if G − {e, f } is uncolourable; otherwise it is called nonremovable.
3. Dipoles
A dipole is a multipole M(S1, S2;R) with two connectors, S1 and S2, called the input connector, I (M), and the
output connector, O(M), respectively, such that |S1| = |S2|. The common size of the input and the output connector is
called the width of a dipole. The symbol M(S1, S2) indicates that the dipole in question has no residual semiedges. If
there is no danger of confusion, we shall use I instead of I (M) and O instead of O(M).
Let M(I,O) be a dipole and let  be a Tait colouring of M. For a connector S ∈ {I,O} with S = (g1, g2, . . . gn), set
(S) = ((g1),(g2), . . . ,(gn)), and deﬁne the ﬂow through S to be the element ∗(S) =
∑n
i=1(gi) of the group
Z2 × Z2.
The following statement follows from Corollary 2.2.
Lemma 3.1. Let M(I,O) be a dipole. Then ∗(I ) = ∗(O).
A connector S of a multipole M is said to be proper if ∗(S) = 0 for any colouring  of M. A dipole M without
residual edges is called proper if its input, and obviously also the output, connector is proper. An improper connector
and an improper dipole are deﬁned similarly by requiring that ∗(S) = 0 for any colouring .
Colouring properties of a dipole can be conveniently represented by its transition relation. Given a dipole M of
width m, we deﬁne a binary relation R on the set Km by setting aRb if and only if there is a colouring  of M such that
(I ) = a and (O) = b. In this case we say that M admits a transition from a to b, and this fact will be denoted by
a
M
−→ b. The relation R is called the transition relation of M and is denoted by T(M). Dipoles with the same transition
relation are said to be equivalent.
In our constructions we will be using several operations on multipoles. Let M(I1,O1;R1) and N(I2,O2;R2) be
dipoles with the same width. Then the serial junction M ◦ N of M and N is the dipole P which arises by the junction
of the connectors O1 and I2. Consequently, we have M(I1,O1;R1) ◦ N(I2,O2;R2) = P(I1,O2;R1 ∪ R2).
Viewing a dipole as a graphical realization of its transition relation, it becomes obvious that the junction of two
dipoles corresponds to the composition of their transition relations. This fact is stated in the following lemma.
Lemma 3.2. Let M and N be dipoles of equal width. Then T(M ◦ N) = T(M) ◦ T(N).
The notion of a serial junction naturally extends into a serial junction of arbitrarily many dipoles. In particular, the
nth power Dn of a dipole D is the junction D ◦ D ◦ · · · ◦D of n copies of D. Another useful operation is the closure of
a dipole. Let M(I,O;R) be a dipole of width n. The closure M of M is constructed by the junction of the connectors
I and O. A cyclic junction of dipoles D1,D2, . . . , Dn is the multipole D1 ◦ D2 ◦ · · · ◦ Dn.
In addition to these operations, we will need the superposition introduced by Kochol in [14]. Let G be a cubic graph.
Let V1, V2, . . . , Vl be multipoles without residual semiedges, with three connectors each, and let E1, E2 . . . , Ek be
dipoles without residual semiedges; they will be called supervertices and superedges, respectively. Take a function
f : V (G) ∪ E(G) → {V1, V2, . . . , Vl, E1, E2, . . . , Ek}, called the substitution function, which associates to each
vertex in G one of the multipoles V1, V2, . . . , Vl , and to each edge in G one of the dipoles E1, E2, . . . , Ek in such a
way that the connectors which correspond to an incidence between a vertex and an edge in G have the same width.
We make an additional agreement that if f (v) is not speciﬁed, then it is meant to be the multipole consisting of single
vertex and three dangling edges having three connectors of one semiedge each. Similarly, if f (e) is not speciﬁed, it is
784 E. Mácˇajová, M. Škoviera / Discrete Mathematics 306 (2006) 779–791
meant to be the dipole consisting of a single isolated edge having one semiedge in each connector. We now construct
a new cubic graph by taking for each vertex v of G a copy of f (v), for each edge e a copy of f (e) and by performing
all junctions of pairs of connectors corresponding to the incidences in G. The resulting graph is called a superposition
of G.
It was shown by Kochol [14, Theorem 4] that if G is a snark and if all the superedges used are proper dipoles, then
the resulting superposition of G is again a snark.
4. Alternators and identiﬁcators
Consider a dipole M of width two. A transition (x1, x2)
M
−→ (y1, y2) of M is called identical if x1 = y1 and x2 = y2.
A colourable dipole M without residual semiedges is said to be an identiﬁcator if each of its transitions is identical.
Obviously, an identiﬁcator can have only two types of transitions, namely (x, x)
M
−→ (x, x) and (x, y)
M
−→ (x, y) for x = y.
The smallest identiﬁcator Id0 consists of two “parallel” isolated edges (see Fig. 2(a)).
Closely related to identiﬁcators are alternators. Consider a dipole M of width two. A transition (x1, x2)
M
−→ (y1, y2)
of M is called alternating if x1 = y1 and x2 = y2. A colourable dipole M without residual semiedges is said to be an





−→ (y, x) where x = y. The smallest alternator has two vertices and is shown in Fig. 2(b). We denote it
by Alt2.
Larger alternators and identiﬁcators can be constructed from snarks. LetG be a snark and let {e, f } be a nonremovable
pair of edges. Construct a dipole M(I,O) as follows. Disconnect the edge e into two dangling edges with semiedges a
and b, and the edge f into two dangling edges with semiedges c and d, and group the resulting semiedges into connectors
I = (a, c) and O = (b, d). It is an easy consequence of the Parity Lemma that M is an alternator. We will say that M
has been constructed by the operation of disconnection and denote it by Alt(G; e, f ).
Let G be a snark and let {u, v} be a pair of adjacent nonremovable vertices of G. Let us construct a dipole M as
follows: remove the alternator Alt2 (see Fig. 2(b)) determined by this pair of vertices, denoting by a and b, and by c
and d the semiedges formerly incident with the vertex u and v, respectively. Then group the resulting semiedges into
the connectors I = (a, c) and O = (b, d). Again, the Parity Lemma implies that M is an identiﬁcator. We will say that
M has been constructed by the operation of removing the alternator and denote it by Id(G; u, v).
The basic properties of identiﬁcators and alternators are collected in the following proposition:
Proposition 4.1.
(a) Each identiﬁcator has all identical transitions, and each alternator has all alternating transitions.
(b) A cyclic junction of an alternator and an identiﬁcator is a snark.
(c) Each identiﬁcator has the form Id(G; u, v) for some snark G and a pair {u, v} of adjacent nonremovable vertices
of G.
(d) Each alternator has the form Alt(G; e, f ) for some snark G and a pair {e, f } of nonremovable edges of G.
Proof. The statement (b) is obvious. To prove (c), take an identiﬁcator M and perform the cyclic junction with Alt2
resulting in a cubic graph G. By (b), G is a snark where the two vertices of Alt2 become the required nonremovable












Fig. 2. (a) Identiﬁcator Id0; and (b) alternator Alt2.
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As regards (a), in both cases one takes a transition guaranteed by the deﬁnition and a Kempe chain starting at a
semiedge. Then the colouring is switched along the chain resulting in a new transition. In this way, all the required
transitions can be obtained. (Recall that an (a, b)-Kempe chain P in a 3-edge-coloured multipole M is a nonextendable
walk in M alternately coloured by the colours a and b. It is easy to see that P is either a cycle or a path with a dangling
edge at each end.) 
5. Negators
Let M be a dipole of width two. A transition (x1, x2)
M
−→ (y1, y2) is called negating if exactly one of the sums x1 + x2
and y1 + y2 equals 0. It is obvious that if M admits a negating transition, then it has at least one residual semiedge. A
colourable dipole M with one residual semiedge is a negator if each of its transitions is negating. A negator M is said
to be perfect if it has all negating transitions. Otherwise M is imperfect. It is possible that one of the connectors of an
imperfect negator M is proper and the other one is—obviously—improper. If so, and M has all admissible transitions,
then M is called a semiperfect negator.
Let G be a snark and let {u, v} be a nonremovable pair of vertices in G at distance two. Let us construct a dipole
M(I,O;R) from the graph G in the following way. Let w be a common neighbour of u and v. Remove from G
the u–v–path and denote the semiedges formerly incident with the vertex u but not incident with w by e1 and e2,
and the semiedges formerly incident with the vertex v but not with w by f1 and f2. Let r denote the remaining
semiedge. Set I = (e1, e2) and O = (f1, f2) and R = {r}, and denote the resulting multipole by Neg(G; u, v). It is
known [9, p. 100] that for any snark G and vertices u and v at distance two, Neg(G; u, v) is a negator whenever it is
colourable. We will show that each negator is either perfect or semiperfect. In other words, every imperfect negator is
semiperfect.
Proposition 5.1. Each negator has the form M =Neg(G; u, v) for some snark G and a nonremovable pair of vertices
{u, v} of G at distance two. Moreover, if M = Neg(G; u, v) is a negator and w is a common neighbour of u and v,
then:
(a) M is perfect if and only if each of the pairs {u,w} and {v,w} of adjacent vertices is nonremovable,
(b) M is semiperfect if and only if at least one of the pairs {u,w} and {v,w} is removable.
Proof. The ﬁrst statement of this proposition can be proved similarly as Proposition 4.1(c) and (d). So we can proceed
to the proof of the second part of the theorem. We only prove (b); the proof of (a) is similar.
Let M be a semiperfect negator. Without loss of generality, we may assume that the output connector is proper.
We shall show that {v,w} is a removable pair of vertices. Suppose not. Then there exists a colouring of the graph
G − {v,w}, and for each colouring  of G − {v,w} we have (f1) = (f2). But this fact implies that the restriction
|M is a colouring of M such that the edges e1, e2, f1 and f2 are coloured by the colours x, y, z and z, respectively, for
suitable x, y, z ∈ K, x = y, with x = z or y = z being possible. It means that M has a transition (x, y) M−→ (z, z) which
contradicts the fact that the output connector is proper.
Nowwe show that if at least one of the pairs of vertices {u,w} and {v,w} is removable, thenM is a semiperfect negator.
Without loss of generality, let us assume that {v,w} is removable. Then the graph H =G−{v,w} is uncolourable. But
since M =H −u is colourable, for each colouring  of M we must have (e1)=(e2)—otherwise we could extend 
to a colouring of H contradicting our assumption that G− {v,w} is uncolourable. This means that the input connector
of M is improper, and since M is colourable, the standard Kempe-chain argument implies that it is a semiperfect
negator. 
As a complement to Proposition 5.1, we prove the following:
Proposition 5.2. Let {u, v} be a pair of vertices of a snark G at distance 2 with a common neighbour w. Then the pair
{u, v} is nonremovable if and only if at least one of the pairs {u,w} and {v,w} is nonremovable. Equivalently, the pair
{u, v} is removable precisely when both pairs {u,w} and {v,w} are removable.
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Proof. Assume that the pair {u, v} is nonremovable. As in the previous proof, if the pair {w, v} is removable, then the
input connector of M (introduced above) is improper, and if the pair {u,w} is removable, then the output connector is
improper. But M cannot have both connectors improper, since it is a negator. Thus, at least one of the pairs {u,w} and
{v,w} is nonremovable.
Conversely, without loss of generality, we may assume that the pair {u,w} is nonremovable. So there exists a
colouring  of G − {u,w}. Clearly G − {u, v,w} is colourable too. Since the vertex w is adjacent in G − {u, v} to a
single vertex, G − {u, v} is colourable as well. Therefore, {u, v} is nonremovable. 
From Proposition 5.1 we get:
Corollary 5.3. Each negator is either perfect or semiperfect.
It is quite obvious that semiperfect negators are not suited for constructing irreducible snarks. On the other hand, the
next corollary, which follows from Propositions 5.1 and 5.2, yields a rich class of perfect negators.
Corollary 5.4. Let G be a critical snark and let u and v be any two vertices of G at distance 2. Then M =Neg(G; u, v)
is a perfect negator.
6. Generalized Isaacs dipoles
The Isaacs ﬂower snark In [11] can be described as the cyclic junction of an odd number n of copies of the Isaacs
dipole Y1 of order 4 shown in Fig. 3(b). The aim of this section is to construct equivalent dipoles of arbitrarily large
order.
Let M be a dipole of width m. Denote by M(i) the dipole which arises from M by interchanging the ith semiedge
of the input connector with the ith semiedge of the output connector. Clearly, M(i)(i) = M . Now, let M and N be two
dipoles of width two with one residual semiedge each. We construct another such dipole M ↑ N as follows. We take
M ◦ N and add to it a new vertex x incident with three dangling edges. We perform the junction of two of them with
the residual semiedges of M ◦ N . Let P be the resulting dipole with one residual semiedge—the third semiedge of x.
Finally, set M ↑ N = P(1).
Given a dipole D of width two with one residual semiedge, we construct a dipole D+ by adding to D a new vertex
w incident with three dangling edges and joining one of the dangling edges to the residual semiedge of D. We add one
of the remaining two semiedges at w to the input and the other one to the output, both as the third semiedge. Thus D+
is a (3,3)-pole without residual semiedges. Let Vi be a dipole deﬁned inductively: V1 is a dipole shown in Fig. 3(a) and
Vi+1 = Vi ↑ Vi . Let Yi = V +i for i1. It is easy to see that |Vn| = 2n+1 − 1 and |Yn| = 2n+1.
Proposition 6.1. For each k1 one has that T(Y1) = T(Y2k+1) and T(Y2) = T(Y2k).
Proof. We prove that for each k1 one has T(V1) = T(V2k+1) and T(V2) = T(V2k), and the result will follow. To
do this, we employ induction on k. For the base of induction, we check that T(V1) = T(V3) and T(V2) = T(V4). This
can be done either by hand or with the help of a computer. Let k2 be even. Set D1 = V 21 and D2k−1 = V 22k−1. Since
T(V1) = T(V2k−1), Lemma 3.2 implies that T(D1) = T(D2k−1). Form the dipole D′1 by adding to D1 a new vertex





Fig. 3. (a) Dipole V1; and (b) Y1 = V+1 .
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similarly constructD′2k−1 fromD2k−1. By the induction hypothesis we haveT(D1)=T(D2k−1), soT(D′1)=T(D′2k−1),
and in turn, T((D′1)(1))= T((D′2k−1)(1)). Since (D′1)(1) = V2 and (D′2k−1)(1) = V2k , the claim thatT(V2)= T(V2k) has
been veriﬁed.
The proof for k odd is similar. 
We deﬁne a generalized Isaacs dipole to be any dipole equivalent to Y1 or Y2. Proposition 6.1 shows that the dipoles
Yk are generalized Isaacs dipoles. The following proposition extends this collection:
Proposition 6.2.
(a) For any two dipolesD1 andD2 equivalent to V1, both with one residual semiedge, the dipoleD1 ↑ D2 is equivalent
to V2, and vice versa.
(b) If D is equivalent to Vi , then D+ is equivalent to Yi .
(c) Any perfect negator N is equivalent to V2, and N+ is equivalent to Y2.
7. Irreducible snarks with cyclic connectivity 4
In this section we prove Theorem A. The idea of construction of cyclically 4-connected irreducible snarks with
increasing orders is to take the cyclic junction of an alternator and an identiﬁcator—which by Proposition 4.1(b) is a
snark. The identiﬁcator part is expanded by consecutively taking larger and larger powers of a suitable identiﬁcator.
The expected fact that the resulting snarks are indeed irreducible will be veriﬁed by employing induction.
Proof of Theorem A. It has been shown in [1,7] that irreducible snarks with cyclic connectivity 4 do not exist for
orders n16 and by [1] that they do not exist for n = 20, 22, 24. We show that there is no irreducible snark of order
32 with cyclic connectivity 4. Suppose there is one. Then, by a result of Goldberg [8] (see also [3]), this snark can be
expressed as a dot-product of two smaller snarks, and by the deﬁnition of the dot-product [11], the sum of their orders
must be 34. As shown in [4], these smaller snarks must again be irreducible. Taking into account the nonexistence
results already mentioned, it follows that the smaller of the two snarks must have order 10. Thus, the other snark will
be an irreducible snark of order 24, which is a contradiction.
To prove the existence of irreducible snarks with cyclic connectivity 4 of orders n= 18, 26, 28, 30 and even n34,
we construct four inﬁnite families of snarks, each representing one even residue class modulo 8.
The familieswill be constructed from the following dipoles: the identiﬁcator Id8=Id(Pg; u, v) of order 8, constructed
from the Petersen graph Pg according toTheorem 4.1(c) by removing the nonremovable pair of adjacent vertices u and v
as shown in Fig. 4; the alternator M18 =Alt(B1; e, f ) of order 18, constructed from the Blanuša snark B1 according to
Theorem 4.1(d) by removing the nonremovable pair of edges e and f shown in Fig. 5; the alternatorsM20=Alt(I5; e, f )
(see Fig. 6(a)), M22 = Alt(GL1; e, f ) (see Fig. 6(b)), constructed from the Goldberg–Loupekine snark GL1 [8,15],
and N32 = Alt(Y3 ◦ (Y1)4; e, f ) (see Fig. 6(c)) of orders 20, 22, and 32, respectively.
Deﬁne G(1)k = M18 ◦ (Id8)k , for k0; G(2)k = M20 ◦ (Id8)k , for k1; G(3)k = M22 ◦ (Id8)k , for k1; G(4)k =






Fig. 4. Constructing Id8.
















Fig. 6. Small cyclically 5-connected irreducible snarks: (a) I5; (b) GL1; and (c) Y3 ◦ (Y1)4.
Proposition 4.1(b) implies that all graphs in these sequences are snarks. Moreover, from the construction it is obvious
that all of them have cyclic connectivity 4.
We show that for each k0 the snark G(1)k is irreducible. The proofs for the remaining three sequences are similar
and are therefore left to the reader.
It is known [15] that G(1)0 = B1 is irreducible. Since irreducibility is equivalent to bicriticality (see Section 1), it is
sufﬁcient to prove that these snarks are bicritical. We proceed by induction on k. We have checked the fact that the
snarksG(1)1 andG
(1)
2 are bicritical with the help of a computer. Consider the snarkG
(1)
k , k3. Remove any two vertices
u and v fromG(1)k . Clearly, at least one of the identiﬁcators Id8 remains intact. Replace it by Id0 (see Fig. 2(a)) to obtain
a smaller multipole U. Clearly, U =G(1)k−1 − {u, v}. By the induction hypothesis, G(1)k−1 is an irreducible snark, so U is
colourable. Since T(Id0) = T(Id8), we can extend any colouring of U to a colouring of G(1)k − {u, v}. Therefore, the
graph G(1)k − {u, v} is colourable too. We can repeat the same consideration for any pair of vertices of graph G(1)k , so
the bicriticality of G(1)k is established. 
8. Irreducible snarks with cyclic connectivity 5
In this sectionweproveTheoremB.The construction of cyclically 5-connected irreducible snarkswill use generalized
Isaacs dipoles as the main ingredients. In most cases, the snarks will be constructed by replacing one copy of Y1 in an
Isaacs snark with a generalized Isaacs dipole equivalent to Y1.
Proof of Theorem B. In [1] it has been shown that irreducible snarks of order n and cyclic connectivity 5 do not exist
for n8, 12n18 and for n = 24, 28. To prove that such snarks exist for n = 10, 20, 22, 26 and each even n30
we construct four inﬁnite families of snarks each of them representing one even residue class modulo 8.
Let Neg7 be the perfect negator constructed from the Petersen graph (observe that Neg7 = V2), and let Neg17 be a
perfect negator constructed from the Isaacs snark I5. Further, let E26 = (Neg7 ↑ Neg17)+, let E28 = ((V1 ↑ V3) ↑
Neg7)+, and let E38 = ((V1 ↑ V3) ↑ Neg17))+.
Deﬁne H(1)k = Y3 ◦ (Y1)2k+4, H(2)k = E26 ◦ (Y1)2k+4, H(3)k = E28 ◦ (Y1)2k+4, and H(4)k = E38 ◦ (Y1)2k+4, all for
k0, with order of the graphs in the sequence congruent with 0, 2, 4, and 6 (mod 8), respectively.






Fig. 7. Constructing the dipole Q.
Since the dipoles Y3, E26, E28, and E38 are all equivalent to Y1 (see Proposition 6.2), the graphs in these sequences
are snarks. Moreover, from their construction it is obvious that they have cyclic connectivity 5.
We now prove that for each k0 the snark H(1)k is irreducible. Proofs for the other three cases are similar and
therefore omitted.





1 with the help of a computer. Consider the snark H
(1)
k , k2. Remove any two vertices u and v from H
(1)
k . Clearly,
there exists an intact serial junctionK of four dipoles equivalent toY1. Thus,K is equivalent toY 41 . IfKY 41 , then replace
K by Y 21 ; otherwise replace K by Y1◦Y3. Denote the resultingmultipole by U. It is clear thatU=H(1)k−1−{u′, v′} for some
u′ and v′. By the induction hypothesis,H(1)k−1 is an irreducible snark, soU is colourable. SinceT(Y 21 )=T(K)=T(Y1◦Y3),
we can extend any colouring of U to a colouring of H(1)k −{u, v}. Therefore, the graph H(1)k −{u, v} is colourable too.
In the rest of the proof we deal with the sporadic orders 10, 20, 22, 26, 30, 34, 36, 38, and 46. The orders 10, 20,
22, and 30 can be covered by snarks well-known from the literature: the Petersen graph Pg, the Isaacs snark I5, the
Goldberg–Loupekine snark GL1 and the Double-star snark Ds, respectively, all of them irreducible (see [15]).
To cover the orders 34 and46we take the snarksY1 ◦ Y 23 and ((V1 ↑ V3) ↑ V2)+ ◦ Y3 ◦ Y1)with the 3-cycle contracted
to a single vertex.
It remains to ﬁnd snarks with the expected qualities of orders 26, 36, and 38.We proceed as follows.We ﬁrst produce
a dipole Q of order 9 from the Petersen graph Pg by disconnecting an edge e and removing a vertex v that is not incident
with e. The two semiedges obtained from e will form a connector denoted by I, and two of the semiedges formerly
incident with v will form a connector denoted by O; the remaining semiedge will be residual (see Fig. 7). Since the
Petersen graph is a snark, I is a proper connector. Set M =Q(I,O) ◦Q(O, I). Now, both connectors of M are proper,
so the cyclic junction of M with a negator forms an uncolourable multipole with three residual semiedges. Connecting
these semiedges to a new vertex yields a snark. Let N be the negator used in the just described construction. Taking
for N negators created from the snarks Pg, I5, and GL1 we obtain snarks with cyclic connectivity 5 of orders 26, 36,
and 38, respectively.
We have checked by a computer that the above constructed snarks of orders 26, 34, 36, 38, and 46 are irreducible.

9. Irreducible snarks with cyclic connectivity 6
We now prove Theorem C. The required snarks will be constructed by superposition which employs supervertices
isomorphic to the multipole W shown in Fig. 8 and superedges isomorphic to the dipole F i (for some i7) shown in
Fig. 9. The superedge F i arises from the Isaacs snark Ii by removing the indicated two vertices u and v and grouping
the semiedges formerly incident with u to the input connector and the semiedges formerly incident with v to the output
connector.
Proof of Theorem C. We describe an inﬁnite sequence of irreducible snarks for each even residue class modulo 8.
Case 1: n ≡ 2 (mod 8). On the single 7-cycle of the Isaacs snark I7, we substitute each vertex by a copy of the
multipole W, one edge by the dipole F i , i odd and i7, and the remaining six edges by the dipole F 7. The result is a
790 E. Mácˇajová, M. Škoviera / Discrete Mathematics 306 (2006) 779–791













Fig. 10. Snark G1,i .
sequence of graphs G1,i of order |V (G1,i )| = 21 + 7|W | + 6|F 7| + |F i | = 182 + 4i for each odd i7; see Fig. 10.
Thus |V (G1,i )| ≡ 2 (mod 8).
Now we prove that each of these graphs is an irreducible snark with cyclic connectivity 6. By the method of
construction, the graphs G1,i are snarks. It is also easy to see that their cyclic connectivity equals 6. It remains to prove
that all of these snarks are bicritical.
We proceed by induction on i. With the help of a computer we have checked that the snarks G1,7 and G1,9 are
bicritical. Let i be odd and i11. To prove that G1,i is bicritical, let us remove any two vertices. Since there are at least
nine dipolesY in the superedge F i (Fig. 9) and the removed vertices are only two, there certainly remains a copy of the
dipole Y 3 in the superedge F i intact; denote it by S. Let us express S as A ◦ B where AY 2 and BY . Replace the
dipole A in S by the dipole P shown in Fig. 11. The resulting graph H is colourable by the induction hypothesis. Let us
look at the colours of the isolated edges in P. Since they are connected to a connector of the dipole B = Y which has
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Fig. 11. Dipole P.
I O
Fig. 12. Construction of the superedge D from the Double-Star snark D’s.
remained intact, and since Y has no transition from or to (aaa) for a ∈ K, at least two different colours are used. We
can now replace the dipole P by Y 2, coloured in such a way that the same transition is induced. This is always possible,
because the dipole Y 2 has all identical transitions except for (aaa) → (aaa), a ∈ K. As a result, we have a colouring
of G1,i − {u, v}, proving that G1,i is irreducible.
Cases 2–4: For the remaining three residue classes mod 8, we replace, respectively, one, two or three of the six
superedges isomorphic to F7 by the dipole D which is created from the Double-Star snark [20] by removing two
indicated vertices (Fig. 12). Since this dipole has two more vertices than F7, we can construct the sequences G2,i , G3,i ,
and G4,i whose number of vertices belongs to the residue class 4, 6, and 0 modulo 8, respectively. The proof in these
cases is analogous. 
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