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Non-Linear Programming: Maximize SNR
for Designing Spreading Sequence – Part II:
Conditions for Optimal Spreading Sequences
Hirofumi Tsuda Student Member, IEEE, Ken Umeno
Abstract—Signal to Noise Ratio (SNR) is an important in-
dex for wireless communications. In CDMA systems, spreading
sequences are utilized. This series of papers show the method
to derive spreading sequences as the solutions of non-linear
programming: maximize SNR. In this paper, we derive the
optimization problems with the expression SNR derived in Part
I and the necessary conditions for the global solutions. We
numerically solve the problems and evaluate the solutions with
two factors, mean-square correlations and maximum mean-
square correlations.
Index Terms—Asynchronous CDMA, Spreading sequence, Ri-
cian fading, Signal to noise ratio, Non-Linear Programing
I. Introduction
THERE are many works for designing spreading sequencesto improve DS-CDMA systems [1], which is one of the
multiple access systems [2]. In communication systems, it is
important to increase their capacity [3] to send information
with high-rate. It is necessary and sufficient for achieving the
spectral efficiency to increase the Signal to Noise Ratio (SNR)
[4]. Bit Error Rate (BER) is also important index and it shows
the quality of communication systems. It is known that BER
becomes smaller when SNR becomes higher [5]. Thus, it is
important to increase SNR for communication systems.
The current spreading sequences are the Gold codes [6].
As the works for designing ones, we refer the reader to
[7]-[15]. Their approaches to obtain spreading sequences are
to design the system which generates sequences. However,
it is not known what is necessary for systems to generate
spreading sequences whose SNR is high. Therefore, it is not
straightforward to design the desired systems.
Our approach to design spreading sequences is to derive di-
rectly them as the solutions of optimizing problems: maximize
SNR. Thus, our method has the advantage that our spreading
sequences are guaranteed to have high SNR since they are
the solutions of the problems. In particular, our optimization
problems belong to non-linear programming problems [16].
Non-linear programming has been developed and used for
solving different problems. The necessary conditions for the
global solution of a non-linear programming problem is known
as the Karush-Kuhn-Tucker (KKT) condition [17]. There are
many methods to solve numerically non-linear programming
problems, for example [18]-[22].
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Our optimization problems have parameters Zi,k (i , k)
and Zi,i which are corresponding to autocorrelation and cross-
correlation, that is, faded signal and interference noise, re-
spectively. Thus, we can design flexibly spreading sequences
with changing the parameters. The spreading sequences which
are the solutions of the problems have resistance to fading
effects when Zi,i becomes large and ones have resistance to
interference noise when Zi,k (i , k) becomes large. This result
is shown as the numerical result.
In Part I [23], we have derived the new expression of SNR.
With this expression, we construct two types of optimization
problems: maximize the lower bound of the average of SNR
and maximize minimum SNR in all the users. With our
expression, we can numerically solve the problems and obtain
the solutions. In general, there are relations between SNR
and mean-square correlation [24] [25]. Thus, we evaluate
the solutions with two factors, mean-square correlations and
maximum mean-square correlations and discuss the relation
between our two types optimization problems and the factors.
II. Decomposition of Spreading Sequence and New
Expression of SNR
In Part I [23], we have shown how to decompose spreading
sequences and derived the new expression of SNR. Let sk be
the spreading sequence of the user k which is defined as
sk = (sk,1, sk,2, . . . , sk,N)T, (1)
where N is the length of spreading sequences and zT is the
transpose of z. We decompose the spreading sequence sk as
sk =
1√
N
N∑
m=1
α(k)m wm(0) =
1√
N
N∑
m=1
β(k)m wm
(
1
2N
)
, (2)
where wm(η) is the basis vector whose n-th component is
expressed as
(wm(η))n = exp
(
2pi j(n − 1)
(m
N
+ η
))
,
j is an unit imaginary number, α(k)m and β
(k)
m are the complex
coefficients. Note that the each of vectors wm(0) and wm
(
1
2N
)
is orthogonal with respect to different m. Thus, the coefficients
α(k)m and β
(k)
m are obtained from sk. Then, the lower bound of
SNR is written as
SNRi ≥
 16N2
K∑
k=1
Zi,k
M∑
m=1
S i,km +
N0
2PT

−1/2
, (3)
ar
X
iv
:1
61
2.
08
78
5v
1 
 [c
s.I
T]
  2
8 D
ec
 20
16
IEEE TRANSACTIONS ON COMMUNICATIONS 2
where
S i,km =
∣∣∣α(i)m ∣∣∣2 ∣∣∣α(k)m ∣∣∣2 (1 + 12 cos
(
2pi
m
N
))
+
∣∣∣β(i)m ∣∣∣2 ∣∣∣β(k)m ∣∣∣2 (1 + 12 cos
(
2pi
(
m
N
+
1
2N
)))
,
(4)
Zi,k (i , k) and Zi,i are the coefficients of faded signal term
and interference noise term, respectively, K is the number of
users, P is the common power of the carrier signals, T is
the duration of one symbol and N0 is the power of additive
white Gaussian noise (AWGN). The equality is attained if the
covariance function of the fading random process, gi(τ) is the
rectangular function, which is the worst case that the variance
of the faded signal term is maximized.
III. Optimization Problems for SNR
In this section, our goal is to derive necessary conditions
for the optimal spreading sequence which maximizes SNR for
the case where the gi(τ) is the worst. Here, the parameters N,
K, Zi,k (i , k) and Zi,i are fixed. We treat Zi,k as the weights
among all the users. We ignore the Gaussian noise term since it
has no relation to spreading sequences. To maximize the lower
bound of SNR of the user i, we should minimize the first term
of the denominator of Eq. (3). We consider the optimization
problem (P˜)
(P˜) min
K∑
k=1
Zi,k
N∑
m=1
S i,km
subject to α(k) = Φβ(k) (k = 1, 2, . . . ,K),
β(k) = Φˆα(k) (k = 1, 2, . . . ,K),∥∥∥α(k)∥∥∥2 = ∥∥∥β(k)∥∥∥2 = N (k = 1, 2, . . . ,K),
(5)
where ‖x‖ is the Euclidian norm of the vector x,
α(k) =

α(k)1
α(k)2
...
α(k)N
 ,β
(k) =

β(k)1
β(k)2
...
β(k)N
 , (6)
Φ and Φˆ are the unitary matrices whose (m, n)-th components
are
Φm,n =
1
N
· 2
1 − exp(2pi j( n−mN + 12N ))
,
Φˆm,n =
1
N
· 2
1 − exp(2pi j( n−mN − 12N ))
.
(7)
The first two constraint terms have been discussed in [26].
The last constraint term is a signal power constraint. As can
be seen in [23], this constraint is obtained from the condition
that
N∑
n=1
∣∣∣sk,n∣∣∣2 = N. (8)
In the problem (P˜), we take into account only the user i.
However, we should consider all the users for designing
spreading sequences. We show the two types of optimization
problems: (i) maximize the lower bound of the average of SNR
and (ii) maximize the minimum SNR in all the users.
A. Maximize Average of SNR
First, we consider the problem that we maximize the sum of
SNRi. However, it is not obvious to obtain the global solution
since the derivative of objective function is complicated. The
denominator of SNR is important factor to increase SNR.
Then, we consider the problem (P˜1′) which consists of the
sum of the squared denominator of SNRi
(P˜1′) min
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
S i,km
subject to α(k) = Φβ(k) (k = 1, 2, . . . ,K),
β(k) = Φˆα(k) (k = 1, 2, . . . ,K),∥∥∥α(k)∥∥∥2 = ∥∥∥β(k)∥∥∥2 = N (k = 1, 2, . . . ,K).
(9)
Note that the objective function has the bounds:
KN
{
ZAC,L(RAC + 1) + ZCC,L(K − 1)RCC}
≤
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
S i,km
≤3KN{ZAC,U(RAC + 1) + ZCC,U(K − 1)RCC},
(10)
where
ZAC,L = min
i
Zi,i,ZAC,U = max
i
Zi,i,
ZCC,L = min
i,k
Zi,k,ZCC,U = max
i,k
Zi,k,
(11)
and RAC and RCC are the mean-square autocorrelation and
crosscorrelation, which are defined in Part I [23]. There is
the relation between the sum of the squared denominator of
SNRi and the sum of SNRi:
1
K
K∑
i=1
SNRi ≥ 1√
K
 1K
K∑
i=1
(SNRi)2

1/2
≥
 1∑K
i=1{Denom(SNRi)}2
1/2 ,
(12)
where Denom{SNRi} is the denominator of SNRi. This result
is obtained from the relation between the arithmetic mean and
the harmonic mean. In the problem (P˜1′), we evaluates the
lower bound of the sum of SNRi.
In general, the variables of optimization problems are real
numbers. However, the variables of the problem (P˜1′) is
complex numbers. We rewrite the problem (P˜1′) to the real
number optimization problem. To this end, we can use the
method in [27] that transforms a complex-number vector to a
real-number vector and a complex-number unitary matrix to
a real-number orthogonal matrix. With these results, we have
the problem (P1′)
(P1′) min
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km
subject to α′(k) = Φ′β′(k) (k = 1, 2, . . . ,K),
β′(k) = Φˆ′α′(k) (k = 1, 2, . . . ,K),∥∥∥α′(k)∥∥∥2 = ∥∥∥β′(k)∥∥∥2 = N (k = 1, 2, . . . ,K),
(13)
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where
Φ′ =
(
Re[Φ] − Im[Φ]
Im[Φ] Re[Φ]
)
,
Φˆ′ =
(
Re[Φˆ] − Im[Φˆ]
Im[Φˆ] Re[Φˆ]
)
,
α′(k) =
(
α(k)1
α(k)2
)
=
(
Re[α(k)]
Im[α(k)]
)
,
β′(k) =
(
β(k)1
β(k)2
)
=
(
Re[β(k)]
Im[β(k)]
)
(14)
and
Sˆ i,km =
((
α(i)1,m
)2
+
(
α(i)2,m
)2) ((
α(k)1,m
)2
+
(
α(k)2,m
)2)
·
(
1 +
1
2
cos
(
2pi
m
N
))
+
((
β(i)1,m
)2
+
(
β(i)2,m
)2) ((
β(k)1,m
)2
+
(
β(k)2,m
)2)
·
(
1 +
1
2
cos
(
2pi
(
m
N
+
1
2N
)))
.
(15)
The real values α(k)1,m, α
(k)
2,m, β
(k)
1,m and β
(k)
2,m are the m-th elements
of α(k)1 , α
(k)
2 , β
(k)
1 and β
(k)
2 . We can reduce the two linear
constraints to the one constraint, and the two norm constraints
to the one norm constraint since Φˆ′ is an orthogonal matrix.
We then obtain the problem (P1)
(P1) min
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km
subject to β′(k) = Φˆ′α′(k) (k = 1, 2, . . . ,K),∥∥∥α′(k)∥∥∥2 = N (k = 1, 2, . . . ,K),
(16)
We collect the variables of the problem (P1) into x. The vector
x whose dimension is 4NK is expressed as
x =

x1
x2
...
xK
 , xk =
(
α′(k)
β′(k)
)
. (17)
The problem (P1) is a non-linear programming. There are
many numerical methods for non-linear programmings, for
example [18] [19].
We show the necessary conditions for the global solution of
problem (P1). To this end, we focus on the KKT condition,
which is known to be the necessary conditions for the global
solutions [17].
To differentiate the objective function and the constraint func-
tions of the problem (P1), we express them as
f (x) =
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km ,
c(k)(x) = β′(k) − Φˆ′α′(k) (k = 1, 2, . . . ,K),
d(k)(x) =
∥∥∥α′(k)∥∥∥2 − N (k = 1, 2, . . . ,K).
(18)
The constraint function c(k)(x) is a vector valued function. We
divide the condition c(k)(x) into 2N conditions
c(k)1,m(x) = β
(k)
1,m −
1
N
 N∑
n=1
α(k)1,n −
N∑
n=1
α(k)2,nφˆm,n
 ,
c(k)2,m(x) = β
(k)
2,m −
1
N
 N∑
n=1
α(k)1,nφˆm,n +
N∑
n=1
α(k)2,n
 ,
(19)
for (m = 1, 2, . . . ,N). In the above equations, φˆm,n is
φˆm,n =
sin
(
2pi
(
n−m
N − 12N
))
1 − cos
(
2pi
(
n−m
N − 12N
)) (20)
and we have used the result that
Re[Φˆm,n] =
1
N
,
Im[Φˆm,n] =
1
N
·
sin
(
2pi
(
n−m
N − 12N
))
1 − cos
(
2pi
(
n−m
N − 12N
)) . (21)
We focus on the user p. For the user p, c(k)1,m(x), c
(k)
2,m(x) and
d(k)(x) have no relation when k , p. For this reason, it is
sufficient to consider only c(p)1,m(x), c
(p)
2,m(x) and d
(p)(x) as the
constraint functions. We define the integer q (1 ≤ q ≤ N).
Each of the derivatives of f is
∂ f (x)
∂α
(p)
1,q
= 2α(p)1,q
 K∑
i=1
Zi,pA(i)q +
K∑
k=1
Zp,kA(k)q
 ,
∂ f (x)
∂α
(p)
2,q
= 2α(p)2,q
 K∑
i=1
Zi,pA(i)q +
K∑
k=1
Zp,kA(k)q
 ,
∂ f (x)
∂β
(p)
1,q
= 2β(p)1,q
 K∑
i=1
Zi,pB(i)q +
K∑
k=1
Zp,kB(k)q
 ,
∂ f (x)
∂β
(p)
2,q
= 2β(p)2,q
 K∑
i=1
Zi,pB(i)q +
K∑
k=1
Zp,kB(k)q
 ,
(22)
where
A(k)q =
{(
α(k)1,q
)2
+
(
α(k)2,q
)2} (
1 +
1
2
cos
(
2pi
q
N
))
,
B(k)q =
{(
β(k)1,q
)2
+
(
β(k)2,q
)2} (
1 +
1
2
cos
(
2pi
(
q
N
+
1
2N
)))
.
(23)
Each of the derivative of c(p)1,m(x), c
(p)
2,m(x) and d
(p)(x) is
∂c(p)1,m(x)
∂α
(p)
1,q
= − 1
N
,
∂c(p)1,m(x)
∂α
(p)
2,q
=
1
N
φˆm,q,
∂c(p)1,m(x)
∂β
(p)
1,q
= δmq,
∂c(p)1,m(x)
∂β
(p)
2,q
= 0,
(24)
∂c(p)2,m(x)
∂α
(p)
1,q
= − 1
N
φˆm,q,
∂c(p)2,m(x)
∂α
(p)
2,q
= − 1
N
,
∂c(p)2,m(x)
∂β
(p)
1,q
= 0,
∂c(p)2,m(x)
∂β
(p)
2,q
= δmq,
(25)
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∂d(p)(x)
∂α
(p)
1,q
= 2α(p)1,q,
∂d(p)(x)
∂α
(p)
2,q
= 2α(p)2,q,
∂d(p)(x)
∂β
(p)
1,q
=
∂d(p)(x)
∂β
(p)
2,q
= 0.
(26)
We define λ(k)1,m, λ
(k)
2,m and µ
(k) as the Lagrange multipliers for
c(k)1,m(x), c
(k)
2,m(x) and d
(k)(x). These variables satisfy
∇ f (x˜) +
K∑
k=1
N∑
m=1
{
λ(k)1,m∇c(k)1,m(x˜) + λ(k)2,m∇c(k)2,m(x˜)
}
+
K∑
k=1
µ(k)∇d(k)(x˜) = 0,
(27)
where x˜ is the global solution of the problem (P1). Equation
(27) is the KKT condition for the problem (P1) and is the
necessary condition that x˜ is the global solution. If it is the
case, then λ(k)1,m, λ
(k)
2,m and µ
(k) are real numbers.
We define the each of the elements of the global solution
x˜ as α˜(k)1,m, α˜
(k)
2,m, β˜
(k)
1,m and β˜
(k)
1,m. From x˜, we can calculate the
variable A˜(k)q and B˜
(k)
q which is defined as
A˜(k)q =
{(
α˜(k)1,q
)2
+
(
α˜(k)2,q
)2} (
1 +
1
2
cos
(
2pi
q
N
))
,
B˜(k)q =
{(
β˜(k)1,q
)2
+
(
β˜(k)2,q
)2} (
1 +
1
2
cos
(
2pi
(
q
N
+
1
2N
)))
.
(28)
We focus on β˜(p)1,q and β˜
(p)
2,q. From Eq. (27), β˜
(p)
1,q and β˜
(p)
2,q must
satisfy
λ
(p)
1,q = − 2β˜(p)1,q
 K∑
i=1
Zi,pB˜(i)q +
K∑
k=1
Zp,k B˜(k)q
 ,
λ
(p)
2,q = − 2β˜(p)2,q
 K∑
i=1
Zi,pB˜(i)q +
K∑
k=1
Zp,k B˜(k)q

(29)
From the above equations, λ(p)1,q and λ
(p)
2,q are determined since
β˜
(p)
1,q and β˜
(p)
2,q are given. Similarly, α˜
(p)
1,q and α
(p)
2,q must satisfy
2Nα˜(p)1,q
µ(p) +
 K∑
i=1
Zi,pA˜(i)q +
K∑
k=1
Zp,kA˜(k)q


=
N∑
m=1
λ
(p)
1,m +
N∑
m=1
λ
(p)
2,mφˆm,q,
2Nα˜(p)2,q
µ(p) +
 K∑
i=1
Zi,pA˜(i)q +
K∑
k=1
Zp,kA˜(k)q


= −
N∑
m=1
λ
(p)
1,mφˆm,q +
N∑
m=1
λ
(p)
2,m
(30)
for all q. The Lagrange multiplier µ(p) is the common variable
in the above 2N equations. It is the necessary condition for
the global solution x˜ whether µ(p) exists which satisfies Eq.
(30).
B. Maximize Minimum SNR
Finally, instead of considering the optimization problem:
maximize the lower bound of the average of SNR, we consider
the problem: maximize the minimum SNR in all the users.
This is expressed as the problem (P˜2′)
(P˜2′) min max
i
K∑
k=1
Zi,k
N∑
m=1
S i,km
subject to α(k) = Φβ(k) (k = 1, 2, . . . ,K),
β(k) = Φˆα(k) (k = 1, 2, . . . ,K),∥∥∥α(k)∥∥∥2 = ∥∥∥β(k)∥∥∥2 = N (k = 1, 2, . . . ,K).
(31)
This problem is a mini-max problem [28]. Note that the
objective function has the bound that
max
i
K∑
k=1
Zi,k
N∑
m=1
S i,km
≤3N
{
ZAC,U
(
max
i
R(i)AC + 1
)
+ ZCC,U (K − 1)
(
max
i
R(i)CC
)}
,
(32)
where R(i)AC and R
(i)
CC are the mean-square autocorrelation and
crosscorrelation of the user i, which is defined in [23]. We call
maxi R
(i)
AC and maxi R
(i)
CC as maximum mean-square autocorre-
lation and crosscorrelation, respectively.
The general method to solve the mini-max problem is to
introduce a slack variable t. The problem (P˜2′) is rewritten as
the problem (P2′),
(P2′) min t
subject to α(k) = Φβ(k) (k = 1, 2, . . . ,K),
β(k) = Φˆα(k) (k = 1, 2, . . . ,K),∥∥∥α(k)∥∥∥2 = ∥∥∥β(k)∥∥∥2 = N (k = 1, 2, . . . ,K),
t ≥
K∑
k=1
Zi,k
N∑
m=1
S i,km (i = 1, 2, . . . ,K).
(33)
Similar to the problem (P1) and (P1′), we rewrite (P2′) to the
real-variable problem (P2),
(P2) min t
subject to β′(k) = Φˆ′α′(k) (k = 1, 2, . . . ,K),∥∥∥α′(k)∥∥∥2 = N (k = 1, 2, . . . ,K),
t ≥
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km (i = 1, 2, . . . ,K)
(34)
We collect the variables of the problem (P2) into x. The vector
x is expressed as
x =

t
x1
x2
...
xK

, xk =
(
α′(k)
β′(k)
)
. (35)
The dimension of x is 4NK + 1.
We show the KKT conditions of the problem (P2). To
differentiate the objective function and the constraint functions
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of the problem (P2), we express them as
f (x) = t,
c(k)(x) = β′(k) − Φˆ′α′(k) (k = 1, 2, . . . ,K),
d(k)(x) =
∥∥∥α′(k)∥∥∥2 − N (k = 1, 2, . . . ,K),
e(i)(x) =
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km − t (i = 1, 2, . . . ,K).
(36)
Similar to the problem (P1), we divide the condition c(k)(x)
into 2N conditions c(k)1,m(x) and c
(k)
2,m(x). It is clear that ∇ f is a
vector function that
∇ f =
(
1 0 · · · 0
)T
. (37)
The vector function ∇ f has 1 for the first element and 0 for
the other elements. The vector functions ∇c(k)1,m, ∇c(k)2,m and ∇d(k)
are the same to the problem (P1) except the derivative with
respect to t. Note that
∂c(k)1,m(x)
∂t
=
∂c(k)2,m(x)
∂t
=
∂d(k)(x)
∂t
= 0. (38)
We consider the constraints associated with the user p. Each
of the derivatives of e(i) is
∂e(i)(x)
∂t
= −1,
∂e(i)(x)
∂α
(p)
1,q
= 2(1 + δip)α
(p)
1,qZi,pA
(i)
q ,
∂e(i)(x)
∂α
(p)
2,q
= 2(1 + δip)α
(p)
2,qZi,pA
(i)
q ,
∂e(i)(x)
∂β
(p)
1,q
= 2(1 + δip)β
(p)
1,qZi,pB
(i)
q ,
∂e(i)(x)
∂β
(p)
2,q
= 2(1 + δip)β
(p)
2,qZi,pB
(i)
q .
(39)
We define λ(k)1,m, λ
(k)
2,m, µ
(k) and ν(i) as the Lagrange multipliers
corresponding to c(k)1,m(x), c
(k)
2,m(x), d
(k)(x) and e(i)(x). The KKT
conditions of the problem (P2) is expressed as
∇ f (x˜) +
K∑
k=1
N∑
m=1
{
λ(k)1,m∇c(k)1,m(x˜) + λ(k)2,m∇c(k)2,m(x˜)
}
+
K∑
k=1
µ(k)∇d(k)(x˜) +
K∑
i=1
ν(i)∇e(i)(x˜) = 0,
(40)
where x˜ is the global solution of the problem (P2). The
Lagrange multiplier ν(i) has to satisfy
ν(i) ≥ 0, and ν(i) = 0 for e(i)(x˜) < 0. (41)
The other Lagrange multipliers are real numbers.
Similar to (P1), We define the each of the elements of the
global solution x˜ as t˜, α˜(k)1,m, α˜
(k)
2,m, β˜
(k)
1,m, β˜
(k)
1,m, and the variables as
A˜(k)q and B˜
(k)
q . It is clear that the global solution t˜ corresponds
the squared denominator of minimum SNR. Therefore, all the
users are divided into two sets, one is the set of users whose
SNR equals t˜−1/2 and the other is the set of users whose SNR
is higher than t˜−1/2. Then, we define the set of the users who
have the minimum SNR
U =
i ∈ {1, 2, . . . ,K}
∣∣∣∣∣∣∣
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km = t˜
 . (42)
From Eq. (41) and Eq. (42), we obtain the relation
ν(i) = 0 for i < U. (43)
Focusing on the variable t˜, we obtain the equation from Eqs.
(40)-(43) ∑
i∈U
ν(i) = 1. (44)
We consider the two cases, one is that p ∈ U and the other is
that p < U.
First, we consider the case where the user p < U. In this
case, ν(p) = 0. We focus on the variables β˜(p)1,m and β˜
(p)
2,m for
(m = 1, 2, . . . ,N). From Eqs. (24) (25) (36) and (40), we obtain
λ
(p)
1,m = λ
(p)
2,m = 0. (45)
From the above result, the constraint c(p)(x) has no relation
to Eq. (40). From Eq. (26) and Eq. (40), considering the
constraints d(p)(x˜), we obtain
2µ(p)α˜(p)1,m = 2µ
(p)α˜
(p)
2,m = 0. (46)
The vector α˜′(p) is not the zero vector since it has to satisfy∥∥∥α˜′(k)∥∥∥2 = N, where α˜′(k) is the vector α(k) of the global
solution. Then, we obtain the result
µ(p) = 0. (47)
From the above results, the user p < U has no relation to Eq.
(40).
Finally, we consider the case where the user p ∈ U. From
Eq. (40), we obtain the four types of the equations
− 1
N
N∑
m=1
(
λ
(p)
1,m + λ
(p)
2,mφˆm,q
)
+ 2µ(p)α˜(p)1,q
+2ν(p)α˜(p)1,q
K∑
i=1
(1 + δip)Zi,pA˜(i)q = 0,
(48)
1
N
N∑
m=1
(
λ
(p)
1,mφˆm,q − λ(p)2,m
)
+ 2µ(p)α˜(p)2,q
+2ν(p)α˜(p)2,q
K∑
i=1
(1 + δip)Zi,pA˜(i)q = 0,
(49)
λ
(p)
1,q + 2ν
(p)β˜
(p)
1,q
K∑
i=1
(1 + δip)Zi,pB˜(i)q = 0, (50)
λ
(p)
2,q + 2ν
(p)β˜
(p)
2,q
K∑
i=1
(1 + δip)Zi,pB˜(i)q = 0 (51)
for q = 1, 2, . . . ,N and p ∈ U. The KKT conditions of the
problem (P2) are Eqs. (48)-(51).
IV. Numerical Result
In this section, we set N = 31 and K = 4. We numerically
obtain the solutions of the problem (P1) and the problem
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(P2) and compare them with other sequences, the Gold codes
[6], The FZC sequences [29] [30], Sarwate’s sequences [31].
Sarwate’s sequences are expressed as
sk,n = exp
(
2pi jn
(
σk
N
))
, (52)
where σk ∈ {0, 1, 2, . . . ,N−1} is an initial element assigned to
the user k. In [31], FZC sequences and Sarwate’s sequences
are proposed as the sequences which are special in Sarwate’s
limitation. The second peak of periodic autocorrelation of
FZC sequences is zero and the periodic crosscorrelation of
Sarwate’s sequences is always zero. These sequences have the
remarkable feature of correlation.
We treat all the users equally, that is, we choose the
parameter Zi,k as
Zi,k =
{
ZAC i = k
ZCC i , k
, (53)
where ZAC and ZCC are the positive numbers. We solve
the problems (P1) and (P2) in the pairs of (ZAC ,ZCC) =
(1, 2), (2, 1) and compare the solutions. Through these com-
parisons, our another goal is to obtain the relation among our
problems and two factors, mean-square correlations RAC and
RCC , and maximum mean-square correlation in users maxi R
(i)
AC
and maxi R
(i)
CC , which are defined in Part I.
In the problem (P1), we evaluate the value 16N2K
K∑
i=1
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km

−1/2
. (54)
On the other hand, in the problem (P2), we evaluate the value 16N2
maxi
K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km

−1/2 . (55)
In Table I, we note the language and the libraries which we
used. To obtain solutions, we used the algorithm, Sequential
Least Squares Programming (SLSQP) [22]. We define the
three types of errors
e1 = max
k
max
{∣∣∣∣N − ∥∥∥α˜′(k)∥∥∥2∣∣∣∣ , ∣∣∣∣∣N − ∥∥∥∥β˜′(k)∥∥∥∥2∣∣∣∣∣} ,
e2 = max
k
∥∥∥∥β˜′(k) − Φˆ′α˜′(k)∥∥∥∥∞ ,
e3 = min
i
t − K∑
k=1
Zi,k
N∑
m=1
Sˆ i,km
 ,
(56)
where ‖ · ‖∞ is the sup norm. In particularly, the error e3 is
related to only the problem (P2). These errors show whether
the solutions satisfy the constraints of the problems. In Tables
II and III, we note the maximum values of e1 and e2 and the
minimum value of e3 of each problem in our trials. These
results show that our solutions satisfy the constraints.
In the appendices A and B, numerical solutions of the
problems (P1) and (P2) are shown. We plot 100000 solutions
of each problem and the orange point as the solution whose
SNR is the highest in our trials. Our solution do not exceed
all the other sequences in SNR. In the both of the problems,
the solutions which have higher SNR have lower mean square
cross-correlation and auto-correlation. We obtain the similar
TABLE I
Language and Library
Language/Library Version
Python 3.4.3
SciPy 0.15.1
NumPy 1.9.2
TABLE II
Errors of Solutions: Problem (P1)
(ZAC ,ZCC) (1, 2) (2, 1)
e1 9.23 × 10−14 9.95 × 10−14
e2 0.0 0.0
solutions to Sarwate’s sequences in terms of mean-square
correlations RAC and RCC , and maximum mean-square cor-
relations maxi R
(i)
AC and maxi R
(i)
CC . However, we do not obtain
the similar to the Gold codes and the FZC sequences in terms
of them. This result shows that the Gold codes and the FZC
sequences may be singular solutions of the problems (P1) and
(P2).
In Part I, we have discussed the relation between SNR
and mean-square correlations. Moreover, in Section III, we
discuss the relation between the problem (P1) and the mean-
square correlations, and one between the problem (P2) and
the maximum mean-square correlations. The positions of bluer
points change when the ratio between ZAC and ZCC are varied.
With (ZAC ,ZCC) = (1, 2), SNR of the solutions becomes
higher when the mean-square crosscorrelation becomes lower.
However, (ZAC ,ZCC) = (2, 1), SNR becomes higher when
the mean-square autocorrelation becomes lower. These results
show that the spreading sequences which are the solutions
of the problems have resistance to fading effects when Zi,i
becomes large. Similarly, the spreading sequences have resis-
tance to interference noise when Zi,k (i , k) becomes large.
These trends can be seen in both of the factors, mean-square
correlations and maximum mean-square correlations.
Figures 5, 10, 15, and 20 show the relation between the
average SNR (Eq. (54)) and the minimum SNR (Eq. (55))
with the solutions of each problem. They show that the average
SNR becomes close to the minimum SNR when SNR becomes
high. This result implies that the global solutions of (P1) may
correspond to these of (P2), that is, in both problems, SNR of
each user may be the same.
TABLE III
Errors of Solutions: Problem (P2)
(ZAC ,ZCC) (1, 2) (2, 1)
e1 8.53 × 10−14 9.59 × 10−14
e2 0.0 0.0
e3 0.0 0.0
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V. Conclusion
We have shown the new expression of SNR formula.
With this expression, we have constructed the two types of
optimization problems: maximize the lower bound of SNR
and maximize the minimum SNR. Then, we have derived
necessary conditions of each problem. However, the global
solutions of the problem (P1) and (P2) are not obtained
since these problems are not convex programming. The better
solutions will be found if the suitable algorithm is chosen,
for example, the barrier function method [32] and the penalty
method [33].
A remaining issue is to obtain the global solutions of
the problems. These solutions guaranteed an optimality. The
CDMA system will be developed if the global solutions are
found.
Appendix A
Figures of Numerical Result in Problem (P1)
Fig. 1. Evaluation of solutions: mean-square correlation: K = 4,ZAC =
1,ZCC = 2
Fig. 2. Evaluation of solutions: maximum mean-square correlation in all the
users: K = 4,ZAC = 1,ZCC = 2
Fig. 3. Other sequences: mean-square correlation: K = 4,ZAC = 1,ZCC = 2
Fig. 4. Other sequences: maximum mean-square correlation in all the users:
K = 4,ZAC = 1,ZCC = 2
Fig. 5. Relation between average SNR and minimum SNR: K = 4,ZAC =
1,ZCC = 2
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Fig. 6. Evaluation of solutions: mean-square correlation: K = 4,ZAC =
2,ZCC = 1
Fig. 7. Evaluation of solutions: maximum mean-square correlation in all the
users: K = 4,ZAC = 2,ZCC = 1
Fig. 8. Other sequences: mean-square correlation: K = 4,ZAC = 2,ZCC = 1
Fig. 9. Other sequences: maximum mean-square correlation in all the users:
K = 4,ZAC = 2,ZCC = 1
Fig. 10. Relation between average SNR and minimum SNR: K = 4,ZAC =
2,ZCC = 1
Appendix B
Figures of Numerical Result in Problem (P2)
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Fig. 11. Evaluation of solutions: mean-square correlation: K = 4,ZAC =
1,ZCC = 2
Fig. 12. Evaluation of solutions: maximum mean-square correlation in all
the users: K = 4,ZAC = 1,ZCC = 2
Fig. 13. Other sequences: mean-square correlation: K = 4,ZAC = 1,ZCC = 2
Fig. 14. Other sequences: maximum mean-square correlation in all the users:
K = 4,ZAC = 1,ZCC = 2
Fig. 15. Relation between average SNR and minimum SNR: K = 4,ZAC =
1,ZCC = 2
Fig. 16. Evaluation of solutions: mean-square correlation: K = 4,ZAC =
2,ZCC = 1
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Fig. 17. Evaluation of solutions: maximum mean-square correlation in all
the users: K = 4,ZAC = 2,ZCC = 1
Fig. 18. Other sequences: mean-square correlation: K = 4,ZAC = 2,ZCC = 1
Fig. 19. Other sequences: maximum mean-square correlation in all the users:
K = 4,ZAC = 2,ZCC = 1
Fig. 20. Relation between average SNR and minimum SNR: K = 4,ZAC =
2,ZCC = 1
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