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An H−/H∞ blending for mode decoupling
Tama´s Baa´r and Tama´s Luspay
Abstract— A novel input and output blend calculation
method is presented for decoupled control of selected modes.
Decoupling is carried out by maximizing the minimum sensitiv-
ity of the controlled mode while minimizing the worst case gain
for other mode(s) from the blended input to the blended output.
This leads to an optimization problem of joint maximization of
the H− index of the controlled mode and the minimization of
the H∞ norm corresponding to other modes. The optimization
problem is formalized with Linear Matrix Inequalities, and
two examples from the aerospace engineering field are given
for evaluation purposes.
I. INTRODUCTION
In the control of multivariable complex systems it is
often desirable to have a control approach which assures the
control of a certain fraction of the system, while does not
affect it’s other parts [1]. This objective immediately calls
for the modal form of a Linear Time Invariant (LTI) system.
In modal coordinates, the system dynamics has a decoupled
structure: the system is modeled as a set of dynamically
independent modes, where coupling appears only through
the mutual input and output channels. Due to this coupling,
the control of individual modes without affecting another one
is a challenging engineering task.
In order to quantitatively analyze a given mode’s input and
output channels, [2] has introduced placement matrices based
on the H2, H∞ and Hankel norms of the system. The ap-
proach is suitable for input and output selection for systems
consisting of lightly damped stable modes. The placement
problem is formalized as finding a smaller subset of inputs
and outputs for which the selected norm of the subset is as
close as possible to the original set. The placement matrix
depicts the importance of each sensor (or actuator) and
each mode. Each column represents the sensor (or actuator)
importance for every mode, while each row represents the
mode importance for every sensor measurement. The method
has been applied in [3], [4], and [5] among others.
In recent years various approaches were introduced in
order to assure decoupled control of selected modes. The
common point of many of these methods is that they
introduce input and output blending vectors to decouple
modes and reduce the control design into a Single Input
Single Output (SISO) problem accordingly. [6] determines
an optimal blend for the measurements which assures the
isolation of the selected mode, and simultaneously computes
an optimal blend for multiple control inputs to suppress the
selected mode via a negative optimal feedback, and minimize
the control’s effect on other modes. [7] introduces a joint H2
norm based input and output blend calculation method which
assures the controllability, observability and the independent
control of selected modes.
The current paper presents a novel sensor and actuator
blending approach for LTI systems, in order to assure
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decoupled control of individual modes. Our approach is
based on the H− index and the H∞ norm of the system.
The H− index [8] is a sensitivity measure widely used in
fault detection. It is based on the smallest nonzero singular
value of a transfer function matrix over a given frequency
range. By its maximization between given inputs and outputs
the system’s sensitivity can be increased. Oppositely, the
H∞ norm defines the maximal singular value of a transfer
function matrix and it is mainly used in robust analysis
and synthesis problems [9]. By minimizing the H∞ norm,
the maximum sensitivity of the transfer function matrix is
minimized. The present approach seeks input and output
blend vectors which are maximizing the sensitivity for a
given mode, while minimizing it for another one. This way
decoupling can be achieved and consequently a suitably
designed control law will affect one mode, while leaving
unattained the other one(s).
The outline of the paper is as follows. Section II contains
the problem statement, while Section III provides the neces-
sary mathematical tools. The main results are presented in
Section IV, which are evaluated by numerical examples in
Section V. The paper is concluded in Section VI.
II. PROBLEM STATEMENT
Consider a stable, diagonalizable LTI system given in the
following generic state space form
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
(1)
with the standard notations: x(t) ∈ Rn is the state vector,
u(t) ∈ Rm is the input vector and y(t) ∈ Rp is the output
vector of the system. We assume that the system is given in
its modal form, with
A =

A1 0 . . . 0
0 A2 . . . 0
...
...
...
...
0 . . . 0 AN
 , B =

B1
B2
...
BN
 ,
C = [C1 C2 . . . CN ] .
(2)
Here N refers to the number of modes in the system.
Dynamical modes can be represented by either real (R)
or complex (with imaginary part I) eigenvalues (λ), which
determines the structure of the block-matrix A as
Ai =

λi if I (λi) = 0[
R (λi) I (λi)
−I (λi) R (λi)
]
if I(λi) 6= 0. (3)
Under the assumption of diagonalizable A, (3) is always
achievable with respective similarity transformation.
The transfer function matrix representation is given by
G(s) =
N∑
i=1
Ci(sI −Ai)−1Bi +D =
N∑
i=1
Mi(s) +D, (4)
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Fig. 1. Closed loop control scheme with input and output blending
where Mi(s) is the transfer function of the ith mode.
In the mode decoupling problem we assume that our ob-
jective is to control the ith mode of the system, while leaving
the jth mode unattained. We intend to attain this decoupling
by appropriately blending the input and output vectors of
the system. For this purpose we introduce ku ∈ Rm×1
and ky ∈ Rp×1: the normalized input and output blending
vectors, respectively. These blending vectors transform the
u(t) and y(t) signal vectors onto a single dimension, there-
fore transforming the control problem into a SISO one. The
corresponding closed loop control architecture is illustrated
in Figure 1, where G(s) contains both the ith and jth modes
and Ci(s) is a SISO controller, designed for the ith mode.
The input of Ci(s) is y¯ = kTy y ∈ R i.e. the blended scalar
output of the system. The controller’s output is the blended
control input u¯ ∈ R, with u = kuu¯.
In the paper we adopt the notions ofH∞ norm and theH−
index of the transfer function matrix G(s). The H∞ norm is
defined as
||G(s)||∞ := sup
ω
σ¯ [G(jω)] , (5)
where the frequency range is ω ∈ [0,∞). It is clear that
(5) is the maximum singular value of G(s), i.e. the maximal
sensitivity from u to y. The H− index is defined as
||G(s)||[0,ω¯]− := inf
ω∈[0,ω¯]
σ [G(jω)] , (6)
with σ denoting the minimum singular value and ω¯ being
the maximal frequency value of the frequency band [0, ω¯].
Clearly, (6) is the smallest singular value of G(s) and hence
represents the minimal sensitivity of the system from u to y.
Now, we are in the position to formally state the blending
problem as: find ku and ky vectors such that
||kTy Gi(s)ku||[0,ω¯]− > β (7)
is maximized, while
||kTy Gj(s)ku||∞ < γ (8)
is minimized over a selected frequency range. β and γ are
two positive constants referring the sensitivity and robustness
performance levels, respectively.
III. COMPUTATION OF THE H∞ NORM AND H− INDEX
This section summarizes the required mathematical tools,
applied later in section IV. First the well known H∞ norm
presented briefly, with its Linear Matrix Inequality (LMI)
formulation, followed by the H− index and its computation.
A. H∞ norm calculation
The H∞ norm is used in the paper for characterizing
the worst case gain of the transfer function matrix Gj(s),
corresponding to the mode which should be unaffected by
the controller. For various reasons, which may become clear
later, we have selected an LMI based computation of the
H∞ norm. That is, for the system (1) the H∞ norm over
the [0,∞) frequency range is calculated by the Bounded Real
Lemma [10], which is summarized in Lemma 1.
Lemma 1. Let γ ≥ 0 be a positive constant scalar. Then
||G(s)||[0,∞)∞ < γ if and only if there exists a positive definite
symmetric Q = QT  0, such that[
ATQ+QA + CTC QB + CTD
BTQ+DTC DTD − γ2I
]
 0. (9)
The proof can be found in [10]. As a standard technique in
H∞ problems, frequency filters can be applied in order to
emphasize specific frequency range of interest [9].
B. H−index calculation
The H− index is a well known minimum sensitivity
measure in Fault Detection Filtering, where it is mainly
used for maximizing the transfer from faulty inputs to the
residual signals (see i.e [11]). The following subsection
summarizes its main properties and computation, based on
[8]. First the H− index is presented for proper systems
over infinite frequency range, and then a method is given
for its calculation in case of strictly proper systems, which
introduces a finite frequency band. The H− index is used
in the paper for characterizing the minimum sensitivity of
the mode to be controlled (denoted as the ith mode of G(s)
later). Again, we are using an LMI based computation.
1) Infinite frequency range:
For the system given in (1) the H− index over the [0,∞)
frequency range is given by Lemma 2.
Lemma 2. Let β > 0 be a positive constant scalar. Then
||G(s)||[0,∞]− > β, if and only if there exists a P such that
P = PT and[
ATP + PA + CTC PB + CTD
BTP +DTC DTD − β2I
]
 0. (10)
The proof can be found in [8], and is omitted here. This
formulation is suitable for proper and strictly proper systems
over an infinite frequency range. However for strictly proper
systems the H− index is always 0. To compute the minimal
sensitivity over a limited frequency range, [8] developed
various frequency correction methods. Next we discuss a
multiplicative correction, as our approach uses this one.
2) Finite frequency range:
Consider a strictly proper SISO system Σ, given as:
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t).
(11)
The system can be converted into a proper system by
multiplying its output by an appropriate filter of FM (s) =
(s+ κ)/κ. Here κ denotes the zero of the filter. FM has an
infinite amplitude when ω → ∞ and an amplitude of one
when ω = 0. Carrying out the output multiplication gives
yM (s) =
1
κ
sy(s) + y(s) =
1
κ
sCx(s) + Cx(s) =
=
(
1
κ
CA+ C
)
x(s) +
1
κ
CBu(s),
(12)
where yM (s) is the modified system output. If CB 6= 0 then
the augmented system is just proper, if CB = 0, then the
procedure has to be repeated by a higher order filter. If the
transfer function has a relative degree of d, then
FM (s) =
(s+ κ)d
κd
, (13)
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Fig. 2. Multiplicative correction of a strictly proper system to a proper
one, with additional frequency weighting
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Fig. 3. Input blend calculation
converts the strictly proper system to a proper one. In case
of a MIMO system, FM (s) has a diagonal structure.
Once the system is converted to be a just proper one,
additional frequency weighting FWi(s) might be considered
also, to shape the frequency behavior. The overall system is
illustrated in Figure 2.
Denote the transfer function from u to y˜ by Ty˜u. Then it
is shown that the following inequality holds:
||Σ(s)||[0,ω¯]− ≥
||Ty˜u(jω)||[0,∞]−
supω∈[0,ω¯] σ¯[FWi(jω)FM (jω)]
, (14)
where ||Ty˜u(jω)||[0,∞]− can be calculated by (10). In other
words, the above inequality provides a lower bound on
the H− norm of the strictly proper system, based on the
augmented system and the filters. For further details see [8].
The values of κ and FWi(s) can be selected based on the
underlying application. For example if a certain frequency
range [0, ω¯] is of interest, than FWi(s) can be chosen as a
high-pass filter with gains big enough at frequencies above
ω¯ and small enough at frequencies below ω¯.
The next section discusses the main contribution of the
paper: the application of input and output blending for mode
decoupling using the concepts introduced.
IV. INPUT AND OUTPUT BLEND CALCULATION
A systematic input and output blend calculation is pre-
sented in the sequel. First the input blend, and then, in the
second step the corresponding output blend is found.
A. Input blend
The aim of this subsection is to find an input blend vector
ku, which maximizes the excitation of a selected mode,
while minimizes the impact on another one. The concept
is shown in Figure 3. Here u¯ is the scalar input from the
Ci(s) SISO controller (see Figure 1), ku is an m dimensional
column vector distributing the blended input to the real
input channels. Using our terminology the decoupling is
formulated as: the sensitivity (H− index) from u to the ypi
performance output is to be maximized, while from u to ypj
the worst case gain (H∞ norm) should be minimized.
In order to account directly for the mode excitation, the
sum of the states is connected to the output in the design
phase. Therefore, the ith complex mode is given by
x˙i(t) = Aixi(t) +Biu(t),
yi(t) = [ 1 1 ]xi(t).
(15)
Since the modal states are related to the outputs without
a direct feedthrough term the system is strictly proper and
consequently the ith mode has to be transformed into a just
proper form by using the techniques described in section
III-B.2. In addition FWj (s) low pass filter can be introduced
for shaping the frequency behavior of the jth mode, as illus-
trated in Figure 3. Consequently, we introduce the shorthand
notations of the augmented system’s matrices as: Aˆi,j , Bˆi,j ,
Cˆi,j , Dˆi,j , which matrices include the dynamics of the filters
and successively have non-zero direct feedthrough term.
Before putting everything together, we recall the fact that
the norm of an LTI system Σ and its dual Σ˜ are the same.
The dual system’s matrices are defined by:
A˜ = AT , B˜ = CT , C˜ = BT , D˜ = DT . (16)
Consequently, we use the dual representation for computing
the input blend, for the following reasons. If one writes the
LMIs (9) and (10) for the dual systems, and then substitutes
back the augmented system’s matrices based on (16), than
this yields[
PAˆTi + AˆiP + BˆiKuBˆ
T
i PCˆ
T
i + BˆiKuDˆ
T
i
CˆiP + DˆiKuBˆ
T
i DˆiKuDˆ
T
i − β2I
]
 0,
(17)
and[
QAˆTj + AˆjQ+ BˆjKuBˆ
T
j QCˆ
T
j + BˆjKuDˆ
T
j
CˆjQ+ DˆjKuBˆ
T
j DˆjKuDˆ
T
j − γ2I
]
 0.
(18)
Here we have introduced a new matrix variable Ku = ku·kTu ,
as the dyadic product of the input blend vector.
It is clear that these terms appearing in the LMIs only
because of the dual representation, otherwise we would be
facing a bilinear (and quadratic) matrix problem, i.e. the dual
form ensures linearity. Nevertheless, the newly introduced
variable Ku is a rank 1 matrix, which has to be taken
into consideration. This is done by the simple and effective
heuristic proposed by [12]: the minimization of the rank of
a symmetric positive definite matrix, is the minimization of
its nuclear norm, expressed by its trace.
Therefore, in order to find the optimal ku input blend,
one has to simultaneously maximize β subject to (17) and
minimize γ subject to (18). The optimization variables are
P , Q, Ku, β and γ, with Ku being a symmetric, rank 1
matrix. The optimization problem to be solved is
minimize − β2 + trace(Ku) + γ2
subject to (17), (18) and 0  Ku  I, Q  0, (19)
with I being the identity matrix with appropriate dimensions.
Once (19) is solved, the input blend can be found by the
Singular Value Decomposition (SVD) of Ku, which has only
one non-zero singular value. The ku blend vector is then
given as the left singular vector corresponding to the non-
zero singular value. Note that the additional constraint of
0  Ku  I ensures normalized blending vectors.
Once ku is found, it is applied to the given modes, e.g.
for the ith mode to give A¯i = Ai, B¯i = Biku, C¯i = Ci,
D¯ = Dku. This formulation is then used for determining the
corresponding output blend, as discussed next.
B. Output blend
Next, our aim is to find a linear combination of the
available outputs such that the desired mode is observed
as much as possible, while the other mode appears as less
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Fig. 5. Modified closed loop control of a given mode
as possible. Using the introduced terms, kTy should create
a single blended output for the ith mode with maximal
sensitivity on its performance output, and minimal transfer
on the jth one. The approach is similar to the input blend
calculation. The process is summarized in Figure 4.
The LMI constraints in the optimization for the ith and
jth modes are readily given as[
ˆ¯ATi P + P
ˆ¯Ai +
ˆ¯CTi Ky
ˆ¯Ci P
ˆ¯Bi +
ˆ¯CTi Ky
ˆ¯Di
ˆ¯BTi P +
ˆ¯DTi Ky
ˆ¯Ci
ˆ¯DTi Ky
ˆ¯Di − β2
]
 0 (20)
and[
ˆ¯ATj Q+Q
ˆ¯Aj +
ˆ¯CTj Ky
ˆ¯Cj Q
ˆ¯Bj +
ˆ¯CTKy
ˆ¯Dj
ˆ¯BTj Q+
ˆ¯DTj Ky
ˆ¯Cj
ˆ¯DTj Ky
ˆ¯Dj − γ2
]
 0.
(21)
Here we introduced the output blend matrix Ky = ky · kTy .
The ·ˆ notation symbols that frequency weights has been
applied again as shown in Figure 4. Multiplicative frequency
correction is necessary to the ith mode, despite that the
mode is already proper, with D¯ = Dku. In fact the direct
feedthrough term needs to be zeroed out for both the ith and
jth modes, and then frequency weighted augmentation with
appropriate FM (s), FWi(s) and FWj (s) transfer functions
are suggested (see Figure 4). The necessity of this correction
lies in the fact that the direct feedthrough term is the same
for all dynamical modes. Therefore, using the Schur lemma
[10], the lower right blocks of (20) and (21) with the blended
direct feedthrough matrices imply the followings:
D¯TKyD¯ − β2  0, D¯TKyD¯ − γ2  0 (22)
It is easy to notice that DTKyD serves as an upper bound
for β2 which should be maximized, and it is also a lower
bound for γ2 which should be minimized. This leads to con-
tradiction, which can be overcome by removing the D¯ term
and apply suitable frequency weights as shown in Figure 4.
Once the ky input blend is found than kTy Diku = k
T
y Djku
and this effect can be removed from the measurements by
a feed forward compensation term. In this case the control
structure for the ith mode is shown in Figure 5.
The optimization problem for finding the optimal ky
output blend, with variables P , Q, Ky , β, γ is given as
follows. Find P = PT , Q = QT , Ky = KTy to
minimize − β2 + trace(Ky) + γ2
subject to (20), (21) and 0  Ky  I, Q  0. (23)
The ky vector can be retrieved from the SVD of Ky similarly
as ku in section IV-A.
Once the output blend is found, it is applied to the given
modes, e.g. for the ith mode to give
x˙i(t) = Aixi(t) +Bikuu¯(t),
y¯i(t) = k
T
y Cixi(t) + k
T
y Dkuu¯(t).
(24)
V. NUMERICAL EXAMPLES
This section presents two numerical examples from the
aerospace engineering field in order to validate the proposed
approach. The models are taken from the Flexop [13] project
which aims to design and demonstrate flutter suppression
techniques on a demonstrator UAV.
The dynamical model has two flutter modes arising from
the coupling of aerodynamic and structural forces. These
modes become unstable over a certain airspeed. We have
selected the stable LTI representation at speed 47ms to
illustrate our blending approach (for more details about the
modeling we refer to [14]). A lower order representation is
obtained first, which is then transformed into the modal form.
The demonstrator aircraft is equipped with eight ailerons
(four on the left and four on the right wings) and two
ruddervators on each side. Measurements are given at the
90% spanwise location on the left and right trailing edge,
providing information about the vertical acceleration (az) and
the angular rates (ωx, ωy) around the lateral and longitudinal
axis of the aircraft respectively.
The first example involves only rigid body modes, and it
aims to present an easy to evaluate example for the input
and output blend calculation. The sensitivity of the roll
subsidence mode is increased, while having a minimal impact
on the short period mode. The roll subsidence is a lateral
mode which involves roll rate and roll angle, and controlled
by lateral control inputs (mainly ailerons). The short period
mode is a well damped oscillatory mode corresponding to
the longitudinal dynamics of the aircraft, strongly affected
by elevator deflections. Because the two modes are lightly
coupled, it is expected that the lateral control inputs will
dominate the input blend vector.
The input and output blends were calculated according to
(19) and (23) respectively. The FM (s) filter was selected
to have a zero at the natural frequency of the mode to be
controlled, i.e. in (13) κ is selected as the natural frequency
of the selected mode, with value ωn = 22.6 rads . The
selection of κ defines the frequency band, where the mode
decoupling is guaranteed. According to [8] the FWi(s) filter
was selected as a high pass filter over the ωn frequency. The
FWj (s) filter was selected as a low pass filter with cutoff
frequency higher than the two mode’s natural frequencies to
exclude high frequency dynamics. The effect of the FWj (s)
filter’s frequency band has been tested numerically by setting
different frequency band values, but only minor changes in
the ku, ky blend vectors were observable. The optimization
problems were formalized using YALMIP, and the employed
solver was SeDuMi.
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aileron elevator rudder
left wing right wing
δ1 -0.29 0.26 0.00 -0.06
δ2 -0.41 0.39 -0.02 -0.10
δ3 -0.38 0.41
δ4 -0.32 0.32
TABLE I
CALCULATED INPUT BLEND FOR THE FIRST EXAMPLE
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Fig. 6. Control surface deflection directions and relative magnitudes (b is
the wing span)
Table I summarizes the input blend vector elements. 1 On
the wings δi denotes the aileron deflections, with increasing
indices from the wing root to the tip. In case of the
ruddervators δ1 denotes the lower one converted into elevator
and rudder deflections, while δ2 denotes the upper one. By
comparing them, it is obvious that the results are according
to our expectations. The blending gains for the lateral control
inputs are relatively high compared to the elevator gains
which are almost negligible.
A schematic sketch is given in Figure 6 about the control
surface deflections (i.e. the elements of the input blend
vector) and their induced rotation about the longitudinal axis
of the aircraft. The aircraft nose points inward the paper. For
representation purposes all deflections are multiplied by a
constant scalar. The aileron defections are further multiplied
by minus one, for depicting the real movement direction on
the wing. The figure shows that aileron deflections are cor-
responding to a negative rolling moment, while the rudders
are damping it with a light opposite directional effect. The
two modes are originally lightly coupled, and the resulting
input blend excites the lateral mode with lateral inputs,
while providing reasonably small inputs to the longitudinal
dynamics. It satisfies the previous expectations.
After the input blend step the H− index was 2.15 and
the H∞ norm was 0.01. By applying an output blend the
H− index was further increased to 69.77, while the H∞
norm did not change significantly. Figure 7 depicts the Bode
magnitude plots for the input and output blended modes,
when the direct feedthrough is removed. From these results it
is obvious that a quasi perfect decoupling has been achieved
on this simple example.
The second example considers two stable flutter (symmet-
ric and antisymmetric) modes of the aircraft. Our aim is to
control the antisymmetric mode, while leaving the symmetric
1In order to gain sufficient insight to the ruddervator blend, it is necessary
to convert them to classical elevator and rudder inputs, where they can
be separated to lateral (rudder) and longitudinal (elevator) inputs. The
conversion is carried out based on [15].
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Fig. 7. Bode magnitude plot of the blended modes
left wing right wing
az -0.69 0.72
ωx -0.01 -0.01
ωy -0.01 0.01
TABLE II
OUTPUT BLEND FOR THE FIRST EXAMPLE
one unaffected. We have compared the results by the one
proposed by [7]. The latter method will be denoted by H2,
as it applies an H2 norm based blend calculation, while the
present approach will be denoted by H−/∞.
The corresponding aileron input blends are collected in
Table III. It can be observed that both methods select same
directional deflections on each wing, except the ailerons at
the tips, where they are deflected in opposite directions.
In both approaches the rudder terms are more dominant,
providing additional lateral inputs to the ailerons in order to
successfully decouple the two modes. The rudder inputs are
generating a sideslip motion, which results in antisymmetric
lift distribution between the wings, and so further increase
the control effectiveness on the antisymmetric mode. Table
IV compares the output blend vectors.
The control surface deflections for both approaches are
shown in Figure 8, which strengthens the similarity between
the results. Difference can be observed at the outmost actua-
tors, where the H2 method provides less deflection, while at
the third actuator positions it gives larger deflections. Since
the outmost actuators are damping the rolling effects created
by the inner ones, the second approach results in a larger
negative rolling moment.
Figure 9 compares the two approaches based on time
domain simulation results, where doublet inputs were used
for exciting the blended subsystems. It can be clearly seen
that there is a significant difference in the open loop response
TABLE III
CALCULATED INPUT BLEND FOR THE SECOND EXAMPLE
aileron elevator rudder
left wing right wing
H−/∞ H2 H−/∞ H2 H−/∞ H2 H−/∞ H2
δ1 -0.37 -0.38 0.38 0.38 0.002 0.001 -0.09 -0.09
δ2 -0.44 -0.46 0.47 0.49 -0.01 -0.01 -0.17 -0.17
δ3 -0.16 -0.22 0.23 0.28
δ4 0.35 0.26 -0.29 -0.21
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Fig. 8. Control surface deflection directions and relative magnitudes (b is
the wing span)
left wing right wing
H−/∞ H2 H−/∞ H2
az -0.54 0.67 0.78 0.63
ωx -0.04 0.04 -0.04 0.04
ωy 0.22 -0.27 -0.24 0.27
TABLE IV
OUTPUT BLEND FOR THE SECOND EXAMPLE
of the two modes. The two approaches provided almost
similar responses, with a slight difference in the symmetric
flutter mode.
VI. CONCLUSIONS
An approach for individual control of selected mode(s) has
been presented in the paper. It is based on the computation of
the H− index and H∞ norm. They can be easily calculated
through convex optimization subject to LMI constraints.
When the given mode is strictly proper the introduction of a
certain frequency correction method is necessary in order
to calculate the H− index over a finite frequency range.
The presented technique is suitable for stable modes of LTI
systems. In the introduced examples two rigid body and
later two flutter modes were successfully decoupled. In the
frame of the second numerical example it was shown that the
presented method and the approach described in [7] yield
similar results in terms of blend vectors and time domain
simulation. The achievable level of decoupling for highly
coupled systems should be analyzed in more details later.
However, the presented approach relies on Linear Matrix
Inequality techniques, giving the opportunity for various
extensions. It is our intention to include the use of Gramian
based measures in our framework and compare it with the
proposed H∞ metric. Then, the question of unstable sys-
tems will be investigated through co-prime factorization and
generalized Gramians. The method has also the advantage
of straightforward extension for the case of multiple modes
by simply increasing the corresponding LMI constraints in
the optimization. Last but not least, the mathematical tools
employed in the paper are scalable for Linear Parameter
Varying plants, with some technical details to be worked
out in the near future.
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