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Adjectives, communities, and taxonomies of evaluative meaning 
Neil Millar and Susan Hunston 
University of Tsukuba / University of Birmingham  
   
 
From a corpus consisting of free text comments submitted to the website 
RateMyProfessors.com, adjectives describing people have been identified and clustered 
using Principal Components Analysis. This follows the Meaning Extraction method used 
by Chung & Pennebaker (2007). The outcome is a set of seven factors, each of which is 
interpretable as representing a dimension of meaning along which individual professors 
have been evaluated. These dimensions are in turn discussed using Martin & White’s 
(2005) parameters of Judgement and Appreciation, and Coffin’s (2005) concept of 
evaluative voices. It is argued that contributors to RateMyProfessors.com have available 
three distinct voices: ‘novice intellectual’, ‘consumer’, and ‘subordinate’. The paper 
demonstrates how a bottom-up, statistical technique may be used to provide the initial data 
for identifying evaluative parameters. It raises the possibility that such parameters may be 
specific to individual discourse communities. It therefore offers a complementary and 
problematizing alternative to top-down, researcher-driven taxonomies of evaluative 
meaning. 
  
   
1. Introduction 
This paper asks to what extent a statistical approach to adjective co-occurrence can illuminate 
the identification of categories of Judgement (Martin 2000; Martin & White 2005) in a corpus 
of short texts whose purpose is to evaluate the performance of teaching staff in universities. It 
presents the results of a quantitative study of evaluative adjectives in a web-based collection of 
reviews of university professors (RateMyProfessors.com). The groupings of adjectives derived 
from this method are used to problematise the concept of taxonomies of evaluative meaning 
and to examine taxonomies that might emerge from a virtual, on-line community. In doing so, 
the paper explores the consequences of deriving a taxonomy that is corpus-specific, based on 
form and on associative frequency — essentially, a bottom-up, quantitative methodology  —  
rather than on an analyst-driven, interpretative and top-down methodology. The study is used 
to support an argument that taxonomies of meaning may be context-dependent and unique to 
the communities that generate them. 
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2. Background 
The website used in this study, RateMyProfessors.com (RMP), has ideological significance as 
well as practical usefulness for the researcher. It is reportedly relied upon extensively by 
students in the US in selecting universities and courses (Davidson & Price 2009; Brown et al. 
2009), but it has also been criticised for encouraging contributors to assess instructors in terms 
of personality, or even appearance, rather than expertise (Felton et al. 2004, 2008). Discussions 
of this site are relevant to more general debates about forms of student evaluation of their 
teachers, which gain importance as those evaluations increasingly feed into employer 
assessments of teacher competence (e.g. Chen & Hoshower 2003; Marsh 2007; Shevlin et al. 
2000). As noted below (‘Data Selection’), contributors to the website can give their selected 
professor a series of numerical scores, and can also add free text content. We draw on these 
free texts in this study. 
The texts posted on RMP may be considered in terms of theories of context, affinity 
space, and community. Within Systemic Functional Linguistics, context is theorised as 
comprising the variables of Field, Tenor and Mode. In the RMP texts, evaluation or appraisal 
of the target individuals is key to the Field of discourse — the texts exist to offer opinions on 
the efficacy of teaching staff. The Mode is constitutive, and the channel is electronic, that is, 
written but with many of the informal features associated with spoken language. In terms of 
Tenor, the website contributors are peers advising each other, but there is very little interaction: 
writers rarely respond to each other’s texts, and are not necessarily acquainted with one another. 
This raises the question of the extent to which contributors to the site genuinely constitute a 
social group within which a genre may be said to exist. Gee (2005) has suggested the concept 
of ‘affinity space’ to account for groups of individuals who are co-located in an identifiable 
physical or virtual space but who have insufficient mutual sense of ‘belonging’ or common 
purpose to support the notion of a ‘community of practice’. He gives the example of a computer 
game (Age of Mythology) as an example of individuals interacting with a body of content and 
with each other, in ways that are determined by the way the game has been written. It could be 
argued that RMP similarly brings together individuals who are not known to each other and 
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who may have different motives for contributing to the site and whose only common factor is 
that they do write free text comments for RMP. 
For our purposes, however, the concept of ‘community’ to describe the contributors to 
RMP is a useful one. It draws attention to an implicit set of shared values which we wish to 
exploit in examining the language of the texts. The relationship between evaluative values and 
community, with Appraisal as a template for investigation, is an emerging theme in research 
into on-line communication (Drasovean & Tagg subm.; Knight 2008; Zappavigna 2011). These 
researchers investigate ‘virtual’ communities, that is, communities that exist only by means of 
participation in on-line exchange of views. Knight studies a corpus of texts transmitted using 
MSN Messenger®. Zappavigna focuses on tweets using the hash-tag ‘Obama’. Drasovean & 
Tagg investigate contributions to a TED discussion forum. Citing Stenglin (2004), Knight 
(2008: 484) expresses the connection between community and evaluation thus: “interactants 
construct social identities by expressing attitudes towards experiences that are part of a shared 
community”. Zappavigna and Drasovean & Tagg concur, arguing that common ground in the 
community is established by a uniformity of practice in expressing attitude. This is particularly 
important in contexts of new media, where community membership is transient or ‘ephemeral’ 
(Drasovean & Tagg subm.: 10) and not defined by either geographical space or even by 
consistency of participation in ‘conversations’, but by a (possibly temporary) shared interest in 
a topic and shared presuppositions drawn on in making evaluations. The community that we 
investigate in this study is comparable to those in the above studies: it exists only in that its 
members have contributed one or more comments to the website RateMyProfessors. Members 
do not necessarily know each other and (unlike the participants whose texts are studied by 
Knight, or Drasovean & Tagg) do not usually respond to each other’s contributions.  
This research into Appraisal and community might be seen as a continuation of a longer 
tradition that identifies similarities and differences in the use of evaluative or interpersonal 
resources, for example in texts produced by discourse communities aligned with particular 
academic disciplines or viewpoints. In a number of studies, Hyland (2005, 2009: 67–95, 2012: 
178–193), Charles (2006, 2007), and Hiltunen (2010), among others, find significant 
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differences between academic disciplines in terms of the interactive or metadiscoursal 
resources used. Most significantly for our work, Coffin (2002), following Iedema et al. (1994), 
identifies consistent configurations of Appraisal resources to distinguish between dominant 
‘voices’ in texts written by students writing essays in History. According to Coffin (2002: 520), 
the ‘Reporter’, ‘Interpreter’ and ‘Adjudicator’ voices are each associated with various 
probabilities of types of Judgement and Appreciation. For example, both Social Sanction and 
Social Esteem (the main categories of Judgement) are rare in the Reporter voice but likely to 
be present in texts expressing the Interpreter or Adjudicator voices. 
The role of evaluation in community construction is not surprising. Early research on 
narrative (e.g. Polanyi 1985; Schiffrin 1984; and more recently Eggins & Slade 1997) identified 
an appeal to a common set of values as key to the role of narrative in building and reflecting 
community solidarity. Hunston (1993) notes that the highly implicit evaluations present in 
professional scientific writing are recognised only because they draw on a shared value system 
in the scientific community for their interpretation. Thompson & Hunston (2000) generalise 
from this to suggest that consensus-building is one of the functions of evaluative language. 
Martin (2000) observes that identifying Appraisal in any given text involves a personal 
response to the linguistic cues in that text, and acknowledges that other readers may have a 
different response; this suggests that members of one community may interpret evaluative 
resources differently from members of another. The obverse of this observation is that 
evaluative resources play a significant role in constructing common ground and therefore 
community. Coffin & O’Halloran (2006) make an argument for values to be established 
intertextually, such that readers of a given newspaper (The Sun in this case) gradually build up 
a shared sense of the value attached to entities that are regularly reported in the newspaper. 
In short, one of the identifying features of communities is that they share value systems, 
and one of the roles of texts that draw on particular value systems is to construe, virtually, a 
community. We extend this research by adopting a novel methodology for identifying those 
systems of value and for classifying the instances of evaluative language identified in our 
corpus. This methodology will be explained below.  
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Although we adopt a purely social, rather than cognitive, view of language in this paper, 
we note that our approach is broadly compatible with that of Cognitive Linguistics, and 
particularly the emerging discipline of Cognitive Sociolinguistics (see, for example, Pütz et al. 
2014). Kristiansen & Geeraerts (2013: 1) comment that Cognitive Linguistics itself embodies 
“a contextualised, pragmatic approach to meaning”. They add that Cognitive Linguistics is a 
“usage-based approach to language” and define this in terms of “the dialectic nature of the 
relation between language use and the language system” (Kristiansen & Geeraerts (2013: 2)). 
Our argument below that the use of adjectives in the RMP community construes a unique 
system of evaluative meaning is consistent with this. Schӧnefeld’s (2013) is one of a number 
of studies that demonstrate that co-occurrence of features, in this case specific past 
participles/adjectives occurring in the ‘go un-V-en’ construction (e.g. went unreported, go 
unnoticed) can be heavily dependent on register variation. She notes that relevant lexical items 
occur with differential frequency in each of four broad registers (Conversation, Fiction, News 
Reporting and Academic Prose), suggesting that the cognitive construct involved is sensitive 
to social context. Our study involves one register only, but the grounded, bottom-up and 
discourse specific configuration of meaning that we propose is consistent with this view.  
The next section of the paper seeks to problematise taxonomies of evaluative meaning. 
The subsequent sections explain the method used to derive clusters of adjectives from a corpus 
compiled from the RateMyProfessors.com website, and discuss the resulting categorisation in 
terms of the ‘voices’ or personae used by the website contributors. The paper concludes with a 
discussion of the relevance of this to evaluative taxonomies in general. 
3. Taxonomies of evaluative meaning 
Approaches to the study of evaluative meaning include those associated with stance (e.g. Biber 
2006), evaluation (e.g. Thompson & Hunston 2000), appraisal (e.g. Martin & White 2005) and 
sentiment (e.g. Liu 2010). A common factor in all these approaches is the establishment of 
taxonomies of evaluative meaning. The interpretation of individual instances in terms of 
meaning distinctions is important for both practical and theoretical reasons. Most studies of 
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evaluative language in text make quantitative statements, often comparing corpora in terms of 
the amount of evaluation of specific kinds found in each (e.g. Bednarek 2008b; Biber 2006; 
Charles 2006; Fuoli 2012; Hardy & Römer 2013; Hyland 2012). Comparisons of quantity 
depend on classifications (e.g. ‘More use is made of this kind of language resource than that 
one in these texts’ or ‘Corpus/Text A makes more use of this kind of resource than does 
Corpus/Text B’). 
Attempts to categorise instances of stance, appraisal or evaluation are informed by the 
need to devise a taxonomy that will handle large numbers of naturally-occurring instances of 
widely divergent forms. A basic distinction between negative and positive polarity is often used, 
for example in Sentiment Analysis (e.g. Turney 2002). This presupposes a parameter of value 
or desirability. Conrad & Biber’s (2000) study of stance adverbials divides them, in terms of 
meaning, into ‘epistemic’, ‘attitudinal’ and ‘style’ domains. Bednarek (2008a) notes that earlier 
work by Biber & Finegan (1988) uses six categories of stance adverbials, and that Francis (1995) 
suggests eight categories of evaluative adjectives. Thompson & Hunston (2000) propose four 
parameters: ‘good-bad’, ‘certainty’, ‘expectedness’ and ‘importance’. Bednarek (2008a) 
herself offers the largest number of parameters — ten — each of which has a number of ‘sub-
values’, ranging from simple polar opposites (e.g. ‘comprehensible’ and ‘incomprehensible’ as 
values of ‘comprehensible’) to a broader set of possibilities (e.g. ‘hearsay’, ‘mindsay’, 
‘perception’, ‘general knowledge’, ‘evidence’, ‘unspecific’ as values of ‘evidentiality’). 
Undoubtedly, the most theorised approach to the categorisation of evaluative language 
is that developed by Martin, White and others (e.g. Martin & White 2005). Their concept of 
Judgement, the evaluation of human behaviour, is the category with which we are primarily 
concerned in this paper. Within that category, a major distinction is made between social esteem 
and social sanction (Martin & White 2005: 52). This responds to a distinction between the 
building of social networks through a recognition of shared values (social esteem) and the 
codification of those values in a legal or moral code (social sanction). Martin & White (2005: 
53) comment, wryly, that this distinction might be compared to the distinction between venial 
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and mortal sins in Catholic theology.1 The authors also align parameters of Judgement with 
Halliday’s model of modalisation (Martin & White 2005: 54, citing Halliday 1994), such that, 
for example, normality is associated with usuality and propriety with obligation. This alignment 
is just part of the underpinning of the Appraisal system as an integral aspect of 
SystemicFunctional Grammar. More generally, the whole concept of Appraisal is based on the 
bedrock of SFG (e.g. Halliday 1978): that the meaning of a choice from among systemic 
possibilities depends on what other possibilities are available. Thus the meaning of the selection 
of an appraisal of social sanction, for example, depends upon the existence of a distinction 
between social sanction and social esteem. 
In general, however, taxonomies of evaluation are open to debate. On the one hand 
there is, as noted above, disagreement regarding the number of categories required to account 
for all instances of stance, appraisal or evaluation. On the other hand, there is agreement that, 
given a set of language resources, a generally satisfactory classification is possible. For example, 
we can take the pattern ‘it is ADJECTIVE to-infinitive’, and identify the most frequent 
adjectives occurring in the pattern. Using the 400 million word Bank of English corpus, the 
twenty most frequent adjectives in this pattern are: hard, difficult, possible, important, easy, 
impossible, necessary, better, best, good, easier, likely, interesting, safe, essential, nice, great, 
enough, wrong, fair. Recurring meanings might be identified as: ‘difficult’ (hard, difficult, easy, 
easier); ‘possible’ (possible, impossible, likely); ‘important’ (important, necessary, essential); 
‘right’ (better, best, good, safe, nice, great, wrong, fair). Each of these groups identifies near-
synonyms (hard and difficult; good and nice) and antonyms (possible and impossible; wrong 
and fair). Some identify words that might be said to be similar in meaning when taken out of 
an immediate context (e.g. necessary and essential); in other cases the meaning is similar only 
when the relevant co-text is considered (e.g. safe and fair as in it is safe to say that… and it is 
fair to say that…). 
                                                 
1 “We call the most serious and grave sins, mortal sins…. By their very grave nature, a mortal sin cuts our 
relationship off from God… The second type of sin, venial sin, that of less grave matter, does not cut us off from 
Christ…” www.saintaquinas.com/mortal_sin.html. Accessed 8th August 2014. 
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The ‘right’ group, in particular, suggests that taxonomies are fuzzy, with individual 
instances of language use blurring the distinction between conceptual categories. The 
complexities of the relationship between taxonomic category and individual lexical item have 
been explored in a number of ways. Martin & White (2005: 67–68) approve of double coding 
in cases where different categories of attitude are inscribed and invoked by a single expression. 
They give examples such as he proved a fascinating player, which inscribes Judgement but 
invokes Appreciation, and it was a fascinating innings, which, conversely, inscribes 
Appreciation but invokes Judgement. Arguably, both examples also invoke Affect (I was 
fascinated by the innings he played). Bednarek (2006, 2008a) makes the insightful point that 
single lexical items might express meanings that are bundles of parameters rather than single 
parameters. The examples she gives include clear / clearly, which expresses positive values for 
both comprehensibility and reliability, and serious / critical / grave, which express both 
reliability and emotivity. Following Lemke (1998) she refers to this phenomenon as ‘evaluative 
conflation’. It is a useful reminder that words do not necessarily map directly on to concepts. 
In a similar vein, Hunston (2011) identifies what she calls ‘multilayering’, where a single phrase 
expresses a number of evaluative meanings. For example, the clause  
 
(1) They are desperate to cling on to power.  
 
can be paraphrased as: ‘They wish to retain power’ and ‘They evaluate power as desirable’ 
(Affect), and as ‘I evaluate them as desperate’ and ‘I evaluate them retaining power as 
undesirable’ (Judgement). Thus, the adjective phrase be desperate to might be said to express 
multi-layered or conflated meanings and is therefore difficult to assign to a single category. 
Current research by Su (in prep.) suggests that this may be a more common phenomenon than 
might be expected. For example, of 66 adjectives followed by the preposition of, about two-
thirds express Affect (e.g. afraid of, tired of, fond of, ashamed of, desirous of) and about one-
third express Judgement (e.g. capable of, guilty of, considerate of,), but a considerable number 
arguably express both what someone is reported to feel, and how that feeling is judged (e.g. 
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dismissive of, envious of, protective of, scornful of, tolerant of). Indeed it might be said that it 
is the norm for Judgement to be invoked whenever Affect is inscribed. This in turn suggests 
that imposing totally discrete categories is at odds with actual language use. 
In short, taxonomies of meaning are necessary both to the practice of analysing 
evaluative meaning in texts and to the establishment of a theory of evaluative meaning, and yet 
the expression of evaluative meaning, in English, resists such classifications. Taking adjectives 
as an example, whereas it is not particularly difficult to identify small groups of adjectives that 
express similar meanings, it is extremely difficult to categorise unambiguously large numbers 
of adjectives. While all categorisation might be said to have an element of subjectivity, the 
extent of the indeterminacy in this area suggests that methodologies that either support or 
replace a subjective categorisation would be valuable. 
Before turning to the methodology to be used in this paper, the point about adjective 
classification will be illustrated using a corpus drawn from the RMP website. (The method of 
compiling the corpus and identifying the relevant adjectives is described below.) Table 1 lists 
fifty of the most frequent adjectives describing instructors.2  
 
Table 1. Fifty of the most frequent adjectives describing instructors 
 
great fair sweet not_bad not_good 
nice knowledgeable fun available terrible 
helpful clear excellent not_helpful cute 
good interesting tough friendly understanding 
funny cool hilarious difficult not_clear 
awesome passionate rude interested bad 
willing boring enthusiastic hot disorganized 
easy smart horrible ok fantastic 
amazing wonderful approachable entertaining young 
hard intelligent unclear brilliant unorganized 
 
 
                                                 
2 As explained in ‘Retrieval of adjectives’ below, some pre-selection is involved before a set of adjectives is obtained. 
This explains why we list here ‘fifty of the most frequent adjectives’ rather than ‘the fifty most frequent adjectives’. 
Functions of Language 22(3)                          Neil Millar and Susan Hunston
                                        ADJECTIVES, COMMUNITIES, AND TAXONOMIES OF EVALUATIVE MEANING 
 
10 
The list includes both positive and negative polarity adjectives (positive shown in 
italics, negative in bold). It is noticeable that most adjectives are very easily assigned to the 
‘positive’ or ‘negative’ group, with the possible exception of not_bad and young, where some 
assumptions are made about likely contexts. The adjectives can also be allocated to groups 
based on similarity or antonymy in meaning. Our first attempt to do this, using a top-down, 
researcher-led method of grouping adjectives with similar meaning, yields 15 groups (A-O 
below). 
 
A. Positive: great, nice, good, awesome, amazing, cool, wonderful, excellent, 
fantastic, not_bad, ok; Negative: horrible, not_good, terrible, bad 
B. Positive: helpful, willing; Negative: not_helpful 
C. Positive: funny, fun, hilarious 
D. Positive: easy; Negative: hard, tough, difficult 
E. Positive: fair 
F. Positive: knowledgeable, smart, intelligent, brilliant 
G. Positive: clear; Negative: unclear, not_clear 
H. Positive: interesting, entertaining; Negative: boring 
I. Positive: passionate, enthusiastic, interested 
J. Positive: sweet, friendly, understanding 
K. Negative: rude 
L. Positive: approachable, available 
M. Positive: hot, cute, young 
N. Negative: unorganised, disorganized 
 
Group A is a ‘general’ group, where the meaning of individual adjectives is non-
specific except for the polarity. In a textual context, the meaning might be left vague (‘He is 
wonderful’) or specified by a noun (‘She is a wonderful teacher’) or by a prepositional phrase 
(‘She is wonderful at explaining things’). The other groups denote particular qualities. Our 
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intention in deriving these groups was to employ a minimum amount of interpretation, and this 
accounts for the large number of groups, but even so it proves impossible to avoid some 
interpretations of meaning: sweet has been taken as similar in meaning to friendly; smart has 
been allocated its US sense of ‘intelligent’ rather than its British sense of ‘well-dressed’; 
brilliant has been interpreted in its specific sense of ‘intelligent’ rather than its general sense of 
‘excellent’. More contentiously, perhaps, a group has been made of passionate, enthusiastic 
and interested, with a quality of emotion as the common factor. Amalgamations of the groups 
would be possible: for example, group L could be joined with group J, assuming that 
‘friendliness’ and ‘approachability’ are similar concepts; both could combine with B (friendly, 
approachable, helpful) to give a group relating to personal, as opposed to intellectual, qualities; 
groups D and G could be combined, assuming that clarity and ease of understanding are similar; 
groups C and H could be combined as expressing qualities that impact on the evaluator. Such 
groupings are very far from clear-cut, however. For example, group I (passionate, enthusiastic, 
interested) could be interpreted as an aspect of intelligence (group F), or as an interactive 
quality (aligned with group C or group J), or as an emotional quality (aligned with group H).  
In short, given the list of adjectives in Table 1, it might be agreed that a range of 
judgements are indicated, including both general (awesome) and specific (rude) adjectives, and 
adjectives relating to intellectual (knowledgeable) and personal (friendly) qualities, as well as 
those relating to age and appearance (young, hot, cute). The actual parameters, and the precise 
grouping of the adjectives, however, are clearly subjective and might be open to considerable 
dispute. Given that only one-third of the adjectives have been classified, adding more examples 
to the list would only make the problem worse. In the next section we consider a bottom-up 
statistical approach to obtaining categories of linguistic features. 
4. Background to the methodology 
Evaluative meaning draws heavily on the word class known as adjectives. As Martin & White 
(2005: 58) succinctly put it: “the canonical grammatical realisation for attitude is adjectival”. 
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For this study, then, we focus on adjectives, while recognising that in doing so we will identify 
only some of the appraisals performed in the corpus. 
The methodology breaks with some previous applications of Appraisal theory in that it 
is quantitative first and qualitative only second. It forms a contrast with work such as Fuoli 
(2012), wherein Appraisal resources are identified through close analysis of individual texts 
and then quantified. This is because our first concern is to identify groups of adjectives that 
consistently co-occur when individual instructors are appraised, rather than to quantify 
instances of Appraisal based on an a priori classification. Our approach is based largely on the 
Meaning Extraction Method: a quantitative method developed in social psychology to identify 
recurring meanings or themes in a large number of text samples.  
In the first published study using the Meaning Extraction Method (Chung & 
Pennebaker 2008), a corpus of open-ended self-descriptions written by US college students was 
analysed. From these texts high frequency personality adjectives were first identified (e.g. nice, 
bad, cold, reserved) and then tabulated to represent their occurrence or absence in individual 
texts. The purpose of the subsequent processes was to identify how these adjectives tend to co-
occur within the self-descriptions. Using a type of factor analysis (Principal Components 
Analysis), Chung & Pennebaker extracted a seven-factor solution in which the adjectives 
clustered to form coherent themes. For example, adjective grouping seemed to reflect traits 
such as sociability (quiet, shy, reserved, outgoing) and negative emotions (sad, hurt, angry, 
afraid). The authors argue that when applied to self-descriptions the Meaning Extraction 
Method was able to reveal psychological dimensions along which authors think about 
themselves. This approach has subsequently been applied to identify themes in a range of text 
types including blog posts (Argamon et al. 2007), postings on Internet message boards for 
depression (Ramirez-Esparza et al. 2008), emails as part of a patient after-care programme 
(Wolf et al. 2010), and Facebook status updates (Kramer & Chung 2011). 
The Meaning Extraction Method has an antecedent in Multi-Dimensional Analysis (e.g. 
Biber 1988, 1993). Broadly speaking, the aim of Biber’s approach is to find statistical co-
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occurrences between language features in a set of texts, and so distinguish between ‘registers’.3 
Each group of co-occurring features (a ‘factor’) is subsequently interpreted as having a 
consistent language function (a ‘dimension’). For example, Biber (1988: 89) discovers that in 
texts where simple past tense is frequent, third person pronouns, perfect aspect, public verbs, 
synthetic negation and present participial clauses are also frequent, whereas present tense verbs 
and attributive adjectives, among other features, are relatively infrequent. Other language 
features may show no significant presence or absence and are therefore not included in the 
cluster of co-occurring features. Having established this list of features that significantly attract 
or repel each other, Biber identifies it as a ‘factor’ consisting of the positive and negative 
attributes (e.g. presence of past tense, absence of present tense). Individual texts, and sets of 
texts, can be plotted as scoring relatively high or low on this factor. Biber (1988: 108) interprets 
the factor as indicating the presence or absence of ‘narrative action’ and labels the dimension 
‘narrative versus non-narrative concerns’. In other words, a set of features that belong to a 
particular category (the ‘narrative’ dimension) are identified, but the method of doing so 
depends on their mutual co-occurrence rather than on the interpretation of individual texts. Both 
in the case of Multi-Dimensional Analysis and the Meaning Extraction Method, subjectivity 
comes into play in the imposition of a label (e.g. ‘narrative’ or ‘sociability’) onto the cluster of 
features identified in the factor, but the categorisation itself is the product of an automated 
process.  
There are a number of reasons why adapting the Meaning Extraction Method to a study 
of evaluative adjectives might be useful. Primary among these is that using quantitative 
methods to establish co-occurrence breaks through the cycle of subjectivity that muddies the 
taxonomic waters in discussing evaluative meaning. This in turn makes it possible to study 
large amounts of text, taking into account large numbers of adjectives. In contrast to Biber’s 
methodology, in the Meaning Extraction Method features are permitted to occur in more than 
one factor/dimension. In principle, the appearance of a feature in more than one factor or cluster 
                                                 
3 It should be noted that the concept of register used by Biber and others (see, for example, Biber & Conrad 2009) 
is less theorised than that used by Halliday. 
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demonstrates the non-discrete nature of the categories. It will be argued below that the results 
are useful in throwing new light on the interaction between adjective classification and 
community.  
In the study reported in this paper, a technique comparable to Chung & Pennebaker’s 
(2008) Meaning Extraction Method is used to cluster adjectives found in the RateMyProfessors 
database to arrive at a classification that is unique to that database. This is described in some 
detail below, although a fuller account of the methodology is available on request from the 
authors. 
5. Method 
5.1  Data selection 
RateMyProfessors.com (hereafter RMP) is a popular educational review website on which 
university students can anonymously evaluate their instructors by providing a numerical score 
(1-5) in three main categories (helpfulness, clarity, easiness). From these numerical scores, an 
‘overall quality’ score (good, average, poor) is calculated for each instructor by taking the mean 
of the scores assigned to that individual for helpfulness and clarity. Importantly for the present 
study, students can also optionally write a free-text comment. Founded in 1999, RMP now 
contains about 15 million evaluations of approximately 1.7 million instructors at over 8,000 
institutions in the USA, Canada and the UK (RMP 2013). The website was chosen as an 
appropriate source of texts for this study because it is homogenous in terms of topic (university 
instructors), and is highly evaluative in nature. In Martin & White’s terms, it could be expected 
to include a large amount of Judgement. Previous research on the numerical scores posted on 
the site (Sanders et al. 2011) demonstrates that they show internal reliability, suggesting that 
users of the site broadly agree on the positive and negative characteristics of the various 
individuals appraised and therefore, in the terms discussed above, form a virtual community.  
A corpus of the text comments posted on RMP was compiled by selecting the top 200 
‘Best Colleges’ as identified in U.S. News (2011). From each of these colleges, a random 
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sample of instructors employed there was selected, and the comments relating to those 
instructors were downloaded. In total 467,904 comments about 50,316 individual instructors 
were downloaded — this amounted to about 24.6 million words of running text. Automatic 
annotation for parts of speech using the CLAWS software package (Garside & Smith 1997) 
enabled the identification of about 1.9 million tokens tagged as adjectives. Because not all these 
adjectives are relevant to our study, a further stage in retrieving relevant adjectives was 
implemented. 
5.2  Retrieval of adjectives 
The retrieval process sought to distinguish those adjectives that index student evaluation of 
instructors from adjectives performing other roles. In this respect, our application of the 
Meaning Extraction Method differs considerably from prior studies that have treated the 
features under analysis (up until now, adjectives and nouns) as a ‘bag of words’ and have 
disregarded the context in which those features occur. Treating all instances of the same word 
form as having the same meaning and function is an oversimplification that is likely to detract 
from the quality of groupings yielded by the statistical analysis. As illustrated by the two 
examples below, adjectives in the corpus do not necessarily refer to instructors only. In (2), 
stupid describes the instructor, and is identified as a target form in our study; in (3), stupid 
describes a hypothetical student and is excluded from our study. 
 
(2) He is stupid, you don't want a professor like this one. 
(3) If you get a B, you are seriously stupid. 
 
Therefore only adjectives in an attributive or predicative syntactic relationship with a 
noun or pronoun referring to the instructor, such as in (2), were extracted. These were retrieved 
by searching for the following abstract string within sentence boundaries: 
 
[proper noun|he|she] + BE + [up to four intervening words]optional + ADJECTIVE 
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This automated process was supplemented by extensive manual checking and 
annotation of all 328,550 instances of retrieved adjectives, to leave 300,069 tokens indexing 
student evaluation of their instructor. Spelling mistakes and variations were standardised, and 
proper adjectives (e.g. French, American), those adjectives that did not express an evaluation, 
and other false positives were manually removed. 
We also sought to account for the context of adjectives by annotating for the presence 
of negation. The prefix not_ was added to the annotation of adjectives that were preceded by 
adverbs of negation (e.g. not, n’t, never, barely, hardly). The adjectives in (4) were thus labelled 
not_old and not_annoying. 
 
(4) She’s not old and annoying. 
 
Although the manual checking was somewhat laborious, it was considered essential to 
avoid substantial errors entering into the subsequent automatic analysis. These processes 
resulted in a very large matrix showing how 1,856 adjective types were distributed across 
41,633 individual instructors.  
5.3  Principal Components Analysis 
Our task was then to identify a meaningful structure within this complex dataset. As noted 
above, following procedures outlined in Chung & Pennebaker (2008) and Wolf et al. (2010), 
we applied the statistical technique called Principal Components Analysis (PCA). PCA is a 
method for ‘simplifying’ a multi-dimensional dataset, which, in turn, can help in the 
identification of a meaningful underlying structure. The general aim of PCA is to “find a small 
number of linear combinations of the variables so as to capture most of the variation in the 
dataframe as a whole” (Crawley 2007: 731). Our assumption was that there would be broad 
agreement between writers, so that groups of adjectives describing an instructor would tend to 
reflect shared perceptions. This of course is only true where writers have demonstrated that 
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they regard an instructor positively or negatively as evidenced by the numerical ratings given. 
For this reason the texts commenting on each instructor were classified additionally according 
to the quality rating accompanying the comment: ‘good’, ‘average’ or ‘poor’. The effect of this 
is illustrated by (5) and (6), which demonstrate how two students can differ in their evaluation 
of the same instructor (the actual name of the instructor has been replaced by a pseudonym). 
 
(5) Professor Plum is extremely clear and willing to go over things with you alone, 
despite the size of the class. (overall quality = ‘good’) 
(6) Professor Plum is an obnoxious lecturer and unresponsive to student concerns. 
(overall quality = ‘poor’) 
 
If Professor Plum was treated as a single entity, the resulting group of co-occurring 
adjectives would include clear, willing, obnoxious and unresponsive. A group such as this 
would not represent consensus or establish perceived common ground. To avoid instances such 
as these, as noted above, instructors were subdivided further according to the ‘overall quality’ 
rating associated with the comments, so that each instructor could, in theory, have three levels 
(‘good’, ‘average’, ‘poor’). In the Professor Plum example, Plum is treated as two distinct 
entities: (1) ‘PLUM_good_quality’ (within which the adjectives clear and willing (5) are 
tabulated); and (2) ‘PLUM_poor_quality’ (within which the adjectives obnoxious and 
unresponsive (6) are tabulated). 
The data was then tabulated to indicate how many times each adjective is used to 
describe each instructor+quality ‘entity’ (PLUM_good; PLUM_poor etc). However, we are 
interested in the distribution of adjectives across instructors rather than in the frequency of 
adjectives and we wish to avoid the skewing effect of different number of comments assigned 
to each instructor. Therefore, following Chung & Pennebaker (2008), frequencies were 
replaced by '1' to indicate occurrence or '0' to indicate absence. The outcome of these processes 
was a very large sparsely populated binary matrix (1856 x 64932) indicating absence or 
presence of adjectives in comments about each ‘entity’. By treating the many and diverse 
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adjectives as variables, our aim was then to reduce groups of correlated adjectives to a smaller, 
more manageable number of new variables, or principal components.  
Prior to carrying out PCA, we reduced the size of input matrix. In the full matrix 
described above only 0.2% of all cells were populated. As adjectives used to describe very few 
instructors, and instructors described with very few adjectives, would provide little information 
for PCA, we excluded low frequency adjectives and instructors with few adjectives; only those 
adjectives occurring in the texts describing 100 or more instructors were retained, and only 
those instructors occurring with two or more adjectives. The resulting matrix consisted of 182 
columns for adjectives, and 30,000 rows for individual instructors + quality. This matrix formed 
the initial input for PCA. All analyses were conducted in the R statistical programming 
environment using the psych package (Revelle 2013). 
Simple PCA followed by varimax rotation was performed to find clusters of co-
occurring adjectives among the 182 frequent adjectives used to describe university instructors. 
Although we report the results using varimax rotation, other methods of rotation available in 
the psych package (e.g. quartimax, promax, simplimax) provided results that are virtually 
identical. Standard tests indicated that the correlation matrix was suitable — the Kaiser-Meyer-
Olkin measure (0.82) and Bartlett’s test of sphericity (chi-square = 128,083.9, p < 0.001). The 
PCA transformed the 182 original variables (adjectives) into 182 new variables (principal 
components). However, our aim was to extract only the first few principal components 
accounting for the most variance in the data (for a fuller explanation of this see Crawley 2007).  
We first examined the eigenvalues associated with each principal component. These 
indicate the amount of total variance explained by each component and increase as variance 
explained increases. An eigenvalue of greater than 1 indicates that the component accounts for 
more variance than the original variable and is commonly used as cut to identify components 
for further investigation (Norman & Streiner 1994). In total 72 components with an eigenvalue 
of greater than 1 were identified. We also used a scree plot to help decide on the possible 
numbers of components to retain. The scree plot displays the eigenvalues for each component 
in descending order. An 'elbow' on the plot indicates a rapid drop in the proportion of variance 
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explained and can help determine how many components to extract. In this case, the scree plot 
suggested either a solution with two, seven or ten principal components. We therefore repeated 
the PCA using a varimax rotation, examining two, three, four, five, six, seven, eight, nine and 
ten component solutions and examined the component loadings in order to find the solution 
that made the most intuitive sense. Analogous to a correlation coefficient, the loading is a value 
between 1 and -1 that indicates the strength of relationship between the original variables (i.e. 
the adjectives) and the new principal component. The seven-component solution was chosen 
as strongly loaded adjectives formed intuitive clusters. This solution is presented in full in 
Appendix 1. 
In the final step we simplified this solution. By examining how the individual adjectives 
load onto each of the seven components, we identified those adjectives with component 
loadings of less than 0.2 and more than -0.2. These made little or no contribution to the overall 
variation in the dataset and were removed from the input matrix. In total we removed 101 
adjectives resulting in a simplified input matrix (81 x 30,000). Again, PCA followed by varimax 
rotation was performed with standard tests indicated that the correlation matrix was suitable — 
the Kaiser-Meyer-Olkin measure (0.84) and Bartlett’s test of sphericity (chi-square = 85,736.1, 
p < 0.001). Twenty-three components had eigenvalues of greater than one. Based on the scree 
plot the first seven components were extracted — this solution is presented in full in Appendix 
2.  
The final seven-component solution accounted for just under 16% of the total variance 
— the variance explained by the individual components is shown in Table 2. 
 
Table 2. Variance explained by the seven-component solution 
 Variance explained by component Cumulative variance explained 
PC1 4.80% 4.80% 
PC2 2.67% 7.47% 
PC3 1.85% 9.32% 
PC4 1.73% 11.05% 
PC5 1.64% 12.69% 
PC6 1.60% 14.29% 
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PC7 1.58% 15.87% 
 
 
The groupings of adjectives in this seven-component solution represented a balance 
between interpretability and variance explained. Of course, 16% is relatively low, and applied 
to other types of data PCA would often account for a larger proportion of variance. However, 
the figure is not unusual for the analysis of natural language. The proportions are in line with 
comparable studies; e.g. between 9% and 14% in (Chung & Pennebaker 2008) and 12% in Wolf 
et al. (2010). Factors that contribute to the low proportion of variance include the uneven 
distribution of the adjectives over individual instructors (only 6.1% of cells in the final input 
matrix were populated), and the productive nature of language (comparable characteristics can 
be expressed in numerous different ways). 
For each of the seven principal components, the most strongly associated adjectives 
were identified by reference to the component loading. Of the 81 adjectives, 78 occur with 
component loadings of 0.2 and higher, and 17 of these adjectives load on more than one 
principal component. The adjective groupings that emerge from this process are presented and 
discussed in the following sections. 
6. Results 
Table 3 shows the adjectives in each group with a loading of 0.2 or above, with figures 
indicating the strength of co-association,4 with figures indicating the strength of co-association. 
 
[Please insert Table 3 here] 
 
 
                                                 
4 As we are concerned with co-association, this table excludes three adjective types with negative loadings (i.e. less 
than -0.2) — helpful and great are excluded from group 3, and nice from group 4 and 5. 
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Effectively, each group consists of adjectives that writers use in combination with each 
other. In other words, cohorts of writers who describe a particular instructor (positively) as 
helpful (group 1) are likely also to describe them as willing, great and sweet, thus associating 
‘sweetness’ with ‘helpfulness’. Cohorts of writers who describe the same or another instructor 
(negatively) as rude (group 4) are likely also to describe them as condescending or arrogant, 
thus associating ‘arrogance’ with ‘rudeness’. These co-occurrences are in some ways at odds 
with the intuitive grouping offered above. According to that classification, helpful, willing, 
sweet and great come in three separate groups (A, B and J). The co-occurrences shown in table 
3 also include adjectives which are less frequent but which show strength of co-occurrence. For 
example, condescending and arrogant are not frequent enough to appear in the top 50 list shown 
in table 1, but strongly associate with rude.  
Thus, the grouping suggested by Principle Components Analysis offers an alternative 
interpretation of the adjectives in the corpus. These groups will now be used as the basis for a 
qualitative interpretation below. 
7. Discussion: A community-based taxonomy 
The classification in Table 3 is somewhat more fluid than the A-N groups suggested above. For 
example, clear is found in group 1, associated with helpful, and also in group 6, associated with 
tough. The adjectives smart and intelligent co-occur with adjectives such as brilliant (group 5) 
as well as with tough and difficult (group 6). The adjective hard occurs in group 3, with horrible 
and in group 6, with difficult but also with intelligent. Most of the general adjectives (group A 
above) occur in more than one group (great, nice, good, awesome, amazing, cool, wonderful). 
Groups 3 and 4 both contain the adjectives not_helpful, awful and useless. These varying co-
occurrences suggest that the meaning of the adjectives may be nuanced in particular ways. For 
example, great might indicate a caring nature (1), or good humour (2). The quality of 
intelligence (intelligent, smart) is associated with both knowledge (5) and challenge (6). That 
of clarity (clear) is nuanced towards either a personal quality (helpfulness, group 1) or a 
professional strategy (challenge, group 6).  
Functions of Language 22(3)                          Neil Millar and Susan Hunston
                                        ADJECTIVES, COMMUNITIES, AND TAXONOMIES OF EVALUATIVE MEANING 
 
22 
For the most part, the groups are either positive in polarity (groups 1, 2, 5, 7) or negative 
(groups 3, 4). This is not surprising, as groups of texts associated with negative and positive 
numerical scoring have been separated, as described above. However, groups 2 and 6 include 
both positive adjectives (entertaining,  fair) and negative ones (sarcastic, difficult). These are 
not antonyms of one another, as possible and impossible are, but rather include positive and 
negative perspectives on a single quality (entertaining and sarcastic), or indicate qualities that 
might be said to be complementary (difficult but also fair). This might be explained 
pragmatically rather than semantically. Writers describe their instructors (positively) as ‘tough 
but fair’ but not as ‘funny but boring’ or ‘clear but unclear’. In other words, the groups of co-
occurrences are socially-driven rather than semantically-driven. There is no reason to suppose 
that similar groups would be found if other communities were recording judgements; rather, 
they are instantial and specific to this corpus. 
To aid further discussion of the seven groups, mnemonics will be used to indicate the 
main focus of each group, as follows: 
 
1. ‘HELPFULNESS’ helpful, willing, sweet, caring, available, understanding, 
approachable…  
2. ‘FUNNINESS’ funny, hilarious, entertaining, fun, sarcastic, crazy... 
3. ‘INCOMPETENCE’ horrible, unclear, terrible, confusing, unorganised, boring,…  
4. ‘RUDENESS’ rude, condescending, arrogant, unhelpful, mean…  
5. ‘INTELLIGENCE’ passionate, brilliant, intelligent, knowledgeable, ,  inspiring, 
engaging, interesting, smart …  
6. ‘DIFFICULTY’ tough, hard, difficult, fair, intimidating, clear…  
7. ‘HOTNESS’ hot, gorgeous, young, beautiful, attractive…  
 
Of the seven groups, one relates to appearance (‘HOTNESS’), three relate to generally 
positive character and behaviour attributes (‘HELPFULNESS’, ‘FUNNINESS’, ‘INTELLIGENCE’), 
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one is less easy to define in terms of polarity (‘DIFFICULTY’) and two relate to unambiguously 
negative attributes (‘INCOMPETENCE’ and ‘RUDENESS’). In terms of Appraisal, the HOTNESS 
group may be categorised as Appreciation while the others relate to Judgement. The three 
‘positive’ and one ‘mixed’ Judgement groups together reflect two specific parameters: 
intellectual ability (‘how clever’?) represented by just one group, INTELLIGENCE, and 
interpersonal ability (‘how skilled as a teacher’ or ‘how good as a person’?) represented by 
three: HELPFULNESS, FUNNINESS and DIFFICULTY. The negative groups divide interestingly 
between ‘social sanction’ (RUDENESS) and ‘social esteem’ (INCOMPETENCE), although, as noted 
above, there is some overlap between them. The mnemonic ‘RUDENESS’ does not itself indicate 
‘mortal sin’, to quote Martin & White  (2005), but the group includes adjectives such as 
disrespectful, unapproachable and, most of all, unprofessional, which suggest a level of poor 
behaviour that might incur sanctions from an employer. For the writers of these texts, then, 
‘rudeness’ and its associated qualities suggest a harsher judgement than the general population 
might assign to it. The INCOMPETENCE group, on the other hand, includes adjectives such as 
boring, confusing and disorganised; arguably these suggest personal rather than professional 
failings — venial rather than mortal sins. Somewhat surprisingly, then, this community 
associates ‘rudeness’ with ‘unprofessionalism’, whereas ‘incompetence’ appears to be less 
severely sanctioned. 
The nuancing of qualities in this corpus, through the co-occurrence of adjectives, is 
observable in the ‘positive’ groups as well. Specifically, the qualities mentioned are not simply 
inherent in the instructor being evaluated but are inflected towards the ‘end-user’ (the student). 
For example, the INTELLIGENCE group includes passionate, inspiring, engaging, interesting as 
well as adjectives more clearly related to intellectual ability. In this corpus, then, ‘intelligence’ 
is not only about knowledge or intellectual capacity, but also about interaction with the learner, 
or the novice intellectual. A focus on the student as consumer or audience may be observed 
also in the FUNNINESS group. Humour is presented as an interactional quality, with entertaining 
and fun (how the evaluated person affects others) appearing as well as hilarious and energetic. 
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Continuing this argument and relating it to Coffin’s (2002) notion of evaluative voices 
requires us to move away from a strict adherence to the groups identified, and to observe 
alignments within but also between groups of adjectives. We argue that the community of 
writers in this corpus sanctions three voices, from which the individual writer chooses: the 
evaluator as novice intellectual (valuing intelligence and difficulty); the evaluator as consumer 
(valuing being entertained, interested and helped); and the evaluator as subordinate (valuing 
fairness and approachability). These are now elaborated upon in turn.  
The overlap between the INTELLIGENCE and the DIFFICULTY groups suggests that 
students are willing also to see themselves as novice intellectuals, interpreting challenge and 
difficulty positively, as a sign of intellectual ability in the instructor rather than as unhelpfulness 
towards the student. An interpretation of the INTELLIGENCE and FUNNINESS groups suggests 
that students writing the texts in the corpus perceive themselves as ‘consumers’ in the 
instructor-student relationship, and therefore holding a position of power. Alternatively, 
students can present themselves as taking a subordinate power position. The DIFFICULTY group, 
for example, includes intimidating. The HELPFUL group suggests an inflection both towards 
‘consumer’ and towards ‘subordinate’: the adjectives helpful, caring, kind and friendly suggest 
the first interpretation (the instructor is in a customer-service role), while available, patient and 
approachable suggest the second (the instructor is in a powerful position but allows access 
nonetheless). 
Turning to the negative polarity groups (RUDENESS and INCOMPETENCE), and 
remembering the ‘social sanction’ / ‘social esteem’ distinction discussed above, it may be 
argued that the ‘consumer’ voice strongly predominates. This is suggested by the striking 
association of interpersonal transgressions such as rudeness and arrogance with 
unprofessionalism and therefore with social sanction rather than esteem. The focus on 
unhelpfulness and lack of clarity in the INCOMPETENCE group is another indicator of the 
consumer voice. 
It is apparent that the metalanguage associated with Appraisal is extremely useful in 
accounting for the adjective groups arrived at with this methodology. We are, however, faced 
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with two possible interpretations of our data. One interpretation is that there is a baseline set of 
categories for Appraisal, from which any texts will select. This would be Coffin’s interpretation, 
as far as we can tell. Unsurprisingly, and as far as we can tell by looking at adjectives alone, 
the texts in this corpus select Judgement rather than Appreciation, for the most part, and 
prioritise Capacity. We have suggested that Capacity might be further divided into professional 
and personal qualities. 
The alternative interpretation, however, is that a more meaningful and robust 
classification of adjectives has been obtained from calculating co-occurrence than from an 
attempt to obtain discrete categories without that information. If this is the case, the grouping 
of adjectives in this corpus holds true for this corpus only, or for this community (contributors 
to RMP comment texts). It might be argued that the community selects from a range of general 
possibilities only in the broadest sense, and instead creates its own range of possibilities. To 
some extent, of course, the instantial groups created by this corpus are aligned with distinctions 
proposed elsewhere. The distinction between the HOTNESS group and the others, for example, 
aligns with the Appreciation / Judgement distinction. However, more insight has been gained 
by considering the value system shared by the writers of the texts in this corpus as something 
that is self-contained than by relating it to more general systems. 
One consequence of this conclusion is that categories of meaning are fluid and context-
dependent. We have expressed this concept of fluidity and dependency in terms of communities: 
virtual groups who collectively construe a classification of meaning that is valid only for that 
community. This appears to us to be in line with a social and functional view of language that 
defines meaning in terms of taxonomies of choice. We have not raised the issue of the 
individuals who comprise that community or indeed the meaning of the individual adjectives 
that appear in our lists. A possible inference from this study, however, might be that the 
meaning of individual adjectives, as well as semantic categories, is also fluid and context-
dependent. This would be in line with Teubert’s (2010) view that word meaning is to be found 
only within discourse, but also, perhaps strangely, with the view within Cognitive Linguistics 
that for individuals the mental representation of meaning is not fixed. Dunbar (2012), citing 
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Tuggy (1993), for example, argues that whether or not a given lexeme (such as paint) is 
polysemous for an individual (i.e. whether paint a portrait, paint a wall, paint nails are ‘the 
same’ or ‘different’) will vary according to context. Liu (2013: 96) suggests that “there is a 
certain degree of fluidity in … the internal semantic structure of a synonymous-noun set”. 
Whilst we do not speculate on the mental lexicons of the individuals who contribute to 
RateMyProfessors.com, there is some support in this paper for the view that adjectives used to 
evaluate individuals have very flexible meanings. 
8. Conclusion  
This paper has presented an innovative methodology for grouping adjectives expressing 
evaluation of instructors in the website RateMyProfessors.com. Adapting Chung & 
Pennebaker’s (2008) Meaning Extraction Method, Principle Components Analysis has been 
used to establish levels of co-occurrence between adjectives in this corpus, and to derive groups 
based on that co-occurrence. This methodology has been used as an alternative to allocating 
adjectives to classes within existing taxonomies, with the aim of establishing groups that are 
meaningful within the community of writers whose texts are included in the corpus. Seven 
groups of adjectives have been identified. They have been allotted mnemonic labels and six of 
them (excluding APPEARANCE) have been discussed in some detail. 
Although the groups are recognisably coherent, they are not semantically homogenous. 
There appears to be contradictory information: some adjectives occur in more than one group, 
and some groups contain adjectives that are dissimilar to one another. This suggests that the 
groups are pragmatic rather than semantic in nature, and that evaluative meaning is socially-
inflected rather than abstract. The community of RMP writers is characterised by particular 
attitudes, not only to the individuals evaluated but to teacher qualities in general. 
We have argued that the seven groups represent evaluative configurations (following 
Coffin 2002) that we have labelled the ‘novice intellectual’, ‘consumer’, and ‘subordinate’ 
voices. It is noticeable that the negative groups (RUDENESS and INCOMPETENCE) prioritise the 
‘consumer’ voice, suggesting that this is the role students adopt when negatively evaluating 
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their instructors. The positive groups are more mixed in the voices they represent. The voices 
represent the personae of the writers of the free-text comments on RMP in terms of their 
relationship with the instructors being evaluated, just as the voices identified by Coffin 
represent the personae of the student historians in relation to the events they are recounting. 
There are applications of our work to discussions about the relevance and reliability of 
student evaluations of their instructors, whether these are gathered officially by employing 
institutions, or unofficially, as in RMP. The identification of various voices used by the writers, 
particularly in their negative evaluations, might inform that discussion. To a large extent our 
work supports the view that evaluators respond to personal characteristics as much or more 
than to professional expertise. It also suggests that writers, in adopting evaluative 
configurations of the relationship kind, are influenced by their own performance as scholars as 
well as that of their instructors. 
The study reported in this paper raises the question as to how far the method might be 
repeated on other datasets (corpora). It might be noted that the RMP website has a number of 
features that have greatly assisted the quantitative research. The comment texts on the site have 
a single, fairly narrow, function, that of recording evaluations of professors. A very large 
number of such texts are available for investigation, and that investigation is helped by the fact 
that the writers have also given numerical scores for the professors they evaluate, allowing 
positive and negative views of a single individual to be grouped separately. These features made 
RMP a particularly good dataset to select for the study, but they are unlikely to be present in 
many other opinion websites. 
Notwithstanding these limitations, the paper has offered a quantitative methodology 
(based on Chung & Pennebaker 2008) for processing very large numbers of texts so that 
meaningful clusters of adjectives are identified for further qualitative discussion. This does not 
mean that the methodology was independent of human intervention. An important variation to 
the Meaning Extraction Method was the way that context was taken into account, in extracting 
only adjectives in a particular syntactic frame and annotating for negation. This involved 
extensive manual checking of thousands of instances of adjectives. Further intervention was 
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involved in selecting the number of groups from a small set of possibilities, and of course in 
providing mnemonic labels for the groups. 
There are, then, limits to the extent to which the method could be said to be automatic. 
It does allow for processing of a much larger amount of data than is possible with more manual 
methods. We suggest that studies of this kind might complement the more fine-grained analysis 
of single texts. We have argued that adjective classifications might be community-specific; 
further research on different corpora will strengthen or challenge that claim. 
Submitted 16 March 2014. 
Revised version received 24 August 2014.  
Revised version accepted 14 October 2014. 
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Appendix 1  
Seven-component solutions for varimax-rotated principal-components analysis of selected 182 
adjectives 
 
 PC1 PC2 PC3 PC4 PC5 PC6 PC7 
helpful 0.44  -0.16 -0.19  0.14  
willing 0.41   -0.10  0.14  
sweet 0.35  -0.11 0.15    
great 0.34 0.25 -0.13 -0.23  0.11 0.11 
wonderful 0.33    0.19   
clear 0.31 0.11  -0.12  0.29  
nice 0.31  -0.21 0.20 -0.17 0.15 0.11 
caring 0.30       
amazing 0.29 0.21   0.29   
easy 0.28 0.20   -0.13  0.14 
understanding 0.26       
kind 0.25       
patient 0.25       
available 0.25     0.11  
excellent 0.24    0.18 0.19  
approachable 0.21     0.12  
friendly 0.21       
concerned 0.19       
sincere 0.17    0.14   
organized 0.16     0.12  
happy 0.15       
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genuine 0.14       
adorable 0.14 0.11     0.12 
flexible 0.14       
lenient 0.13       
eager 0.13       
quick 0.12       
generous 0.12       
compassionate 0.12       
considerate 0.11       
personable 0.11 0.10      
respectful 0.11       
perfect 0.10       
accommodating        
pleasant        
effective        
responsive        
funny  0.55     0.12 
hilarious  0.49      
entertaining  0.49   0.11   
interesting  0.39   0.21   
awesome 0.31 0.34  -0.15   0.14 
fun 0.15 0.33     0.11 
cool  0.27     0.23 
crazy  0.23  0.14    
energetic 0.12 0.22   0.12 -0.13  
enthusiastic 0.15 0.21   0.19   
quirky  0.20      
sarcastic  0.20 0.16   0.14  
animated  0.19      
witty  0.18   0.12 0.10  
humorous  0.17      
eccentric  0.15      
weird  0.14  0.11    
goofy  0.13      
excited  0.13      
amusing  0.13      
strange  0.12      
enjoyable  0.12      
laid-back  0.11      
charismatic  0.10      
likable        
liberal        
not_boring        
informative        
relaxed        
different        
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rude   0.60 0.10    
condescending   0.40     
arrogant   0.40     
unhelpful   0.36 0.14    
mean   0.34     
not_helpful   0.31 0.27    
disrespectful   0.29     
not_nice   0.27     
awful   0.26 0.25    
unwilling   0.23     
pompous   0.22     
useless   0.22 0.19    
unprofessional   0.21     
unapproachable   0.21     
unfair   0.17 0.10    
moody   0.16     
not_willing   0.16     
cocky   0.12     
biased   0.12     
harsh   0.11   0.11  
annoying   0.11 0.11    
wrong   0.10 0.10    
anal        
critical        
opinionated        
horrible   0.32 0.38    
unclear   0.16 0.36    
terrible   0.22 0.35    
boring    0.34  0.13  
unorganized    0.33  -0.11  
confusing    0.33    
not_good   0.11 0.30    
bad   0.12 0.29    
not_clear    0.25    
disorganized    0.24    
old  0.11  0.21    
late    0.18    
ridiculous   0.12 0.17    
poor    0.15    
impossible   0.12 0.15    
vague    0.13    
scatterbrained    0.12    
random    0.12    
slow    0.10    
awkward        
obsessed        
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lazy        
not_interesting        
busy        
brilliant     0.39   
intelligent     0.38 0.17  
passionate 0.11 0.15   0.37   
knowledgeable     0.33 0.15  
inspiring     0.28   
insightful     0.27   
smart  0.11  0.11 0.25 0.17 0.12 
incredible 0.11    0.25   
engaging  0.15   0.23   
fantastic 0.18 0.11   0.19   
interested 0.16 0.11   0.17   
challenging     0.17 0.16  
fabulous     0.15   
articulate     0.15   
outstanding     0.15   
dedicated     0.14   
talented     0.13   
encouraging 0.12    0.13 -0.10  
supportive 0.11    0.13   
professional     0.12   
open     0.12   
phenomenal     0.11   
honest     0.10   
terrific        
creative        
tough     0.19 0.36  
not_bad    0.11  0.35  
hard    0.19  0.32  
good 0.22 0.20    0.30 0.10 
fair 0.19    0.15 0.28  
not_easy      0.22  
difficult    0.15 0.11 0.22  
intimidating     0.12 0.21  
ok    0.16  0.19  
strict      0.19  
concise 0.10     0.18  
straightforward      0.17  
alright      0.15  
decent      0.15  
thorough 0.13     0.14  
not_hard      0.13  
demanding      0.13  
positive 0.11    0.10 -0.13  
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specific      0.12  
picky      0.12  
accessible      0.11  
fine      0.11  
dry      0.11  
reasonable        
serious        
not_great        
not_difficult        
hot       0.54 
gorgeous       0.46 
young       0.41 
attractive       0.35 
beautiful     0.16  0.35 
cute  0.10     0.33 
sexy       0.29 
pretty       0.22 
bright     0.13  0.13 
easy-going       0.11 
mad        
chill        
new        
understandable        
 
Appendix 2 
Seven-component solutions for varimax-rotated principal-components analysis of selected 81 
adjectives  
 
 PC1 PC2 PC3 PC4 PC5 PC6 PC7 
helpful 0.49  -0.20 -0.13    
willing 0.46  -0.11   0.10  
great 0.37 0.25 -0.24  0.10   
sweet 0.37  0.14   -0.14  
wonderful 0.36    0.23   
nice 0.35  0.18 -0.21 -0.21 0.11  
clear 0.34 0.13 -0.11   0.20  
caring 0.31       
easy 0.31 0.23   -0.12   
kind 0.27       
available 0.27       
understanding 0.27       
excellent 0.27    0.17 0.17  
patient 0.26       
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approachable 0.23       
friendly 0.23       
concerned 0.19       
funny  0.60      
hilarious  0.53   0.11   
entertaining  0.52   0.14   
interesting  0.38   0.25   
awesome 0.32 0.36 -0.14  0.10  0.10 
fun 0.13 0.35    -0.11  
cool  0.32     0.20 
sarcastic  0.24  0.16  0.15  
crazy  0.23 0.15     
energetic 0.11 0.22   0.16 -0.15  
quirky  0.18      
horrible   0.44 0.27    
unclear   0.42     
terrible   0.39 0.19    
confusing   0.37     
unorganized   0.36   -0.15  
not_good   0.33     
not_helpful   0.32 0.28    
bad   0.31   0.13  
boring   0.31  -0.11 0.14  
awful   0.31 0.23    
not_clear   0.28     
disorganized   0.26     
old  0.13 0.19   0.12  
rude   0.14 0.61    
condescending    0.47    
arrogant    0.45    
unhelpful   0.18 0.36    
mean   0.11 0.33    
disrespectful    0.30    
pompous    0.30    
not_nice    0.28    
unwilling    0.24    
useless   0.21 0.21    
unapproachable   0.21    
unprofessional    0.20    
passionate 0.12    0.42   
brilliant     0.42 0.16  
intelligent     0.39 0.24  
knowledgeable     0.35 0.19  
amazing 0.31 0.20   0.33   
incredible 0.12    0.32   
inspiring     0.31   
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insightful     0.29   
engaging  0.13   0.26   
enthusiastic 0.15 0.18   0.24   
fantastic 0.18    0.22   
tough     0.11 0.43  
hard   0.20   0.42  
not_bad     -0.14 0.39  
fair 0.21  -0.11  0.12 0.32  
good 0.26 0.21    0.29  
difficult   0.15   0.28  
intimidating      0.27  
smart     0.24 0.25 0.13 
not_easy      0.25  
hot       0.57 
gorgeous       0.49 
young       0.42 
beautiful     0.14  0.40 
attractive       0.38 
cute  0.13     0.33 
sexy       0.31 
pretty       0.23 
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Table 3:  
 
   
                 
 
  Group 1  Group 2  Group 3  Group 4  Group 5  Group 6  Group 7  
 helpful 0.49 
 
funny 0.60 
 
horrible 0.44 
 
rude 0.61 
 
passionate 0.42 
 
tough 0.43 
 
hot 0.57  
 willing 0.46 
 
hilarious 0.53 
 
unclear 0.42 
 
condescending 0.47 
 
brilliant 0.42 
 
hard 0.42 
 
gorgeous 0.49  
 great 0.37 
 
entertaining 0.52 
 
terrible 0.39 
 
arrogant 0.45 
 
intelligent 0.38 
 
not_bad 0.38 
 
young 0.42  
 sweet 0.37 
 
interesting 0.38 
 
confusing 0.37 
 
unhelpful 0.36 
 
knowledgeable 0.35 
 
fair 0.31 
 
beautiful 0.40  
 wonderful 0.36 
 
awesome 0.36 
 
unorganized 0.36 
 
mean 0.33 
 
amazing 0.33 
 
good 0.29 
 
attractive 0.37  
 nice 0.35 
 
fun 0.35 
 
not_good 0.33 
 
disrespectful 0.30 
 
incredible 0.32 
 
difficult 0.28 
 
cute 0.33  
 clear 0.34 
 
cool 0.32 
 
not_helpful 0.32 
 
pompous 0.30 
 
inspiring 0.31 
 
intimidating 0.26 
 
sexy 0.31  
 awesome 0.32 
 
great 0.25 
 
bad 0.31 
 
not_helpful 0.28 
 
insightful 0.29 
 
smart 0.25 
 
pretty 0.23  
 caring 0.31 
 
sarcastic 0.24 
 
boring 0.31 
 
not_nice 0.28 
 
engaging 0.26 
 
not_easy 0.25 
 
cool 0.20  
 amazing 0.31 
 
crazy 0.23 
 
awful 0.31 
 
horrible 0.27 
 
interesting 0.25 
 
intelligent 0.23 
  
 
  easy 0.31 
 
easy 0.23 
 
not_clear 0.28 
 
unwilling 0.24 
 
enthusiastic 0.24 
 
clear 0.20 
  
 
  kind 0.27 
 
energetic 0.22 
 
disorganized 0.25 
 
awful 0.23 
 
smart 0.24 
     
 
  available 0.27 
 
good 0.21 
 
useless 0.21 
 
useless 0.21 
 
wonderful 0.23 
     
 
  understanding 0.27 
    
hard 0.20 
 
unapproachable 0.21 
 
fantastic 0.22 
     
 
  excellent 0.27 
    
  
 
unprofessional 0.20 
 
  
     
 
  patient 0.26 
    
  
 
  
        
 
  good 0.26 
                 
 
  approachable 0.23 
                 
 
  friendly 0.23 
                 
 
  fair 0.21                    
   
                 
 
  
