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THE SECOND COEFFICIENT OF THE ASYMPTOTIC
EXPANSION OF THE BERGMAN KERNEL
OF THE HODGE-DOLBEAULT OPERATOR
WEN LU
Abstract. We calculate the second coefficient of the asymptotic expansion of the
Bergman kernel of the Hodge-Dolbeault operator associated to high powers of a Her-
mitian line bundle with non-degenerate curvature, using the method of formal power
series developed by Ma and Marinescu.
0. Introduction
The study of the asymptotic expansion of Bergman kernels has attracted much atten-
tion recently. The existence of the diagonal asymptotic expansion of the Bergman kernel
of high tensor powers of a positive line bundle over a compact complex manifold was
first established by Tian [19], Ruan [18], Catlin [7] and Zelditch [21]. Tian [19], followed
by Lu [11] and Wang [20], derived explicit formulae for several terms of the asymptotic
expansion on the diagonal, via Tian’s method of peak sections.
Using Bismut-Lebeau’s analytic localization techniques, Dai, Liu and Ma [8] estab-
lished the full off-diagonal asymptotic expansion of the Bergman kernel of the Spinc
Dirac operator associated to high powers of a Hermitian line bundle with positive curva-
ture in the general context of symplectic manifolds. Moreover, they calculated the second
coefficient of the expansion in the case of Ka¨hler manifolds. Later, Ma and Marinescu [15]
studied the expansion of generalized Bergman kernels associated to Bochner-Laplacians
and developed a method of formal power series to compute the coefficients. By the same
method, Ma and Marinescu [13, Th. 2.1] computed the second coefficient of the asymp-
totic expansion of the Bergman kernel of the Spinc Dirac operator acting on high tensor
powers of line bundles with positive curvature in the case of symplectic manifolds. In
the same vein, they computed in [16] the first three coefficients of the expansion of the
kernel of Toeplitz operators. We recommend the survey [12] for the expansion of the
kernel of Toeplitz operators in the context of geometric quantization.
In this paper we consider the Hodge-Dolbeault operator (which is a modified Dirac
operator (see (0.5))) associated to high powers of a Hermitian line bundle with non-
degenerate curvature over a compact complex manifold. For the non-degenerate cur-
vature case, Ma and Marinescu [13] obtained the expansion of the Bergman kernel of
the Spinc Dirac operator [13, Th. 1.7] on any symplectic manifold and they computed
the first two coefficients [13, Th. 2.1] in the case of positive curvature. Berman and
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Sjo¨strand [3] also studied the asymptotic expansion for Bergman kernels for high pow-
ers of holomorphic line bundles with non-degenerate curvature over compact complex
manifolds.
This paper is a continuation of [13]. We compute the second coefficient of asymptotic
expansion of the Hodge-Dolbeault operator by means of the method in [13, 15]. Com-
pared to [13, 15], the main feature in this paper is that we perform our calculations for
line bundles with non-degenerate curvature of arbitrary signature.
Let (X, J) be a compact connected complex manifold with complex structure J and
dimCX = n. Let (L, h
L) be a holomorphic Hermitian line bundle on X , and let ∇L be
the Chern connection of (L, hL) with the curvature RL = (∇L)2.
Our basic assumption is that ω :=
√−1
2pi
RL defines a symplectic form on X .
The complex structure J induces a splitting TX ⊗R C = T (1,0)X ⊕ T (0,1)X , where
T (1,0)X and T (0,1)X are the eigenbundles of J corresponding to the eigenvalues
√−1
and −√−1 respectively. Since the J-invariant bilinear form ω(·, J ·) is non-degenerate
on TX , there exist J-invariant subbundles denoted V, V ⊥ ⊂ TX such that
ω(·, J ·)∣∣
V
< 0, ω(·, J ·)∣∣
V ⊥
> 0(0.1)
and V, V ⊥ are orthogonal with respect to ω(·, J ·). Equivalently, there exist subbundles
W,W⊥ ⊂ T (1,0)X such that W ⊕W⊥ = T (1,0)X , W,W⊥ orthogonal with respect to ω
and
RL(u, u) < 0, for u ∈ W ; RL(u, u) > 0, for u ∈ W⊥.(0.2)
Set rankW = q. Then the curvature RL is non-degenerate of signature (q, n− q). Now
take the Riemannian metric gTX on X to be
gTX := −ω(·, J ·)∣∣
V
⊕ ω(·, J ·)∣∣
V ⊥
.(0.3)
Since ω is compatible with the complex structure J , then the metric gTX is also compat-
ible with J . Note that (X, gTX) is not necessarily Ka¨hler. Denote by
〈·, ·〉 the C-bilinear
form on TX ⊗R C induced by gTX.
Let (E, hE) be a holomorphic Hermitian vector bundle on X , and let ∇E be the
Chern connection of (E, hE) with curvature RE = (∇E)2. Denote by Ω0,j(X,Lp ⊗ E)
the space of smooth (0, j)-forms over X with values in Lp⊗E and set Ω0,•(X,Lp⊗E) =
⊕nj=0Ω0,j(X,Lp ⊗ E). We still denote by
〈·, ·〉 be the fibrewise metric on Λ(T ∗(0,1)X)⊗
Lp⊗E induced by gTX , hL and hE. Let dvX be the Riemannian volume form of (X, gTX).
The L2-scalar product on Ω0,•(X,Lp ⊗E) is given by
〈s1, s2〉 =
∫
X
〈
s1(x), s2(x)
〉
dvX(x).(0.4)
Let ∂
Lp⊗E,∗
be the formal adjoint of the Dolbeault operator ∂
Lp⊗E
with respect to the
scalar product (0.4).
Definition 0.1. The Hodge-Dolbeault operator is defined by
Dp =
√
2
(
∂
Lp⊗E
+ ∂
Lp⊗E,∗)
: Ω0,•(X,Lp ⊗ E)→ Ω0,•(X,Lp ⊗E).(0.5)
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Then
D2p = 2
(
∂
Lp⊗E
∂
Lp⊗E,∗
+ ∂
Lp⊗E,∗
∂
Lp⊗E)
,(0.6)
which preserves the Z-grading on Ω0,•(X,Lp ⊗E).
By Hodge theory, we know that
KerD2p|Ω0,j(X,Lp⊗E) ≃ H0,j(X,Lp ⊗ E),(0.7)
where H0,•(X,Lp⊗E) denotes the Dolbeault cohomology group. By Andreotti-Grauert
coarse vanishing theorem (see e.g. [13, (1.29)], [14, (8.2.18)]) we obtain that for p large
enough,
H0,j(X,Lp ⊗ E) = 0, for j 6= q.(0.8)
It is a consequence of (0.7) and (0.8) that the kernel of D2p is concentrated in degree q for
p large enough. Let P 0,qp be the orthogonal projection from Ω
0,q(X,Lp⊗E) on Ker(D2p),
and let P 0,qp (·, ·) be its kernel with respect to dvX . The operator P 0,qp is smoothing, so
the kernel P 0,qp (·, ·) is smooth.
Let Idet(W ∗)⊗E be the orthogonal projection from Λ(T
∗(0,1)X)⊗E onto det(W ∗)⊗E. We
denote by
(
det(W
∗
)
)⊥
the orthogonal complement of det(W
∗
) in Λ(T ∗(0,1)X). Denote
by Θ the Ka¨hler form associated to gTX , i.e.,
Θ(U, V ) =
〈
JU, V
〉
for U, V ∈ TX.(0.9)
The following diagonal asymptotic expansion of the kernel P 0,qp (·, ·) was derived by Ma
and Marinescu, see [13, Th. 1.7].
Theorem 0.2. There exist smooth coefficients br(x) ∈ End
(
Λq(T ∗(0,1)X)⊗ E)
x
, which
are polynomials in RTX , RE (and dΘ, RL) and their derivatives of order 6 2r−2 (resp. 6
2r − 1, 2r) at x, such that
b0 = Idet(W ∗)⊗E(0.10)
and for any k, l ∈ N, there exists Ck,l > 0 with∣∣∣P 0,qp (x, x)− k∑
r=0
br(x)p
n−r
∣∣∣
Cl(X)
6 Ck,lp
n−k−1(0.11)
for any p ∈ N. Moreover, the expansion is uniform in that for any k, l ∈ N, there is an
integer s such that if all data (gTX , hL,∇L, hE ,∇E) run over a set which are bounded in
Cs and with gTX bounded below, there exists the constant Ck,l independent of g
TX, and
the C l-norm in (0.11) includes also the derivative on the parameters.
The purpose of this paper is to calculate the second coefficient b1 in the asymptotic
expansion (0.11). The readers are referred to the monograph [14] for a comprehensive
study of the asymptotic expansion of Bergman kernels and the methods of calculation
of the coefficients along the lines of the present paper.
To state our main result we continue to introduce more notations. Let ∇TX denote
the Levi-Civita connection on (TX, gTX), and let ∇T (1,0)X be the Chern connection of
(T (1,0)X , hT
(1,0)X), where hT
(1,0)X is the Hermitian metric on T (1,0)X induced by gTX in
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(0.3). We denote by RT
(1,0)X the curvature of ∇T (1,0)X . Let J : TX → TX be the almost
complex structure defined by
ω(U, V ) = gTX(JU, V ) for U, V ∈ TX.(0.12)
Then J commutes with J. Let v1, . . . , vn an orthonormal frame of (T
(1,0)X, hT
(1,0)X) such
that the subbundle W is spanned by v1, . . . , vq, and let v
1, . . . , vn be the dual frame. It
is a consequence of (0.3) and (0.12) that
Jvj = −
√−1vj , for j 6 q; Jvj =
√−1vj , for j > q + 1.(0.13)
Let T
(1,0)
J
X and T
(0,1)
J
X be the eigenbundles of J corresponding to the eignevalues
√−1
and −√−1 respectively. Set uj = vj if j 6 q and uj = vj otherwise. Then u1, . . . , un
forms an orthonormal frame of the subbundle T
(1,0)
J
X and
ω =
√−1
n∑
j=1
uj ∧ uj .(0.14)
Let∇B be the Bismut connection (see (1.4)) on Λ(T ∗(0,1)X) whose curvature is denoted
by RB. Denote by ∇Xψ,∇Bψ the covariant derivative of a tensor ψ with respect to ∇TX
and ∇B, respectively. Let e1, . . . , e2n denote an orthonormal frame of (TX, gTX), set
∣∣∇XJ∣∣2 = 2n∑
i,j=1
∣∣(∇XeiJ)ej∣∣2, ∣∣∇BJ∣∣2 = 2n∑
i,j=1
∣∣(∇BeiJ)ej∣∣2;(0.15)
We denote by Tas the anti-symmetrization of the torsion tensor of the connection induced
by the Chern connection ∇T (1,0)X on TX (cf. (1.1), (1.2)). Let Λω be the contraction
operator with the form ω. Let P be the smooth 2-form over X defined by
P (U, V ) =
1
2
〈
RB(uj, uj)U, V
〉
+
1
4
(dTas)(uj, uj, U, V ) +
(1
2
Tr
[
RT
(1,0)X
]
+RE
)
(U, V ).(0.16)
The summation convention of summing over repeated indices is used here and throughout
in this paper. Note that we have (cf. [14, (1.2.51)]):
Tas = −
√−1(∂ − ∂)Θ, dTas = 2√−1∂∂Θ.(0.17)
The main result in this paper is as follows.
Theorem 0.3. Let X be a compact complex manifold and (L, hL) be a holomorphic
Hermitian line bundle whose curvature is non-degenerate of signature (q, n − q). Let
(E, hE) be a holomorphic Hermitian vector bundle. Endow Ω0,•(X,Lp ⊗ E) with the
L2-scalar product induced by the Riemannian metric gTX defined by (0.3) and by hL, hE.
Then the coefficient b1 from the expansion (0.11) of the Bergman kernel P
0,q
p (·, ·) on
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(0, q)-forms is given by
πb1(x) =
[
1
2
RE(uj, uj) +
1
4
Tr
[
RT
(1,0)X
]
(uj, uj)
− 1
16
Λω
(
d(ΛωTas)
)− 1
144
∣∣(∇BuiJ)uj∣∣2]Idet(W∗)⊗E(0.18)
+
1
72
q∑
i,j=1
n∑
k,l=q+1
〈
(∇BumJ)uj, uk
〉〈
(∇BumJ)ui, ul
〉
ul ∧ iuiIdet(W ∗)⊗Euj ∧ iuk
− 1
4
q∑
j=1
n∑
k=q+1
[
P (uj, uk)−
√−1
3
〈
(∇B∇BJ)(ui,ui)uj, uk
〉]
uk ∧ iujIdet(W ∗)⊗E
+
1
8
q∑
i,j=1
n∑
k,l=q+1
[1
8
(dTas)(ui, uj , uk, ul)− 1
15
〈
(∇BumJ)ui, ul
〉 · 〈(∇BumJ)uj, uk〉
− 1
10
〈
(∇BumJ)ui, ul
〉 · 〈(∇BumJ)uj , uk〉]uk ∧ ul ∧ iuiiujIdet(W ∗)⊗E
− 1
4
q∑
j=1
n∑
k=q+1
[
P (uk, uj)−
√−1
3
〈
(∇B∇BJ)(ui,ui)uk, uj
〉]
Idet(W ∗)⊗Eu
j ∧ iuk
+
1
8
q∑
i,j=1
n∑
k,l=q+1
[1
8
(dTas)(ui, uj, uk, ul)− 1
15
〈
(∇BumJ)ui, ul
〉 · 〈(∇BumJ)uj, uk〉
− 1
10
〈
(∇BumJ)ui, ul
〉 · 〈(∇BumJ)uj, uk〉]Idet(W ∗)⊗Eui ∧ uj ∧ iuliuk .
In particular,
π · Tr|Λq(T ∗(0,1)X)
[
b1(x)
]
=
1
2
RE(uj, uj) +
1
4
Tr
[
RT
(1,0)X
]
(uj, uj)− 1
16
Λω
(
d(ΛωTas)
)
.
(0.19)
Note that Hsiao [10] independently calculated by other methods the coefficient b1 for
the trivial line bundle with mixed curvature over Cn endowed with the Euclidean metric.
By integrating P 0,qp (x, x) over X we obtain dimH
0,q(X,Lp⊗E) which by (0.8) equals
the Euler characteristic of Lp ⊗ E for large p. This is in turn given by the Riemann-
Roch-Hirzebruch formula (5.1). Thus, by integration of the asymptotic expansion (0.11)
we can compare coefficients with the Riemamm-Roch-Hirzebruch formula and we can
check our formulas for b1(x). This will be carried out in §5.
Since the explicit formula (0.18) seems rather lengthy, it is worthwhile to show what
it reduces to in various interesting special cases. Denote by RTX , rX the curvature and
scalar curvature of the Levi-Civita connection ∇TX , respectively.
Corollary 0.4. If (X, gTX , J) is Ka¨hler, then we have
πb1(x) =
[
1
2
RE(uj, uj) +
1
4
Tr
[
RT
(1,0)X
]
(uj, uj)− 1
144
∣∣(∇XuiJ)uj∣∣2]Idet(W∗)⊗E
+
1
72
q∑
i,j=1
n∑
k,l=q+1
〈
(∇XumJ)uj, uk
〉〈
(∇XumJ)ui, ul
〉
ul ∧ iuiIdet(W ∗)⊗Euj ∧ iuk
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− 1
4
q∑
j=1
n∑
k=q+1
[(1
2
Tr
[
RT
(1,0)X
]
+RE
)
(uj, uk)(0.20)
− 1
6
〈
RTX(ui, ui)uj , uk
〉]
vk ∧ ivjIdet(W ∗)⊗E
− 1
4
q∑
j=1
n∑
k=q+1
[(1
2
Tr
[
RT
(1,0)X
]
+RE
)
(uk, uj)
− 1
6
〈
RTX(ui, ui)uk, uj
〉]
Idet(W∗)⊗Ev
j ∧ ivk .
Taking the trace over Λq(T ∗(0,1)X) yields
π · Tr|Λq(T ∗(0,1)X)
[
b1(x)
]
=
1
2
RE(uj, uj) +
1
4
Tr
[
RT
(1,0)X
]
(uj, uj).(0.21)
Corollary 0.5. If q = 0, then it follows (0.3) and (0.12) that (X, gTX, J) is Ka¨hler.
Then the formula (0.18) reduces to the known one [14, (4.1.8)] for positive line bundles:
πb1(x) =
1
2
RE(vj , vj) +
1
4
Tr
[
RT
(1,0)X
]
(vj , vj)IdE =
1
2
RE(vj , vj) +
rX
8
IdE .(0.22)
Formula (0.22) follows immediately from (0.20).
1. Comparison between curvatures of Bismut and Levi-Civita
connections
In this section we introduce the notion of Bismut connection and develop some prop-
erties of the tensors ∇XJ and ∇BJ. We also derive a formula for the difference between
RB and RTX .
We use freely the notions from the Introduction. The Chern connection ∇T (1,0)X on
T (1,0)X induces naturally a Hermitian connection ∇T (0,1)X on T (0,1)X . Set
∇˜TX = ∇T (1,0)X ⊕∇T (0,1)X .(1.1)
Then ∇˜TX is a Hermitian connection on TX ⊗R C which preserves the decomposition
TX ⊗R C = T (1,0)X ⊕ T (0,1)X . We still denote by ∇˜TX the induced connection on TX .
Let T be the torsion of the connection ∇˜TX , and let Tas be the anti-symmetrization of
the tensor T , i.e., for U, V,W ∈ TX ,
Tas(U, V,W ) =
〈
T (U, V ),W
〉
+
〈
T (V,W ), U
〉
+
〈
T (W,U), V
〉
.(1.2)
By (1.1), the torsion operator T maps T (1,0)X ⊗ T (1,0)X (resp. T (0,1)X ⊗ T (0,1)X) into
T (1,0)X (resp. T (0,1)X) and vanishes on T (1,0)X ⊗ T (0,1)X .
Denote by SB the 1-form with values in the antisymmetric element of End(TX) which
satisfies for U, V,W ∈ TX , 〈
SB(U)V,W
〉
= −1
2
Tas(U, V,W ).(1.3)
Then the Bismut connection on TX is defined by
∇B = ∇TX + SB.(1.4)
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By [4, Prop. 2.5], ∇B preserves the metric gTX and the complex structure J of TX . Then
the curvature RB is compatible with the complex structure J of TX .
We now continue with some elementary observations about the tensor ∇XJ.
It follows from (0.12) that J,∇X• J, (∇X∇XJ)(•,•) are skew-adjoint endomorphisms of
TX and that for U, V,W ∈ TX , we have〈(∇XU J)V,W〉 = (∇XU ω)(V,W ),(1.5)
which implies immediately〈(∇XU J)V,W〉+ 〈(∇XV J)W,U〉+〈(∇XWJ)U, V 〉 = dω(U, V,W ) = 0.(1.6)
By the definition of (∇X∇XJ)(U,V ),
(∇X∇XJ)(U,V ) − (∇X∇XJ)(V,U) =
[
RTX(U, V ),J
]
.(1.7)
From J2 = −1, we obtain
(∇XU J)J+ J(∇XU J) = 0(1.8)
and
J · (∇X∇XJ)(U,V ) + (∇XU J) · (∇XV J) + (∇XV J) · (∇XU J) + (∇X∇XJ)(U,V ) · J = 0.(1.9)
From (1.6), we have for Y ∈ TX ,〈
(∇X∇XJ)(Y,U)V,W
〉
+
〈
(∇X∇XJ)(Y,V )W,U
〉
+
〈
(∇X∇XJ)(Y,W )U, V
〉
= 0.(1.10)
Let T
∗(1,0)
J
X and T
∗(0,1)
J
X be the dual bundle of T
(1,0)
J
X and T
(0,1)
J
X , respectively. From
(1.6) and (1.8), we find that〈
(∇X• J) r, r
〉
is of type
(
T
∗(1,0)
J
X
)⊗3 ⊕ (T ∗(0,1)
J
X
)⊗3
.(1.11)
On the other hand for the tensor ∇BJ, we have for U, V,W ∈ TX ,〈(∇BUJ)V,W〉 = (∇BUω)(V,W )(1.12)
and
(∇B∇BJ)(U,V ) − (∇B∇BJ)(V,U) =
[
RB(U, V ),J
]
.(1.13)
From J2 = −1 we obtain
J · (∇B∇BJ)(U,V ) + (∇BUJ) · (∇BV J) + (∇BV J) · (∇BUJ) + (∇B∇BJ)(U,V ) · J = 0.(1.14)
Since ∇B is not torsion-free, then the analogue of (1.6) does not hold for the tensor
∇BJ, neither does the analogue of (1.10). Hence ∇BJ does not admit such a decompo-
sition as (1.11). In spite of this, ∇BJ does satisfy the following property.
Proposition 1.1. ∇BJ preserves T (1,0)X and T (0,1)X. Furthermore, it exchanges the
subbundles W and W⊥.
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Proof. It is a consequence of the facts that ∇BJ = 0 (cf. [4, Prop. 2.5]) and JJ = JJ
that
J(∇BJ) = (∇BJ)J,(1.15)
which implies immediately that∇BJ preserves T (1,0)X and T (0,1)X . Note that the metric〈·, ·〉 is C-bilinear. Then for 1 6 j, k 6 q and U ∈ TX , we have〈
(∇BUJ)vj, vk
〉
=
〈
∇BU (Jvj), vk
〉
+
〈
∇BUvj ,Jvk
〉
= 0.(1.16)
Similarly, for q + 1 6 j, k 6 n, 〈
(∇BUJ)vj, vk
〉
= 0.(1.17)
This completes the proof of Proposition 1.1. 
Lemma 1.2.
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2 = 2∣∣∣〈SB(ui)uj, uk〉∣∣∣2,
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2 = 14 ∣∣∇BJ∣∣2 − 2∣∣∣〈SB(ui)uj, uk〉∣∣∣2.
(1.18)
Proof. In view of (1.11) and Proposition 1.1, we find
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2 = 12 ∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2 = 2∣∣∣〈SB(ui)uj, uk〉∣∣∣2.(1.19)
Again by Proposition 1.1 we get∣∣∇BJ∣∣2 = 2∣∣(∇BuiJ)uj∣∣2 + 2∣∣(∇BuiJ)uj∣∣2
= 4
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2 + 4 q∑
j=1
n∑
k=q+1
∣∣∣〈(∇BuiJ)uj, uk〉∣∣∣2.(1.20)
Combining (1.19) and (1.20), we obtain the second equality of (1.18). This completes
the proof of Lemma 1.2. 
The main result of this section is the following formula for the difference RB − RTX .
Proposition 1.3. We have〈(
RB −RTX)(ui, ui)uj, uj〉
=
1
8
(∣∣∇BJ∣∣2 − ∣∣∇XJ∣∣2)+ 1
4
Λω
(
d(ΛωTas)
)− 2∣∣∣〈SB(ui)uj, uk〉∣∣∣2.(1.21)
The proof of Proposition 1.3 is based on the following three Lemmas.
Lemma 1.4. 〈(
RB −RTX)(ui, ui)uj, uj〉
=
∣∣∣〈SB(ui)uj, uk〉∣∣∣2 − ∣∣∣〈SB(ui)uj, uk〉∣∣∣2 + 1
16
ΛωΛω(dTas).
(1.22)
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Proof. One verifies directly that〈(
RB − RTX)(ui, ui)uj, uj〉
=
〈
SB(ui)uj, S
B(ui)uj
〉
−
〈
SB(ui)uj, S
B(ui)uj
〉
+
〈(∇XuiSB)(ui)uj, uj〉− 〈(∇XuiSB)(ui)uj, uj〉
(1.23)
By (1.3), we obtain 〈(∇XuiSB)(ui)uj, uj〉 = −12(∇XuiTas)(ui, uj, uj),〈(∇XuiSB)(ui)uj, uj〉 = −12(∇XuiTas)(ui, uj, uj).
(1.24)
Substituting (1.24) into (1.23) yields (1.22). 
Lemma 1.5.
1
8
(∣∣∇BJ∣∣2 − ∣∣∇XJ∣∣2)
=
∣∣∣〈SB(ui)uj, uk〉∣∣∣2 + ∣∣∣〈SB(ui)uj, uk〉∣∣∣2
+
√−1
2
〈
SB(ui)uj, (∇XuiJ)uj
〉
−
√−1
2
〈
SB(ui)uj, (∇XuiJ)uj
〉
.
(1.25)
Proof. By (0.15) and (1.11) we obtain∣∣∇XJ∣∣2 = 2∣∣(∇XuiJ)uj∣∣2, ∣∣∇BJ∣∣2 = 2∣∣(∇BuiJ)uj∣∣2 + 2∣∣(∇BuiJ)uj∣∣2.(1.26)
Combining (1.4) and (1.26) yields∣∣∇BJ∣∣2 − ∣∣∇XJ∣∣2
=2
∣∣∣[SB(ui),J]uj∣∣∣2 + 2∣∣∣[SB(ui),J]uj∣∣∣2
+ 2
〈
[SB(ui),J]uj,
(∇XuiJ)uj〉+ 2〈[SB(ui),J]uj , (∇XuiJ)uj〉.
(1.27)
Clearly, ∣∣∣[SB(ui),J]uj∣∣∣2 = ∣∣∣〈[SB(ui),J]uj, uk〉∣∣∣2 = 4∣∣∣〈SB(ui)uj, uk〉∣∣∣2,(1.28)
and ∣∣∣[SB(ui),J]uj∣∣∣2 = ∣∣∣〈[SB(ui),J]uj, uk〉∣∣∣2 = 4∣∣∣〈SB(ui)uj, uk〉∣∣∣2.(1.29)
Substituting (1.28) and (1.29) into (1.27) yields (1.25). 
Lemma 1.6.
1
4
Λω
(
d(ΛωTas)
)
=
1
16
ΛωΛω(dTas)−
〈
SB(ui)uj, uk
〉〈∇TXui uj, uk〉
− 〈SB(ui)uj, uk〉〈∇TXui uj, uk〉.(1.30)
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Proof. Clearly,
− 1
4
Λω
(
d(ΛωTas)
)
=
√−1
4
d(ΛωTas)(ui, ui)
=
1
2
∇ui
(
Tas(uj, uj, ui)
)− 1
2
∇ui
(
Tas(uj, uj , ui)
)− 1
2
Tas(uj, uj, [ui, ui])
(1.31)
By (1.3) we obtain
−1
4
Λω
(
d(ΛωTas)
)
=− 1
16
ΛωΛω(dTas) +
〈
SB(ui)uj,∇TXui uj
〉
+
〈
SB(uj)ui,∇TXui uj
〉
− 〈SB(ui)uj,∇TXui uj〉+ 〈SB(ui)uj,∇TXui uj〉.
(1.32)
Clearly, 〈
SB(ui)uj,∇TXui uj
〉
+
〈
SB(uj)ui,∇TXui uj
〉
=
〈
SB(ui)uj, uk
〉 · 〈∇TXui uj, uk〉,〈
SB(ui)uj,∇TXui uj
〉− 〈SB(ui)uj,∇TXui uj〉 =〈SB(ui)uj, uk〉 · 〈∇TXui uj, uk〉.(1.33)
Substituting (1.33) into (1.32) yields (1.30). The proof of Lemma 1.6 is complete. 
Proof of Proposition 1.3. Formula (1.21) follows immediately from (1.22), (1.25) and
(1.30). 
2. Bergman Kernel of the Hodge-Dolbeault Operator
In this section we introduce the corresponding Lichnerowicz formula for the square of
the Hodge-Dolbeault operator and calculate out the curvature operator of the connection
∇B,Λ0,•⊗Lp⊗E which arises in the Lichnerowicz formula.
2.1. Lichnerowicz formula for the Hodge-Dolbeault operator. For any v ∈ TX⊗R
C with decomposition v = v1,0 + v0,1 ∈ T (1,0)X ⊕ T (0,1)X , let v∗1,0 be the metric dual of
v1,0. Then c(v) =
√
2(v∗1,0 ∧−iv0,1) defines the Clifford action of v on Λ(T ∗(0,1)X), where
∧ and i denote the standard exterior and interior multiplication, respectively.
The Chern connection ∇T (1,0)X on T (1,0)X induces the Chern connection ∇det(T (1,0)X)
on the line bundle det(T (1,0)X). Let ∇Cl denote the Clifford connection on Λ(T ∗(0,1)X)
induced canonically by ∇TX and ∇det(T (1,0)X).
If e1, . . . , e2n denotes an orthonormal frame of T ∗X , then define
c(ei1 ∧ · · · ∧ eij ) = c(ei1) · · · c(eij ), for i1 < · · · < ij .(2.1)
In this sense cB is defined for any B ∈ Λ(T ∗X)⊗R C by extending C-linearity.
Recall that Tas is defined by (1.2). Take U ∈ TX . Let
∇B,Λ0,•U = ∇ClU −
1
4
c(iUTas)(2.2)
denote the Hermitian connection on Λ(T ∗(0,1)X) induced by ∇Cl and Tas. Then ∇B,Λ0,•
is the Clifford connection on the spinor bundle Λ(T ∗(0,1)X) induced by ∇B on TX and
∇det(T (1,0)X) on det(T (1,0)X). Here Λ(T ∗(0,1)X) is formally S(TX)⊗ det(T (1,0)X)1/2 and
S(TX) is the fundamental spinor bundle for the (possibly nonexistent) spin structure
on TX and det(T (1,0)X)1/2 is the (possibly nonexistent) square root of det(T (1,0)X) (cf.
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[17, Appendix D, p 397]). The connection ∇B,Λ0,• preserves the Z-grading of Λ(T ∗(0,1)X)
(cf. [14, (1.4.27)]). If v1, . . . , vn denotes an orthonormal frame of T
(1,0)X , set
e2j−1 =
1√
2
(vj + vj), e2j =
√−1√
2
(vj − vj).(2.3)
Then e1, . . . , e2n forms an orthonormal frame of TX . Set
∇TXej = ΓTXej , ∇det(T (1,0)X)(v1 ∧ · · · ∧ vn) = Γdet(T (1,0)X)(v1 ∧ · · · ∧ vn).(2.4)
Denote by vj the metric dual of vj. It is a consequence of [14, (1.3.5)] that ∇B,Λ0,• is
given, with respect to the frame {vj1 ∧ · · · ∧ vjk , 1 6 j1 < · · · < jk 6 n} of Λ(T ∗(0,1)X),
by the local formula
d+
1
4
〈
ΓTXei, ej
〉
c(ei)c(ej) +
1
2
Γdet(T
(1,0)X) − 1
4
c(i·Tas).(2.5)
Let ΓB,Λ
0,•
be the connection 1-form of∇B,Λ0,• (associated to the above frame of Λ(T ∗(0,1)X)),
i.e.,
ΓB,Λ
0,•
=
1
4
〈
ΓTXei, ej
〉
c(ei)c(ej) +
1
2
Γdet(T
(1,0)X) − 1
4
c(i·Tas).(2.6)
Denote by ∇Lp⊗E the Chern connection on Lp ⊗E induced by ∇L and ∇E. Set
∇B,Λ0,•⊗Lp⊗E = ∇B,Λ0,• ⊗ 1 + 1⊗∇Lp⊗E.(2.7)
Then ∇B,Λ0,•⊗Lp⊗E is a Hermitian connection on Λ(T ∗(0,1)X)⊗Lp⊗E. Let RB,Λ0,•⊗Lp⊗E
be the curvature operator of∇B,Λ0,•⊗Lp⊗E, and let ∆B,Λ0,•⊗Lp⊗E be the Bochner Laplacian
associated to ∇B,Λ0,•⊗Lp⊗E, i.e.,
∆B,Λ
0,•⊗Lp⊗E = −
2n∑
j=1
[(∇B,Λ0,•⊗Lp⊗Eej )2 −∇B,Λ0,•⊗Lp⊗E∇TXej ej ].(2.8)
If e1, . . . , e2n denotes an orthonormal frame of TX , then set
|A|2 =
∑
i<j<k
|A(ei, ej , ek)|2, for A ∈ Λ3(T ∗X).(2.9)
The following Lichnerowicz formula [14, (1.4.29)] for D2p holds:
D2p =∆
B,Λ0,•⊗Lp⊗E +
rX
4
+
1
2
pRL(ei, ej)c(ei)c(ej)
+ c
(
RE +
1
2
Tr
[
RT
(1,0)X
])− 1
4
c(dTas)− 1
8
∣∣Tas∣∣2.(2.10)
If A is a 2-form, then
1
4
A(ei, ej)c(ei)c(ej) =− 1
2
A(vj , vj
)
+ A
(
vj , vk)v
k ∧ ivj
+
1
2
A(vj , vk)ivj ivk +
1
2
A(vj , vk)v
j ∧ vk ∧ .
(2.11)
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If A is a skew-adjoint endomorphism of TX , then
1
4
〈
Aei, ej
〉
c(ei)c(ej) =− 1
2
〈
Avj , vj
〉
+
〈
Avj , vk
〉
vk ∧ ivj
+
1
2
〈
Avj , vk
〉
ivj ivk +
1
2
〈
Avj , vk
〉
vj ∧ vk ∧ .
(2.12)
Set
ωd,x =− 2π
q∑
j=1
ivj ∧ vj − 2π
n∑
j=q+1
vj ∧ ivj ,
τx =πTr
∣∣
TX
(−J2)1/2 = 2nπ.
(2.13)
From (0.12), (0.13), (2.11) and (2.13), we have
1
2
RL(ei, ej)c(ei)c(ej) = −2ωd − τ.(2.14)
Definition 2.1. The Bergman kernel Pp(x, y) (x, y ∈ X) is the smooth kernel with
respect to dvX(y) of the orthogonal projection Pp from Ω
0,•(X,Lp ⊗ E) onto Ker(Dp).
Then Pp(x, x) is an element of End
(
Λ(T ∗(0,1)X) ⊗ E)
x
. It is a consequence of the
Andreotti-Grauert vanishing theorem (0.8) that the kernel P 0,qp (x, y) coincides with the
Bergman kernel Pp(x, y) for p large enough. Hence, Theorem 0.2 in fact gives the diag-
onal asymptotic expansion of the Bergman kernel Pp(x, x).
2.2. A formula of the curvature operator RB,Λ
0,•⊗Lp⊗E. Set
Q = [∇TX , SB] + SB ∧ SB.(2.15)
Combining (1.4) and (2.15) yields
RB = RTX +Q.(2.16)
By [2, (3.4)], (2.16) and the explanation after (2.2), we know that
RB,Λ
0,•
=
1
4
〈
RBei, ej
〉
c(ei)c(ej) +
1
2
Tr
[
RT
(1,0)X
]
.(2.17)
Of course, we can get (2.17) from (2.6) by a direct computation. Note that since RB is
compatible with the complex structure J , we obtain from (2.12) and (2.17) that RB,Λ
0,•
preserves the Z-grading of Λ(T ∗(0,1)X). From (2.17), we have
RB,Λ
0,•⊗Lp⊗E =RB,Λ
0,•
+ pRL +RE(2.18)
=
1
4
〈
RBei, ej
〉
c(ei)c(ej) +
1
2
Tr
[
RT
(1,0)X
]
+ pRL +RE.
3. An Explicit formula of b1
In this section we provide an explicit formula for the second coefficient b1 in the
diagonal asymptotic expansion (0.11).
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3.1. Trivialization. Fix a point x0 ∈ X . For ε > 0, denote by BX(x0, ε) (resp.
BTx0X(0, ε)) the open ball in X (resp. Tx0X) with the center x0 and radius ε. Then we
identify BTx0X(0, ε) with BX(x0, ε) by the exponential map Z 7→ expXx0(Z) for Z ∈ Tx0X .
Let v1, . . . , vn be an orhonormal basis of T
(1,0)
x0 X such that the equations (0.13) hold at
the point x = x0. Set
e2j−1 =
1√
2
(vj + vj), e2j =
√−1√
2
(vj − vj).(3.1)
Then e1, . . . , e2n forms an orthonormal basis of Tx0X . The coordinates on Tx0X ≃ R2n
is given by
(Z1, · · · , Z2n) ∈ R2n 7→
2n∑
j=1
Zjej ∈ Tx0X.(3.2)
We identify LZ , EZ and (Ep)Z for Z ∈ BTx0X(0, ε) to Lx0 , Ex0 and (Ep)x0 by parallel
transport with respect to the connection ∇L,∇E and ∇B,Λ0,•⊗Lp⊗E along the curve u 7→
uZ, u ∈ [0, 1]. We denote by ΓL,ΓE and ΓB,Λ0,•⊗Lp⊗E the corresponding connection form
of ∇L,∇E and ∇B,Λ0,•⊗Lp⊗E on BX(x0, ε), respectively. Then by [14, (1.2.30)],
Γ•x0 = 0, for Γ
• = ΓL,ΓE and ΓB,Λ
0,•⊗Lp⊗E .(3.3)
3.2. Taylor expansion of the operator Lt2. Let dvTX be the Riemannian volume
form on (Tx0X, g
Tx0X). Let k(Z) be the smooth positive function defined by the equation
dvX(Z) = k(Z)dvTX(Z) with k(0) = 1. Set E = Λ
q(T ∗(0,1)X)⊗ E.
Let sL be an unit vector of Lx0 . Using sL and the above trivialization §3.1, we get an
isometry Eqp ≃ Ex0 on BTx0X(0, ε). Under our identification, hE
q
p is hEx0 on BTx0X(0, ε).
If s ∈ C∞(Tx0X,Ex0), then set∥∥s∥∥2
0,0
=
∫
R2n
∣∣s(Z)∣∣2
hEx0
dvTX(Z).(3.4)
We denote by ∇U the ordinary differentiation operator on Tx0X in the direction U . If
α = (α1, · · · , α2n) is a multi-index, set Zα = Zα11 · · · Zα2n2n . Let (∂αRL)x0 be the tensor
(∂αRL)x0(ei, ej) = ∂
α
(
RL(ei, ej)
)
x0
. We denote by R = ∑j Zjej = Z the radical vector
field on R2n. For s ∈ C∞(BTx0X(0, ε),Ex0) and Z ∈ BTx0X(0, ε), for t = 1√p , set
(δts)(Z) = s(Z/t), ∇t = δ−1t tk
1
2∇B,Λ0,•⊗Lp⊗Ek− 12 δt,
∇0,• = ∇• + 1
2
RLx0(R, r), Lt2 = δ−1t t2k
1
2D2pk
− 1
2 δt.
(3.5)
It is a consequence of our trivialization that Lt2 is self-adjoint with respect to
∥∥ · ∥∥
0,0
on C∞0 (B
Tx0X(0, ε/t),Ex0). We adopt the convention that all tensors will be evaluated
at the base point x0 ∈ X , and most of the time, we will omit the subscript x0. Let
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L0,O′1,O′2 be the operators defined as [13, (2.5)],[15, (1.30)]:
L0 =−
∑
j
(∇0,ej)2 − 2nπ,
O′1(Z) =−
2
3
(∂jR
L)x0(R, ei)Zj∇0,ei −
1
3
(∂iR
L)x0(R, ei),
O′2(Z) =
1
3
〈
RTXx0 (R, ei)R, ej
〉
∇0,ei∇0,ej(3.6)
+
[2
3
〈
RTXx0 (R, ej)ej , ei
〉
−
(1
2
∑
|α|=2
(∂αRL)x0
Zα
α!
+REx0
)
(R, ei)
]
∇0,ei
− 1
4
∇ei
( ∑
|α|=2
(∂αRL)x0
Zα
α!
(R, ei)
)
− 1
9
∑
i
[∑
j
(∂jR
L)x0(R, ei)Zj
]2
− 1
12
[
L0,
〈
RTXx0 (R, ei)R, ei
〉
x0
]
.
Set
Ψ =
1
4
c(dTas)x0.
Then we have the following analogue of [13, Th. 2.2].
Theorem 3.1. There are second order differential operators L02,Or(r > 1) which are
self-adjoint with respect to
∥∥ · ∥∥
0,0
on C∞0 (R
2n,Ex0), and
L02 =L0 − 2ωd,x0,
O1 =O′1 − π
√−1
〈(∇BRJ)ei, ej〉c(ei)c(ej),
O2 =O′2 − RB,Λ
0,•
x0
(R, ei)∇0,ei −
π
2
√−1
〈(∇B∇BJ)
(R,R),x0ei, ej
〉
c(ei)c(ej)
+
1
2
(
REx0 +
1
2
Tr
[
RT
(1,0)X
x0
])
(ei, ej)c(ei)c(ej) +
1
4
rXx0 −Ψ
(3.7)
such that
Lt2 = L02 +
∞∑
r=1
Ortr.(3.8)
Proof. We carry out our proof along the lines in [13, Th. 2.2]. The details involved differ
in two aspects. First, the formula [13, (2.11)] there should be replaced by
∇t,ei = ∇ei +
(1
2
RLx0 +
t
3
(∂kR
L)x0Z
k +
t2
4
∑
|α|=2
(∂αRL)x0
Zα
α!
+
t2
2
REx0 +
t2
2
RB,Λ
0,•
x0
)
(R, ei)
− t
2
6
〈
RTXx0 (ei, ej)R, ej
〉
+O(t3),(3.9)
which differs from [13, (2.11)] by the term RB,Λ
0,•
x0 . Secondly, the analogue of [13, (2.12)]
is [∇B,Λ0,•U , c(V )] = c(∇BUV ), for U, V ∈ TX.(3.10)
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This explains how the Bismut connection ∇B comes into the expressions (3.7), while in
[13, (2.6)] the Levi-Civita connection ∇TX appeared. The readers are referred to [13,
Th. 2.2] for more details. 
3.3. Explicit expression of the coefficient b1. We now introduce the complex co-
ordinates z = (z1, · · · , zn) such that vj =
√
2 ∂
∂zj
is an orthonormal basis of T
(1,0)
x0 X . We
identify z to
∑n
j=1 zj
∂
∂zj
and z to
∑n
j=1 zj
∂
∂zj
when we consider z and z as vector fields.
Then Z = z + z and ∣∣ ∂
∂zj
∣∣2 = ∣∣ ∂
∂zj
∣∣2 = 1
2
, |z|2 = |z|2 = 1
2
∣∣Z∣∣2.(3.11)
Set
ξ = (z1, · · · , zq, zq+1, · · · , zn), ξ = (z1, · · · , zq, zq+1, · · · , zn);(3.12)
By (0.13),
J
∂
∂ξj
=
√−1 ∂
∂ξj
, J
∂
∂ξj
= −√−1 ∂
∂ξj
, for j = 1, · · · , n.(3.13)
We also identify ξ to
∑n
j=1 ξj
∂
∂ξj
and ξ to
∑n
j=1 ξj
∂
∂ξj
when we consider ξ and ξ as vector
fields. Then ξ + ξ = Z = z + z and∣∣ ∂
∂ξj
∣∣2 = ∣∣ ∂
∂ξj
∣∣2 = 1
2
, |ξ|2 = |ξ|2 = 1
2
∣∣Z∣∣2.(3.14)
Set uj =
√
2 ∂
∂ξj
and
f2j−1 =
1√
2
(uj + uj), f2j =
√−1√
2
(uj − uj), j = 1, · · · , n.(3.15)
Then {u1, · · · , un} forms an orthonormal basis of T (1,0)J,x0 X and {f1, · · · , f2n} is an or-
thonormal basis of Tx0X .
Recall that the operator L0 is defined in (3.6). It is very useful to rewrite L0 by using
the creation and annihilation operators. Set
bj = −2∇0, ∂
∂ξj
= −2 ∂
∂ξj
+ πξj, b
+
j = 2∇0, ∂
∂ξj
= 2
∂
∂ξj
+ πξj b = (b1, · · · bn).(3.16)
Then for any polynomial g(ξ, ξ) on ξ and ξ,
[bi, b
+
j ] =bib
+
j − b+j bi = −4πδij , [bi, bj] = [b+i , b+j ] = 0,
[g(ξ, ξ), bj] =2
∂
∂ξj
g(ξ, ξ), [g(ξ, ξ), b+j ] = −2
∂
∂ξj
g(ξ, ξ).
(3.17)
By (3.16) and (3.17), one gets
L0 =
n∑
j=1
bjb
+
j .(3.18)
We now restate the following result, see [14, Th. 8.2.3].
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Theorem 3.2. The spectrum of the restriction of L0 to L2(R2n) is given by
Spec(L0|L2(R2n)) =
{
4π
n∑
j=1
αj
∣∣ α = (α1, · · · , αn) ∈ Nn}(3.19)
and an orthogonal basis of the eigenspace of 4π
∑n
j=1 αj is given by
bα
(
ξβexp(−π
2
n∑
j=1
|ξj|2)
)
, with β ∈ Nn.(3.20)
Let PN denote the orthogonal projection from
(
L2(R2n,Ex0), ‖ · ‖0,0
)
onto N =
Ker(L0). Let PN(Z,Z ′) be the smooth kernel of PN with respect to dvTX(Z ′). From
(3.20), we get
PN(Z,Z ′) = exp
[
− π
2
n∑
j=1
(|ξj|2 + |ξ′j|2)+ π n∑
j=1
ξjξ
′
j
]
(3.21)
and
b+j P
N = 0, (bjP
N)(Z,Z ′) = 2π(ξj − ξ
′
j)P (Z,Z
′), for j = 1, · · · , n.(3.22)
Let PN be the orthogonal projection from (L2(R2n,Ex0), ‖ · ‖0,0) onto Ker(L02), and
PN(Z,Z ′) be its smooth kernel with respect to dvTX(Z ′). Set PN⊥ = Id − PN ,PN⊥ =
Id− PN . Since
ωd
∣∣
(det(W )∗)⊥
6 −2π,(3.23)
we find that
PN(Z,Z ′) = PN(Z,Z ′)Idet(W ∗)⊗E .(3.24)
It is a consequence of Proposition 1.1 that the second equality of (3.7) reduces to the
following formula
O1 = O′1 − 8
√−1π
〈
(∇BRJ)
∂
∂zj
,
∂
∂zk
〉
dzk ∧ i ∂
∂zj
.(3.25)
Formula (3.25) differs from [13, (2.6)] by the presence of ∇BR instead of∇XR. By repeating
the proof of [13, Th. 2.3] we obtain the following result.
Theorem 3.3. The following relation holds:
PNO1PN = 0.(3.26)
Set
F2 =(L02)−1PN
⊥O1(L02)−1PN
⊥O1PN − (L02)−1PN
⊥O2PN
+ PNO1(L02)−1PN
⊥O1(L02)−1PN
⊥ − PNO2(L02)−1PN
⊥
+ (L02)−1PN
⊥O1PNO1(L02)−1PN
⊥ − PNO1PN⊥(L02)−2O1PN .
(3.27)
By Theorem 3.3 and the same argument as in [15, Sec. 1.5-1.6], we get
b1(x0) = IE · F2(0, 0) · IE,(3.28)
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where IE denotes the orthogonal projection from Λ(T
∗(0,1)X)⊗E onto E. We only need
to computer the first two terms and the last two terms in (3.27), since the third and
fourth term in (3.27) are adjoint of the first two terms by Theorem 3.1.
4. Computations of the coefficient b1
In this section we calculate out term by term the expressions (3.27) of b1 and then
prove Corollary 0.4.
Lemma 4.1. For every 2-form A, we have
c(A) · Idet(W ∗)⊗E =
[
− 2A( ∂
∂ξj
,
∂
∂ξj
) + 4
q∑
j=1
n∑
k=q+1
A(
∂
∂ξj
,
∂
∂ξk
)dξk ∧ i ∂
∂ξj
+ 4
q∑
j,k=1
A(
∂
∂ξj
,
∂
∂ξk
)i ∂
∂ξj
i ∂
∂ξk
+
n∑
j,k=q+1
A(
∂
∂ξj
,
∂
∂ξk
)dξj ∧ dξk
]
Idet(W∗)⊗E .(4.1)
Moreover, if A is compatible with the complex structure J , then
c(A) · Idet(W ∗)⊗E =
[
− 2A( ∂
∂ξj
,
∂
∂ξj
) + 4
q∑
j=1
n∑
k=q+1
A(
∂
∂ξj
,
∂
∂ξk
)dξk ∧ i ∂
∂ξj
]
Idet(W∗)⊗E .
(4.2)
Proof. One easily get the result (4.1) from (2.12). 
If A′ is a antisymmetric endomorphism of TX , an analogue of (4.1) holds for A′, i.e.,
simply replacing A(·, ·) in (4.1) by 〈A′·, ·〉.
4.1. The terms in b1 containing the factor O1. Set J = −2π
√−1J. From (1.11)
and (3.16), we find that
O′1(Z) = −
2
3
[〈
(∇XZJ )R,
∂
∂ξj
〉
b+j − bj
〈
(∇XZ J )R,
∂
∂ξj
〉]
(4.3)
By (1.11), (3.24), (3.25), (4.2) and (4.3), we know that
O1PN (Z,Z ′)
=
[
− 2
√−1
3
bibj
〈
(∇X∂
∂ξj
J)ξ
′
,
∂
∂ξi
〉
− 4π
√−1
3
bi
〈
(∇X
ξ
′J)ξ
′
,
∂
∂ξi
〉
− 4√−1
q∑
j=1
n∑
k=q+1
〈
(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
(bm + 2πξ
′
m)
− 8π√−1
q∑
j=1
n∑
k=q+1
〈
(∇Bξ J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
]
PN(Z,Z ′)Idet(W ∗)⊗E .
(4.4)
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From Theorem 3.2 and (4.4),(
(L02)−1PN
⊥O1PN
)
(Z,Z ′)
=−√−1
[
bibj
12π
〈
(∇X∂
∂ξj
J)ξ
′
,
∂
∂ξi
〉
+
bi
3
〈
(∇X
ξ
′J)ξ
′
,
∂
∂ξi
〉
+
q∑
j=1
n∑
k=q+1
〈
(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
(
bm
3π
+ ξ
′
m)
+
q∑
j=1
n∑
k=q+1
〈
(∇Bξ J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
]
PN(Z,Z ′)Idet(W ∗)⊗E .
(4.5)
Therefore, (
(L02)−1PN
⊥O1PN
)
(0, Z ′)
=−
√−1
3
q∑
j=1
n∑
k=q+1
〈
(∇B
ξ
′J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
PN(0, Z ′)Idet(W ∗)⊗E.
(4.6)
and (
(L02)−1PN
⊥O1PN
)
(Z, 0)
=− 2
√−1
3
q∑
j=1
n∑
k=q+1
〈
(∇B
ξ
J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
PN(Z, 0)Idet(W ∗)⊗E
−√−1
q∑
j=1
n∑
k=q+1
〈
(∇Bξ J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
PN(Z, 0)Idet(W∗)⊗E .
(4.7)
By taking adjoint of (4.6) and (4.7), we find that(
PNO1(L02)−1PN
⊥
)
(Z ′, 0)
=
√−1
3
q∑
j=1
n∑
k=q+1
〈
(∇Bξ′J)
∂
∂ξj
,
∂
∂ξk
〉
PN(Z ′, 0)Idet(W ∗)⊗Edξj ∧ i ∂
∂ξk
,
(4.8)
and (
PNO1(L02)−1PN
⊥
)
(0, Z)
=
2
√−1
3
q∑
j=1
n∑
k=q+1
〈
(∇Bξ J)
∂
∂ξj
,
∂
∂ξk
〉
PN(0, Z)Idet(W ∗)⊗Edξj ∧ i ∂
∂ξk
+
√−1
q∑
j=1
n∑
k=q+1
〈
(∇B
ξ
J)
∂
∂ξj
,
∂
∂ξk
〉
PN(0, Z)Idet(W∗)⊗Edξj ∧ i ∂
∂ξk
.
(4.9)
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By (1.18), (4.7), (4.9) and
∫
C
|ξ|2e−pi|ξ|2 = 1
pi
, we obtain(
PNO1PN⊥(L02)−2O1PN
)
(0, 0)
=
4
9π
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉∣∣∣2Idet(W ∗)⊗E
+
1
π
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉∣∣∣2Idet(W ∗)⊗E
=
1
72π
(∣∣∇BJ∣∣2 + 10∣∣〈SB(ui)uj, uk〉∣∣2)Idet(W ∗)⊗E .
(4.10)
By (4.6) and (4.8),
(
(L02)−1PN
⊥O1PNO1(L02)−1PN
⊥
)
(0, 0).
=
1
9π
q∑
i,j=1
n∑
k,l=q+1
〈
(∇B∂
∂ξm
J)
∂
∂ξi
,
∂
∂ξ l
〉〈
(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉
dξl ∧ i ∂
∂ξi
Idet(W ∗)⊗Edξj ∧ i ∂
∂ξk
.
(4.11)
Let h(Z) (resp. F (Z)) be homogenous polynomials in Z with degree 1 (resp. 2), then
by (3.22) and Theorem 3.2,
(L−10 PN⊥hbjPN)(0, 0) =(L−10 PN⊥bjhPN)(0, 0) = − 12π ∂h∂ξj ,(L−10 PN⊥FPN)(0, 0) =− 14π2 ∂2F∂ξj∂ξj .
(4.12)
From (3.22) and Theorem 3.2, one verifies directly that for 1 6 j 6 q, q + 1 6 k 6 n,
(
(L02)−1hbmdξk ∧ i ∂
∂ξj
PN
)
(0, 0) =
1
12π
∂h
∂ξm
dξk ∧ i ∂
∂ξj
Idet(W ∗)⊗E ,(
(L02)−1Fdξk ∧ i ∂
∂ξj
PN
)
(0, 0) =
1
24π2
∂2F
∂ξi∂ξi
dξk ∧ i ∂
∂ξj
Idet(W ∗)⊗E .
(4.13)
Moreover, we have for 1 6 i, j 6 q and q + 1 6 k, l 6 n,
(
(L02)−1Fdξk ∧ dξli ∂
∂ξi
i ∂
∂ξj
PN
)
(0, 0) =
1
80π2
∂2F
∂ξm∂ξm
dξk ∧ dξli ∂
∂ξi
i ∂
∂ξj
Idet(W∗)⊗E .(4.14)
Using (1.11), (3.22), (4.3) and (4.7) we obtain(
(L02)−1PN
⊥O′1(L02)−1O1PN
)
(0, 0) = 0.(4.15)
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Then by (1.18), (3.25), (4.7), (4.14) and (4.15) we get(
(L02)−1PN
⊥O1(L02)−1O1PN
)
(0, 0)
=− 16
3
π
{
(L02)−1PN
⊥
[〈
(∇BRJ)
∂
∂zi
,
∂
∂zl
〉
dzl ∧ i ∂
∂zi
×
q∑
j=1
n∑
k=q+1
〈
(∇B
ξ
J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
]
PN
}
(0, 0)Idet(W ∗)⊗E
− 8π
{
(L02)−1PN
⊥
[〈
(∇BRJ)
∂
∂zi
,
∂
∂zl
〉
dzl ∧ i ∂
∂zi
×
q∑
j=1
n∑
k=q+1
〈
(∇Bξ J)
∂
∂ξj
,
∂
∂ξk
〉
dξk ∧ i ∂
∂ξj
]
PN
}
(0, 0)Idet(W ∗)⊗E(4.16)
=− 4
3π
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇B∂
∂ξm
J
) ∂
∂ξj
,
∂
∂ξk
〉∣∣∣2Idet(W ∗)⊗E + I1
− 2
π
q∑
j=1
n∑
k=q+1
∣∣∣〈(∇B∂
∂ξm
J
) ∂
∂ξj
,
∂
∂ξk
〉∣∣∣2Idet(W ∗)⊗E + I2
=− 1
24π
(∣∣∇BJ∣∣2 + 4∣∣〈SB(ui)uj, uk〉∣∣2)Idet(W ∗)⊗E + I1 + I2,
with
I1 = − 1
15π
q∑
i,j=1
n∑
k,l=q+1
〈
(∇B∂
∂ξm
J)
∂
∂ξi
,
∂
∂ξ l
〉〈
(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉
× dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E
(4.17)
and
I2 = − 1
10π
q∑
i,j=1
n∑
k,l=q+1
〈
(∇B∂
∂ξm
J)
∂
∂ξi
,
∂
∂ξl
〉〈
(∇B∂
∂ξm
J)
∂
∂ξj
,
∂
∂ξk
〉
× dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E .
(4.18)
4.2. The terms in b1 containing the factor O2. Before calculating the term(
(L02)−1PN⊥O2PN
)
(0, 0) in (3.27), we first need to derive a formula for(L−10 PN⊥O′2PN)(0, 0).
Lemma 4.2.
−
(
L−10 PN
⊥O′2PN
)
(0, 0) =
1
2π
[
RE(
∂
∂ξi
,
∂
∂ξi
) +
〈
RTX(
∂
∂ξi
,
∂
∂ξj
)
∂
∂ξj
,
∂
∂ξi
〉]
.(4.19)
This result is the analogue of [15, (2.39)]). In our case we use the coordinates (ξ1, . . . , ξn)
adapted to J (see (3.13)), whereas in [15, (2.39)]) the coordinates (z1, . . . , zn) adapted
to J are used (see [15, §1.4]). The proof of (4.19) is similar to [15, (2.39)] so we omit it.
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Now we are ready to compute the term
(
(L02)−1PN⊥ΨPN
)
(0, 0). Note first that
Ψ = 1
4
(dTas) ∈ Λ2(T ∗(1,0)X)⊗ Λ2(T ∗(0,1)X). By (2.11) we obtain
24Ψ =
1
4
(
dTas
)
(ei, ej, ek, ek)c(ei)c(ej)c(ek)c(el)
=− 1
2
(
dTas
)
(ei, ej , vk, vk)c(ei)c(ej) +
(
dTas
)
(ei, ej , vk, vl)c(ei)c(ej)v
l ∧ ivk
+
1
2
(
dTas
)
(ei, ej, vk, vl)c(ei)c(ej)ivk ivl +
1
2
(
dTas
)
(ei, ej, vk, vl)c(ei)c(ej)v
k ∧ vl
=− 2
[
− 1
2
(
dTas
)
(vj, vj, vk, vk) +
(
dTas
)
(vi, vj , vk, vk)v
j ∧ ivi
]
+ 4
[
− 1
2
(
dTas
)
(vj , vj , vk, vl) +
(
dTas
)
(vi, vj, vk, vl)v
j ∧ ivi
]
vl ∧ ivk
+
(
dTas
)
(vi, vj , vk, vl)v
i ∧ vj ∧ ivkivl +
(
dTas
)
(vi, vj, vk, vl)iviivjv
k ∧ vl
=
(
dTas
)
(vj, vj, vk, vk)− 4
(
dTas
)
(vi, vj, vk, vk)v
j ∧ ivi
+ 4
(
dTas
)
(vi, vj , vk, vl)v
j ∧ ivivl ∧ ivk
+
(
dTas
)
(vi, vj , vk, vl)v
i ∧ vj ∧ ivkivl +
(
dTas
)
(vi, vj, vk, vl)iviivjv
k ∧ vl.
Using the relation
vi ∧ ivj + ivjvi = δij ,(4.20)
we get
24Ψ =3
(
dTas
)
(vi, vi, vj , vj)− 12
(
dTas
)
(vi, vj, vk, vk)v
j ∧ ivi
+ 6
(
dTas
)
(vi, vj, vk, vl)v
k ∧ vl ∧ iviivj .
(4.21)
That is
Ψ =
1
2
(
dTas
)
(
∂
∂zi
,
∂
∂zi
,
∂
∂zj
,
∂
∂zj
)− 2(dTas)( ∂
∂zi
,
∂
∂zj
,
∂
∂zk
,
∂
∂zk
)dzj ∧ i ∂
∂zi
+
(
dTas
)
(
∂
∂zi
,
∂
∂zj
,
∂
∂zk
,
∂
∂zl
)dzk ∧ dzl ∧ i ∂
∂zi
i ∂
∂zj
.
(4.22)
Hence,
ΨIdet(W∗)⊗E =
1
2
(
dTas
)
(
∂
∂zi
,
∂
∂zi
,
∂
∂zj
,
∂
∂zj
)Idet(W ∗)⊗E
− 2
q∑
i=1
(
dTas
)
(
∂
∂zi
,
∂
∂zi
,
∂
∂zk
,
∂
∂zk
)Idet(W ∗)⊗E
− 2
q∑
i=1
n∑
j=q+1
(
dTas
)
(
∂
∂zi
,
∂
∂zj
,
∂
∂zk
,
∂
∂zk
)dzj ∧ i ∂
∂zi
Idet(W ∗)⊗E
+ 2
q∑
i,j=1
(
dTas
)
(
∂
∂zi
,
∂
∂zj
,
∂
∂zj
,
∂
∂zi
)Idet(W∗)⊗E
+ 4
q∑
i,j=1
n∑
k=q+1
(
dTas
)
(
∂
∂zi
,
∂
∂zj
,
∂
∂zk
,
∂
∂zi
)dzk ∧ i ∂
∂ξj
Idet(W ∗)⊗E
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+
q∑
i,j=1
n∑
k,l=q+1
(
dTas
)
(
∂
∂zi
,
∂
∂zj
,
∂
∂zk
,
∂
∂zl
)dzk ∧ dzl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E
=
1
2
(
dTas
)
(
∂
∂ξi
,
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξj
)Idet(W ∗)⊗E
− 2
q∑
i=1
n∑
j=q+1
(
dTas
)
(
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
,
∂
∂ξk
)dξj ∧ i ∂
∂ξi
Idet(W ∗)⊗E
+
q∑
i,j=1
n∑
k,l=q+1
(
dTas
)
(
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
,
∂
∂ξl
)dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E .(4.23)
Now it follows immediately that(
(L02)−1PN
⊥
ΨPN
)
(0, 0)
=
1
16π
[
(dTas)(
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
,
∂
∂ξl
)dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
− 4
q∑
j=1
n∑
k=q+1
(dTas)(
∂
∂ξi
,
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
)dξk ∧ i ∂
∂ξj
]
Idet(W ∗)⊗E .
(4.24)
By (3.7), we get
O2 =O′2 +RB,Λ
0,•
x0 (R,
∂
∂ξj
)bj −RB,Λ0,•x0 (R,
∂
∂ξj
)b+j
−
√−1
2
π
〈(∇B∇BJ)
(R,R)el, em
〉
c(el)c(em)(4.25)
+
1
2
(
REx0 +
1
2
Tr
[
RT
(1,0)X
])
(el, em)c(el)c(em) +
1
4
rXx0 −Ψ.
From (2.12), (2.17), (4.2) and Proposition 1.1, we obtain
PN⊥(O2 −O′2 +Ψ)PN
=PN⊥
{
1
2
Tr[RT
(1,0)X ]
(R, ∂
∂ξi
)
bi
−
〈(
RB(R, ∂
∂ξi
)bi − 2π
√−1(∇B∇BJ)(R,R)
) ∂
∂ξj
,
∂
∂ξj
〉
(4.26)
+ 2
q∑
j=1
n∑
k=q+1
[〈(
2RB(R, ∂
∂ξi
)bi − 2
√−1π(∇B∇BJ)(R,R)
) ∂
∂ξj
,
∂
∂ξk
〉
+ 2
(
RE +
1
2
Tr[RT
(1,0)X ]
)( ∂
∂ξj
,
∂
∂ξk
)]
dξk ∧ i ∂
∂ξj
}
PN .
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Using (1.7), (3.22), (4.12)−(4.13) and Theorem 3.2, we have
−
(
(L02)−1PN
⊥(O2 −O′2 +Ψ)PN)(0, 0)
(4.27)
=
{
1
4π
Tr[RT
(1,0)X ]
( ∂
∂ξi
,
∂
∂ξi
)− 1
2π
〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉
+
√−1
2π
〈(
2(∇B∇BJ)( ∂
∂ξi
, ∂
∂ξi
) −
[
RB(
∂
∂ξi
,
∂
∂ξi
),J
]) ∂
∂ξj
,
∂
∂ξj
〉
−
q∑
j=1
n∑
k=q+1
[
1
6π
〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
+
1
2π
(
RE +
1
2
Tr[RT
(1,0)X ]
)( ∂
∂ξj
,
∂
∂ξk
)
−
√−1
6π
〈(
2
(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
− [RB( ∂
∂ξi
,
∂
∂ξi
),J
]) ∂
∂ξj
,
∂
∂ξk
〉]
dξk ∧ i ∂
∂ξj
}
IdetW∗⊗E.
From (4.27), we get
−
(
(L02)−1PN
⊥(O2 −O′2 +Ψ)PN)(0, 0)(4.28)
=
{
1
4π
Tr[RT
(1,0)X ]
( ∂
∂ξi
,
∂
∂ξi
)− 1
2π
n∑
j=1
〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉
+
√−1
π
n∑
j=1
〈(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉
− 1
2π
q∑
j=1
n∑
k=q+1
[〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
− 2
√−1
3
〈(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
+
(
RE +
1
2
Tr
[
RT
(1,0)X
])( ∂
∂ξj
,
∂
∂ξk
)]
dξk ∧ i ∂
∂ξj
}
IdetW∗⊗E .
By (1.13) we obtain
√−1
n∑
j=1
〈(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉
=
1
16
∣∣∇BJ∣∣2.(4.29)
Substituting (4.29) into (4.28) yields
−
(
(L02)−1PN
⊥(O2 −O′2 +Ψ)PN)(0, 0)(4.30)
=
[
1
16π
∣∣∇BJ∣∣2 − 1
2π
〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉
+
1
4π
Tr
[
RT
(1,0)X
]
(
∂
∂ξi
,
∂
∂ξi
)
]
IdetW ∗⊗E
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− 1
2π
q∑
j=1
n∑
k=q+1
[〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
− 2
√−1
3
〈(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
+
(
RE +
1
2
Tr
[
RT
(1,0)X
])( ∂
∂ξj
,
∂
∂ξk
)]
dξk ∧ i ∂
∂ξj
Idet(W ∗)⊗E .
Similar to [15, (2.21)] we obtain〈
RTX(
∂
∂ξi
,
∂
∂ξj
)
∂
∂ξi
,
∂
∂ξj
〉
=
1
32
∣∣∇XJ∣∣2.(4.31)
The difference from [15, (2.21)] is again the use of coordinates (ξ1, . . . , ξn) adapted to J.
Combining (4.19), (4.24), (4.31) and (4.30) we get
−
(
(L02)−1PN
⊥O2PN
)
(0, 0)(4.32)
=
[
1
16π
∣∣∇BJ∣∣2 − 1
64π
∣∣∇XJ∣∣2 + 1
2π
RE(
∂
∂ξi
,
∂
∂ξi
)
+
1
4π
Tr
[
RT
(1,0)X
]
(
∂
∂ξi
,
∂
∂ξi
)− 1
2π
〈(
RB − RTX)( ∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξj
〉]
IdetW ∗⊗E
−
q∑
j=1
n∑
k=q+1
[
1
2π
〈
RB(
∂
∂ξi
,
∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
+
1
4π
(
dTas
)
(
∂
∂ξi
,
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
)
−
√−1
3π
〈(∇B∇BJ)
( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉
+
1
2π
(
RE +
1
2
Tr
[
RT
(1,0)X
])( ∂
∂ξj
,
∂
∂ξk
)]
dξk ∧ i ∂
∂ξj
Idet(W ∗)⊗E
+
1
16π
(dTas)(
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
,
∂
∂ξ l
)dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E .
By (1.21) we obtain
−
(
(L02)−1PN
⊥O2PN
)
(0, 0)
=
[
1
2π
RE(
∂
∂ξi
,
∂
∂ξi
) +
1
4π
Tr
[
RT
(1,0)X
]
(
∂
∂ξi
,
∂
∂ξi
)− 1
32π
Λω
(
d(ΛωTas)
)
(4.33)
+
3
64π
∣∣∇BJ∣∣2 + 2
π
∣∣∣〈SB( ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉∣∣∣2]IdetW∗⊗E
− 1
2π
q∑
j=1
n∑
k=q+1
[
P (
∂
∂ξj
,
∂
∂ξk
) +RE(
∂
∂ξj
,
∂
∂ξk
)
− 2
√−1
3
〈
(∇B∇BJ)( ∂
∂ξi
, ∂
∂ξi
)
∂
∂ξj
,
∂
∂ξk
〉]
dξk ∧ i ∂
∂ξj
Idet(W ∗)⊗E
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+
1
16π
(dTas)(
∂
∂ξi
,
∂
∂ξj
,
∂
∂ξk
,
∂
∂ξl
)dξk ∧ dξl ∧ i ∂
∂ξi
i ∂
∂ξj
Idet(W ∗)⊗E.
Now our main result (0.18) follows immediately from (3.27), (3.28), (4.10), (4.11), (4.16)
and (4.33). The trace formula (0.19) follows from (0.18) and the definition of projection
Idet(W∗)⊗E . This completes the proof of Theorem 0.3.
Proof of Corollary 0.4. Since (X, gTX, J) is Ka¨hler, then the torsion T vanishes, hence
Tas = 0 and R
B = RTX .(4.34)
From (1.9), (1.10) and (1.11), we obtain〈(∇X∇XJ)
(ui,ui)
uj , uk
〉
= 0.(4.35)
Combining (1.7) and (4.35) yields〈(∇X∇XJ)
(ui,ui)
uj, uk
〉
= −2√−1
〈
RTX(ui, ui)uj, uk
〉
.(4.36)
Formula (0.20) follows from (0.18), (4.34) and (4.36). The proof of Corollary 0.4 is
complete. 
5. Compatibility with Riemann-Roch-Hirzebruch formula
In this section we check the compatibility of our final result (0.18) with Riemann-
Roch-Hirzebruch formulas.
Let us start with the Riemann-Roch-Hirzebruch formula which arises from the Riemann-
Roch-Hirzebruch Theorem (cf. e.g. [14, Th. 1.4.6]). Let h0,qp be the dimension of
H0,q(X,Lp ⊗E), and let rk(E) be the rank of E. Combining (0.8) and the Riemann-
Roch-Hirzebruch Theorem, we find that
(−1)qh0,qp =
∫
X
Td
(
T (1,0)X
)
ch(Lp ⊗ E)
= rk(E)
∫
X
c1(L)
n
n!
pn +
∫
X
(
c1(E) +
rk(E)
2
c1
(
T (1,0)X
))c1(L)n−1
(n− 1)! p
n−1
+O(pn−2),
(5.1)
where ch(·), c1(·),Td(·) are the Chern character, the first Chern class and the Todd class
of the corresponding complex vector bundles, respectively.
By integrating over X the expansion (0.11) for k = 1, we have∫
X
Tr
[
P 0,qp (x, x)
]
dvX(x)
=pn
∫
X
Tr
[
b0(x)
]
dvX(x) + p
n−1
∫
X
Tr
[
b1(x)
]
dvX(x) +O(p
n−2),
(5.2)
where the trace is taken over Λq(T ∗(0,1)X)⊗ E. By (0.9), we obtain
dvX = Θ
n/n! = (−1)qωn/n!.(5.3)
It follows from (0.14) that the following identity holds for any smooth 2-form α,
α ∧ ωn−1/(n− 1)! = −√−1α(uj, uj) · ωn/n!.(5.4)
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Applying (5.4) for α = d(ΛωTas) and the Stokes’ Theorem, we obtain∫
X
Λω
(
d(ΛωTas)
)
dvX = (−1)q/(n− 1)! ·
∫
X
d(ΛωTas) ∧ ωn−1 = 0.(5.5)
Substituting (0.19), (5.3), (5.5) and the equality (5.4) for α = c1(E) and c1(T
(1,0)X),
respectively, into (5.2), we obtain (5.1). Therefore, our final formula (0.18) is compatible
with (5.1).
On the other hand we also explain here the compatibility of our formula (0.18) with
the local index formula obtained by Bismut [4, (2.53)] for non Ka¨hler manifolds under
the assumption that the form Tas is closed.
Recall that SB is defined in (1.3). Set
∇−B = ∇TX + S−B with S−B = −SB.(5.6)
We denote by R−B the curvature of the connection ∇−B. Note that by (1.3) and [4,
(2.36)] our notations SB, R−B correspond to S−B and RB in [4, §II b)] respectively. Let
Â be the Hirzebruch polynomial on (2n, 2n) matrices. Then
Â
(R−B
2π
) ∈ ⊕j Ω4j(X),(5.7)
where Ωj(X) denotes the space of smooth j-forms over X .
For t > 0, let Qp,t(x, y) be the smooth kernel on X associated to the operator
exp(−tD2p). Let Ω0,even(X,Lp ⊗ E) (resp. Ω0,odd(X,Lp ⊗ E)) be the direct sum of the
space of smooth (0, 2j)-forms (resp. (0, 2j + 1)-forms) over X with values in Lp ⊗E for
j > 0. Set
Trs = Tr
∣∣
Ω0,even(X,Lp⊗E) − Tr
∣∣
Ω0,odd(X,Lp⊗E).(5.8)
Note that the auxiliary vector bundle ξ in [4, Th. 2.11] should read as Lp ⊗ E. Denote
by RL
p⊗E the curvature of the Chern connection ∇Lp⊗E on Lp⊗E. Then we can restate
[4, Th. 2.11] as follows.
Theorem 5.1. Assume that dTas = 0, then
lim
t→0
Trs
[
Qp,t(x, x)
]
dvX(x)
=
{
Â
(R−B
2π
)
exp
(√−1
4π
Tr
[
RT
(1,0)X
])
Tr
[
exp
(√−1
2π
RL
p⊗E)]}max(5.9)
uniformly on X.
Now we check the compatibility of our final result (0.18) with (5.9).
Mckean-Singer formula [2, Th. 3.50] also holds for the modified Dirac operator Dp:
n∑
j=0
(−1)j dimH0,j(X,Lp ⊗E) =
∫
X
Trs
[
Qp,t(x, x)
]
dvX(x).(5.10)
Combining (0.8), (5.9) and (5.10) yields
(−1)qh0,qp =
∫
X
Â
(R−B
2π
)
exp
(1
2
c1(T
(1,0)X)
)
ch(Lp ⊗E).(5.11)
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If we expand the right hand side of the formula (5.11) in a polynomial of degree n in p,
then it follows from (5.7) that the term Â(R
−B
2pi
) has no contribution to the coefficients
of pn and pn−1. Hence we obtain from (5.11) that
(−1)qh0,qp = rk(E)
∫
X
c1(L)
n
n!
pn +
∫
X
(
c1(E) +
rk(E)
2
c1
(
T (1,0)X
))c1(L)n−1
(n− 1)! p
n−1
+O(pn−2),
(5.12)
which is exactly the same expression as (5.1). In this case our formula (0.18) is also
compatible with (5.9). This fits well the compatibility of the asymptotic expansion of
Bergman kernel and the local index theorem along the lines of [14, Rem. 4.1.4], [16, §5.1].
6. A simple example
In this section we provide an example in the Ka¨hler case.
Let us first consider the 1-dimensional projective space (CP1, J) with the complex
structure J . Let (O(−1), hO(−1)) be the tautological line bundle over CP1, and let
(O(1), hO(1)) be the dual of the line bundle O(−1), i.e., O(1) = O(−1)∗. If we denote
by RO(1) the curvature of the Chern connection on (O(1), hO(1)) and by ωFS the Fubini-
Study form on CP1, then
ωFS =
√−1
2π
RO(1) = c1
(O(1)).(6.1)
Let T (1,0)CP1 be the holomorphic subbundle of the bundle TCP1⊗R C. It is straightfor-
ward to verify the following formula
ch(T (1,0)CP1) =
[
1 + c1
(O(1))]2,(6.2)
which implies immediately
c1
(
T (1,0)CP1
)
= 2c1
(O(1)).(6.3)
Let (L, hL) be a holomorphic line bundle over CP1, and let RL be the curvature of
the Chern connection on (L, hL). Denote by ω :=
√−1
2pi
RL the symplectic form on CP1.
Clearly,
ω =
{
−ωFS, if (L, hL) = (O(−1), hO(−1));
ωFS, if (L, h
L) = (O(1), hO(1)).(6.4)
Now combining (6.1), (6.2) and (6.4) we obtain
Λωc1
(
T (1,0)CP1
)
=
{
−2, if (L, hL) = (O(−1), hO(−1));
2, if (L, hL) = (O(1), hO(1)).(6.5)
Set X = CP1× . . .×CP1 with n copies and L = L1 ⊠ . . .⊠Lq ⊠Lq+1 ⊠ . . .⊠Ln with
Lk = O(−1) if k 6 q and Lk = O(1) otherwise. Let hLk be the Hermitian metric on
the k-component Lk of the line bundle L, i.e., h
Lk = hO(−1) if k 6 q and hLk = hO(1)
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otherwise, and let RLk be the curvature of the Chern connection on (Lk, h
Lk). Denote
by ωk :=
√−1
2pi
RLk the symplectic form on the k-th component Lk. Then
ωk =
{
−ωFS, if 1 6 k 6 q;
ωFS, if k > q + 1.
(6.6)
It is clear that the symplectic form ωL :=
√−1
2pi
RL is now just the direct sum of the ωk’s,
i.e., ωL = ω1+ . . .+ωn. Therefore the metric g
TX on X defined by (0.3) is now given by
the one induced by the Fubini-Study metric gTCP
1
on each factor CP1 of X . Moreover
the skew-adjoint linear map J given by (0.12) is preserved by the Levi-Civita connection
∇TX on (X, gTX), i.e.,
∇XJ = 0.(6.7)
Clearly,
√−1
4
Tr
[
ΛωLR
T (1,0)X
]
=
π
2
n∑
k=1
Λωkc1
(
T (1,0)CP1
)
(6.8)
Combining (6.4), (6.5), (6.6) and (6.8), we obtain
√−1
4
Tr
[
ΛωLR
T (1,0)X
]
=
π
2
[− 2q + 2(n− q)] = π(n− 2q).(6.9)
Substituting (6.7) and (6.9) into our main result (0.20) (for Ka¨hler manifolds) yields
b1 = (n− 2q) · Idet(W ∗),(6.10)
where the subbundle W is now by definition, the direct sum T (1,0)CP1 ⊕ . . .⊕ T (1,0)CP1
with q copies over the first q-factors of X . In particular, if q = 0, then the formula (6.10)
reduces to
b1 = n · IC.(6.11)
Note that (0.22) and (6.11) imply the well-known fact, that the 1-dimensional projec-
tive space (CP1, gTCP
1
) endowed with the Fubini-Study metric gTCP
1
has constant scalar
curvature 8π.
7. Application to covering manifolds and homogeneous line bundles
Let (X˜, J˜) be a paracompact complex manifold of dimension n, and let Γ be a discrete
group acting holomorphically, freely and properly discontinuously on X˜ such that the
quotient X = X˜/Γ is compact. Assume that there exists a Γ-invariant holomorphic
Hermitian line bundle (L˜, hL˜) on X˜, such that ω˜ :=
√−1
2pi
RL˜ is a symplectic form. The
signature of the curvature RL˜ (i.e., the pair of the numbers of negative and positive
eigenvalues at a point) with respect to any Riemannian metric on TX˜, compatible with
J˜ is locally constant. We assume that the signature is constant and equals (q, n − q),
0 6 q 6 n.
Let gTX˜ be any Γ-invariant Riemannian metric on TX˜ compatible with J˜ . Consider
a Γ-invariant holomorphic Hermitian vector bundle (E˜, hE˜) on X˜ . Let Ω0,j(X˜, L˜p ⊗ E˜),
Ω0,•(X˜, L˜p⊗E˜) be the spaces defined as before, and let Ω0,•c (X˜, L˜p⊗E˜) be the subspace of
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Ω0,•(X˜, L˜p⊗E˜) consisting of elements with compact support. We introduce an L2-scalar
product on Ω0,•c (X˜, L˜
p ⊗ E˜) associated to hL˜, hE˜, dvTX˜ as in (0.4). Let L20,•(X˜, L˜p ⊗ E˜)
be the corresponding L2-space. We consider the maximal extension of ∂
L˜p⊗E˜
(see [14,
(3.1.1)])
Dom(∂
L˜p⊗E˜
) =
{
u ∈ L20,•(X˜, L˜p ⊗ E˜), ∂
L˜p⊗E˜
u ∈ L20,•(X˜, L˜p ⊗ E˜)
}
,(7.1)
where ∂
L˜p⊗E˜
u is calculated in the sense of distribution. By replacing ∂
L˜p⊗E˜
with ∂
L˜p⊗E˜,∗
in (7.1) we obtain the maximal extension of the formal adjoint ∂
L˜p⊗E˜,∗
of ∂
L˜p⊗E˜
. The
Hodge-Dolbeault operator is defined by
Dom(D˜p) =Dom(∂
L˜p⊗E˜
) ∩ Dom(∂L˜
p⊗E˜,∗
),
D˜p =
√
2(∂
L˜p⊗E˜
+ ∂
L˜p⊗E˜,∗
).
(7.2)
Note that gTX˜ is complete, being the pullback of a Riemannian metric on X . Then
by the Andreotti-Vesentini Lemma [14, Lemma3.3.1], the maximal extension of ∂
L˜p⊗E˜,∗
coincides with the Hilbert space adjoint of the maximal extension of ∂
L˜p⊗E˜
.
The space of harmonic forms is defined by
H0,•(X˜, L˜p ⊗ E˜) = Ker D˜2p = Ker ∂
L˜p⊗E˜ ∩Ker ∂L˜
p⊗E˜,∗
.(7.3)
Theorem 7.1 (Andreotti-Grauert L2 vanishing theorem). In the conditions as above we
have
H0,j(X˜, L˜p ⊗ E˜) = 0, for j 6= q, p≫ 1.(7.4)
Proof. By proceeding as in [13, Th. 1.5] we obtain that there exists C > 0 such that for
j 6= q, ∥∥D˜ps∥∥2 > (2pµ0 − C)∥∥s∥∥2, s ∈ Dom(D˜p) ∩ Ω0,j(X˜, L˜p ⊗ E˜),(7.5)
where µ0 denotes the infimum over X of the absolute values of the eigenfunctions of R
L.
This estimate immediately implies that
Ker D˜p ∩ Ω0,j(X˜, L˜p ⊗ E˜) = {0}, for j 6= q, p≫ 1.(7.6)
This completes the proof the Theorem 7.1. 
Theorem 7.1 was first proved by Braverman [6, Cor. 3.6].
Define the Bergman kernel P˜p(·, ·) (resp. P˜ 0,qp (·, ·)) as the kernel of the orthogonal
projection P˜p : L
2
0,•(X˜, L˜
p ⊗ E˜) → Ker D˜p (resp. P˜ 0,qp : L20,q(X˜, L˜p ⊗ E˜) → Ker D˜p). By
Theorem 7.1, the kernel P˜ 0,qp (·, ·) coincides with P˜p(·, ·) for p ≫ 1. Denote by Θ˜ the
Ka¨hler form associated to gTX˜. Then the Bergman kernel P˜ 0,qp (·, ·) has an asymptotic
expansion on compact sets of X analogue to Theorem 0.2.
Theorem 7.2. There exist smooth coefficients b˜r(x) ∈ End
(
Λq(T ∗(0,1)X˜)⊗ E˜)
x
, which
are polynomials in RTX˜ , RE˜ (and dΘ˜, RL˜) and their derivatives of order 6 2r−2 (resp. 6
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2r − 1, 2r) at x, such that for any compact set K ⊂ X˜ and any k, l ∈ N, there exists
Ck,l > 0 with ∣∣∣P˜ 0,qp (x, x)− k∑
r=0
b˜r(x)p
n−r
∣∣∣
Cl(K)
6 Ck,lp
n−k−1(7.7)
for any p ∈ N.
Proof. This follows from [14, Th. 6.1.4] and Theorem 0.2. In fact, let πΓ be the projection
X˜ → X , and let Pp be the Bergman kernel on X = X˜/Γ. By [14, (6.1.16)] we obtain
P˜p(x, x)− Pp(πΓ(x), πΓ(x)) = O(p−∞).(7.8)
Then the assertion follows immediately from (7.8) and Theorem 0.2. 
Choose now the metric gTX as in (0.3).
Theorem 7.3. The coefficient b˜1 of the expansion in Theorem 7.2 is given by (0.18).
Proof. It follows from (7.8) that the Bergman kernel P˜p(·, ·) has the same asymptotic
expansion as Pp(πΓ(·), πΓ(·)). Hence,
b˜1(x) = b1(πΓ(x)).(7.9)
Since the metrics on X˜, L˜, E˜ are pullbacks of metrics on X,L,E, then the assertion
follows from (7.9) and (0.18). 
Remark 7.4. (i). Let IndΓ(D˜p), Ind(Dp) denote the L
2-index of D˜p and the index of
Dp, respectively. It follows from the L
2-index Theorem [1, Th. (3.8)] that
IndΓ(D˜p) = Ind(Dp).(7.10)
That is,
n∑
j=0
(−1)j dimΓH0,j(X˜, L˜p ⊗ E˜) =
n∑
j=0
(−1)j dimH0,j(X,Lp ⊗ E),(7.11)
where dimΓ denotes the von Neumann dimension. Let h
0,q
p be the dimension of the space
H0,q(X,Lp ⊗ E). Combining (0.8), (7.4) and (7.11) yields
dimΓH0,q(X˜, L˜p ⊗ E˜) = h0,qp , for p≫ 1.(7.12)
(ii). We denote by U a fundamental domain of X˜ and by dvX˜ the volume form of
(X˜, gTX˜). By [14, (3.6.12)]) and (7.7) we obtain
dimΓH0,q(X˜, L˜p ⊗ E˜) =
∫
U
Tr
[
P˜ 0,qp (x, x)
]
dvX˜(x)
=pn
∫
U
Tr
[
b˜0(x)
]
dvX˜(x) + p
n−1
∫
U
Tr
[
b˜1(x)
]
dvX˜(x) +O(p
n−2).
Let us now consider the case of homogeneous line bundles. Let G be a connected
noncompact real semi-simple Lie group having a Cartan subgroup H ⊂ G. Let K ⊃ H
be a maximal compact subgroup of G. Let g, k, h be the Lie algebras of G,K,H and
gC, kC, hC their complexifications. Denote by ∆ the set of roots of (gC, hC) and let P ⊂ ∆
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be a system of positive roots. Let X˜ = G/H and let L˜λ → X˜ be the line bundle induced
on X˜ by the character λ of H . By [9, §1] the choice of the positive root system P defines
a complex structure on X˜ and L˜λ, such that L˜λ → X˜ is a holomorphic line bundle.
By a theorem of Borel [5], there exists a discrete group Γ ⊂ G which acts freely on X˜
such that X = X˜/Γ is compact. Moreover, the action of Γ lifts to an action on L˜λ. The
following result is due to Griffiths and Schmidt, see [9, Th. 4.17D].
Theorem 7.5. Let
〈·, ·〉 be the scalar product on h∗ induced by the Cartan-Killing form
on h. Assume that λ is a character on H such that
〈
λ, α
〉 6= 0 for any α ∈ ∆. Let
∆ = ∆c ∪∆n be the decomposition of ∆ in compact and noncompact roots with respect
to K. Set
ι(λ) = ♯
{
α ∈ P ∩∆c :
〈
λ, α
〉
< 0
}
+ ♯
{
α ∈ P ∩∆n,
〈
λ, α
〉
> 0
}
.(7.13)
Let ρ denote the half-sum of the positive roots of (g, h) and q = ι(λ + ρ). Then L˜λ
admits a Γ-invariant Hermitian metric hL˜λ whose curvature RL˜λ is nondegenerate and
has signature (q, n− q).
Therefore, Theorem 7.3 applies to the calculation of the coefficient b˜1 of the Bergman
kernel expansion for the homogeneous line bundle L˜λ from Theorem 7.5.
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