A third-generation spectral wave model (Simulating Waves Nearshore (SWAN)) for small-scale, coastal regions with shallow water, (barrier) islands, tidal flats, local wind, and ambient currents is verified in stationary mode with measurements in five real field cases. These verification cases represent an increasing complexity in twodimensional bathymetry and added presence of currents. In the most complex of these cases, the waves propagate through a tidal gap between two barrier islands into a bathymetry of channels and shoals with tidal currents where the waves are regenerated by a local wind. The wave fields were highly variable with up to 3 orders of magnitude difference in energy scale in individual cases. The model accounts for shoaling, refraction, generation by wind, whitecapping, triad and quadruplet wave-wave interactions, and bottom and depth-induced wave breaking. The effect of alternative formulations of these processes is shown. In all cases a relatively large number of wave observations is available, including observations of wave directions. The average rms error in the computed significant wave height and mean wave period is 0.30 m and 0.7 s, respectively, which is 10% of the incident values for both.
Introduction
The wave model Simulating Waves Nearshore (SWAN) has been developed by the authors (described by Booij et al. [this issue] ) to estimate wave conditions in small-scale, coastal regions with shallow water, (barrier) islands, tidal flats, local wind, and ambient currents. It is a third-generation, discrete spectral wave model that describes the evolution of the twodimensional wave energy spectrum in arbitrary conditions of wind, currents, and bathymetry. It assembles all relevant processes of generation, dissipation, and nonlinear wave-wave interactions in a numerical code that is efficient for small scale, high-resolution applications. The model is a synthesis of stateof-the-art formulations, but many questions are still open, and significant improvements may be expected in the future. In this study, SWAN is verified in five rather complex field cases from the southern North Sea coast. In these cases the residence time of the waves in the area is small compared to the timescale of the variation of the external conditions, so that the stationary mode of SWAN is used.
The results of the SWAN computations are presented and compared with the observed significant wave height, mean wave period, and mean wave direction. In addition, a comparison is made between computed and observed spectra. The structure of the paper is as follows. The SWAN model is briefly described in section 2. The verification cases are described in section 3. A quantitative analysis of these verifications is given in section 4. A discussion and the conclusions of this study are given in sections 5 and 6, respectively.
SWAN Model
The basic equation that is used in the SWAN model is the action balance equation [e.g., Hasselmann et al., 1973] :
in which N(, ; x, y, t) is the action density as a function of intrinsic frequency , direction , horizontal coordinates x and y, and time t. The first term on the left-hand side represents the local rate of change of action density in time, the second and third terms represent propagation of action in geographical x, y space, respectively (with propagation velocities c x and c y ). The fourth term represents shifting of the relative frequency due to variations in depths and currents (with propagation velocity c in space). The fifth term represents depthand current-induced refraction (with propagation velocity c in space). The expressions for these propagation speeds are taken from linear wave theory [e.g., Whitham, 1974; Dingemans, 1997] . Note that diffraction is not included in the model. The term S [ϭ S(, ; x, y, t) ] at the right-hand side of the action balance equation is a source term representing the effects of generation, dissipation, and nonlinear wave-wave interactions. The formulations of these processes in deep and intermediate-depth water in the present study are those that performed best in the validation and verification study of Booij et al. [this issue, Table 1 ]: for wind input and whitecapping the expressions of Komen et al. [1984] are used, for quadruplet wave-wave interactions those of Hasselmann et al. [1985] are used, and for bottom friction, those of Hasselmann et al. [1973] (Joint North Sea Wave Project (JONSWAP)) are used. This set of formulations is identical to the one that is used in cycle 3 of the Wave Model (WAM) [the WAMDI Group, 1988] . For triad wave-wave interactions the expression of Eldeberky [1996] is used, and for depth-induced wave breaking a spectral version of the model of Battjes and Janssen [1978] . Alternative formulations for these [Booij et al., JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 104, NO. C4, PAGES 7667-7681, APRIL 15, 1999 sidered later. The numerical scheme of the model is also described by Booij et al. [this issue] . In geographic space it is a first-order upwind scheme. In spectral space (refraction and frequency shifting) a mixed upwind/central scheme is chosen for this study ( ϭ ϭ 1/2, [Booij et al., this issue, equation (6) ].
Verification Cases
The cases that are used for verification are from the Haringvliet, the Norderneyer Seegat, and the Friesche Zeegat in Netherlands and Germany (see Figure 1) . They represent an increasing complexity in two-dimensional bathymetry and added presence of currents. In the two most complex cases (from the Friesche Zeegat) the waves propagate through a tidal gap between two barrier islands into a bathymetry of channels and shoals with tidal currents where the waves are regenerated by a local wind. In all cases a relatively large number of wave observations is available, including observations of wave directions. The computations are carried out iteratively to account for interaction between the four directional quadrants of the spectrum [see Booij et al., this issue, section 3.2] . The iteration is terminated when the change (from one iteration to the next) in significant wave height H s [ϭ 4(m 0 ) 1/ 2 , where m n ϭ ͐ n E() d) and E() is the variance density spectrum] in more than 97% of the submerged grid points is less than 3% or 0.03 m and also the change in intrinsic mean wave period T m01 [ϭ 2 m 0 /m 1 1/ 2 ] is less than 3% or 0.3 s.
In the computations of each case the upwave boundary of the wave model is a straight line, through a deepwater observation station and roughly parallel to the local depth contour. The incident wave conditions along this upwave boundary are assumed to be uniform, given by the observed frequency spectrum at that station with a cos m ( ) directional distribution around the observed mean wave direction. The value of the width parameter m of this distribution is inferred from the observed directional width. This observed directional width is the standard deviation of the directional distribution defined by Kuik et al. [1988] , per frequency (the Norderneyer Seegat cases) or averaged over all frequencies weighted with the spectral density (the Haringvliet and the Friesche Zeegat cases). The incident wave conditions and the wind speed and wind direction are given in Table 1 . The size, range, and resolutions of the computational grids in geographic and spectral space that are used in the computations are given in Table 2 . The travel time of the waves through each of these areas was deemed to be small compared to the time variation of wind, current, and tide, and the stationary mode of SWAN was therefore used. It was verified that all computations converged monotonously (with slight oscillations that were less than the break-off criteria). For each of the cases the physical conditions and the computations are described next and commented upon separately, both qualitatively and quantitatively. An overall quantitative analysis of the performance of SWAN in these cases is given in section 4, with a further discussion in section 5.
Haringvliet Case
With the express purpose of verifying operational shallowwater wave models, the Ministry of Transport, Public Works and Water Management in the Netherlands carried out a welldocumented field campaign in the Haringvliet in 1982 [Dingemans, 1983 [Dingemans, , 1989 Andorka Gal, 1995] . The Haringvliet is a branch of the Rhine estuary in the southwest of the Netherlands that is separated from the main estuary by sluices. The bathymetry of the area and the locations of the eight observation stations are shown in Figure 2 . The geographic situation can be characterized as a relatively shallow bay that penetrates a few kilometers into the coast, with no currents during the observations (the sluices were closed, and tides were low). The water depth is 4 to 6 m in the area considered (including the Here f is spectra wave frequency; is spectral wave direction. *Above the maximum frequency, an f Ϫ4 tail is added to the spectrum.
deep water approach) and the surface area is about 10 km ϫ 10 km. The bay is partly protected from the southern North Sea by a shoal (called the "Hinderplaat," Figure 2 ) of roughly 1 km ϫ 4 km surface area, extending across half the bay entrance. The water depth over the top of the shoal during the observations was about 2 m. The waves were measured in deep water with one WAVEC pitch-and-roll buoy (station 1), six Waverider buoys scattered around the shoal (stations 2 to 7), and one wave gauge located about 5 km behind the shoal (station 8). The wind velocity, the wind direction and the water level were measured at a site near station 6. From the extensive data set one case is selected from a local storm in the southern North Sea on October 14, 1982, which generated waves from northwesterly directions. SWAN computations are carried out at 2300 UTC on this day. This time was selected because (1) the wind speed and direction were fairly constant, (2) the waves were fairly high (for the observation period of 13 weeks), and (3) the water level was sufficiently low to see the generation of a significant secondary peak in the spectra near the shoal but not so low that the shoal would be dry. The incident wave conditions and the wind speed and direction at 2300 UTC are given in Table 1 . The waves approach the estuary from deep water and break over the shoal with a reduction of significant wave height from about 3.6 m in deep water to 2.5 m just in front of the shoal to about 0.6 m just behind the shoal. The local wind regenerates the waves behind the shoal to about 1.1 m significant wave height at station 8. This large variation in significant wave height implies a large variation in the energy scale of spectra (Figure 3) . The observations at the various stations were not synchronous. Therefore the two nearest observations on either side of 2300 UTC are considered at each station ( Figure 6 ). Figure 4 shows the pattern of the significant wave height as computed by SWAN. This pattern is consistent with the pattern of the observations: the significant wave height reduces gradually from the deepwater value of about 3.6 m to about 2.5 m in front of the shoal and then very rapidly to about 0.7 m over the shoal. South of the shoal, in slightly deeper water, the decrease of the significant wave height is more gradual. At station 8 the significant wave height has grown to about 1 m. The mean wave period (not shown here) follows roughly the same pattern. A comparison of the observed significant wave height and mean wave period is given in Figure 5 . The agreement is generally reasonable (but not for H s at station 2), although the model tends to slightly overestimate the significant wave height and to slightly underestimate the mean wave period. By deactivating refraction in the model, it was found that the effect of refraction is relatively unimportant (the rms difference is 0.05 m for the significant wave height over the entire computational region). This is typical of short-crested, random waves in small-scale coastal regions, for which the focusing and defocusing of individual wave components tend to cancel in a short-crested sea. Repeated computations with various source terms activated or deactivated have shown that the initial gradual decrease of wave height is caused by bottom dissipation, whereas the subsequent rapid decrease over the shoal is caused by depth-induced breaking. The slow increase of wave height behind the shoal is almost entirely due to regeneration by wind (and the parallel processes of whitecapping and quadruplet wave-wave interactions).
The computed spectra are compared with the observed spectra around 2300 UTC in Figure 6 . The agreement is reasonable, particularly if allowance is made for the large variation in scale of the spectra (e.g., station 5 with a twentyfold change in energy scale compared to station 1). Nevertheless, the decay of the primary peak and the regeneration of high-frequency energy are overpredicted. It was verified with repeated computations that water level variations during the residence period of the waves cannot explain these discrepancies at the lowfrequency peak. However, it must be stressed that only small residuals of low-frequency energy are compared here. For instance, the observed reduction of the peak level between stations 1 and 8 (where the discrepancy is largest) is about 95%, whereas the computed reduction is 97%. The regeneration at high frequencies may be due to too much energy transfer from the lower frequencies by triad wave-wave interactions or by too much generation by wind. Repeated computations without triad wave-wave interactions but with wind and vice versa show that both processes are equally responsible for this highfrequency regeneration. In the other verification cases (see below) a similar phenomenon of overpredicting the regeneration of high-frequency energy occurs. Again, it must be stressed that only small numbers are involved (the computed regeneration by wind between station 5 and station 8 is only about 0.2 m). The errors at the low-frequency side of the spectrum and at the high-frequency side compensate roughly to produce a reasonably correct significant wave height, but they are the main cause for underpredicting the mean wave period.
Norderneyer Seegat Cases
The cases of the Norderneyer Seegat ( Figure 7 ) are more complex than the Haringvliet case. This seegat is a tidal gap between the barrier islands of Juist and Norderney in the range of West Friesian Islands in the northern part of Germany. The region behind this gap is an intertidal area with shoals and channels over a distance of 7.5 km to the mainland. The main channel (16 m maximum depth) penetrates deep around the (Figure 7) , four of which were directional buoys. From the extensive data set, two typical cases have been selected: a low-tide case (November 16, 1995 , 2200 UTC) and a high-tide case (November 17, 1995, 0400 UTC). The reasons that these times were selected are that (1) seven of the nine buoys were operating simultaneously (thus avoiding synchronization problems), (2) the significant wave height was relatively high, and (3) the incident frequency spectrum was unimodal. Since no current observations were available, a situation at the turn of the tide has been selected so that the effect of currents can be and has been ignored. The wind velocity and wind direction were recorded at a site located at the northern coast of Norderney (near station 2). The water levels were recorded at a tide gauge at the Norderneyer Riffgat (just south of Norderney). The Figure 6. Observed and computed spectra in the Haringvliet on October 14, 1982 (computations at 2300 UTC and observations around 2300 UTC). Note the differences in energy density scales. incident wave conditions and the wind speed and direction are given in Table 1 . Because no information was available on the spatial variations of the wind field and the water levels, they are assumed to be uniform over the region. As the waves propagate from deep water to the barrier islands, the wave height decreases gradually from about 3 m to about 1 m or about 2.5 m (at station 2 in the low-tide case and high-tide case, respectively). It is obvious from the observed spectra ( Figure  10 , low tide) that the wave conditions in the region between the islands and beyond the islands are dominated by local wind effects (the low-frequency energy at station 1 is not present at stations 4 to 9). Figure 8 shows the pattern of the significant wave height and the mean wave direction for the low-tide case (2200 UTC) as computed by SWAN. This pattern is consistent with the pattern of the observations: the significant wave height reduces gradually from the deepwater value of about 3 m to about 1 m in front of the tidal gap. As the waves propagate through the gap, they refract out of the channels to the shallower parts where wave energy is dissipated rapidly. The local wind regenerates high-frequency waves in the interior region, in particular, in the deep channels, thus decreasing the mean wave period from 6 s at the deepwater site to about 2 s. Beyond the island of Norderney the waves completely reverse their direction owing to refraction effects.
The comparison between the computed and observed significant wave height and mean wave period is reasonable, as is evident from Figure 9 . Generally, the model overestimates slightly the significant wave height and underestimates the mean wave period. The mean wave direction can be compared with observations at stations 2 and 4, where the difference is 9Њ and 13Њ, respectively. From repeated computations with and without wind it was found that the wave conditions over the tidal flats and in the channels are primarily determined by the local wind; e.g., the significant wave height at station 7 decreases from 0.39 to 0.05 m when wind is deactivated. The effect on the mean wave period is less pronounced (mean wave period at station 7 changes from 2.0 to 2.4 s when wind is turned off). A comparison between the computed and the observed spectra is shown in Figure 10 . It is obvious that the spectra are not well reproduced by the model, but the 2 orders of magnitude difference in energy levels between stations 1 and 9 should be noted. These discrepancies are discussed in section 5.
For the high-tide case (0400 UTC on November 17, 1995) the computed pattern of significant wave height and mean wave direction is very similar to that of the low-tide case. It is therefore not shown here. The agreement between the computed and observed significant wave heights and mean wave periods is again reasonable (Figure 11) , with the same degree of overestimating the significant wave height at the sheltered stations 4, 5, and 6 and (slightly more) underestimating the mean wave period. The computed mean wave directions at stations 2 and 4 differ 7Њ and 0Њ, respectively, from the observed mean wave directions. The comparison between the observed and computed spectra in this high-tide case is similar to that in the low-tide case. This is shown in Figure 18 , which is addressed in more detail in section 5.
Friesche Zeegat Cases
The situation of the Friesche Zeegat is geographically similar to that of the Norderneyer Seegat (Figure 12 ), the main difference being that the intertidal area is larger and the main channel crosses to the mainland. It has been chosen because observations are available in conditions with tidal currents that have been computed with a fair degree of detail (maximum speed of about 1 m s Ϫ1 ). The Friesche Zeegat is located about 70 km west of the Norderneyer Seegat, between the islands of Ameland and Schiermonnikoog in the northern part of the Netherlands (Figure 1 ). The Ministry of Transport, Public Works and Water Management, Netherlands, carried out a well-documented field campaign in 1992 [e.g., Dunsbergen, 1995] to monitor the geophysical changes in this area after the closure of the Lauwers Zee in 1969 (bottom right corner of Figure 12 ). The cases that have been selected for this verification are a flood case (October 9, 1992, 0500 UTC) and an ebb case (October 9, 1992, 1100 UTC). The reasons that these times have been chosen are that (1) at these times, relatively high waves were observed (significant wave height in deep water of about 3 m); (2) during the period of the observations the wind speed was nearly constant; (3) the incident frequency spectrum was unimodal; (4) tidal currents and water levels were measured; and (5) the observations at the different stations were carried out simultaneously (thus avoiding synchronization problems). The wind velocity and direction were recorded at a station located north of Schiermonnikoog (just outside the area shown in Figure 12 ). The wind speed and direction, which are assumed to be uniform over the area, and the incident wave conditions are given in Table 1 . The current velocities and water levels that are used in the computations have been obtained with the WAQUA circulation model [Les, 1996; Stelling et al., 1986] and are shown for the flood case in Figure 13 .
The computed pattern of the significant wave height and the mean wave direction for the flood case (October 9, 0500 UTC) is shown in Figure 14 . It is consistent with the pattern of the observations: the wave height gradually decreases between the deepwater boundary and the entrance of the tidal inlet. Results of repeated computations with and without wind show that the wind generates more wave energy in the deeper eastern entrance than in the shallower western entrance of the tidal inlet (thus erroneously suggesting that the waves penetrate deeper into the eastern channel than into the western channel). After the waves travel through the tidal gap between the two barrier islands, they refract laterally to the shallower parts of the inlet. They completely reverse direction behind the two islands. The computed significant wave height and mean period at the six observation stations are given in Figure 15 . The agreement with the observed significant wave heights is good, but the mean wave period is underestimated by approximately 1 s. The computed mean wave directions at stations 2 and 3 differ 1Њ and 3Њ, respectively, from the observed directions (but this is trivial since these stations are located seaward from the shallow area).
Computations show that the effect of the currents in the area is to decrease the significant wave height and mean wave period in the channels. For instance, at station 5 the currents reduce the significant wave height from about 0.8 m to about 0.6 m and the mean wave period from about 2.9 s to about 1.9 s. It is striking that the presence of currents in the model thus reduces the agreement with the observed mean wave period. The mean wave direction is only slightly affected by the currents (differences of about 10Њ at stations 4 and 5). The effect of wind is similar to that in the Norderneyer Seegat. Also, here computations show that in the model the wind is important in the inner region where waves at station 6 are regenerated (significant wave height 0.13 m without wind and 0.52 m with wind); but this regeneration is overestimated (FigFigure 10 . Observed and computed spectra in the Norderneyer Seegat at low tide (2200 UTC) on November 16, 1995. Note the differences in energy density scales. Figure 11 . Observed and computed significant wave height H s and mean wave period T m01 in the Norderneyer Seegat at high tide (0400 UTC) on November 17, 1995 (stations 3 and 8 missing from the data). ure 16), resulting in (slightly) too high significant wave heights and too low mean wave periods (Figure 15 ). Repeated computations with various source terms activated and deactivated show that the gradual decrease of the significant wave height north of the barrier islands and over the tidal flats is due to depth-induced wave breaking. To indicate the importance of the time variation in the observations, the observed spectra at 0600 UTC are also shown in Figure 16 . It is obvious that the time variation in the observations is significant, but in view of the reasonable agreement with the observations (except at station 6) at the nominal time of the computations (0500 UTC), this time variation seems only relevant at station 6. It is also obvious that the agreement between the observed spectra and the computed spectra is better than in the case of the Norderneyer Seegat (compare with Figure 10 ). The decay of the low-frequency peak is overpredicted (at stations 2 and 3), but the total energy involved in the relevant frequency band (0.13-0.16 Hz) is relatively small. In view of the water depth, triad wave-wave interactions seem to be relevant only at stations 2 and 3, where the high-frequency level of the computed spectra agrees well with the observed level. The overprediction of the regeneration of high-frequency energy is not as obvious as in the cases of the Haringvliet and the Norderneyer Seegat (except at station 6).
For the ebb case (October 9, 1100 UTC) the computed pattern of the significant wave height (not shown here) is similar to that of the flood case, except that the shoals in the tidal gap block wave penetration into the area (the water level is 1.25 m lower than in the flood case) and that the currents act to some extent as a waveguide (resulting in somewhat higher waves over the channels and in mean wave directions that roughly follow the pattern of the channels). The computed significant wave height and mean wave period are compared with the observed values in Figure 17 . It is evident that the agreement between the observed significant wave height and the computed significant wave height is variable, whereas the computed wave periods are generally somewhat too low. The computed mean wave direction at stations 2 and 3 differ 2Њ and 1Њ, respectively, from the observed directions (but again, this is trivial as these stations are located seaward from the shallow area). The agreement between the observed and computed spectra (not shown here) is slightly better than in the flood case.
Model Performance
To quantify the performance of ocean wave models, a scatter index (SI) is sometimes used [e.g., Zambreski, 1989 Zambreski, , 1991 ; see also Komen et al., 1994; Romeiser, 1993] . It will also be used here. It is defined here as the rms error normalized with the average observed value: 
where
where X n is the observed values, Y n is the computed values, N is the number of observations (not including the incident value), and X is the averaged observed value (not including the incident value). However, this index may appear to understate the skill of the model, as it tends to be large in coastal applications. The reason is that the rms error of the significant wave height is normalized with the average significant wave height, which is usually rather small in coastal regions. For instance, an rms error of 0.25 m in the significant wave height in complex field conditions seems reasonable, but if the mean value is only 0.5 m, the scatter index attains the rather high value of 50%.
Two alternatives are therefore considered: one to better diagnose the model performance from a modeling point of view (the model performance index (MPI)) and one that is more predictive and therefore attractive from an operational point of view (the operational performance index (OPI)). The diagnostic model performance index indicates the degree to which the model reproduces the observed changes of the waves. Like the scatter index, it is defined in terms of rootmean-square values:
The definition of rms changes is identical to that of rms error , except that all computed Y n values are replaced by the observed incident value X i . For a perfect model (rms error ϭ 0) the value of the MPI would obviously be 1, whereas it would be 0 for a model that (erroneously) predicts no changes (rms error ϭ rms changes ). The more predictive operational performance index is defined as the rms error normalized with the incident observed value:
It is predictive and operational in the sense that for a given value of the OPI (presumably a characteristic of the model and its implementation for a particular region), an error estimate can be made on the basis of incident wave conditions, prior to the computations. It does not pretend to replace the scatter index or the model performance index; it merely supplements these parameters. However, it may overstate the skill of the model for essentially the same reason that the scatter index may understate the skill of the model. Its value tends to be low because the rms error of the significant wave height is normalized with the incident significant wave height, which is usually relatively high. For instance, with an incident significant wave height of 3 m, a seemingly very reasonable OPI value of 20% is attained with a relatively large rms error of 0.6 m. To determine the systematic part of the model performance, the bias is also considered. It is simply defined as the mean error (model results minus observations, not including the incident values). The values of these error parameters for the five cases of this study are summarized in Tables 3 and 4 . These values show that, generally, SWAN performs well in these cases: the operational performance index values vary between 6% and 14% for significant wave height and between 7% and 15% for the mean wave period. The model performance index values show that, on average, the model reproduces 86% of the observed changes in significant wave height and 73% of the observed changes in mean wave period. The values of the scatter index of 37% and 20% for the significant wave height and the mean wave period, respectively, are similar to those for the WAM model in oceanic applications (e.g., Zambreski [1989 Zambreski [ , 1991 ; see also Komen et al. [1994]; and Romeiser [1993] , even if their definition is slightly different).
Discussion
Qualitatively, the effects of the individual processes are rather obvious. Without wind generation and the corresponding quadruplet wave-wave interactions and whitecapping, the waves behind the shoals and behind the islands would be reduced to very low, swell-type waves. Without depth-induced breaking and bottom friction the waves would be much higher, and without triad wave-wave interactions the waves would be longer. Less obvious are the effects of alternative formulations for these processes [Booij et al. , this issue, Table 1 ]. To investigate these effects, all computations have been repeated with an alternative for (1) wind growth and whitecapping (WAM cycle 3 replaced by WAM cycle 4 [Komen et al., 1994] , (2) bottom friction (JONSWAP replaced by Madsen et al. [1988] ), and (3) depth-induced wave breaking (the constant value of the breaker parameter ␥ ϭ 0.73 replaced by the bottom-slopedependent value due to Nelson [1987] , clipped as in the work by Booij et al. [this issue]) . For the triad wave-wave interactions no alternative is available and the computations have been repeated without these interactions. The sensitivity of the model results for these alternatives are quantified for the significant wave height and the mean wave period with the rms difference and the bias relative to the above nominal results (alternative minus nominal) for the entire computed wave field and, separately, for the observations. The results of these computations (which for the observation stations are generally very similar to those of the entire wave field) are given in Table 5 (mean values per site). The biases are roughly equal to half the rms values, indicating that roughly half the variation induced by these alternative formulations contributes to increasing or decreasing the discrepancies with the observations. Generally, the effect is to slightly decrease both the significant wave height (average bias roughly 10%, bringing the results closer to the observations) and mean wave period (average bias roughly 5%, increasing the discrepancies with the observations, except the alternative wind generation, which slightly increases the mean wave period by roughly 5%). The triad wave-wave interactions do not, on average, affect the significant wave height, and they only mildly decrease the mean wave period (average bias 8%, increasing the discrepancy with the observations). On the basis of these results another set than the nominal set of formulations of the physics could be chosen to provide better agreement with the observations. However, the nominal set is based on the generic tests of the SWAN validation study [Booij et al., this issue] in which the alternatives did not perform as well as the nominal set; but it must be acknowledged that the preference in these generic tests was sometimes marginal.
With the nominal formulations of the physical processes, SWAN tends to somewhat overpredict the significant wave height and to underpredict the mean wave period, mostly because of overpredicting high-frequency energy. This can be The incident mean wave period is T m01,i , the mean observed wave period is T m01 . SI, MPI, and OPI are defined in Table 3. well illustrated with the high-tide case of the Norderneyer Seegat (Figure 18 ). SWAN overestimates the high-frequency spectral levels at the sheltered stations 5 and 6 and the lowfrequency spectral levels at the more exposed stations 7 and 9. It is speculated that this is due to the following three aspects.
1. High-frequency spectral levels that are too high may indicate that triad wave-wave interactions, which shift energy to these frequencies, are overestimated. However, the water depth at the stations concerned (and also some distance upwave) is not shallow, so that triad wave-wave interactions should not be effective. Computations without triad wave-wave interactions showed indeed only marginal effects at stations 5 and 6 and only some minor transfer of energy from the residual low-frequency energy to the higher frequencies at stations 7 and 9.
2. Too much regeneration by the local wind, in particular, at the sheltered stations may be due to an overestimation of the wind (at very short fetches), which was assumed to be constant and equal to the observed wind at the open sea side of the islands (and therefore overestimated). However, a computation with 30% lower wind speed (the maximum reducing effect of a developing atmospheric boundary layer from the upwind coastline to stations 5 and 6) also did not explain the discrepancies with the observations.
3. The presence of the residual low-frequency reduces the mean frequency of the waves. It would thus enhance the quadruplet interactions through the shallow-water scaling of these interactions (in the DIA approximation of Hasselmann et al. [1985] ), and it would decrease the degree of whitecapping in the model (in the expression of Komen et al. [1984] ). Both Figure 18 . Observed and Computed spectra in the Norderneyer Seegat at high tide in the high-tide case (November 17, 1995, 0400 UTC). The SWAN spectra are computed with and without incident waves to show the interaction with the locally generated waves. Note the differences in energy density scales. effects would enhance the net wave growth. To remove this residual low-frequency energy, the computation has been repeated without incident waves (resulting in local wave generation only). The results, given in Figure 18 , show that indeed the presence of this residual low-frequency energy generally enhances the locally generated spectrum (at the low-frequency side). This is obvious at stations 4, 5, 7, and 9. Even at the well-sheltered station 6, where the low-frequency residual of the incident energy (frequencies less than 0.3 Hz) is less than 1% of the total energy of the spectrum, the effect is noticeable. However, whether this enhanced net wave growth is due to enhanced quadruplet wave-wave interactions or to reduced whitecapping is not clear. Moreover, the discrepancy with the observations is still large (but note the 3 orders of magnitude difference in energy scale between stations 1 and 6 and the nearly 4 orders of magnitude reduction in low-frequency energy at stations 7 and 9). A potentially larger, but equally unresolved effect (not included in the model) is the reducing effect of background low-frequency wave energy on the wave growth by wind as observed by Donelan [1987] . Obviously, these aspects of (re)generation of waves at short fetches in the presence of (residual) low-frequency wave energy require further investigation, but it is outside the scope of this study.
Conclusions
The third-generation wave model SWAN [Booij et al., this issue] has been verified in stationary mode with 29 observations from 17 buoys and 1 wave gauge in five real, rather complex field cases at three sites representing an increasing complexity in two-dimensional bathymetry and added presence of currents (the Haringvliet, the Norderneyer Seegat, and the Friesche Zeegat in the Netherlands and Germany). The wave fields were highly variable with up to 3 orders of magnitude difference in energy scale in individual cases. The model accounts for shoaling, refraction, generation by wind, whitecapping, triad and quadruplet wave-wave interactions, and bottom friction and depth-induced breaking. The computations were carried out with the nominal formulations that were selected in the validation study of Booij et al. [this issue] . Alternative formulations for these processes in the cases considered generally increased the significant wave (10%) and mean wave period (5%). It was shown that, on average, in these cases the triad wave-wave interactions have practically no effect on the significant wave height and a mild decreasing effect on the mean wave period (8%).
Comparing SWAN results with the observations shows that with the nominal formulations of the physics, the average rms error is about 10% of the incident significant wave height and mean wave period. With these formulations, SWAN also reproduces most of the observed changes in the significant wave height and in the mean wave period (86% for the significant wave height and 73% for the mean wave period). The values of the scatter index are roughly equal to those of the WAM model in oceanic applications (37% and 20% for the significant wave height and mean wave period, respectively). In an absolute sense the rms errors are 0.30 m and 0.7 s, respectively. However, the shape of the spectrum is often not well reproduced. In particular, high-frequency growth (very short fetches) is usually overestimated. It must be noted that the observations and the model results involve a large range of wave scales within each case. This is obvious from the 1 to 3 orders of magnitude differences in spectral energy levels between deep water and the inner region. SWAN slightly overestimates this decay with 97% computed decay versus 96% observed decay from deep to shallow water (averaged over the three lowest observed significant wave heights per case).
It may be pointed out that a significant fraction of the differences with the observations is systematic. The computed waves are generally slightly too steep (the computed significant wave height is about 5% too high, and the mean wave period is about 8% too short). These discrepancies may be ascribed to errors in (or absence of) formulations of physical processes, the bathymetry, the driving wind field, the wind-and waveinduced setup, and the current field. Effects of triad wave-wave interactions, wind speed, and residual low-frequency energy were shown to be inadequate to explain the observed discrepancies. Improving the model results in such complex cases will therefore require more theoretical work (e.g., the regeneration of waves in the presence of low-frequency energy), more modelling efforts (e.g., atmospheric boundary layer models for coastal wind fields), and more practical field work (updated, high-resolution measurements of the bathymetry).
