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Zusammenfassung. Bei intelligenten Sensoren soll die Auf-
nahme von Signalen und deren, zumindest teilweise durch-
gef¨ uhrte, Verarbeitung mit einer einzigen Anordnung er-
folgen. Dazu steht h¨ auﬁg eine elektronische Schaltung zur
Verf¨ ugung, die allerdings zur Einhaltung von Echtzeitbedin-
gungen nur f¨ ur eine relativ einfache Signalverarbeitung ver-
wendet werden kann. Einen m¨ oglichen Ausweg bildet die
Verwendung parallel arbeitender Rechnersysteme. In die-
ser Hinsicht sind programmierbare Schaltungen mit z.B.
optischen Sensor-Anordnungen besonders interessant, die
auf Zellularen Nichtlinearen Netzwerken basieren. Derarti-
ge miniaturisierte Systeme er¨ offnen aufgrund ihrer zellula-
ren Architektur neue M¨ oglichkeiten zur Signalverarbeitung
mit einem Leistungsverm¨ ogen, das im Bereich von Tera-
Operationen pro Sekunde liegt. F¨ ur viele aktuelle Problem-
stellungen w¨ are es von Vorteil, wenn diese zellularen Syste-
me eigenst¨ andig Parameteradaptionen durchf¨ uhren k¨ onnten.
Eingangssignale, die beispielsweise ¨ uber die vorhandenen
optischen Sensoren aufgenommen werden, f¨ uhrten dann zu
einer Neuberechnung bzw. Anpassung der Netzwerkspara-
meter. Aufgrund der beachtlichen Leistungsf¨ ahigkeit solcher
Schaltungen w¨ are damit die M¨ oglichkeit gegeben, eine ad-
aptive Signalverarbeitung bei zeitlich ver¨ anderlichen Proble-
men vorzunehmen. In diesem Beitrag wird die Implementie-
rung und Analyse von Lernverfahren auf dem EyeRIS™ Sy-
stem, das einen zellularen Prozessor ACE16kv2™ mit
128×128 Zellen enth¨ alt, zur adaptiven Parameterbestim-
mung betrachtet. Anhand verschiedener Problemstellungen
aus dem Bereich der Bildverarbeitung werden unterschied-
liche Lernverfahren verglichen und deren Leistungsf¨ ahigkeit
untersucht.
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1 Einleitung
Im Jahre 1988 f¨ uhrten (Chua und Yang, 1998) die Zellula-
ren Neuronalen/Nichtlinearen Netzwerke (englisch Cellular
Neural/Nonlinear Networks, abgek¨ urzt CNN) ein. Die zu-
grunde liegende Idee besteht darin, Zellen zu einem nur lo-
kalgekoppeltenNetzwerkmiteinernichtlinearenAusgangs-
funktion zusammenzuf¨ ugen, die der Zustandsgleichung
dxij
dt
= −xij +
X
k,l∈Nij
Axkl +
X
k,l∈Nij
Bykl + z (1)
folgen und als Nichtlinearit¨ at die st¨ uckweise lineare Kennli-
nie
yij =
1
2
(|xij + 1| − |xij − 1|) (2)
realisieren. Jede einzelne Zelle des Netzwerks ist, wie Abb. 1
illustriert, nur lokal in einer meist kleinen Nachbarschaft N,
welche gegeben ist als die Menge aller Zellen, die innerhalb
eines durch den Radius r deﬁnierten Einﬂussgebietes liegen,
Nij = {Ckl : max(|k − i|,|l − j|) ≤ r,
1 ≤ k ≤ M,1 ≤ l ≤ N} (3)
gekoppelt.
Die in Abb. 1 gezeigten gewichteten Zellverkn¨ upfungen
werden h¨ auﬁg bei translationsinvarianten Netzwerken in Ma-
trixschreibweise
A =


a−1,−1 a−1,0 a−1,1
a0,−1 a0,0 a0,1
a1,−1 a1,0 a1,1

, B =


b−1,−1 b−1,0 b−1,1
b0,−1 b0,0 b0,1
b1,−1 b1,0 b1,1


dargestellt und dann als Templates bezeichnet. Die Ma-
trix A wird hierbei auch als Feedback-Template bezeichnet;
sie dient zur Festlegung der Kopplungsst¨ arke zwischen den
Ausg¨ angen einzelner Zellen. Die Matrix B legt als soge-
nanntes Feedforward-Template die Gewichte der Eing¨ ange
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Abb. 1. Einﬂuss der Feedback-Template auf die Zelle C3,3 in einem
zweidimensionalen CNN mit direkter Nachbarschaft (r = 1).
Ausg¨ angen einzelner Zellen. Die Matrix B legt als soge-
nanntes Feedforward-Template die Gewichte der Eing¨ ange
fest. Die Gr¨ oße z in Gl. 1 repr¨ asentiert einen Grundbei-
trag auch Bias genannt, der im allgemeinen f¨ ur alle Zellen
des Netzwerks gleich ist. Durch die lokale Kopplung von
Zellen eignen sich solche Netzwerke hervorragend f¨ ur eine
schaltungstechnische Realisierung. Das k¨ urzlich vorgestellte
EyeRIS™ System enth¨ alt mit dem ACE16kv2™ einen so-
genannten Focal Plane Prozessor(FPP) mit 128×128 Zellen
und optischen Sensoren, welcher von der Firma ANAFO-
CUS 2 (@) entwickelt wurde. Das EyeRIS™ System kom-
biniert hierbei die Programmierbarkeit einer herk¨ ommlichen
digitalen CPU mit einer analogen hochgradig parallelen Ver-
arbeitung anhand von zellularen Netzwerken 8 (@). Der di-
gitale Prozessor wird durch ein FPGA realisiert, welches zu
diesem Zweck als eine CPU mit dem NIOS II Kern der Firma
Altera konﬁguriert wurde. Dieser Prozessor dient der Kon-
trolle des analog arbeitenden ACE16kv2™ , der Nachverar-
beitung von Daten und als Bindeglied zur Kommunikation
mit einem PC. Der ACE16kv2™ bietet durch seine massi-
ve Parallelit¨ at bei einer Gr¨ oße von ca. 1cm2 die Rechenlei-
stung eines Großrechners. Durch seine Funktionsweise, so-
wohl als Sensoranordnung zur Aufnahme von Bildern als
auch der parallelen Weiterverarbeitung zu dienen, bildet der
ACE16kv2™ einen ’intelligenten’ Sensor. Dieser kann dank
seiner der Programmierbarkeit f¨ ur zahlreiche Aufgabenstel-
lungen verwendet werden und im Speziellen mittels eines
Optimierungsverfahrens zu einem adaptiven System erwei-
tert werden. Algorithmen zur Optimierung 6 (@)12 (@) wel-
che auf dem EyeRIS™ System implementiert wurden, wer-
den im folgenden vorgestellt, außerdem deren Resultate ge-
zeigt und diskutiert.
2 Evolution¨ ares Lernverfahren
Ein Algorithmus zur Optimierung von Parametern f¨ ur
schaltungstechnische Realisierungen von CNN, sollte auch
zus¨ atzliche, die schaltungstechnische Realisierung betref-
fende Parameter ber¨ ucksichtigen. Im Falle des Eye-
RIS™ Systems betrifft das Einstellungen von Spannungs-
bereichen, welche den Zustand, die Eingaben, sowie die
Kopplungsgewichte repr¨ asentieren. Der analoge Prozessor
ACE16kv2™ enth¨ alt f¨ ur eine Verbindung zu einem digitalen
System bereits D/A- und A/D-Wandler mit einer Auﬂ¨ osung
von 8bit. Die in diesem Beitrag vorgestellten Verfahren ver-
wenden diesen mit 8bit darstellbaren Zahlenbereich zur Dar-
stellung von Parametern, weshalb keine weitere Umrech-
nung, z.B. von einer Fließkommadarstellung f¨ ur die Ge-
wichtswerte und umgekehrt, n¨ otig ist. Allein diese Maßnah-
me beseitigt bereits eine m¨ ogliche Quelle von Ungenauig-
keiten, durch Vermeidung von Rundungsfehlern, die bei der
Umrechnung auftauchen k¨ onnten. F¨ ur die Untersuchungen
wurde der mittlere quadratische Fehler (MSE)
MSE =
1
M
128 X
i=1
128 X
j=1
(xi,j − ˆ xi,j)2 (4)
als Fehlermaß herangezogen, wobei M = (128 · 128) die
Gesamtzahl der Zellen im Netzwerk, xi,j den jeweiligen Zel-
lausgangswert und ˆ xi,j den Referenzwert an der Position i,j
bezeichnet, weshalb der maximale MSE f¨ ur die vorgegebene
Auﬂ¨ osungsgenauigkeit von 8bit durch
MSEmax =
1
1282
128 X
i=1
128 X
j=1
2552
i,j = 2552 . (5)
gegeben ist.
Der hier vorgestellte Symmetry-Supported-Annealed-
Parameter-Evolution (SSAPE) Algorithmus wurde in Hin-
blick auf eine gew¨ unschte Robustheit gegen¨ uber Bautei-
letoleranzen unter Ber¨ ucksichtigung der r¨ aumlichen CNN-
Struktur speziell f¨ ur das EyeRIS™ System entwickelt. Ein
Parametervektor kann hierbei zum einen aus den Gewichts-
werten der Zellen und zum anderen aus Parametern, welche
die Funktionsweise der elektrischen Schaltungen der Zellen
bestimmen, zusammengesetzt sein. Da der SSAPE Algorith-
mus evolution¨ ar inspiriert ist, wird ein Parametervektor, im
folgenden auch als Individuum bezeichnet. Werden mehre-
re Individuen zu einer Menge zusammengefaßt, so spricht
man auch von einer Population. Betrachtet man diese Popu-
lation zu einem Zeitpunkt t, so wird diese Menge auch Ge-
neration zum Zeitpunkt t genannt. In jedem Iterationsschritt
wird eine Untermenge von k Individuen (Eltern) der Gesamt-
menge aller Individuen einer Generation der M¨ achtigkeit N
Abb. 1. Einﬂuss der Feedback-Template auf die Zelle C3,3 in einem
zweidimensionalen CNN mit direkter Nachbarschaft (r=1).
fest. Die Gr¨ oße z in Gl. 1 repr¨ asentiert einen Grundbei-
trag auch Bias genannt, der im allgemeinen f¨ ur alle Zellen
des Netzwerks gleich ist. Durch die lokale Kopplung von
Zellen eignen sich solche Netzwerke hervorragend f¨ ur eine
schaltungstechnische Realisierung. Das k¨ urzlich vorgestell-
te EyeRIS™ System enth¨ alt mit dem ACE16kv2™ einen
sogenannten Focal Plane Prozessor(FPP) mit 128×128 Zel-
len und optischen Sensoren, welcher von der Firma ANA-
FOCUS (Anafocus Ltd. Avd. Isaac Newton s/n) entwickelt
wurde. Das EyeRIS™ System kombiniert hierbei die Pro-
grammierbarkeit einer herk¨ ommlichen digitalen CPU mit ei-
ner analogen hochgradig parallelen Verarbeitung anhand von
zellularen Netzwerken (Roska, 2000). Der digitale Prozessor
wirddurcheinFPGArealisiert,welcheszudiesemZweckals
eine CPU mit dem NIOS II Kern der Firma Altera konﬁgu-
riert wurde. Dieser Prozessor dient der Kontrolle des analog
arbeitenden ACE16kv2™ , der Nachverarbeitung von Daten
und als Bindeglied zur Kommunikation mit einem PC. Der
ACE16kv2™ bietet durch seine massive Parallelit¨ at bei einer
Gr¨ oße von ca. 1cm2 die Rechenleistung eines Großrechners.
Durch seine Funktionsweise, sowohl als Sensoranordnung
zur Aufnahme von Bildern als auch der parallelen Weiterver-
arbeitung zu dienen, bildet der ACE16kv2™ einen “intelli-
genten” Sensor. Dieser kann dank seiner der Programmier-
barkeit f¨ ur zahlreiche Aufgabenstellungen verwendet wer-
den und im Speziellen mittels eines Optimierungsverfahrens
zu einem adaptiven System erweitert werden. Algorithmen
zur Optimierung (Kunz und Tetzlaff, 2000; Storn und Pri-
ce, 1995) welche auf dem EyeRIS™ System implementiert
wurden, werden im folgenden vorgestellt, außerdem deren
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Abb. 2. Flußgraph des SSAPE Algorithmus. In jedem Iterations-
schritt werden k Individuen mit kleinstem MSE der Gesamtmen-
ge aller Individuen einer Generation ausgew¨ ahlt. Diese bilden die
Eltern der n¨ achsten Generation. Neue Parametervektoren(Kinder)
werden als Kopien der Eltern angelegt und durch Rauschen und an-
wenden von zuf¨ allig gew¨ ahlten symmetrieerzeugenden Regeln mu-
tiert.
in Abh¨ angigkeit des MSE des jeweiligen Parametersatzes
ausgew¨ ahlt. Die Individuen der folgenden Generation t + 1
werden aus den zuvor ausgesuchten k Individuen der Gene-
ration zum Zeitpunkt t gebildet, indem diese vervielf¨ altigt
und mit weißem Rauschen ¨ uberlagert werden, bis wieder N
Individuen gebildet wurden. Ein von der aktuellen Iterati-
on abh¨ angiges Rauschen wirkt zus¨ atzlich auf die Individuen
ein, wobei dieser Einﬂuß bei jeder folgenden Iteration gerin-
ger wird, was einem ’Ausk¨ uhleffekt’, bei einem Annealing,
entspricht. Die neuen Individuen (Kinder) werden zus¨ atzlich
mit weiteren zuf¨ allig gew¨ ahlten Symmetrie erzeugenden Re-
geln modiﬁziert. Diese Regeln basieren darauf, daß den mei-
sten Anwendungen von CNN eine Symmetrie bez¨ uglich der
’Template’- Matrizen zugrunde liegt. Die Symmetrie erzeu-
genden Operationen sind f¨ ur eine 3×3 Matrix unter anderem
Spiegelungen an der mittleren Spalte oder mittleren Zeile,
bzw. eine punktsymmetrische Spiegelung am mittleren Ele-
ment. Durch die Selektion der k Individuen einer Generati-
on mit den jeweils kleinsten Fehlern bildet sich eine Popu-
lation aus, in welcher eine Symmetrie bevorzugt wird. Die-
se Symmetrie ist nicht fest vorgegeben, sondern wird durch
das Optimierungsverfahren erzeugt, was insbesondere dann
von Vorteil ist, wenn Bauteiletoleranzen eine feste Vorgabe
vonSymmetrienbehindern.DieLeistungsf¨ ahigkeitdesSSA-
PE Algorithmus wird in diesem Beitrag mit einem anderen
evolution¨ ar inspirierten Verfahren, dem Differential Evoluti-
on (DE) Verfahren, erstmals von R. Storn und K. Price 12
(@)14 (@) eingef¨ uhrt, verglichen. Dazu wurde der DE Al-
gorithmus auf dem EyeRIS™ System implementiert. Dieser
Algorithmus bildet jedes Individuum der folgenden Genera-
tion aus mehreren zuf¨ allig gew¨ ahlten Individuen der momen-
tanen Generation. In einer seiner einfachen Implementierun-
gen wird f¨ ur die Erzeugung eines neuen Parametervektors
der folgenden Generation zuerst aus zwei Parametervektoren
dermomentanenGenerationeinegewichteteDifferenzgebil-
det. Diese wird anschließend zu einem weiteren Parameter-
vektor der momentanen Generation unter Ber¨ ucksichtigung
eines Crossover-Operators 10 (@) addiert.
3 Ergebnisse
In diesem Abschnitt werden Ergebnisse gezeigt, die aus
der Anwendung der vorgestellten Optimierungsverfahren auf
einfache Problemstellungen der Bildverarbeitung mit CNN
resultieren. Dies betrifft, die sogenannte ’Hole-Filler Tem-
plate’1, die Kantendetektion und die begrenzte Diffusion.
Die Hole-Filler Operation stellt eine propagierende Opera-
tion dar, d.h., daß die Rechenzeiten abh¨ angig von der Fl¨ ache
des zu f¨ ullenden Objekts verschieden sein k¨ onnen.
Bei der bin¨ aren Kantendetektion werden s¨ amtliche Bild-
pixel, die nicht die Kante eines Bildobjekts darstellen, zu
’weißen’ Pixeln im stabilen Endzustand des Netzwerks. Die
begrenzte Diffusion ist eine schwierigere Problemstellung.
Hier wird als Eingabe ein Grauwertbild und als Anfangszu-
stand ein bin¨ arwertiges Bild, welches kleine schwarze Mar-
kierer (einige wenige schwarze aneinandergrenzende Pixel)
enth¨ alt, verwendet. Findet sich im Anfangszustand ein Mar-
kierer an einer Stelle, welche im Eingabebild korrespondie-
rend ein Bildobjekt enth¨ alt, so breitet sich dieser Markierer
auf angrenzende Pixel aus. Der Grauwert des Pixels des Bil-
des im Eingang einer jeden Zelle beeinﬂußt hierbei den Grad
der Ausbreitung. Ist der Grauwert im Eingang niedriger als
ein durch den Bias z zu beeinﬂussender Wert, dann werden
1Dabei werden Objekte eines bin¨ aren Bildes mit ’schwarzen Pi-
xeln’ ausgef¨ ullt
Abb. 2. Flußgraph des SSAPE Algorithmus. In jedem Iterations-
schritt werden k Individuen mit kleinstem MSE der Gesamtmen-
ge aller Individuen einer Generation ausgew¨ ahlt. Diese bilden die
Eltern der n¨ achsten Generation. Neue Parametervektoren (Kinder)
werden als Kopien der Eltern angelegt und durch Rauschen und an-
wenden von zuf¨ allig gew¨ ahlten symmetrieerzeugenden Regeln mu-
tiert.
Resultate gezeigt und diskutiert.
2 Evolution¨ ares Lernverfahren
Ein Algorithmus zur Optimierung von Parametern f¨ ur
schaltungstechnische Realisierungen von CNN, sollte auch
zus¨ atzliche, die schaltungstechnische Realisierung betref-
fende Parameter ber¨ ucksichtigen. Im Falle des Eye-
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Markierer an solchen Stellen im Verlauf der analogen Ope-
ration ausgel¨ oscht.
W¨ ahrend der Optimierung wird jeder Parametersatz einer
Generation auf dem EyeRIS™ System unter Verwendung
unterschiedlicher Bilder, welche die sogenannte Trai-
ningsmenge bilden, zur Berechnung herangezogen; dabei
wird der jeweilige MSE ermittelt. Anschließend werden
zur ¨ Uberpr¨ ufung die optimierten Parameter auf Bilder
angewandt, welche nicht in der Trainingsmenge enthalten
sind. In Abb. 3 ist die zeitliche Entwicklung des MSE
gegen den Iterationsschritt (Generation) f¨ ur die Hole-Filler
Verarbeitung gezeigt.
Abb. 3. Zeitliche Entwicklung des MSE als Funktion der Genera-
tionen (Iterationsschritte) f¨ ur DE (oben) und SSAPE (unten) Algo-
rithmus. (11 Parameter)
Wie erkennbar ist, nimmt der MSE bei Anwendung des
DE Algorithmus anfangs stark ab und verweilt dann lange
auf einem Fehlerniveau. Erst nach der 18ten Generation ist
eine weitere Absenkung des MSE zu beobachten. Ein ¨ ahn-
liches Verhalten ist auch beim SSAPE Algorithmus zu be-
obachten. In Abb. 4 ist ein Ergebnis gezeigt, welches nach
Anwendung eines optimierten Parametersatzes auf ein nicht
in der Trainingsmenge enthaltenes Bild resultiert.
Abbildung 5 bietet einen Vergleich zur Kantendetektion,
f¨ urdieKonvergenzdesSSAPEAlgorithmusmitunterschied-
Abb. 4. Beispiel f¨ ur die Hole-Filler Verarbeitung; links: Anfangszu-
stand; rechts: Resultat nach Anwendung der Optimierung auf dem
EyeRIS™ System
Abb. 5. Kantendetektion: 9 Parameter (oben); 13 Parameter (unten)
licher Anzahl zu optimierender Parameter.
In den bisher betrachteten F¨ allen zeigte sich der Trend
mehr Iterationsschritte zu ben¨ otigen, um einen vergleichbar
guten Wert des MSE zu erreichen, wenn mehr Parameter zu
optimieren waren. Im gezeigten Fall von 9 Parametern kann
bereits ein Abfall des MSE nach der 5. Generation beobach-
tet werden, w¨ ahrend im dargestellten Fall von 13 zu optimie-
renden Parametern bereits 10. Generationen n¨ otig sind um
einen deutlichen Abfall des MSE zu erreichen.
Die Ergebnisse der Optimierung der begrenzten Diffusi-
on sind in Abbildung 6 in zwei Spalten gezeigt. In beiden
F¨ allen wurde das gleiche Eingangsbild benutzt, w¨ ahrend f¨ ur
Abb. 3. Zeitliche Entwicklung des MSE als Funktion der Genera-
tionen (Iterationsschritte) f¨ ur DE (oben) und SSAPE (unten) Algo-
rithmus. (11 Parameter).
RIS™ Systems betrifft das Einstellungen von Spannungs-
bereichen, welche den Zustand, die Eingaben, sowie die
Kopplungsgewichte repr¨ asentieren. Der analoge Prozessor
ACE16kv2™ enth¨ alt f¨ ur eine Verbindung zu einem digitalen
System bereits D/A- und A/D-Wandler mit einer Auﬂ¨ osung
von 8bit. Die in diesem Beitrag vorgestellten Verfahren ver-
wenden diesen mit 8bit darstellbaren Zahlenbereich zur Dar-
stellung von Parametern, weshalb keine weitere Umrech-
nung, z.B. von einer Fließkommadarstellung f¨ ur die Ge-
wichtswerte und umgekehrt, n¨ otig ist. Allein diese Maßnah-
me beseitigt bereits eine m¨ ogliche Quelle von Ungenauig-
keiten, durch Vermeidung von Rundungsfehlern, die bei der
Umrechnung auftauchen k¨ onnten. F¨ ur die Untersuchungen
wurde der mittlere quadratische Fehler (MSE)
MSE =
1
M
128 X
i=1
128 X
j=1
(xi,j − ˆ xi,j)2 (4)
als Fehlermaß herangezogen, wobei M=(128·128) die Ge-
samtzahl der Zellen im Netzwerk, xi,j den jeweiligen Zell-
ausgangswert und ˆ xi,j den Referenzwert an der Position i,j
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Markierer an solchen Stellen im Verlauf der analogen Ope-
ration ausgel¨ oscht.
W¨ ahrend der Optimierung wird jeder Parametersatz einer
Generation auf dem EyeRIS™ System unter Verwendung
unterschiedlicher Bilder, welche die sogenannte Trai-
ningsmenge bilden, zur Berechnung herangezogen; dabei
wird der jeweilige MSE ermittelt. Anschließend werden
zur ¨ Uberpr¨ ufung die optimierten Parameter auf Bilder
angewandt, welche nicht in der Trainingsmenge enthalten
sind. In Abb. 3 ist die zeitliche Entwicklung des MSE
gegen den Iterationsschritt (Generation) f¨ ur die Hole-Filler
Verarbeitung gezeigt.
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Wie erkennbar ist, nimmt der MSE bei Anwendung des
DE Algorithmus anfangs stark ab und verweilt dann lange
auf einem Fehlerniveau. Erst nach der 18ten Generation ist
eine weitere Absenkung des MSE zu beobachten. Ein ¨ ahn-
liches Verhalten ist auch beim SSAPE Algorithmus zu be-
obachten. In Abb. 4 ist ein Ergebnis gezeigt, welches nach
Anwendung eines optimierten Parametersatzes auf ein nicht
in der Trainingsmenge enthaltenes Bild resultiert.
Abbildung 5 bietet einen Vergleich zur Kantendetektion,
f¨ urdieKonvergenzdesSSAPEAlgorithmusmitunterschied-
Abb. 4. Beispiel f¨ ur die Hole-Filler Verarbeitung; links: Anfangszu-
stand; rechts: Resultat nach Anwendung der Optimierung auf dem
EyeRIS™ System
Abb. 5. Kantendetektion: 9 Parameter (oben); 13 Parameter (unten)
licher Anzahl zu optimierender Parameter.
In den bisher betrachteten F¨ allen zeigte sich der Trend
mehr Iterationsschritte zu ben¨ otigen, um einen vergleichbar
guten Wert des MSE zu erreichen, wenn mehr Parameter zu
optimieren waren. Im gezeigten Fall von 9 Parametern kann
bereits ein Abfall des MSE nach der 5. Generation beobach-
tet werden, w¨ ahrend im dargestellten Fall von 13 zu optimie-
renden Parametern bereits 10. Generationen n¨ otig sind um
einen deutlichen Abfall des MSE zu erreichen.
Die Ergebnisse der Optimierung der begrenzten Diffusi-
on sind in Abbildung 6 in zwei Spalten gezeigt. In beiden
F¨ allen wurde das gleiche Eingangsbild benutzt, w¨ ahrend f¨ ur
Abb. 4. Beispiel f¨ ur die Hole-Filler Verarbeitung; links: Anfangs-
zustand; rechts: Resultat nach Anwendung der Optimierung auf
dem EyeRIS™ System.
bezeichnet,weshalbdermaximaleMSE f¨ urdievorgegebene
Auﬂ¨ osungsgenauigkeit von 8bit durch
MSEmax =
1
1282
128 X
i=1
128 X
j=1
2552
i,j = 2552 . (5)
gegeben ist.
Der hier vorgestellte Symmetry-Supported-Annealed-
Parameter-Evolution (SSAPE) Algorithmus wurde in Hin-
blick auf eine gew¨ unschte Robustheit gegen¨ uber Bautei-
letoleranzen unter Ber¨ ucksichtigung der r¨ aumlichen CNN-
Struktur speziell f¨ ur das EyeRIS™ System entwickelt. Ein
Parametervektor kann hierbei zum einen aus den Gewichts-
werten der Zellen und zum anderen aus Parametern, welche
die Funktionsweise der elektrischen Schaltungen der Zellen
bestimmen, zusammengesetzt sein. Da der SSAPE Algorith-
mus evolution¨ ar inspiriert ist, wird ein Parametervektor, im
folgenden auch als Individuum bezeichnet. Werden mehre-
re Individuen zu einer Menge zusammengefaßt, so spricht
man auch von einer Population. Betrachtet man diese Popu-
lation zu einem Zeitpunkt t, so wird diese Menge auch Ge-
neration zum Zeitpunkt t genannt. In jedem Iterationsschritt
wird eine Untermenge von k Individuen (Eltern) der Gesamt-
menge aller Individuen einer Generation der M¨ achtigkeit N
in Abh¨ angigkeit des MSE des jeweiligen Parametersatzes
ausgew¨ ahlt. Die Individuen der folgenden Generation t+1
werden aus den zuvor ausgesuchten k Individuen der Gene-
ration zum Zeitpunkt t gebildet, indem diese vervielf¨ altigt
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Markierer an solchen Stellen im Verlauf der analogen Ope-
ration ausgel¨ oscht.
W¨ ahrend der Optimierung wird jeder Parametersatz einer
Generation auf dem EyeRIS™ System unter Verwendung
unterschiedlicher Bilder, welche die sogenannte Trai-
ningsmenge bilden, zur Berechnung herangezogen; dabei
wird der jeweilige MSE ermittelt. Anschließend werden
zur ¨ Uberpr¨ ufung die optimierten Parameter auf Bilder
angewandt, welche nicht in der Trainingsmenge enthalten
sind. In Abb. 3 ist die zeitliche Entwicklung des MSE
gegen den Iterationsschritt (Generation) f¨ ur die Hole-Filler
Verarbeitung gezeigt.
Abb. 3. Zeitliche Entwicklung des MSE als Funktion der Genera-
tionen (Iterationsschritte) f¨ ur DE (oben) und SSAPE (unten) Algo-
rithmus. (11 Parameter)
Wie erkennbar ist, nimmt der MSE bei Anwendung des
DE Algorithmus anfangs stark ab und verweilt dann lange
auf einem Fehlerniveau. Erst nach der 18ten Generation ist
eine weitere Absenkung des MSE zu beobachten. Ein ¨ ahn-
liches Verhalten ist auch beim SSAPE Algorithmus zu be-
obachten. In Abb. 4 ist ein Ergebnis gezeigt, welches nach
Anwendung eines optimierten Parametersatzes auf ein nicht
in der Trainingsmenge enthaltenes Bild resultiert.
Abbildung 5 bietet einen Vergleich zur Kantendetektion,
f¨ urdieKonvergenzdesSSAPEAlgorithmusmitunterschied-
Abb. 4. Beispiel f¨ ur die Hole-Filler Verarbeitung; links: Anfangszu-
stand; rechts: Resultat nach Anwendung der Optimierung auf dem
EyeRIS™ System
Abb. 5. Kantendetektion: 9 Parameter (oben); 13 Parameter (unten)
licher Anzahl zu optimierender Parameter.
In den bisher betrachteten F¨ allen zeigte sich der Trend
mehr Iterationsschritte zu ben¨ otigen, um einen vergleichbar
guten Wert des MSE zu erreichen, wenn mehr Parameter zu
optimieren waren. Im gezeigten Fall von 9 Parametern kann
bereits ein Abfall des MSE nach der 5. Generation beobach-
tet werden, w¨ ahrend im dargestellten Fall von 13 zu optimie-
renden Parametern bereits 10. Generationen n¨ otig sind um
einen deutlichen Abfall des MSE zu erreichen.
Die Ergebnisse der Optimierung der begrenzten Diffusi-
on sind in Abbildung 6 in zwei Spalten gezeigt. In beiden
F¨ allen wurde das gleiche Eingangsbild benutzt, w¨ ahrend f¨ ur
Abb. 5.Kantendetektion: 9Parameter (oben); 13Parameter (unten).
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glichen. Dazu wurde der DE Algorithmus auf dem Eye-
RIS™ System implementiert. Dieser Algorithmus bildet je-
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In den bisher betrachteten F¨ allen zeigte sich der Trend
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xeln” ausgef¨ ullt.
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den Anfangszustand zwei unterschiedliche bin¨ are Bilder ver-
wendet wurden. W¨ ahrend in der rechten Spalte der Anfangs-
zustand aus nur einem Markierer besteht, wurden f¨ ur den in
der linken Spalte gezeigten Fall drei Markierer verwendet.
Zum Vergleich sind Ergebnisse eines Trainings f¨ ur die 3. Ge-
neration, welche schon zu einem guten Resultat f¨ uhrt, und
der 23. Generation gezeigt, welche nahe an das gew¨ unschte
Resultat heranreicht. Die zeitliche Entwicklung des MSE des
jeweils besten Parametersatzes einer Generation ist in Abbil-
dung 7 gezeigt.
Abb. 6. Von oben nach unten: Bild in der Eingabe des CNN, An-
fangszustand des CNN, Referenzbild, Ergebnis des besten Indivi-
duums in der 3.Generation, folgend: Ergebnis des beste Idividuums
in der 23.Generation
4 Diskussion
In diesem Beitrag wurden zwei Optimierungsverfah-
ren f¨ ur das EyeRIS™ System mit seinem analogen
ACE16kv2™ betrachtet, welche die gegebenen Eigenschaf-
ten des Systems mitber¨ ucksichtigen. Das SSAPE Verfahren,
Abb. 7. MSE in Abh¨ angigkeit von den Generationen f¨ ur die Opti-
mierung zur begrenzten Diffusion
welches die r¨ aumlichen Symmetrieeigenschaften ber¨ uck-
sichtigt, wurde vorgestellt und diskutiert. Ein zweites Ver-
fahren, das Differential Evolution (DE), wurde zum Ver-
gleich, ebenfalls auf das EyeRIS™ System ¨ ubertragen und
auf Problemstellungen der Bildverarbeitung angewandt. In
einem weiteren Anwendungsfall wurde das SSAPE Verfah-
ren auf die Problemstellung der begrenzten Diffusion ange-
wandt. Hierbei konvergierte das Verfahren schon nach weni-
gen Iterationsschritten.
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