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Abstract
In this paper, the Burger-Huxley equation is solved by two methods: Spectral method and Differential Quadrature
Method (DQM). The Chebyshev-Gauss-Lobatto point distribution is utilized in spectral method. The integrity and
computational accuracy of the spectral method in solving some test problems are demonstrated through various case
studies. The results show that spectral method is more accurate than DQM.
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1 Introduction
Consider the one-dimensional Burger-Huxley equation
∂u
∂t
−ε
∂2u
∂x2 +αuδ ∂u
∂x
= β(1−uδ)(uδ −γ)u; a < x < b; t > 0; (1.1)
with the initial condition
u(x;0) = ϕ(x); a < x < b; (1.2)
and with the boundary conditions
u(a;t) = f(t);
u(b;t) = g(t); t ≥ 0; (1.3)
where α,β ≥ 0, γ ∈ (0;1) and 0 < ε ≤ 1, δ is a positive integer.
This problem is studied by different authors. In 1915, Bateman [1] studied special type of equation (1.1) with β = 0
and δ = 1 that given by
∂u
∂t
−ε
∂2u
∂x2 +αu
∂u
∂x
= 0; a < x < b; t > 0: (1.4)
Then Burgers [2] gave its some special solutions in 1940. This equation arises in the theory of shock waves, in
turbalence problem and in continuous stochastic processes. Many researchers established numerical solutions of the
problems (1.1), and (1.3) by using various techniques. In [3] spectral collocation method is applied. Moreover,
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Darvishis Preconditioning are employed to reduce round-off error in this method. Mittal et al. [4] have solved the
Burger-Huxley equation in the case of δ = 1 by DQM. Sari et al. [5] up to tenth-order ﬁnite difference schemes
are proposed. Javidi [6] applied a Chebyshev pseudo-spectral method with the domain decomposition to solve the
generalized Burger-Huxley equation. Recently, other methods for Burgers-Huxley equation has been studied in [7, 8,
9].
In this work the problem (1.1) and (1.3) is studied and an analytical solution is computed for (1.1) by two important
numerical methods, spectral method and DQM.
In the following the fundamental of methods is described and the analytic solution of mentioned equation is obtained,
then the numerical experiments are solved and the results are compared. Finally, the conclusion and discussion
terminate the paper.
2 Description of the Methods
Consider, the following equation:
∂u
∂t
−ε
∂2u
∂x2 +αuδ ∂u
∂x
= β(1−uδ)(uδ −γ)u; a < x < b; t > 0: (2.5)
For ε = 1, one can ﬁnd an analytic solution of (2.1). In fact by substituting u = v
1
δ , it yields
∂v
∂t
+αv
∂v
∂x
−
∂2v
∂x2 −(
1
δ
−1)
1
v
(
∂v
∂x
)2 = δβv(1−v)(v−γ): (2.6)
By considering ξ = x−ct and v(x;t) = v(ξ); the equation (2.6) is transformed to the following equation
−c
dv
dξ
+αv
dv
dξ
−
d2v
dξ2 −(
1
δ
−1)
1
v
(
dv
dξ
)2 = δβv(1−v)(v−γ):
Accepting the following equation for a constant a > 0, it yields
dv
dξ
= av(v−γ): (2.7)
Then the differential equation can be transformed to the following equation
−ca+a2γ +(
1
δ
−1)a2γ +(αa−2a2−(
1
δ
−1)a2)v = δβ −δβv: (2.8)
After determining the parameters a, and c from (2.7) and solving the equation (2.6), one has
v =
γ
1+exp(γaξ +b)
:
Finally, it deduces,
u(x;t) = [
γ
2
+
γ
2
tanha(x−c(t))]
1
δ ; t ≥ 0; (2.9)
where
a =
−αδ +δ
√
α2+4β(1+δ)
4(1+δ)
γ
c =
δα
1+δ
−
(1+δ −γ)(−α +
√
α2+4β(1+δ))
2(1+δ)
:
The equation (2.6) will be considered as a test example. In order to solve (1.1)-(1.3) numerically, one applies DQM
and spectral method. First DQM is used, then the partial derivatives are computed as follows (see [10]):
ux(xi;t) ∼ =
N
∑
j=1
aiju(xj;t); i = 1;:::;N; (2.10)
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uxx(xi;t) ∼ =
N
∑
j=1
biju(xj;t); i = 1;2;:::;N;
where ux and uxx are the partial derivatives of u with respect to x and aij’s and bij’s are the weight coefﬁcients of the
ﬁrst and second order partial derivatives, respectively, and N is the total number of grid points xi; i = 1;2;::;N as a
partition of [a;b]. In fact the partial derivatives in DQM are calculated by means of Lagrange interpolation formula
for u with respect to x,
u(x;t) ∼ =
N
∑
i=1
Li(x)u(xi;t);
Li(x) =
M(x)
(x−xj)M(1)(xj)
; j = 1;2;:::;N;
M(x) =
N
∏
j=1
(x−xj); M(1)(x) =
d
dx
M(x):
Using (2.6), the weight coefﬁcients can be given by
aij =
M(1)(xi)
(xi−xj)M(1)(xj)
; i ̸= j; i; j = 1;2;:::;N;
aii = −
N
∑
j=1
i̸=j
aij ;i = j; i = 1;2;:::;N;
bij = 2[aij −
1
xi−xj
]aii i ̸= j; i; j = 1;2;:::;N;
bii = −
N
∑
j=1
i̸=j
bij; i = j; i = 1;2;:::;N:
Substituting equations (2.6) in (1.1), it deduces
dui
dt
= ε
N
∑
j=1
bijuj −αui
N
∑
j=1
aijuj +βui(1−ui)(ui−γ); i = 1;:::N;
ui(0) = u(xi;0) = ϕ(xi); i = 1;2;:::;N:
The above system of ODEs with given initial conditions, by considering the boundary conditions (1.3) can be solved
by Euler or Runge-Kutta method (see Mital [4]). Secondly, spectral method is applied to solve (1.1)-(1.3), for this
purpose, the Chebyshev differentiation matrix is used (see [11, 12]), applying the Chebyshev points:
ξi = cos
(i−1)π
N−1
; i = 1;2;:::;N;
and considering the following transformation
xi =
b−a
2
ξi+
b+a
2
; i = 1;2;:::;N: (2.11)
If one denotes the Chebyshev differentiation matrix by DN, then two differentiation matrices of ﬁrst and second order
derivatives related to (2.11) are assigned by D(1), and D(2) ,respectively. Therefore, ux and uxx can be approximated
by the following equations:
uk(xk;t) =
N
∑
j=1
d
(1)
kj u(xj;t);
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uxx(xk;t) =
N
∑
j=1
d
(2)
kj u(xj;t);
in which
D(1) = (d
(1)
ij )N×N; D(1) =
2
b−a
DN;
D(2) = (d
(2)
ij )N×N ;D(2) = D(1)D(1):
According to u(x;t) = ∑
N
i=1Li(x)u(xi;t) it yields
duk
dt
= ε
N
∑
j=1
d
(2)
kj u(xj;t)−α
N
∑
j=1
Lj(x)u(xj;t)
N
∑
j=1
d
(1)
kj u(xj;t)+β(1−
N
∑
j=1
Lj(x)u(xj;t))
(
N
∑
j=1
Lj(x)u(xj;t)−γ)(
N
∑
j=1
Lj(x)u(xj;t)); k = 1;2;:::;N:
Using Lj(xi) = δij; for i; j = 1;2;:::;N; it follows
duk
dt
= ε
N
∑
j=1
d
(2)
kj uj −αuk ×(
N
∑
j=1
d
(1)
kj uj)+β(1−uk)(uk −γ)uk;
where uk(t) = u(xk;t): With adding the boundary and initial conditions a non-linear system of ODEs is obtained that
can be solved using Euler method or Runge-Kutta methods.
3 Numerical Experiments
In this section, we apply DQM and spectral method to solve the problem (1.1)-(1.3). Three test examples are
examined, and the results are compared with the exact solution. The absolute errors of spectral method and DQM are
denoted by eSM and eQDM, respectively, the computer routines are constituted using MATLAB, and are executed by a
PC model pentium 4, with 2 GB RAM.
Example 3.1.
In this example, problem (1.1)-(1.3) is solved with the data α = β = 1, γ = 10−3, ε = 1, dt = 0:1, M = 10, and
N = 20 (M the number of time steps) .
The analytic solution is
u(x;t) =
γ
2
+
γ
2
tanh(a1(x−a2t)); t ≥ 0;
where
a1 =
−α +
√
α2+8β
8
γ;
a2 =
γα
2
−
(2−γ)(−α +
√
α2+8β)
4
;
with the initial condition
u(x;0) = (
γ
2
+
γ
2
tanh(a1x))
and the boundary conditions
u(0;t) =
γ
2
+
γ
2
tanh(−a1a2t); t ≥ 0;
u(1;t) =
γ
2
+
γ
2
tanh(a1(1−a2t)); t ≥ 0:
The comparison of absolute errors and CPU time for both methods is given in Table 3.1.
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Table 3.1. Comparison of absolute errors and CPU time (seconds) given by spectral method and DQM for Example (3.1)
t eMax(DQM) eMax(SM)
0.1 1.7366563e-06 6.6955660e-08
0.2 2.5979652e-06 1.0925925e-07
0.3 3.4604756e-06 1.5155912e-07
0.4 4.3241825e-06 1.9385524e-07
0.5 5.1890810e-06 2.3614759e-07
0.6 6.0551660e-06 2.7843612e-07
0.7 6.9224325e-06 3.2072083e-07
0.8 7.7908752e-06 3.6300167e-07
0.9 8.6604891e-06 4.0527861e-07
0.1 9.5312688e-06 4.4755163e-07
CPU time 69.81(seconds) 57.32(seconds)
Example 3.2.
In this example problem (1.1)-(1.3) is solved with the data α = 0:02 ,β = 1, γ = 10−3 ε = 1, dt = 10−1, N = 20
and M = 10.
The analytic solution is
u(x;t) =
γ
2
+
γ
2
tanh(a1(x−a2t)); t ≥ 0:
where
a1 =
−α +
√
α2+8β
8
γ;
a2 =
γα
2
−
(2−γ)(−α +
√
α2+8β)
4
;
with the initial condition
u(x;0) = (
γ
2
+
γ
2
tanh(a1x))
and the boundary conditions
u(0;t) =
γ
2
+
γ
2
tanh(−a1a2t); t ≥ 0;
u(1;t) =
γ
2
+
γ
2
tanh(a1(1−a2t)); t ≥ 0:
The comparison of absolute errors and CPU time for both methods e is given in Table 3.2.
Table 3.2. Comparison of absolute errors and CPU time (seconds) given by spectral method and DQM for Example (3.2)
t eMax(DQM) eMax(SM)
0.1 2.9042213e-07 7.2885433e-08
0.2 4.2420744e-07 1.2085161e-07
0.3 5.5805802e-07 1.6881764e-07
0.4 6.9197386e-07 2.1678353e-07
0.5 8.2595496e-07 2.6474926e-07
0.6 9.6000131e-07 3.1271485e-07
0.7 1.0941129e-06 3.6068030e-07
0.8 1.2282897e-06 4.0864560e-07
0.9 1.3625318e-06 4.5661075e-07
0.1 1.4968391e-06 5.0457575e-07
CPU time 52.47(seconds) 51.31(seconds)
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Example 3.3. In this example equation (1.1)-(1.3) is solved with data T =1, α =1, β =1, γ =10−3, ε =1, dt =0:1,
and M = 10 ,N = 50.
The exact solution is
u(x;t) = (
γ
2
+
γ
2
tanh(a1(x−a2(t))); t ≥ 0;
where
a1 =
−α +
√
α2+8β
8
γ;
a2 =
γα
2
−
(2−γ)(−α +
√
α2+8β)
4
;
with initial condition
u(x;0) = (
γ
2
+
γ
2
tanh(a1(x))
and the boundary conditions are
u(0;t) = (
γ
2
+
γ
2
tanh(−a1a2(t))); t ≥ 0;
u(1;t) = (
γ
2
+
γ
2
tanh(a1(1−a2(t))); t ≥ 0:
The comparison of absolute errors and CPU time for both methods is given in Table 3.3.
Table 3.3. Comparison of absolute errors and CPU time (seconds) given by spectral method and DQM for Example (3.3)
t eMax(DQM) eMax(SM)
0.1 1.1353271e-05 6.3378601e-08
0.2 1.7068560e-05 1.0368605e-07
0.3 2.2812520e-05 1.4384298e-07
0.4 2.8582767e-05 1.8384279e-07
0.5 3.4376804e-05 2.2367874e-07
0.6 4.0192012e-05 2.6334386e-07
0.7 4.6025653e-05 3.0283101e-07
0.8 5.1874865e-05 3.4213283e-07
0.9 5.7736663e-05 3.8124177e-07
0.1 6.3607938e-05 4.2015006e-07
CPU time 39.01(seconds) 61.52(seconds)
4 Conclusion
In this paper, two numerical methods for solving Burger-Huxley equation are applied. These methods are studied
by different authors. But in this work, different results of these two methods for one test problem with different data
was investigated. The result show that the spectral method is relatively better than DQM.
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