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Visualisierung der vertikalen Energielandschaft in organischer Photovoltaik
Das Ziel dieser Doktorarbeit ist das Erlangen eines besseren Verständnisses der En-
ergieniveaus in organischen, mehrlagigen Bauelementen. Der erste Teil dieser Ar-
beit beschäftigt sich mit einer neuen Klasse von nicht-fullerenen Akzeptoren in or-
ganischen Solarzellen, den sogenannten N-Heteroazenen. Eine gezielte Variation
der Seitenketten erlaubt eine Verdreifachung der Effizienz, teilweise durch eine
verbesserte Oberflächenbeschaffenheit der Schichten. Messungen mit transienter
Absorptionsspektroskopie zeigen eine ungewöhnliche, vom elektrischen Feld ab-
hängige Ladungsseparation im Gegensatz zu gewöhnlichen Fulleren-Akzeptoren.
Im zweiten Teil dieser Arbeit wird die Entwicklung einer neuartigen Methode
dargestellt, welche es ermöglicht die Anpassung der Energieniveaus zu unter-
suchen. Hierfür wird ultraviolette Photoemissionsspektroskopie mit einem es-
senziell schadenfreiem Ätzen mittels Argon Cluster-Atomen kombiniert. Wir
zeigen die Effektivität unserer Methode für mehrere hochmoderne, leistungsfähige
Photovoltaik-Systeme und demonstrieren, dass deren geschätzte photovoltaische
Bandlücken hervorragend sowohl mit der Energie der Charge-Transfer-Komplexen
übereinstimmen, als auch mit den zugehörigen Leerlaufspannungen korrelieren. Zu-
dem stellen wir die Vielseitigkeit unserer Methode dar, indem wir die Auswirkung
von Degradation auf die Entwicklung der Energetik, vertikale Schichtenbildung,
Injektionsbarrieren in verborgenen Schichten, Seitenkettenvariationen, Molekül-
dotierung und die energetische Anpassung in ternär gemischten Systemen un-
tersuchen. Zusammengefasst, diese Arbeit demonstriert das Potenzial und die
vielfältige Verwendbarkeit unserer neuartigen Methode, die für ein besseres Ver-
ständnis der vertikalen Zusammensetzung und energetischen Anpassung in dünnen,
organischen Filmen genutzt werden kann. Dieses Verständnis hat eine entscheidende
Rolle für die zukünftige Entwicklung optoelektronischer, organischer Bauelemente.
Visualising the Vertical Energetic Landscape in Organic Photovoltaics
The aim of this thesis is to achieve a better understanding of the energetic alignment
in organic multi-layered devices. The first part of this thesis is dedicated to the in-
vestigation of a new class of non-fullerene acceptor materials, N-Heteroacenes, in
organic solar cells. Intentionally varying the side chain structure enables a threefold
increase in device performance, partly due to an improved active layer morphology.
In addition, by employing transient absorption spectroscopy, an uncommon electric
field-dependent charge separation is found, starkly different than for the case of con-
ventional fullerene acceptors. In the second part of this thesis, a novel method for the
investigation of energy level alignment in organic layers is developed, based on com-
bining ultra-violet photoemission spectroscopy and essentially damage-free argon
gas cluster etching. The efficacy of the technique is shown on several state-of-the-art
high-performance photovoltaic systems, with estimated photovoltaic gaps being in
excellent agreement with charge transfer state energies, and in direct correlation with
corresponding open-circuit voltages. Furthermore, the versatility of the technique is
exemplified by its application to study the evolution of the energetic alignment upon
environmental degradation, vertical stratification, injection barriers at buried inter-
faces, side-chain variation, molecular doping and the energetic alignment in ternary
blend systems. This work demonstrates the potential and wide applicability of our
novel technique for understanding the vertical composition and energetic alignment
in organic thin films. This understanding is crucial towards the future development
of optoelectronic organic devices.
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Abbrevations
AFM atomic force microscopy
Ag silver
Al aluminium
Alq3 aluminum-tris(8-hydroxychinolin)
AM air mass
Ar argon
Au Gold
BE binding energy
BHJ bulk heterojunction
BL bi-layer
BR bimolecular recombination
c-Si crystalline silicon
C carbon
C70 [5,6]-Fullerene-C70
C8-ITIC (2Z)-2-[(8-(E)-[1-(dicyanomethylidene)-3-oxo-1,3-dihydro-2H-inden-2-
ylidene]methyl-6,6,12,12-tetraoctyl-6,12-dihydrothieno[3,2-
b]thieno[2”,3”:4’,5’]thieno[2’,3’:5,6]-s-indaceno[2,1-d]thiophen-2-
yl)methylidene]-3-oxo-2,3-dihydro-1H-inden-1-
ylidenepropanedinitrile
Ca calcium
CB conduction band
CBP 4,40-N,N0-dicarbazolyl-biphenyl
CO2 carbon dioxide
Cr chromium
vii
viii Abbrevations
Cs caesium
CS charge-separated state
CT charge transfer
CuPc copper phthalocyanine
CV cyclic voltammetry
D/A donor/acceptor
DFT density functional theory
DNTT dinaphtho[2,3-b:2,3-f]thieno[3,2-b]thiophene
DOS density of states
DRCN5T 2,2’-[(3,3”’,3””,4’-tetraoctyl[2,2’:5’,2”:5”,2”’:5”’,2””-
quinquethiophene]-5,5””-diyl)bis[(Z)-methylidyne(3-ethyl-4-oxo-5,2-
thiazolidinediylidene)]]bis-propanedinitrile
EA electron affinity
EDX energy dispersive x-ray
EF Fermi energy
EG electronic gap
EL electroluminescence
ε0 vacuum permittivity
εr relative permittivity
EQE external quantum efficiency
ETL electron transport layer
F fluorine
FET field-effect transistor
FF filling factor
FRET Förster resonant energy transfer
FWHM full width half maximum
GaAs gallium arsenide
GCIB gas cluster ion beam
GIWAXS grazing-incidence wide-angle x-ray scattering
Abbrevations ix
H hydrogen
He helium
HOMO highest occupied molecular orbital
HTL hole transport layer
ID dark current
Iph photo-current
Ish shunt current
IC internal conversion
ICBA indene-C60 bisadduct
ICT integer charge-transfer
IMFP inelastic mean free path
IP ionization potential
IPES inverse photoemission spectroscopy
IR infrared
ISC intersystem crossing
ITIC-2F 3,9-bis(2-methylene-((3-(1,1-dicyanomethylene)-6,7-difluoro)-
indanone))-5,5,11,11-tetrakis(4-hexylphenyl)-dithieno[2,3-d:2’,3’-d’]-s-
indaceno[1,2-b:5,6-b’]dithiophene
ITO indium tin oxide
IV current-voltage
Jsc short circuit current density
kB Boltzmann constant
LUMO lowest unoccupied molecular orbital
m-MTDATA 4,4,400-tris[3-methyl-phenyl(phenyl)amino]triphenylamine
MIM metal-insulator-metal
MoOx molybdenum oxide
MPP maximum power point
N-DMBI (4-(1,3-dimethyl-2,3-dihydro-1H-benzoimidazol-2-
yl)phenyl)dimethylamine
N nitrogen
x Abbrevations
NFA non-fullerene acceptor
NIR near-infrared
O oxygen
OFET organic field effect transistor
OG optical gap
OLED organic light emitting diode
OPV organic photovoltaic
OSC organic solar cell
P3HT poly(3-hexylthiophene)
PBDB-T poly[(2,6-(4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)-benzo[1,2-b:4,5-
b’]dithiophene))-alt-[5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-
ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione)]
PBDB-T-2Cl poly[(2,6-(4,8-bis(5-(2-ethylhexyl-3-chloro)thiophen-2-yl)-benzo[1,2-
b:4,5-b’]dithiophene))-alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-
ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione))
PC60BM [6,6]-Phenyl-C61-butyric acid methyl ester
PC70BM [6,6]-Phenyl-C71-butyric acid methyl ester
PCE power conversion efficiency
PDS photothermal deflection spectroscopy
PEDOT poly(3,4-ethylenedioxythiophene)
PES photoemission spectroscopy
PFBDB-T poly[(2,6-(4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)-benzo[1,2-b:4,5-
b’]dithiophene))-alt-(5,5-(1’,3’-bis(4-fluorothiophen-2-yl)-5’,7’-bis(2-
ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione
PFESA poly(perfluor- oethylene sulfonic acid)
PffBT4T-2OD poly[(5,6-difluoro-2,1,3-benzothiadiazol-4,7-diyl)-alt-(3,3”’-di(2-
octyldodecyl)-2,2’,5’,2”,5”,2”’-quaterthiophen-5,5”’-diyl)]
PL photoluminescence
PLQE photoluminescence quantum efficiency
PSS poly(styrene sulfonic acid)
PTB7 poly(4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’] dithiophene-2,6-
diyl3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl)
Abbrevations xi
PV photovoltaic
EPVg photovoltaic gap energy
Py permalloy
Rs series resistance
Rsh shunt resistance
S sulphur
SAM self-assembled monolayer
SC solar cell
SECO secondary electron cut-off
Si Silicon
SIMS secondary ion mass spectrometry
SQ Shockley-Queisser
SRH Shockley-Read-Hall
SVD singular value deconvolution
TA transient absorption
TiN titanium nitride
TIPS-TAP-1T triptycenyl-tetraazapentacene
TIPS-TAP-2T bistriptycenyl-tetraazapentacene
TIPS-TAP triisopropylsilyle-thynyl-tetraazapentacene
TSC ternary solar cell
UHV ultra-high vacuum
UPS ultra-violet photoemission spectroscopy
UV ultra-violet
VB valence band
Vbi built-in potential
VC vibrational cooling
VL vacuum level
VOC open-circuit voltage
xii Abbrevations
VR vibrational relaxation
w.r.t. with respect to
Φ work function
W-M Wannier-Mott
XPS x-ray photoemission spectroscopy
ZAD zinc acetate dihydrate
ZnO zinc oxide


Twenty years from now you will be more disappointed by the things you didn’t do
than by the ones you did do. So throw off the bowlines. Sail away from the safe
harbour. Catch the trade winds in your sails.
Mark Twain

1 | Introduction
Due to a rapid rise in world population, industrialization and economic growth, es-
pecially in India and China, there is also a rise in energy demand. Up to date, this
demand has been mostly met by burning fossil fuels, causing increasing levels of car-
bon dioxide (CO2) to accumulate in the atmosphere, acting together with other gases
as a greenhouse: these "greenhouse" gases let short-wave solar radiation through the
Earth’s atmosphere, but they partly prevent long-wave energy re-radiation into space
and hence trap the heat. [1] The burning of fossil fuels has already resulted in an in-
crease of atmospheric CO2 concentrations from ∼ 340 ppm to ∼ 410 ppm in the last 40
years. [2] In the same time period, an annual average surface temperature increase of
∼ 0.8 ◦C has been observed. [3] Political steps, such as the Paris agreement in 2015, [4]
have been taken to prevent a temperature rise exceeding 2 ◦C above pre-industrial
levels. In Germany, the share of renewable energies in electrical power generation has
increased from∼ 9 % to over 40 % from 2002 to 2018 as shown in Fig. 1.1, [5] however,
this is not the case for the rest of the world, with a worldwide average value of ∼ 9 %
in 2018. [6] Analysis of the overall world power generation between 2010 and 2015 has
shown that the growth rate of renewable energy sources between 2015 and 2020 needs
to be at least twice as high as it was in the first 5 year period. [7] In order to overcome
this tremendous challenge, renewable, carbon-neutral energy technologies are highly
desired, with solar power being one of the most promising candidates.
The amount of solar energy hitting the Earth’s surface is about 96000 TW per year.
It is, however, impossible to capture the overwhelming majority of this energy. As-
suming a 2 % land-only coverage, with solar panels with a 12 % power conversion
efficiency (PCE) on average, this number reduces to ∼ 67 TW. This is, however, still
more than twice the total projected global energy demand of ∼ 30 TW for the year
2050. [8] In comparison, the globally installed solar power capacity was about 400 GW
in 2017, and it could potentially surpass 1 TW in 2022, [9] and∼ 7 TW in 2050. [10] An
even greater increase, however, could be achieved by considering economic incentives.
While the payback time, the time required to produce enough energy to offset the en-
ergy invested during fabrication, of currently established, conventional crystalline sil-
icon (c-Si) solar cell technologies is about 2 years, for organic solar cells (OSCs) this
time was about 0.4 years already in 2013. [8] Additionally, flexibility, low production
cost and light-weight (due to the high absorption coefficients of OSCs) make them
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Figure 1.1: Net public electricity generation in Germany from 2002 until July 2019 with respec-
tive contributions of different energy sources. Adapted from [5] and modified, 2019, Copyright
© Fraunhofer-Gesellschaft.
potential candidates for future applications, [11] with great improvements in device
efficiencies being made in the last 20 years, shown in Fig. 1.2 reaching impressive val-
ues of 16.5 %. [12]
Figure 1.2: Solar cell efficiency chart of emerging photovoltaic (PV) technologies in the last 20
years, including organic and tandem solar cells (SCs). Adapted from [13] and modified.
In order to maintain momentum and enable further improvements in OSC ef-
ficiency, it is vital to identify and understand factors governing their performance.
Organic photovoltaic (OPV) devices are composed of an electron-rich donor and an
electron-poor acceptor material. [14] Although both should contribute to the gener-
ated photocurrent effectively in order to achieve high-performance devices, the devel-
opment of new donors has received more attention than that of new acceptors in the
past few decades, [15] with most OSCs employing fullerenes as acceptor. The focus in
3material development, however, has recently shifted to organic non-fullerene accep-
tors (NFAs) due to several advantages when compared to fullerenes. [16–20] The latter
have a 3D character and thus isotropic charge transport, delocalized electronic states,
high electron mobilities, and good intermixing, however, they also have less desirable
qualities such as weak absorption in the visible and near-infrared (NIR) regions, ther-
mal and photo-chemical instability and a time-consuming purification, contributing
to high production costs. [21] Fortunately, NFAs offer the possibility to address these
deficiencies: their chemical structure and therefore their electron affinity can be varied
over a wide range, while at the same time they can exhibit increased visible–NIR ab-
sorptivity, and in some cases even their synthesis is easier. [15, 18, 22–27] On the down
side, in the case of planar, 2D molecules, they tend to show inherently anisotropic crys-
tal structures and thus non-isotropic charge transport, which can complicate electron-
transport in these layers. [18, 20, 28] Nevertheless, efforts in NFA research have in-
creased the PCE of OSC devices to > 16 %. [12]
OSCs consist, apart from the active layer comprising the donor and acceptor materi-
als, of a variety of stacked layers, including electrodes, transport, and blocking lay-
ers. Consequently, a more profound understanding of elementary processes such as
charge generation, transport, recombination, injection and extraction is challenging.
However, in order to improve OPV devices even further, these processes need to be
understood. In particular, they are determined by the energetic alignment of the indi-
vidual layers of the device, e. g. the highest occupied molecular orbital (HOMO) and
the lowest unoccupied molecular orbital (LUMO) for each component. At present,
such information is only evaluated for isolated, single layers, which does not account
for the critical effects of the interface when blended, such as band bending or dipole
formation. The exact position of these energy levels is, however, of crucial importance
when interpreting device physics and especially when searching for new materials,
since donor and acceptor need to be complementary when blended: their energetic
alignment will determine whether effective charge separation will take place or not,
thus influencing the resulting device PCE. Apart from the energetic landscape, com-
positional distribution can also play a crucial role in determining how well charges can
be transported to the electrodes for collection. This aspect is still not well understood
for more complicated systems consisting of more than two materials in the active layer,
such as is the case for ternary solar cells (TSCs). Even though increased efforts have
been made to understand and address these issues, a clear understanding is still lack-
ing.
This thesis is aimed to address these issues in the following way:
◦ First, we investigate a new class of NFAs, N-Heteroacenes, with varying side
chains and examine thus the differences between a 2D and a 3D molecule. We
show that planar molecules result in strong aggregation due to crystallization,
and thus an anisotropic electron transport, resulting in poor device performance.
We also show that the addition of side chains to planar molecules breaks their
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tendency to crystallize and results in a 3-fold efficiency increase. Finally, while
addressing the photophysics of this material system, we show that while the
internal field, caused by the electrodes, does not change charge separation be-
haviour for fullerene based systems, it has an impact on our N-Heteroacene and
potentially on all NFA based systems. [20]
◦ Next, we focus on accurately assessing the energetic landscape in OPV devices.
To accomplish this, we develop a technique employing ultra-violet photoemis-
sion spectroscopy (UPS) in combination with Argon gas cluster ion beam (GCIB)
sputtering, which allows for damage-free depth profiling and thus an accurate
determination of the vertical energetic alignment of multiple layers as a function
of depth. [29–34] In doing so, we determine the HOMO levels simultaneously for
all materials present in the device and the corresponding vacuum level. Further-
more, we can estimate the LUMO level from optical measurements, resulting in a
complete energetic picture. To examine the utility of this methodology, we apply
it to a variety of organic material systems, in both bi-layer (BL) and bulk hetero-
junction (BHJ) structures, including both fullerene and non-fullerene acceptors.
With this technique we are able to determine important parameters, such as the
HOMO-HOMO offset (driving force for charge separation) and the "photovoltaic
gap" (the energetic difference between the LUMO of the acceptor and the HOMO
of the donor). While minimizing the former is a prerequisite for low voltage
losses, [35] the latter is used to predict the potential open-circuit voltage (VOC)
of the corresponding device; [36–42] both being thus important indicators of the
PCE. In addition to the energetic landscape, we obtain compositional informa-
tion with a high vertical depth resolution, allowing us to investigate effects such
as doping or intermixing. Generally, this method has vast applications to the
field of organic electronics, and can be applied to the study of energetic land-
scapes of any type of multi-layered device, including solution-processed devices,
which, unlike devices with evaporated layers, cannot be addressed in situ. [34]
◦ Finally, we show a variety of application possibilities of our technique, such as
probing the changes in energetic landscape upon degradation and thus the tem-
poral evolution of electronic and compositional profiles after device operation.
We find that during degradation in 20 % oxygen and light exposure, oxygen p-
dopes the active layer of our OPV devices; however, in a highly composition de-
pendent, non-homogeneous manner. With this information, our method opens
up a new way to quantify energy losses in OPV systems and to develop new
routes for their suppression. [34] Additionally, we show that UPS depth profil-
ing can successfully distinguish materials showing dissimilar electronic struc-
ture even when the components are comprised from the same elements, which
is not possible with any other technique known up to date. Furthermore, we in-
vestigate a sequentially deposited and a doped material system, and show that
our technique indeed allows for the investigation of intermixing as well as dop-
5ing. [43, 44] Next, we investigate the charge injection and transport in a material
system with slightly varied side chains. [45] Finally, we show that our method-
ology is also applicable for ternary systems, allowing for compositional and en-
ergetic depth profiles for more complex OPV devices.
To accomplish this, we will first discuss the fundamental physics of solar cells,
charge recombination, and energetic alignment, as well as their impact on device per-
formance in Chapter 2, followed by a description of all materials and methods used
in Chapter 3. Next, we will summarize our results for the investigated NFA system of
N-Heteroacenes in Chapter 4, and continue with our developed UPS depth profiling
method and its applications in Chapter 5 and 6, respectively. A summary and outlook
including potential future projects are given in Chapter 7.
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2 | Theoretical Background
The main aim of this thesis is to discuss the development of a new technique capa-
ble of measuring the overall energetic landscape in OPV devices. With this, the goal
is to achieve a better understanding of the changes which occur when materials are
blended, how this affects the energetics alignment within the active layer, and finally
how the overall device performance is influenced. Ultimately, this will improve both
our understanding of the working principle of OSCs and the performance of SCs. This
chapter begins by discussing the basic physics of SCs, followed by a detailed descrip-
tion of excitons and recombination types in organic layers. These are directly related
to the internal losses in the device. Next, the current knowledge of transport levels
and energetic alignment in OPV devices is explained in great detail. Finally, as all of
these parameters correlate with and influence the device performance, especially the
open-circuit voltage (VOC), a detailed overview on energetic losses leading to reduced
device VOCs are discussed.
2.1 Physics of Solar Cells
A solar cell is fundamentally a diode, which is inherently non-perfect and will thus
have unwanted resistances and leakage currents. Important device parameters such
as the short circuit current density (Jsc), VOC and filling factor (FF) will be introduced
in the context of diodes. At last, we will discuss the limitations to solar cell efficiency
including the maximal power provided by the sun.
2.1.1 Characteristic Properties and the Power Conversion Efficiency
The equivalent circuit of a solar cells is schematically shown in Fig. 2.1. When describ-
ing its current, the SC can be subdivided into the dark current (ID), photo-current (Iph)
and shunt current (Ish). While ID is determined by the diode properties of a solar cell,
Iph and Ish are determined by photo-induced charge carrier generation and device im-
perfections, respectively, [46] and is thus summarized as:
I = ID + Ish + Iph (2.1)
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According to the Shockley theory, [47] ID has an exponential dependence on the output
voltage Voutput and can be expressed as:
ID = I0
[
exp
(
qVoutput
nkBT
)
− 1
]
(2.2)
where I0 is the reverse saturation current,1 q the elementary charge, kBT the thermal
energy and n the ideality factor, describing the diode properties of the SC. An ideality
factor of 1 would signify a negligible charge carrier recombination, while in real de-
vices this factor is greater than 1, typically between 1 and 2. [48]
In addition to the Shockley’s theory, one needs to include the solar cells series resis-
tance (Rs) and shunt resistance (Rsh), which are, in case of a real OPV device, non-
negligible. While Rs mainly constitutes the resistance of interfacial contacts, the active
layer itself and the electrodes, Rsh arises from numerous kinds of leakage currents, in-
cluding losses caused by impurities. [11] The output voltage in Eq. 2.2 becomes thus
Voutput = V − IRs, with V being the applied voltage. Ish can be simply expressed by
Ohm’s law (V = IRS + IshRsh), and by substituting into Eq. 2.1, the overall current I
can be written as:
I =
Rsh
Rsh + Rs
{
I0
[
exp
(
q(V − IRs)
nkBT
)
− 1
]
+
V
Rsh
}
− Iph (2.3)
In order to have a better comparison between solar cells, the current I is often di-
vided by the area of illumination A, yielding in the current density J = I/A.
Figure 2.1: Equivalent circuit for a solar cell: the device is operated at a voltage V, and has
a series and shunt resistance Rs and Rsh, including a shunt current Ish. The overall current I
comprises the current from the diode ID and the generated photocurrent Iph. [46]
Typically, solar cells are characterized by measuring the current-density with re-
spect to the applied voltage, resulting in so called JV curves, such as plotted in Fig. 2.2.
The most important characteristic parameter of such a curve are the Jsc, VOC and the
1In inorganic semiconductors, such as p-n junctions, its value typically denotes the current contributed
by minority charge carriers, [48] while in OPV devices it originates from thermal exciton excitations. [49]
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FF.
Figure 2.2: Exemplary JV curve (black) and the corresponding power output density (blue) for
a solar cell. The short circuit current density (Jsc), open-circuit voltage (VOC), maximum power
point (MPP) and the power output density at the MPP, PMPP are denoted with red dots. The
PMPP corresponds to the area of the red rectangle, while the PMPP for a perfect diode would
correspond to the area of the green rectangle.
The Jsc is defined as the current-density when no voltage is applied. Under the
assumption of an ideal diode, e.g. Rs → 0 and Rsh → ∞, Jsc equals the photo-current
Jph according to Eq. 2.3.
Jsc = J(V = 0) ≈ −Jph (2.4)
The VOC is defined as the applied voltage at which there is no measured current
flowing through the device, and it reads according to Eq. 2.3:
VOC = V(J = 0) =
nkBT
q
ln
(
Jph
J0
+ 1
)
(2.5)
The FF describes the shape of the JV curve, which is mainly governed by Rs and
Rsh, as shown in Fig. 2.3. It is defined by the ratio of the green and red rectangles in
Fig. 2.2 and is thus given as:
FF =
VMPP · JMPP
VOC · Jsc =
PMPP
VOC · Jsc (2.6)
where VMPP, JMPP and PMPP are the voltage, current density and power density at
the MPP. The FF is thus maximal, when the the current-voltage (IV) curve is perfectly
rectangular and the area of green and red rectangles is equal.
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Figure 2.3: Simulated IV curves for increasing Rs (Rsh → ∞) and decreasing Rsh (Rs = 0)
values from dark to light blue, on the left and right, respectively. This shows the importance of
a high Rsh (and thus a low leakage due to impurities) and a low Rs (and thus a low resistance
of interfacial contacts). Adapted from [50].
With that, the PCE of a solar cell is defined as the generated power at MPP divided
by the overall incident power density Pincident:
PCE =
PMPP
Pincident
=
FF ·VOC · Jsc
Pincident
(2.7)
The PCE of solar cells is thus the highest, when the FF, the VOC, as well as the Jsc
are maximized. This is the case, when both the leakage current and the resistance of
interfacial contacts are minimized, or in other words, when as many of the incident
photons are converted to electric current as possible.
2.1.2 Efficiency Limits
As described in the previous section, the PCE depends on the ratio of PMPP to Pincident.
While incident power density Pincident is defined by the solar irradiation, not all of the
incident photons will interact with the OPV device and generate electricity, leading
to the finally extractable PMPP. Hence, the energy potentially harvested by any solar
energy converter is the thermal radiation coming from the sun. Furthermore, the PCE
of a solar cell is determined by the maximum achievable (i) VOC after accounting for
fundamental intrinsic losses, such as Boltzmann and Carnot losses and thermaliza-
tion and (ii) Jsc after accounting for emission losses and below bandgap radiation, as
described by the Shockley-Queisser limit, described in Sec. 2.1.2.2 below.
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2.1.2.1 Solar Irradiation
Solar irradiation can be approximated by black body radiation with an average tem-
perature of 5800 K, as shown in Fig. 2.4 as a function of wavelength λ as a black line.
The actual spectral irradiance of the sun outside the atmosphere of the earth, referred
to as the air mass (AM) 0 spectrum, is plotted as a function of the wavelength λ in
Fig. 2.4 as a green line. This spectrum, however, slightly changes after crossing the
earth’s atmosphere. The AM number is defined as 1/cos(α), with the angle of inci-
dence α measured to the vertical at the earth’s atmosphere. In other words, AM de-
scribes the actual path of a sunray divided by the perpendicular path through the earth’s
atmosphere. While the latter is also defined as AM 1, the standard spectrum for solar
cell characterization is AM 1.5, characterising an angle of incidence of 48◦, given in
Fig. 2.4 as a red line.
Figure 2.4: Spectral irradiance of the sun plotted as a function of the wavelength at just above
the earth’s atmosphere, also referred to as AM 0 (black line), and at the earth’s surface at an
incident angle of ∼ 48 ◦C, also referred to as AM 1.5 (red line). Adapted and replotted with
permission from [51].
The maximum of this spectrum is located in the middle of the visible spectral range
at ∼ 500 nm (2.5 eV). One interesting fact is, however, that this maximum is found
in the infrared (IR) range at ∼ 1.4 eV (880 nm), when the spectrum is plotted as a
function of photon energy h¯ω, with h¯ and ω2 being the Planck’s constant and the light
frequency, respectively. The reason for this is that the infinitesimal wavelength interval
dλ = − 2pi ch¯ω2 dh¯ω = − λ
2
2pih¯ c dh¯ω does not correspond to a constant infinitesimal energy
interval dh¯ω. The integral over the AM 1.5 spectrum, i.e. the total energy flux, is
100 mWcm2 , which is a standard value used when measuring, and thus comparing, solar
cells. It should be noted that on different locations on earth, the incident angle of the
2ω = 2pi cλ , with c being the velocity of light.
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incoming light, and thus the corresponding AM number, is also different; however, in
order to ensure comparability, all solar cell efficiency values are measured using the
AM 1.5 spectrum.
2.1.2.2 Photovoltaic Efficiency Limit
Considering only thermodynamic arguments, solar radiation to electricity conversion
efficiencies close to the Carnot efficiency of 95 % may be achievable, with a heat source
and a heat sink at 5800 K and 300 K, respectively. [42] When taking into account ad-
ditional entropy losses, efficiencies up to 85 % would be still achievable based on a
black body absorber. [48] For single band gap semiconductors, however, the maximum
achievable efficiency is smaller. In 1961 Shockley and Queisser derived an efficiency
limit for p-n junction solar cells by detailed balance. [52] Based on microscopic radia-
tive processes in p-n junctions, assuming a 6000 K black body radiator, they derived
a maximum efficiency of 30 % and an optimum absorber band gap of 1.1 eV. Several
publications discuss and confirm this ultimate limit, [53–55] with only small variations
resulting in a new limit of∼ 33 % at an optimal bandgap of 1.34 eV at AM 1.5. [54] The
latter analysis shows that energy loss happens due to the following processes: photon
energy too low to excite the absorber (∼ 31 %), intraband thermalization (∼ 23 %), en-
tropic losses (∼ 12 %) and radiative recombination (∼ 1 %), as summarized in Fig. 2.5.
Figure 2.5: Summary of different energetic losses derived by Archer et al., [54] and a corre-
sponding energy level diagram showing photon energies (i) a lot higher, than the absorbers
optical gap with an excess energy of ∆E1, and (ii) with a lower energy E2 being lower, than
the absorbers optical gap and thus not resulting in absorption. Adapted from [42], Copyright
© 2013 Elsevier Ltd.
The following assumptions have been made for the Shockley-Queisser (SQ) limit:
1. An electron-hole pair is generated by each absorbed photon.
2. The solar cell has a perfect charge collection.
3. Charge carrier recombination happens only radiatively.
The first two assumptions imply that each absorbed photon is converted into a col-
lectable charge carrier. The third assumption ensures a maximum lifetime of photo-
generated charge carriers and the highest achievable VOC. [42]
The importance of the suppression of non-radiative recombination for solar cell perfor-
mance has been discussed in several reports, [56, 57] showing, however, that even high
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performance, small area devices operate relatively far away from the desired radiative
decay only limit. [58] In order to make the effect of non-radiative recombination more
explicit, one can plot the dependence of the efficiency-band gap relation as a function
of the radiative recombination contribution, as shown in Fig. 2.6. If there is only ra-
diative recombination, the maximum efficiency limit is at∼ 33 %, as discussed above,
however, if only ∼ 10−6 % of the charge carriers recombine radiatively, which is more
realistically the case in state of the art devices, [58] the maximum efficiency limit shifts
to ∼ 17 %.
Figure 2.6: Theoretically reachable efficiency as a function of the absorbers band gap for differ-
ent radiative recombination percentages. If recombination only happens radiatively (100 %),
the efficiency limit is at ∼ 33 % as derived by Archer et al., [54] but as its fraction decreases
and non-radiative recombination starts to play a more and more important role, the maximum
achievable efficiency decreases. Adapted from [42] and modified, Copyright © 2013 Elsevier
Ltd.
2.2 Excitations and Loss Mechanisms in Organic Photovoltaic
Materials
In order to be able to maximize device parameters such as VOC, Jsc, FF and thus the
PCE, one needs to have a better understanding on the physical and electronic struc-
ture of the materials of which thin film OSCs are made of. The theory for inorganic
semiconductors is well developed, and it is often invoked to explain the behaviour
or organic semiconductor devices. The two have, however, very different material
properties. In inorganic semiconductors, such as silicon, electron-hole pairs created by
photoexcitation will immediately dissociate into free charge carriers. In organic semi-
conductors, however, bound electron-hole pairs, called excitons, are created. [59] This
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has been considered as the main contributor to recombination-based losses in OPV de-
vices. [14, 60, 61] For this reason, we will discuss how organic layers are formed, how
excitons are created and move, and finally, we will discuss exciton and charge carrier
recombination losses, leading to a decreased device performance.
2.2.1 Excitons in Organic Materials
The difference in electron-hole pair dissociation properties originates from the low
dielectric constant of organic materials compared to inorganic ones. [61] The dielectric
constant, also referred to as relative permittivity (εr), of a material is a dimensionless
factor, always given in relation to the vacuum permittivity (ε0 ≈ 8.854 · 10−12Fm−1).
It describes the response of a material to an electric field: the higher εr, the higher the
screening of an electric field in the material. Hence, in a low εr material, excitons will
have a higher binding energy (BE) due to a stronger Coulomb interaction between
electron and hole. For comparison, while Silicon has a rather high εSir ≈ 12.1, [62]
organic materials have relative permittivities as low as 2− 5. [61, 63–65]
Excitons are quasiparticles, representing a collective excited state of an ensemble
of atoms or molecules in an aggregate or in crystals. [66, p. 58] They can be created by
light (photoexcitation) or can appear as a result of relaxation processes of high energy
excited states. [67] They are neutrally charged, and can be characterized by their BE:
that is, the energy required to separate them into a pair of free charge carriers. The low
dielectric constant of organic semiconductors leads to strongly bound excitons, with
a higher BE than the thermal energy at room temperature kBT ≈ 25.26 meV3 (with
T = 20 ◦C).
In the next sections, first, organic layer formation is discussed, followed by a gen-
eral description of an exciton life-cycle in a representative OSC. With this, the concept
of film morphology is introduced, including the principle of a BHJ solar cell. Exciton
types, their migration, and the importance of their spin are explained in great detail,
in order to form a basis for recombination mechanisms.
2.2.1.1 Organic Materials
From Atoms to Molecules The basic requirement for electrical conductivity of a film
is the presence of delocalized charge carriers, capable of receiving energy. This de-
localization in amorphous organic solids is much less pronounced than in their in-
organic counterparts, such as crystalline Silicon (Si). Organic materials are mainly
composed of carbon (C) atoms, while other low-atomic-number atoms, such as nitro-
gen (N), oxygen (O), and sulphur (S) are also common building elements. A bonding
scheme of alternating single and double C-C bonds, i.e. conjugation is very common for
these types of materials, as presented in Fig. 2.7a. This is a result of the so-called sp2-
hybridization, meaning that one valence electron which was originally in an s-orbital,
has entered a p-orbital. The energy cost for this is compensated by the formation of a
3With kB ≈ 8.617 · 10−5 eVK−1 being the Boltzmann constant
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σ bond, consisting of two electrons shared between C and hydrogen (H). This results
in three covalent σ-bonds within a plane, and a remaining pz orbital overlapping with
the very same pz orbital of neighbouring atoms, yielding a pi-bond. Since this latter
bond is highly delocalized over multiple molecules, and in the case of polymers over
large segments of their chain, the HOMO and LUMO levels of the molecules are de-
rived from occupied pi-bonding (Fig. 2.7b) and unoccupied pi∗-antibonding (Fig. 2.7c)
orbitals, respectively, with the latter having a higher energy. [68] In a relaxed state,
only the bonding orbital is expected to be occupied. They can become populated and
depopulated without breaking apart, because of the significantly stronger σ-bonds.
Figure 2.7: (a) Example of a conjugated C = C − C = C bond in a chemical element repre-
sentation. Schematics of the pz orbitals resulting from conjugation in the (b) bonding and (c)
antibonding state.
From Molecules to Thin Films When molecules or polymers form a solid film, indi-
vidual molecules interact only by weak van der Waals forces, resulting in HOMOs and
LUMOs completely localized on individual molecules or molecular chains. [69] The
implication of this is that the electronic structure of such films is largely determined
by that of individual molecules, leading to a strong limitation of classical band theory
at room temperature. The HOMO level is approximately equal to the energy needed
to ionize a molecule in a thin film, defined as the ionization potential (IP). It is impor-
tant to realize, though, that the removal of an electron from such a system will affect
the corresponding molecule: it will be positively charged and its electronic structure
will differ from that of a neutral molecule. The energy gained when adding an addi-
tional electron to a neutral molecule is defined as the electron affinity (EA), which has
a similar energy to that of the LUMO. [70, 71]
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2.2.1.2 Excitons in Organic Solar Cells
For the separation of high BE excitons in organic materials, extra energy is needed,
which can be provided by an optimized intermixing of donor and acceptor materi-
als and a advantageous film architecture. This will be the topic of this section. A
schematic diagram of the energy levels, with the corresponding HOMO and LUMO
levels of a typical bi-layer donor-acceptor system is shown in Fig. 2.8a, with the cor-
responding spatial picture in Fig. 2.8b. Upon photon absorption, an exciton is created
((1) in Fig. 2.8), which is bound by a Coulomb force and will thus not dissociate un-
der ambient conditions. It can, however, diffuse through the donor material ((2) in
Fig. 2.8). In case it reaches a donor/acceptor (D/A) interface, it can dissociate into an
electron on the acceptor and a hole on the donor molecule due to the driving force
constituted by the difference in the LUMO energies of donor and acceptor, [72] ((3) in
Fig. 2.8). This whole transfer mechanism can also happen in the opposite direction
from the acceptor to the donor. [73] After the free charges percolate to the electrodes,
they can be extracted. ((4) in Fig. 2.8)
Figure 2.8: (a) Energy level and (b) spatial representation of a typical
donor(blue)/acceptor(red) bi-layer device including exciton generation (1), diffusion (2),
separation (3), and percolation as well as extraction (4). Adapted from [74].
2.2.1.3 The Bulk Heterojunction (BHJ) Solar Cell
Film morphology and thickness are tremendously important in OSCs. While process
(2) in Fig. 2.8 requires as much D/A interface area as possible, process (4) is limited
by free pathways for separated charge carriers to the corresponding electrodes. The
bi-layer structure, first introduced by Tang et al. in 1986, [75] satisfies the latter require-
ment, but the existence of only one interface between donor and acceptor strongly
restricts the exciton dissociation process (2). The overall film thickness also plays an
important role: if the films are too thin, light absorption is limited, while if the films
are too thick, excitons created further away from the D/A interface than the exciton
diffusion length recombine before they reach the interface. [76] To overcome this issue,
the BHJ concept was introduced, [77] where the donor and acceptor materials are inti-
mately mixed, forming a bicontinuous network with small-scale phase separation. [78]
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In the ideal case, a film thickness of 100− 200 nm is thick enough to absorb the ma-
jority of incident photons and thin enough to collect most of the charges. [79] There is,
however, no general consensus on how the ideal BHJ nano-morphology should look
like. Fig. 2.9 shows 4 different scenarios: while a very fine dispersion of donor and
acceptor (Fig. 2.9a) would lead to an efficient charge generation but poor charge trans-
port, a bi-layer structure (Fig. 2.9b) would have the opposite effect. An ideal structure,
good for both charge generation and transport can theoretically be achieved in two
dimensions as shown in Fig. 2.9c, with domain sizes two times the exciton diffusion
length LD. [80] Such a structure is, however, very hard to fabricate. BHJ solar cells
(Fig. 2.9d) provide a good trade-off between charge generation and transport, while
being relatively easy to fabricate.
Figure 2.9: Schematic representation of different donor(blue)-acceptor(red) nano-
morphologies: (a) A very fine mixture of donor and acceptor materials, (b) a perfect
bi-layer, (c) ideal morphology for a 2D SC, with domain sized two times the exciton diffusion
length LD, and (d) representation of a real device BHJ. Adapted from [42] and modified,
Copyright © 2013 Elsevier Ltd.
2.2.1.4 Exciton Movement
In order to achieve a more detailed understanding on the previously described pro-
cesses, we discuss possible exciton transport mechanisms, i.e. the exciton movement.
Let us consider an exciton, located on a donor molecule. One possible pathway of
exciton relocation to an acceptor molecule is by non-radiative energy transfer, leaving
the donor in the ground state and putting the acceptor in the exited state. This energy
transfer happens either through space (Förster) or through a bond (Dexter), as shown
schematically in Fig. 2.10a and b, respectively. [81] Exciton separation is also possible
by electron transfer (Fig. 2.10c), resulting in a negatively and a positively charged ac-
ceptor and donor molecule, respectively. Finally, a transfer mechanism is also possible
by radiative exciton recombination and subsequent photon re-absorption by another
18 2. Theoretical Background
molecule.
When there is a significant overlap between the donor emission and acceptor ab-
sorption spectra, Förster resonant energy transfer (FRET) can take place via dipole-dipole
electromagnetic interaction (Fig. 2.10a). This energy transfer is typically observed for
a molecular distance of r ∼ 1− 5 nm, since its efficiency decreases with r−6. [82, 83]
FRET occurs on a nanosecond time scale, [84] and applies only for singlet excitons. [85]
An actual electron exchange between molecules takes place during Dexter energy
transfer (Fig. 2.10b). [86] This mechanism allows for spin functions on both molecules
to change simultaneously; hence, all types of allowed and spin-forbidden transitions
may occur, including both singlet and triplet exciton transfer. [87] The electron ex-
change is based on the overlap of molecular orbitals, with a probability thus exponen-
tially decreasing with molecule distance, as would be expected for a tunneling mech-
anism. Dexter energy transfer typically occurs on a microsecond scale. [85] For singlet
excitons, in terms of efficiency, FRET usually outperforms Dexter energy transfer. [88]
Figure 2.10: Possible exciton transfer and CT state formation mechanisms. Orange, horizontal
lines denote HOMO and LUMO energies on the donor (D) and acceptor (A) molecules, with
blue arrows representing electrons with corresponding upward or downward spins. Initial
and final situations are represented on the left and right, respectively for (a) Förster energy
transfer, (b) Dexter energy transfer and (c) Electron transfer from an excited donor molecule
(D*) to a neutral acceptor (A). Black dashed arrows represent the rearrangement of the elec-
tronic configuration in the corresponding energy transfer mechanisms. Reproduced from [88]
with permission from The Royal Society of Chemistry. Copyright © 2015.
An actual electron transfer is schematically shown in Fig. 2.10c, for which the exciton
binding energy needs to be overcome. If, for example, the LUMO (HOMO) of the ac-
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ceptor is significantly lower (higher) than that of the excited donor, then electron (hole)
transfer can take place at the D/A interface. After this short-range interaction, the
donor and acceptor molecules are positively and negatively charged, respectively. [88]
2.2.1.5 Exciton Types
All exciton movement mechanisms are strongly dependent on the BE and other prop-
erties of the corresponding exciton. There are three main classes of excitons classified
according to their BE or size: Frenkel, Wannier-Mott (W-M) and charge transfer (CT) ex-
citons. A schematic representation of these is shown on Figure 2.11.
Figure 2.11: Schematics of Frenkel, Wannier-Mott and Charge Trasfer excitons from the left to
the right.
Frenkel excitons are present in solids that are made by weakly interacting units,
such as molecular crystals and organic semiconductors. The neutral excited state car-
ried around by the exciton is molecular-like, and thus always localized on a single
molecule.
W-M excitons are present in densely packed materials, such as covalent solids and
inorganic semiconductors. The exciton radius is in this case much larger than the
lattice constant and exciton propagation can be described by the relative motion of
electron and hole and that of their centre of mass. This system resembles a hydrogen
atom where the proton is now a positron. [66, p. 58]
CT excitons are localized on different molecules and thus the distance between elec-
tron and hole corresponds to 1-2 times the molecular distance. They are of crucial im-
portance for OSCs, since they are considered as an intermediate state in the creation of
free charge carriers by light absorption. [89]
2.2.1.6 Spin Statistics in Excitons
The majority of organic molecules have an electrically neutral ground state with a net
spin of zero. [88] After photo-excitation of the ground state, an electron gets excited
into a energetically higher state. Possible decay and transition mechanisms will deter-
mine whether the electron can or cannot contribute to the overall photocurrent in an
OPV devices and will thus determine its performance. We will therefore discuss the
majority of such pathway in the following section.
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Electronic states with a net spin of zero or one are called singlets or triplets, respec-
tively. The BE of singlet excitons is usually on the order of 0.3− 0.5 eV; [90–92] while
triplet excitons exhibit higher BE values due to the attractive exchange interaction be-
tween the electron and hole of the same spin orientation. [86]
Most organic molecules possess an electrically neutral ground state S0 with a net
spin of zero. Possible electronic states and transitions are shown in a Jablonski diagram,
in Figure 2.12. All shown states are positioned vertically by their energy and grouped
horizontally by their spin multiplicity. At this point it should be pointed out that
this diagram is not complete: it neglects, for example, for energy migration through
the density of states, singlet–singlet annihilation, and singlet fission, and it does not
contain coupling with the environment. In real molecules, such coupling is responsible
for transition energy renormalization and vibrational cooling (VC), i.e. internal energy
dissipation to the environment. [66, p. 90]
Figure 2.12: Jablonski diagram of electronic transitions in organic semiconductors. Arrows
with numbers represent (1) absorption, (2) vibrational relaxation, (3) non-radiative relaxation/-
transition, (4) intersystem crossing, (5) fluorescence, (6) phosphorescence and (7) photoinduced
absorption. S and T represent singlet and triplet states, respectively.
Green arrows (1) represent absorption of a photon that brings a molecule from the
ground state S0 to the first singlet excited state S1, or to its higher vibrational states.
Transitions to higher singlet excited states are also possible and are represented with a
blue arrow (1).
Dashed-line arrows (2) represent vibrational energy redistribution (down conver-
sion) or vibrational relaxation (VR) of absorbed electrons, initially stored in few op-
tically coupled modes. As a result, the electronic state will appear to be "relaxed" in
contrast to the initial excited state, however the excess energy at this point is still stored
in the molecule. Its vibrational population distribution corresponds to a higher tem-
perature than that of the environment, the molecule is thus still "hot". [66, p. 91] VR
typically happens on the ∼ ps time scale, as also shown in Table 2.1.
Internal conversion (IC) (dash line arrows (3)) and intersystem crossing (ISC)
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(dash-dot line arrow (4)) are both non-radiative transitions between states of same spin
multiplicity and different spin manifolds, respectively. Typical depopulation rates for
these processes can be found in Table 2.1. Fluorescence (yellow wavy arrows (5)) and
phosphorescence (red wavy arrows (6)) are both radiative transitions resulting in the
emission of light. These transitions as also called photoluminescence (PL) when they
are initiated by photon absorption. These radiative and non-radiative transitions com-
pete with each other, and the outcome of this competition is of crucial importance for
the performance of an OSC. While radiative recombination results in an emitted pho-
ton, which can get re-absorbed, non-radiative recombination results typically in lattice
vibration (a phonon) and is thus an irreversible thermal loss.
Table 2.1: Typical non-radiative depopulation rates for the most common molecular processes.
The "Label" column refers to the notation in the Jablonski diagram (Figure 2.12). Values adapted
from [66, p. 89], Copyright © John Wiley & Sons, 2012.
Process Label Typical depopulation rates [s−1] Time scale
VR 2 1012 − 1013 (0.1− 1) ps
IC (Sn → S1) 3 1012 − 1014 (0.01− 1) ps
IC (S1 → S0) 3 108 − 1010 (0.1− 10) ns
ISC (S1 → T1) 4 106 − 1011 10 ps− 1 µs
ISC (T1 → S0) 4 104 − 101 0.1 ms− 0.1 s
Finally, a light green arrow (7) represents the absorption of a photon that brings
state T1 to a higher triplet excited state Tn. This process can be used for the detection
of triplet excitons, as in photo-induced transient absorption (TA) experiments. [86]
Singlet excitons can in some cases undergo a fission process resulting in two triplet
excitons. This process is, however, not discussed further in this thesis; additional in-
formation can be found in [93] and references therein.
2.2.2 Recombination Mechanisms
Having discussed the different exciton types, their movement and their importance
for PV cells in the previous sections, we can now consider possible processes that can
occur on their way to the collecting electrodes more in detail. A simplified overview
of the whole photovoltaic process in OPVs for the case of light absorption in the donor
molecule is presented in Fig. 2.13 with a typical historical sequel from the left to the
right. First, an exciton is created upon photon absorption, which can freely move
within the donor molecule with a diffusion length of only about 10 nm, typical for
organic materials. [94] Ideally, it migrates to a D/A interface where it might be sepa-
rated; however, it has been shown in several reports that before reaching the charge-
separated state (CS) they undergo a CT state. [95–97] This occurs when the electron
is already spatially located on the LUMO band of the acceptor while the hole is still
on the HOMO band of the donor. We note, that in this situation, the charges are still
bound by Coulomb force. In the ideal case, CT state separation will take place, and
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the free charge carriers (CS) percolate towards the corresponding electrodes and get
collected by them, generating photocurrent. This mechanism is often supported by
the asymmetry of the electrode work functions, resulting in an internal electric field
driving the free charge carriers towards the corresponding electrodes, where they can
be collected. However, in reality a lot can go wrong during the processes. Each gen-
Figure 2.13: From left to right: an incoming photon with energy hν (wavy arrow) is absorbed
and results in an excitation of an electron at the HOMO level of the donor, forming an exciton.
After diffusion to the D/A interface, the CT state is formed with an electron on the acceptor and
hole on the donor, subsequent to exciton dissociation, where electron and hole are not bound
by Coulomb force anymore. Free electron and hole can drift through the acceptor and donor
phases, respectively, to the corresponding contacts. The four most common recombination
mechanisms are represented with red ( a© and b©) and yellow ( c© and d©) arrows on the right,
representing geminate and non-geminate loss channels, respectively: a© exciton decay right
after excitation, b© CT state recombination, c© bimolecular recombination of a free electron
and a free hole and d© trap assisted recombination of a free charge carrier with an oppositely
charged trap within the band gap. Reproduced with permission from [14]. Copyright © 2013
Elsevier Ltd.
erated exciton has only a few nanoseconds (See Table 2.1) to reach a D/A interface
before recombining to the ground state. If the domain sizes are not small enough, such
that time is not sufficient for reaching such an interface, it is likely that the exciton will
recombine. (Process a© in Fig. 2.13) Excitons that make it to the interface and form a
CT state may still recombine instead of reaching CS. (Process b© in Fig. 2.13) These
processes can be referred to as geminate4 recombination processes, indicating that the
recombining electron-hole pair was originating from a single photon event. There are
a lot of factors playing a role in the competition between free charge carrier generation
and geminate recombination, such as CT state delocalization and the internal electric
field. [14]
After the CS is reached, recombination of an electron with another oppositely
4The Latin word geminus means twins, indicating that both charge carriers involved in the recombi-
nation process were "born" from the same photon.
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charged free carrier on its way to the corresponding electrode is still possible. This
recombination mechanism is referred to as non-geminate recombination, since the recom-
bining charge carriers do not necessarily originate from the same photon. It includes
both bimolecular recombination (BR) (Process c© in Fig. 2.13), as well as trap-assisted re-
combination (Process d© in Fig. 2.13). In the latter, one of the recombining charges is
energetically trapped prior to recombination. Non-geminate recombination is the pri-
mary loss mechanism in most of the efficient OPV devices and it can be influenced by
a variety of factors such as phase separation, layer thickness, energetic disorder and
charge carrier mobilities.
2.2.2.1 Geminate Recombination
Geminate recombination includes both exciton relaxation to the ground state before
it can reach a D/A interface and interfacial recombination. Typically, interfacial re-
combination occurs after CT state formation. In both cases, however, the driving force
for recombination is the Coulomb attraction between electron and hole. Geminate re-
combination is considered as a monomolecular process, since the number of geminate
pairs scales linearly with the number of absorbed photons, and thus, an only through
geminate recombination limited system would scale linearly with light intensity.
Exciton Relaxation to the Ground State Exciton migration, necessary for their sepa-
ration, is often described via diffusion only, as also described in Sec. 2.2.1.2. However,
recent studies show an ultrafast free charge carrier generation, within 100 f s, which
is far too fast to be explained by diffusion, [98–100] but rather by delocalized excited
states. [101] Interestingly, this ultrafast process depends on domain size in a similar
manner as what one would expect assuming diffusion. [99] The concept of delocaliza-
tion is not only important for exciton relaxation but also for VOC loss interpretation, as
we will discuss later.
CT Relaxation to the Ground State It has been shown for fullerene derivatives that
when an exciton reaches a D/A interface, charge transfer to the bound CT state (by
Coulomb force) is initiated by the energetic offset between the two materials. [102–105]
Hence, a large research effort has been made to increase these energetic offsets at inter-
faces even for NFAs, [106, 107] where often an offset value of 0.3 eV was the universal
target value for efficient exciton separation. [42] It has been shown, however, for var-
ious fullerene and NFA systems that far lower offset values can also result in efficient
exciton separation. [35] Further studies proposed that mixed phases, [108] charged de-
fects, [109] or entropy gains [105, 110] may contribute to the free energy gradient and
thereby help charge separation. Understanding the nature of this energetic offset is of
crucial importance when selecting donor and acceptor materials. Dissociation into the
CS state competes with transfer to the triplet CT state and geminate recombination to
the ground state. The former can serve as a deactivation pathway if its energy is more
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than 0.1 eV lower than that of the singlet CT state; [38, 103] otherwise, the latter will
be the dominant loss mechanism.
The role of electronic delocalization and "hot" CT states has not yet been fully un-
derstood and the question whether charge transfer from the CT state to CS happens
only through the CT ground state, or also from its excited hot states, is an open de-
bate. On the one hand, there is evidence that hot, delocalized CT states can enable
more efficient CS generation due to an enhanced entropy resulting from increased ef-
fective electron–hole pair separation. [103, 105, 111–113] Interestingly, the probability
of populating hot CT states increases with increasing energetic offsets between donor
and acceptor. [14] On the other hand, systems have been reported in which hot CT
states are not essential to the CS generation process, [114–117] at least not at room
temperature. It has been suggested that in systems with a sufficiently delocalized CT
ground state, there is no need for the extra energy of hot CT states, and that the degree
of delocalization is a function of both molecular and film properties, such as reorga-
nization energy, [112, 113] LUMO degeneracy, [118] and energetic alignment of donor
and acceptor. [119] A dependency of charge separation efficiency on the electric field
has been also observed for some material systems, depending on the system of choice
and even on processing conditions. [20, 120–123]
2.2.2.2 Non-Geminate Recombination
After a geminate pair is successfully separated, the internal field will drive the charges
toward the electrodes. However, as the applied bias increases, the driving force and
consequently the charge collection efficiency decreases until it reaches zero when the
applied bias equals VOC. [100] At such low internal fields, non-geminate recombina-
tion starts to play a crucial role, and it can originate from three fundamentally differ-
ent mechanisms: bimolecular, trap-assisted (monomolecular) and Auger (trimolecular)
recombination. [14]
Bimolecular Recombination BR includes the recombination of a free electron with a
free hole, and it is the most important loss channel in BHJ OPV devices. [124]
It is limited by the rate at which free charge carriers find each other, and is thus mobil-
ity dependent, as described by the Langevin expression: [14]
RL =
q
ε
(µn + µp)(np− n2i ) (2.8)
Here, q is the elementary charge, ε the dielectric constant, ni the intrinsic carrier con-
centration and n (p) and µn (µp) the charge density and mobility of electrons (holes),
respectively. This expression has been observed to be valid in OPV devices; [125] how-
ever, is has also been questioned by reports which show a field- and morphology-
dependent mobility. [120, 126] It is thus important to realize that the mobilities intro-
duced in Eq. 2.8 refer to values in blend films, which can differ from mobilities of the
individual materials measured separately. On the contrary, it has been shown that the
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overall BR in OSCs generally decreases with increasing mobility, because of improved
charge collection and thus reduced charge carrier density (n · p in Eq. 2.8). [127] A
minimum mobility of 10−8 V/m2s for both electrons and holes can serve as a rule of
thumb for good device performance, as empirically determined by Proctor et al. [14]
Since measurement values of RL are often smaller than expected from Eq. 2.8, [128] the
Langevin-reduction factor ζ has been introduced for the net BR rate RBI . By neglecting
for ni and assuming n = p:
RBI = γBMRn2 (2.9)
where γBMR is the BR coefficient defined as γBMR =
ζ
ε (µn + µp)and has typical val-
ues between 0.01 and 1. [129–131] This reduction in Langevin recombination has been
attributed to increased phase separation, [132] spatial variations of electron and hole
carrier densities, [133] and neglecting the contribution of the lower mobility charge
carrier. [134] BR primarily happens at the D/A interface, and it likely occurs via CT
states. [104] Hence, the very same factors decreasing geminate recombination may also
be responsible for decreasing bimolecular loss channels. [135]
Trap-Assisted Recombination This loss channel is a first order process involving one
electron (hole) recombining with a trapped and thus localized hole (electron). The re-
combination rate is mainly determined by the density of traps and by how quickly the
free carrier can find the trapped one. This process is know in inorganic semiconductors
as Shockley-Read-Hall (SRH) recombination, and its rate is given by: [136]
RSRH =
CnCpNtr(np− n2i )
Cn(n + n1) + Cp(p + p1)
(2.10)
where Cn (Cp) is the probability rate of an electron (hole) getting trapped by an empty
trap, Ntr is the density of electron traps and n1 · p1 = n2i . In organic devices, where
n ≈ p and np n1 p1, and in the case of electron trapping (Cp  Cn), Eq. 2.10 reduces
to: [137]
RSRH = CpNtr p, with Cp =
q
ε
µp. (2.11)
Due to this dependency on hole mobility, trap-assisted recombination is also ther-
mally activated and dictated by free carrier transport. [137] Since this happens through
isolated domains, trapped carriers must be within hopping distance of a D/A inter-
face in order to efficiently recombine with the free charge carriers. Otherwise, if they
are further away, they are likely to be thermally re-emitted.
Generally, the majority of efficient OPV systems do not appear to be limited by trap-
assisted recombination, [100] and trapping is only important in systems where chemi-
cal impurities are introduced, such as it is often the case during degradation.
Auger Recombination A further possible non-gemiate loss channel is Auger recom-
bination, which is a three particle process. [138] In this case, after the recombination,
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the freed-up energy is transferred to a third electron which is then excited to a higher
energetic state, happening at the following rate:
RAuger = (Γnn + Γp p)(np− n2i ) (2.12)
where Γn and Γp are the Auger coefficients. Auger recombination happens only at a
charge carrier density, higher than it is the case in OSCs, it has been thus not directly
observed in OPV devices, [59] we will thus not describe this mechanism further.
2.2.3 Intensity Dependent Solar Cell Parameters
Intensity-dependent current-voltage studies can help to understand first-order (mono-
molecular) and second-order (bimolecular) recombination processes in BHJ OPV de-
vices, [139] important for a deeper understanding of recombination kinetics and thus
the optimization of solar cell performance. First- and second-order recombination are
dominant at short circuit and open-circuit conditions, respectively: as we move from
short circuit to open-circuit, the external voltage V is increased, leading to a decreased
internal voltage (Vint = Vbi − V, with Vbi being the built-in potential), resulting in an
increased carrier density and thus a transition from first- to second order recombina-
tion kinetics. [140] This is important to keep in mind, when interpreting IV curves of
OPV devices. Let us now discuss these two regimes in more detail.
2.2.3.1 Effects on the Short-Circuit Current
Light intensity-dependent measurements at short circuit, carried out by Cowan et
al. [139] on numerous material systems resulted in an experimental observation of
J(V) ≈ Iα, where α u 1. This holds for all tested systems for all currents where
−0.5 < V < VMPP, where VMPP is the voltage at maximum power point, and thus
also for Jsc where the applied voltage equals zero. Testing thus Jsc for different light
intensities (I) results in the coefficient α, being a measure for recombination processes
happening at short circuit. They claim that in this voltage range, monomolecular re-
combination dominates and that α ≡ 1 when all carriers are swept out prior to re-
combination. It could also mean, however, that no recombination is happening in the
device. [141] Powers less than 1 could result from space charge effects, BR, variations
in the continuous distribution in the density of states or variations in electron and hole
mobilities. [139, 142, 143]
2.2.3.2 Effects on the Open-Circuit Voltage
In early reports, [144, 145] the temperature dependence of VOC was explained by mak-
ing use of the description of an ideal diode, such as a p-n junction Si solar cell, for
which the VOC reads: [146]
Voc =
kBT
q
ln
(
Jsc
J0
+ 1
)
(2.13)
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where J0 is the reverse bias saturation current density described in great detail in [146].
Eq. 2.13 is, however, only valid for an ideal diode since it is derived under the assump-
tion that the photo-current Jph of the device equals the Jsc for any applied voltage. This
is, however, often not the case for OPV devices. [147] To overcome this problem, an
ideality factor n is often introduced to the right side of Eq. 2.13. [102]
Another approach is to derive the VOC from the number of charge carriers and
their recombination. When an OPV device is under illumination at open circuit, the
current is zero and hence all photogenerated charge carriers recombine within the cell.
The resulting VOC is then equal to the difference between the quasi-Fermi levels of the
phase separated donor and acceptor domains, [139] resulting in:
Voc =
1
e
(
EAcceptorLUMO − EDonorHOMO − ∆
)
− kBT
e
ln
(
nenh
N2c
)
(2.14)
where e is the electron charge, kBT the thermal energy, ne and nh the electron and hole
densities in the acceptor and donor at open-circuit, respectively, and Nc the density
of conduction states, which is assumed to be equal for both the acceptor and donor.
The energetic shift ∆, introduced by Cowan et al. [139], is associated with disorder.
At finite temperatures, due to Fermion statistics and thus disorder, the quasi-Fermi
levels move away from the HOMO and LUMO into the gap, decreasing the built-in
potential (Vbi). [139]
At open-circuit, since the overall current is zero and all charge carriers recombine,
the electron and hole densities ne and nh within the device are equal and can be written
as noc. The generation rate G of excitons at open-circuit equals their recombination and
can be thus written as: [139]
G =
noc
τr
+ γn2oc (2.15)
where τr is the monomolecular recombination lifetime and γ is the BR coefficient.
At open-circuit the latter term is dominant, leading to a generation rate of G ≈
γn2oc. This can now be plugged in Eq. 2.14 and by taking into account that γ and Nc
are independent on light intensity I while single photon processes and G are linearly
dependent on it, [147] one gets for the change in VOC:
δVOC ∝
kBT
q
ln(I) (2.16)
On the contrary, if monomolecular recombination would be the main contributor at
open-circuit conditions, Eq. 2.15 would simplify to G ≈ nocτr , resulting in:
δVOC ∝
2kBT
q
ln(I) (2.17)
In summary, measuring the slope of δVOC vs. I can help to understand recombination
processes under open-circuit conditions. Pure bimolecular and monomolecular recom-
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binations are indicated by a slope of 1 · kBTq and 2 · kBTq , respectively. Other pre-factors
can indicate a mixture of these two recombination types. A slope higher than kBTq can
also result from trap-assisted recombination. [137] One should pay attention when in-
terpreting results since this technique only delivers reasonable results at intensities at
which the dark current is low and does not perturb the VOC dependence. This can
be double-checked by monitoring the change in FF: if this significantly drops at low
intensities, than the dark current is too high and the results could be misleading. [14]
2.3 Energy Level Alignment at Interfaces in Organic Semicon-
ductors
2.3.1 Introduction
In this section we will mainly discuss how energy levels in organic materials align.
The weak van der Waals forces5 between individual organic molecules, such as poly-
mers or small molecules, result in completely localized HOMO and LUMO levels in
solid films. [69] The resulting electronic structure of the overall film thus reflects that
of an individual molecule or single polymer chain. On the one hand, this is also the
reason why density functional theory (DFT) calculations of individual molecules can
be applied to estimate the overall energetics. On the other hand, usual band theory
including band transport, as applied for inorganic materials, is not applicable at room
temperature, [69] except for highly crystalline, high-mobility organic materials. [148]
OPV devices, however, consist of not one but multiple layers, including organic
semiconductors, dielectrics, metals or other types of conducting electrodes. The
electronic structure and thus the energetic alignment between these interfaces will
strongly affect the overall performance of OPV devices, influencing mainly charge
injection, extraction and transport. [149] Transport properties depend for example on
molecular orientation across the interface and the relative positions of the relevant
electronic transport levels across this boundary region. These levels are the Fermi
level of the metal or conducting electrode, and the HOMO and LUMO levels in an
organic semiconductor for holes and electrons, respectively. Injection barriers for the
corresponding charge carriers are defined by differences between these levels. An
adequate measurement of these is, however, non-trivial, especially due to interfacial
effects.
When an organic material is brought into contact with another material, the ad-
sorption process can be very different depending on the interaction strength between
these two layers. This process is not only dependent on the materials themselves, but
also on the preparation method and the order in which the materials were brought
5A more detailed description can be found in Chapter 2.2.1.1.
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into contact. [150–152] In order to be able to predict the energy-level diagram for a
particular interface, the method of interface formation needs to be known. Although
there is no universal model for describing energetic alignment of all existing interfaces,
models successfully predicting different subsets of interface types do exist. In the next
sections, we will discuss 3 different types of interfaces:
1. Organic/passivated substrate interfaces
2. Organic/organic interfaces on a passivated surface
3. Organic/clean metal interfaces
The first two are almost non-interacting interfaces, such as contaminated or passi-
vated metal surfaces (any metal prepared or treated under ambient conditions), and
pi-conjugated molecules and polymers (e.g. PEDOT:PSS). [153] In these two cases
there will be barely any charge transfer between the surfaces. [69] The third category
includes stronger, but still only weakly interacting interfaces, such as it is the case,
when evaporating organic materials on top of non-reactive clean metals, or vice
versa. [154]
This section starts with a discussion of some general facts important to understand
organic interfaces, including the impact of charges on organic molecules and the dif-
ference between optical and electronic gaps. Next, the three interface types introduced
above are discussed in more detail including the integer charge-transfer (ICT) model
and the importance of gap states. Note, that there is a difference between the CT state
termed in previous sections (referring to an exciton with hole and electron being lo-
cated on the HOMO of the donor and the LUMO of the acceptor, respectively), and
the ICT model (which introduces extra sub band gap states, as discussed more in de-
tail later on).
2.3.2 Electronic Structure of Organic Materials
In this section, two main effects not present in inorganic semiconductors will be dis-
cussed, both arising from the substantially lower dielectric constant of organic materi-
als: the impact of charge carriers and the exciton BE on the energy levels.
2.3.2.1 Effect of Charges on the Electronic Structure
It is important to keep in mind that the occupation of a molecule by a charge carrier
has important consequences regarding the electronic structure of this molecule: [89]
(1) This central charge polarizes the surrounding molecules, which in turn stabi-
lize the central charge. This stabilization is on the order of 1− 1.5 eV, depend-
ing on several factors including molecular arrangement and polarizability of the
molecule. [155–157]
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(2) The central charge also leads to an atomic and electronic reorganization of the
hosting molecule, resulting in an atomic as well as a lattice relaxation. The
coupling between charge and atomic relaxation, often termed electron- (hole-)
phonon interaction, further lowers the energy of the molecular ion by ∼ 0.1eV.
Additionally, the lattice relaxation contributes in the range of 10 meV. [156]
Polarization of the surrounding medium is expected to depend significantly on the
exact position of the occupied molecule. Next to a metal surface for example, polar-
ization is higher due to the considerably higher polarizability of the metal, resulting in
a difference on the order of 0.2 eV for small molecules. [157] Conversely, the opposite
effect occurs at the surface of an organic film due to an incomplete surrounding. Con-
sequently, the HOMO and LUMO energy positions are expected to vary from interface
to bulk to surface. [149]
2.3.2.2 Difference Between Optical and Electronic Gaps
In the first investigations of organic semiconductors their electronic structure was
treated in analogy to inorganic materials and, as a consequence, the energetic differ-
ence between HOMO and LUMO (the energy gap) was measured with optical absorp-
tion spectroscopy. [158, 159] It is important to realize, however, that there is a difference
between the optical gap (OG) and the electronic gap (EG) in these materials: [69] in
optical absorption experiments, an electron–hole pair is created by photon absorption
and the OG is derived from the absorption onset. While in inorganic materials, this
electron-hole pair immediately dissociates into free charge carriers, in organic materi-
als it may still be bound due to Coulomb interaction forming thus an exciton. There-
fore, the measured OG is smaller than the EG by exactly the exciton binding energy.
In the case of strongly localized Frenkel excitons, the binding energy may be as large
as 1 eV. [158] A possible way of determining the EG is by UPS, x-ray photoemission
spectroscopy (XPS) and inverse photoemission spectroscopy (IPES). [158, 160, 161].
2.3.3 Energy Level Alignment at Organic/Passivated Substrate Interfaces
Most of the interfaces covered in this thesis will be described in the following sec-
tion. Most commonly used passivated substrates processed under ambient conditions
include indium tin oxide (ITO), PEDOT:PSS, and zinc oxide (ZnO). The latter two
serve as hole transport layer (HTL) and electron transport layer (ETL), transporting
only holes and electrons, while blocking the opposite charges, respectively. Energetic
alignment at such interfaces determines charge injection and extraction. In the case
of minimal interaction at these interfaces, simple vacuum level alignment can be ex-
pected, described by the Schottky–Mott limit (Fig. 2.14b). This occurs when the in-
terface formation process does not induce any interfacial states in the HOMO-LUMO
gap of the organic semiconductor. [162] A deviation from this limit is expected when
the work function (Φ) of the metal is either lower or higher than the organic material’s
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HOMO or LUMO, respectively (Fig. 2.14a and c). In both cases the ICT model predicts
an excessive charge exchange. [149] In this section we will discuss a these effects and
models describing them in more detail.
2.3.3.1 The Integer Charge-Transfer (ICT) Model
The ICT model describes interfaces at which the hybridization between substrate wave
functions and pi-electronic molecular orbitals is negligible: interfaces formed under
ambient conditions, solution processed layers, organic/organic interfaces and inter-
faces formed on substrates passivated by oxides or hydrocarbons. [69] The energy of
a positive (negative) ICT state EICT+ (EICT−) is defined as the energy required to take
away one electron from (energy gained when one electron is added to) the organic molecule
producing a fully, electronically and geometrically, relaxed state. This way, new states
appear in the previously forbidden band gap between the HOMO and LUMO. Utiliz-
ing this effect, Braun et al. [69] proposed a sharp transition between a Fermi-level pin-
ning and a vacuum level (VL) alignment regime (Schottky–Mott limit) as summarized
in Table 2.2 and visualized in Fig. 2.14. In the VL alignment regime, the work func-
tion of the organic material ΦORG is dependent on that of the metal substrate ΦSUB,
whereas in the Fermi-level pinning regime, where ΦSUB is greater as EICT+ or smaller
as EICT−, this is not the case and charge transfer takes place. This has been shown to
be true in multiple studies, [69, 153, 163] for a variety of different substrates (including
aluminium (Al), Si, Gold (Au), ITO and PEDOT:PSS) and organic materials (including
poly(3-hexylthiophene) (P3HT)).
Table 2.2: The three different regimes for energy level alignment predicted by the ICT model,
as also schematically drawn on Fig. 2.14. Note, that in this case ΦSUB is the real substrate work
function after taking into account the push-back effect. Adapted from [69]. Copyright © 2009
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
Label on Fig. 2.14 Initial energetics Alignment type
(a) ΦSUB > EICT+
Fermi level pinning to EICT+,
ΦORG independent of ΦSUB
Vacuum level alignment,
(b) EICT− < ΦSUB < EICT+ ΦORG dependent on ΦSUB
(c) ΦSUB < EICT−
Fermi level pinning to EICT−,
ΦORG independent of ΦSUB
In the first case (Fig. 2.14a), when ΦSUB > EICT+, bringing the organic material in
contact with the substrate will result in charge transfer: electrons will spontaneously
begin to flow towards the substrate, thereby increasingly positively charging the or-
ganic material, creating thus a potential dipole. This process continues until an elec-
tron transfer through this interface costs no energy, i.e., ΦSUB and EICT+ together with
the introduced dipole are equal. In such a case a further increase of ΦSUB would not
change the alignment in any way, but would only introduce a greater dipole at the VL.
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Figure 2.14: Schematics of the ICT model and the three regions it predicts depending on the
substrate work function ΦSUB: (a) Fermi level pinning to the positive charge transfer state
EICT+ in case it is smaller than ΦSUB, (b) vacuum level alignment in the case when ΦSUB is
between the positive and negative integer charge transfer states and (c) Fermi level pinning
to the negative charge transfer state EICT− in case it is greater than ΦSUB. Reproduced with
permission from [69]. Copyright © 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
In the Schottky-Mott limit (Fig. 2.14b), when EICT− < ΦSUB < EICT+ no charge
transfer occurs. A charge transfer would be only possible by hole creation in the
organic material and electron creation in the substrate or vice versa. However, the
first is energetically unfavourable because ΦSUB < EICT+, and the latter due to
ΦSUB > EICT−. Hence, no charge transfer takes place and there is a vacuum level
alignment, without any offset.
Finally (Fig. 2.14c), when ΦSUB < EICT−, the very same thing happens as in the first
case, but in the opposite direction: a dipole at the interface in the other direction is
created by an electron transfer from the substrate into the organic material.
2.3.3.2 The ICT Model on Organic/Conducting Substrate Interfaces
The predictions made by the ICT model have been tested for a variety of material
systems, with one particular material system covering all three proposed energy level
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alignment regimes (equivalently marked in Fig. 2.15): [164]
(a) Fermi level pinning to EICT+ (Ohmic contact)
(b) VL alignment (Schottky barrier) and
(c) Fermi level pinning to EICT− (Ohmic contact).
In their study, Crispin et al. spin-coated an alternating polyfluorene, called "APFO-
Green1", on top of different substrates (such as barium oxide, oxidized Al, plasma
cleaned Au, ITO, etc.) with a variety of ΦSUB. This study is particularly interesting
since it gives experimental evidence for all three by the ICT model proposed alignment
regimes, marked with (a), (b), and (c) in both Fig. 2.14 and Fig. 2.15.
Figure 2.15: Work function of the organic material ΦORG/SUB deposited on a variety of sub-
strates with ΦSUB for the exemplary organic molecule APFO-Green1. [164] Solid and dashed
lines with a slope 1 and 0, respectively, are added as guides for the eye. Reproduced with
permission from [69]. Copyright © 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
2.3.3.3 The cases of PEDOT:PSS and ZnO
Since most of the solar cells and films investigated in this thesis were prepared on
Glass/ITO/PEDOT:PSS or Glass/ITO/ZnO substrates, they are discussed more in de-
tail below.
PEDOT:PSS PEDOT:PSS is a conducting polymer with its Fermi level aligned to the
underlying substrate and a constant Φ independent of the choice of substrate or of
possible intermediate layers. [165]
ZnO ZnO has a constant Φ, surface roughness, and morphology independent of
layer thickness. [166] The conductivity of ZnO can be enhanced by oxygen desorp-
tion, induced for example by UV exposure. [166] Such exposure also introduces slight
changes in surface stoichiometry. [167] Interestingly, the overall Φ of ZnO can be
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controlled over wide ranges (up to 2.8eV) by adsorbing self-assembled monolayers
(SAMs) on its surface. [168] This happens in a way that is phenomenologically similar
to work function changes of metals. However, ∆φ relies on two complementary mech-
anisms due to an electron transfer to the adsorbed SAM: band bending in the ZnO
itself and formation of a dipole at the interface. [169]
2.3.4 Organic/Organic Interfaces
Organic heterojunctions can be considered as nearly non-interactive due to the weak
interaction between molecules. Hence, the ICT model for metal/organic interfaces in-
troduced above should also hold true, and has been indeed successfully applied to
various cases of multiple layers comprised of organic semiconductors. [69] However,
in the case of organic/organic interfaces, not only is their energetic position with re-
spect to the substrate Fermi level important, but also the relative position of their ICT
state energies. [154] This has been very nicely visualised by depositing the same stack
of two organic materials on top of two different substrates and showing that the result-
ing energetic alignment is not only substrate dependent, but is also greatly influenced
by the order in which the organic layers were deposited.
The deposition of the organic materials 4,40-N,N0-dicarbazolyl-biphenyl (CBP)
and 4,4,400-tris[3-methyl-phenyl(phenyl)amino]triphenylamine (m-MTDATA) on ei-
ther ITO/PEDOT:poly(perfluor- oethylene sulfonic acid) (PFESA) or Si with a thin
native oxide on top in this and in reversed order results in completely different final
energetics as shown in Fig. 2.16 and 2.17, respectively.
Figure 2.16: Schematic energy level alignment including ΦSUB, HOMO and LUMO levels
and integer charge transfer energies derived from UPS measurements, [154] for the bi-layer
systems: (a) PEDOT : PFESA/CBP/m − MTDATA and (b) Si/SiOx/CBP/m − MTDATA.
The energetic alignment follows the predictions of the ICT model. Note, that the only differ-
ence to Fig. 2.17 is the deposition order of the organic materials. Reproduced with permission
from [69]. Copyright © 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
Fig. 2.16(a) shows that the deposition of CBP on PEDOT:PFESA introduces a dipole
of 0.4 eV and a Fermi level alignment to EICT+ of CBP. The deposition of m-MTDATA
on top of this stack, with the lowered VL, introduces another dipole of 0.7 eV and a
realignment of the Fermi level to EICT+ of m-MTDATA. Interestingly, when the same
stack was deposited on top of Si (Fig. 2.16(b)), no changes in the VL were observed
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Figure 2.17: Schematic energy level alignment including ΦSUB, HOMO and LUMO levels
and integer charge transfer energies derived from UPS measurements, [154] for the bi-layer
systems: (a) PEDOT : PFESA/m − MTDATA/CBP and (b) Si/SiOx/m − MTDATA/CBP.
The energetic alignment follows the predictions of the ICT model. Note, that the only differ-
ence to Fig. 2.16 is the deposition order of the organic materials. Reproduced with permission
from [69]. Copyright © 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
because the substrate Fermi level was in between both EICT levels for both materials.
Since the latter argument holds true independent of organic material deposition or-
der, no changes in the VL were expected when depositing the organic materials vice
versa on top of Si (Fig. 2.17(b)). The situation changes, however, when changing the
deposition order on top of the PEDOT:PFESA substrate (Fig. 2.17(a)). In this case, the
deposition of m-MTDATA introduces a dipole of 1.25 eV and a Fermi level alignment
to EICT+ of m-MTDATA. Further deposition of CBP does not introduce any dipoles to
the VL, since the new Fermi level with the lowered VL lies in between the EICT levels
of CBP.
Considering the above discussed cases, the HOMO and LUMO level positions
of these materials depend on (i) the work function of substrate used and on (ii)
the deposition order, failing thus energy-level alignment symmetry. [69] It is the
equilibration of the Fermi level across the full layer stack that determines energy-level
alignment, and not the electronic coupling at the individual interfaces. Furthermore,
energetic alignment can be also influenced by film morphology, which can influence
the charge carrier delocalization in films and thus the charge transfer energies, and
by degradation, which can change the chemical structure of individual layers and
interfaces.
2.3.5 Energetic Alignment at Organic/Metal Interfaces Manufactured by
Chemisorption
Energy level alignment of thermally evaporated metals or organic materials on orga-
nic layers or clean metal films, respectively, often differs from strictly non-interactive
interfaces, vacuum level alignment and consequently the ICT model. [163, 170–172]
This can lead to a restriction of the Fermi level movement, potentially caused by
36 2. Theoretical Background
several phenomena: [149]
• Metal-induced gap states in the semiconductor: The metal wavefunction for ultra-
high vacuum (UHV) deposited metals can penetrate into the first few molecular
layers of the organic material, resulting in a quasi-continuum of states. [173, 174]
This will reduce charge transfer at the interface, and consequently the alignment
will be less dependent onΦSUB, which will limit the Fermi level movement. [175,
176]
• Push-back effect: The work function of metals can be changed by contamination
or for example an organic monolayer (SAM). [150] Normally, the wave function
of electrons in the metal extends out into the vacuum, which is changed when
depositing an organic material on top: metal electrons are pushed back into the
metal due to the repulsive force of the occupied electron orbitals of the deposited
material. The same applies in the case of contamination on top of metal surfaces.
• Defect formation: Defects at metal/organic interfaces can be chemical or structural
in nature, introducing new discrete energy levels in the semiconductor gap. [176]
These new states will exchange charges with the substrate and, again, limit the
Fermi level movement at the interface. Additionally, when evaporating metal
on organic materials, the metal atoms will often diffuse into the organic film,
resulting in a rough interface. [151, 152]
All these effects add up and result in a final energetic alignment. The overall ener-
getic picture will be very complicated; however, when evaporating organic materials
on metals, one can just view the metal surface and the first few organic layers as a
new substrate and assume that the following organic layers will not interact with this
surface any more. For further estimations, one can use the ICT model as described
above in Sec. 2.3.3.1. In this work, however, no results for organic material evapora-
tion are shown, and we will thus only mention a few effects which could be of interest
for completeness. More details on such interfaces can be found elsewhere ([69, 172]).
2.3.5.1 The Push-Back Effect
The work function of most metals can be found in literature, measured with different
techniques. The work function of Au, for example, is commonly measured with UPS
and its value is typically ΦAu = (5.2± 0.1) eV. [69] This value, however, is obtained
for atomically clean surfaces prepared and measured under UHV conditions at a
typical pressure of 10−9mbar or better. This is 2-4 orders of magnitude lower than
the pressure of ∼ 10−6mbar typically used for metal deposition. Most metal films
prepared at this higher pressure are slightly oxidized. Furthermore, exposure to air
results in thin (saturated) hydrocarbon layers, which is typical for Au and ITO, [69]
leading to a reduction of ΦAu by up to ∼ 1 eV. [177] Additionally, the processing
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temperature also influences the final work function. [178] Even though there is almost
no charge exchange between the hydrocarbon contamination and the metal surface,
the metal work function is still modified. [69] This mechanism is called the push-back
effect. Interestingly, this effect applies for both cases: metal evaporated on top of
organic films or vice versa. [179]
One can also make use of this effect by a purposeful change of Φ by for example
SAMs. [180] Such modifications of Φ can be of great importance regarding carrier
extraction and injection. Interestingly, the change in work function is not only
dependent on the used SAM, but also on the underlying metal. [170]
The extent of the dipole induced by SAMs can be estimated by: [181]
∆φ =
eNµ
ε0ε
(2.18)
where e is the elementary charge, N the area density of dipoles on the surface, µ the
dipole moment of the isolated molecules forming the monolayer, ε0 the vacuum per-
mittivity and ε the effective relative dielectric constant with typical values between 2
and 3. This equation only holds true when the molecules are not sitting on top of each
other, but rather build one layer (island growth); otherwise, a dipole-dipole depolariza-
tion can take place.
2.3.5.2 Chemisorption Induced Dipole
The formation of a chemical bond at an interface will change the electron density on
the adsorbate, and thus introduce a partial charge transfer between the two layers. The
direction of this is determined by the chemical potentials of the two layers: µSUB and
µORG, with charges flowing from higher to lower chemical potentials. For a metal, this
equals its work function, while for organic materials, the middle of their IP and EA is
a good estimate. The amount of transferred charge can be then estimated by: [182]
∆N =
µSUB − µORG
2 · (ηSUB + ηORG) (2.19)
with ηSUB and ηORG being the absolute hardness of the substrate and the organic mate-
rial. This quantity is inversely proportional to the density of states (DOS) at the Fermi
level: harder materials will thus accept less charge. [170]
2.3.6 Band Bending
While the concept of band bending is well understood for inorganic semiconductors,
it is not fully understood for organic materials. Band bending occurs when charge is
exchanged between interfaces, which is theoretically only the case for organic mate-
rials in close vicinity of a metal surface. [69] Nevertheless, band bending over more
than just a few atomic layers has been demonstrated for pi-conjugated molecules on
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metal surfaces. [183] Such band bending can occur when, for example, the films are
slightly doped by impurities from synthesis or induced by the atmosphere. The latter
was studied with a controlled amount of exposure to oxygen, yielding an increased
p-doping and a depletion region of up to 20 nm. [184] The more organic molecules
are purified or the less they get exposed to the atmosphere, the less band bending
should their interfaces show. [69] There are other approaches, however, to describe
band bending.
2.3.6.1 Gap States - Replacing the ICT model?
The ICT model described in the previous sections is a useful tool for energetic align-
ment approximation. However, it assumes a band like electronic structure, which is
not the case for organic materials, where delocalization results in hopping like trans-
port. [149] The difference between the HOMO (LUMO) and the introduced EICT+
(EICT−) is generally of the order of 400− 600 meV measured by UPS (IPES) and has
been interpreted as described in Sec. 2.3.3.1 by the ICT model. [153, 185] This inter-
pretation implies, however, that the extraction (injection) of a photo-induced electron
measured by UPS (IPES) is of the same order (400− 600 meV). Nonetheless, theoretical
computations show 3− 4 times lower molecular deformation energies for such pho-
toemission spectroscopy (PES) measurements, casting doubts on the validity of the
ICT model. [149]
The presence of a significant density of gap states, exponentially decreasing from
the HOMO edge on, has been concluded by various techniques, including scanning
Kelvin probe [186, 187] and high-sensitivity PES. [188] In this picture, charge carrier
transport in organic materials is described in terms of hopping between delocalized,
Gaussian distributed states and trapping in deeper, more localized trap states. The
idea of trapping also explains why the charge carrier mobility increases when increas-
ing the number of charge carriers introduced to the system: detrapping requires time
and energy and therefore, once a trap is filled it stays this way for a little while. That
also means that traps can be filled up. Hence, at lower carrier densities, trapping
decreases charge carrier mobility, while as traps get more and more filled up, they
become inactive and charge carrier mobility thus increases. The energy required for
detrapping depends on the density and depth of the traps below the LUMO or above
the HOMO for electrons or holes, respectively.
But what does it mean for interfaces? As already mentioned above, Fermi level pin-
ning was frequently observed slightly above the HOMO or below the LUMO between
electrodes and organic materials. Looking at this fact from the gap state perspective, it
is fully consistent with the idea of gap state densities. As the substrate work function
approaches, and thus the Fermi level moves through the upper (downer) tail of the
gap states at the HOMO (LUMO), it also moves through an increasing density of filled
(empty) tail states, which become depleted (filled) and positively (negatively) charged.
This will result in a significant charge transfer, however, only at the interface and not
in the bulk of the organic layer, resulting in "band bending" at the metal/organic inter-
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face. [149, 189]
Figure 2.18: Energetic alignment at a metal/organic interface, emphasizing the role of gap
states. (a) Vacuum level alignment case, where the substrate work function is well within the
band gap of the organic material. (b) As the substrate work function approaches the HOMO of
the organic material, a charge transfer is induced resulting in a bending of both the transport
levels, HOMO and LUMO, and the vacuum level. Reproduced with permission from [149].
Copyright © 2013, Wiley-VCH.
2.3.6.2 Insights from Simulations
Organic layers are never free standing entities and are always prepared on conducting
substrates with a constant Fermi level and an infinite reservoir of charges. Electronic
equilibrium across the entire junction and thus a common Fermi energy (EF) needs to
be given; otherwise, charge carriers could not freely move through the junction. [154]
There are two energetic alignment types: (i) interface dipoles due to charge transfer
between molecules at the interface and (ii) band bending due to extended space-
charge regions on either side of the interface. [190]
So far, deviations from VL alignment have been explained by Fermi level pinning
to the corresponding ICT energies. Oehzelt et al. developed a model in which
organic materials are discretized into laterally homogeneous sheets at an interval
∆z, with each sheet having material-specific properties. [191] HOMO and LUMO
levels are approximated by Gaussian energy distributions, reflecting disorder. [192]
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In their model, they assume an occupied DOS and an aligned VL, resulting in a
depth-resolved charge-density profile ρ(z). After that, the one dimensional Poisson
equation is solved, yielding V(z), and the original ρ(z) is shifted by −eV(z). This
procedure is iterated until convergence is reached.
Figure 2.19: Simulation of the energetic level alignment of an organic heterojunction, consist-
ing of Alq3 and CuPc, carried out by Oehzelt et al. [191] (A) Schematics of the initial energetics
subsequent to deposition, with a substrate Fermi level of EF = 2.6 eV represented by a green
dashed line. (B) Illustration of the assumed Gaussian distribution of the DOS of both the
HOMO and LUMO levels, separated with the discretization interval ∆z, as well as their simple
box representation for more clarity. (C) Simulated energetic alignment after contact formation
between Alq3 and CuPc, including the vacuum level alignment, represented by −eV(z). (D)
Corresponding density of charges ρ(z). (E) Comparison of measured (red crosses) and simu-
lated (black dots) vacuum level endpoints −eV(d) for the corresponding layer thickness d and
calculated vacuum level progression −eV(z) for different overall thickness d (black lines). (F)
Resulting experimental (red crosses) and simulated (orange dots) HOMO levels for Alq3 and
CuPc upon increasing CuPc coverage d and calculated HOMO level progression inside the
heterojunction for different coverage thickness d (orange lines). Reproduced with permission
from [191], Science Advances, open access. Copyright © 2015, Martin Oehzelt, Kouki Akaike,
Norbert Koch and Georg Heimel.
Their results (Fig. 2.19) show no dipole formation and no transferred charge at
an exemplary organic/organic interface (copper phthalocyanine (CuPc) on top of
aluminum-tris(8-hydroxychinolin) (Alq3)), but rather an accumulation of charges in
the top interface, resulting in a plate capacitor with the bottom organic layer, and a
bending of the potential (Fig. 2.19A-D). In order to obtain these results, no ICT states
were needed. Another important finding is that since UPS measurements only access
the very top 1− 3 nm of the layer and represent thus only the "endpoints" V(d), they
do not give information about the local potential V(z < d) inside the heterostruc-
ture. [193] In their results, no step-like increase in VL (surface dipole) is present, but
rather a slow increase of it (Fig. 2.19E), being also valid for the corresponding HOMO
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levels of the organic materials (Fig. 2.19F).
They also apply their simulation method for a material combination often used
in OSCs, where both the HOMO and LUMO of one of the materials lie energetically
deeper or higher than those of the other material, schematically shown in Fig. 2.20A
and B on the very left. Five different scenarios are then simulated, in which the EF of
the substrate is sweeped through from the lowest lying HOMO up to the highest lying
LUMO considering both materials. This results in very different scenarios regarding
VL, HOMO and LUMO bendings: positive, no, and negative shifts. The fact that for
the very same organic material system, all three possible scenarios occur, highlights
again the importance of ΦSUB. [191]
Figure 2.20: Calculated energy level alignments for a heterojunction where both the HOMO
and LUMO levels of the material on top are (A) lower or (B) higher, compared to the bottom
material. Initial energetic situation (such as in Fig. 2.19A), final energetic alignment (such as in
Fig. 2.19C) and density of electrons in the LUMO (blue) and holes in the HOMO (orange) (such
as in Fig. 2.19D) are shown for different substrate Fermi levels indicated by green dashed lines
in the initial energetic alignment on the very left. Reproduced with permission from [191],
Science Advances, open access. Copyright © 2015, Martin Oehzelt, Kouki Akaike, Norbert
Koch and Georg Heimel.
In summary, the fact that this model predicts both surface dipoles and band bend-
ing without the introduction of any kind of ICT states in itself is intriguing. This model
also predicts all 3 scenarios (positive/no/negative surface dipole) for the very same
material system depending only on ΦSUB and highlighting again the importance of
the substrate work function.
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2.4 Energetic Losses
2.4.1 Introduction
After understanding exciton generation, migration, separation, recombination, as well
as energetic alignment in organic materials and the basics of solar cell operation in
OPV devices, this section is dedicated to provide an interconnection of all these topics
and thereby to explain energetic and consequent VOC losses in OSCs. A decreased
VOC results also in a lower overall device performance, that is, a decreased PCE (as
predicted by Eq. 2.7). Minimizing these losses is thus of crucial importance for an
efficient OPV device design.
Let us again consider a D/A energetic diagram, as shown in Fig. 2.21A: The small-
est optical gap of the two constituent materials (for convenience, that of the donor)
is denoted with Eg. After light absorption, excitons first need to migrate to a D/A
interface, where they can form a CT state with the energy ECT, depending on en-
ergetic alignment, before they can be separated. After reaching the CS, free charge
carriers will be collected at the electrodes, unless they recombine on their way. The
non-ideality of these processes will lead to losses in VOC, wherein the overall ener-
getic loss (Eloss = Eg − VOC) can be subdivided into energetic losses incurred during
charge generation (Eg − ECT) and recombination (ECT −VOC), as schematically shown
in Fig. 2.21B.
Figure 2.21: (A) Energetic diagram illustrating orbital energies for a typical D/A system. The
smallest optical energy gap of the two constituent materials is denoted by Eg, while the differ-
ence between the HOMO of the donor and LUMO of the acceptor, also corresponding to the
CT state energy, is denoted by ECT . (B) The overall energy loss (Eloss) can be subdivided into
charge generation (Eg − ECT) and charge recombination (ECT − VOC) induced losses. Repro-
duced with permission from [194]. Copyright © 2017 Elsevier Inc.
In the next sections, various parameters affecting the VOC of OPV devices, such
as the HOMO and LUMO level positions of the donor and acceptor, the choice of the
electrode materials, density of states including energetic disorder, and the CT state will
be extensively discussed.
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2.4.2 The Impact of the Photovoltaic Gap EPVg
VOC denotes the voltage at which the total current is zero, resulting from a balance
between charge carrier generation and recombination in the active layer. We note
that this equality only holds for the sum of electron and hole currents (Ie + Ih), but
not for both individual currents if, for example, electron and hole mobilities are im-
balanced. [104] At VOC, the internal field Vbi is cancelled out by the accumulation
of charge carriers at the corresponding electrodes, constituting a potential difference,
corresponding to the VOC. [36] The absence of an electric filed results in an enhanced
recombination. This has been already introduced in Eq. 2.14, which includes a dis-
order and a temperature dependent term, the sum of which is often referred to as a
"typical loss in optimized solar cells" and has been empirically estimated to be 0.3 V
by Scharber et al.. [42] Hence, the VOC if often empirically estimated by:
eVoc =
(
EAcceptorLUMO − EDonorHOMO
)
− 0.3V (2.20)
Thus, one of the most common ways in literature to estimate the upper limit for
the VOC is by the energetic difference of the HOMO level of the donor and LUMO
level of the acceptor, referred to from now on as the photovoltaic gap energy (EPVg ). [36–
41] It has been demonstrated by Scharber et al. [37] that varying the HOMO level of
a polymer over a wide range while not changing the acceptor in PEDOT:PSS based
devices results in a linear correlation with VOC, as shown in Fig. 2.22. One needs to
add, however, that the HOMO levels were estimated in this study by cyclic voltamme-
try (CV) measurements, carried out in solution, and can thus not accurately represent
the energetics in films.
Figure 2.22: Measured VOC values of various polymer:fullerene BHJ OSCs as a function of
HOMO level of the corresponding polymer measured by CV in solution. The presented data
is fitted linearly with a slope of 1. Reproduced with permission from [37]. Copyright © 2006
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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2.4.3 The Influence of the Choice of Electrodes
The energy level alignment between an electrode and organic material will be either
Ohmic or Schottky type in the Fermi level pinning or VL alignment regime, respec-
tively. On the one hand, if one of the electrodes has an Ohmic contact, the VOC will
be only slightly influenced by changes in the electrode work function, and addition-
ally, disorder and recombination at the contact will be reduced. [11, 36] On the other
hand, for a Schottky type contact classical metal-insulator-metal (MIM) theory can be
applied, [150] and the VOC can be thus approximated by the electrode Φ difference
and the degree of band bending at the electrodes. Additionally, recombination at
the organic-electrode interface is more likely to occur. [76] Both these situations are
schematically summarized in Fig. 2.23 with VOC−1 and VOC−2 representing the en-
ergetic differences determining the VOC in the case of Ohmic and Schottky contacts,
respectively.
Figure 2.23: Visualising the values of importance when electrode-organic material contacts are
Ohmic (VOC−1) or Schottky type (VOC−2) on the left. In the first case, Fermi level pinning can
be observed and the VOC will be only slightly dependent on the electrode Φs, VOC−1 is thus
represented by the EPVg of the D/A system. While in the case of a Schottky type contact, where
electrode work functions are well within the donor and acceptor band gap, the electrodeΦ dif-
ference, denoted here with VOC−2, will also play a role. However, only in first approximation,
since it does not account for various effects such as band bending. Reproduced from [11] with
permission from The Royal Society of Chemistry. Copyright © 2016. The two cases are also
compared with Fig. 2.15 (Reproduced with permission from [69]. Copyright © 2009 WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim) for clarity.
It should be noted, however, that both cases are only approximations and serve
only as rules of thumb when comparing electrodes: they do not account, for exam-
ple, for light intensity and thus carrier density effects, which can influence the device
VOC. [139, 195] The selectivity of ETLs and HTLs (how fast and selectively they can
extract one specific type of charge), strongly influences the device VOC, but does not
necessarily change the energetic alignment. [196] Finally, both the degree of disorder
and morphology in the active layer affect device VOC, but are not addressed in the
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approximations made above. [197, 198]
2.4.4 DOS Broadening
Another approach, often used in literature, is to estimate the VOC from the splitting of
electron and hole quasi-Fermi energy levels (EFn − EFp in Fig. 2.24), as it is commonly
done for inorganic semiconductors. [199] For organic material systems, however, this
approach needs to be corrected due to disorder-induced gap tail states, which will shift
the electron (hole) quasi-Fermi level down (up) and will further reduce the VOC. [102]
Consequently, the role of energetic disorder should be taken into account when ap-
proximating the VOC. [200] The shape of the DOS is mostly described by a Gaus-
sian distribution for organic materials. [201, 202] It has been suggested by Garcia et
al. that a decrease in VOC is induced by recombination through tail states, as schemat-
ically shown with an arrow (A) in Fig. 2.24. [200, 203] Additionally, the broadening
of the DOS will decrease the electron-hole quasi Fermi-level splitting due to electrons
(holes) being in the bottom (top) tail of the Gaussian distribution, exhibiting a width
of σ = (2− 4)kBT. Furthermore, the authors suggest that in addition to electron-hole
recombination, an electron can also recombine via hopping to nearby unoccupied lo-
calized states, as schematically shown with an arrow (B) in Fig. 2.24.
Figure 2.24: Schematic representation of the Gaussian broadening of the DOSs for the LUMO
of the acceptor (fullerene) and HOMO of the donor (polymer), including various occupations
states for thermalized electrons (red) and holes (blue), with quasi-Fermi levels EFn and EFp,
respectively. Two possible loss mechanism pathways, including electron-hole recombination
(arrow A) and electron energy loss to nearby vacant states (arrow B), are also given. Repro-
duced from [11] with permission from The Royal Society of Chemistry. Copyright © 2016.
Simulations done by Blakesley et al. verified that an increasing energetic disorder
results in either a drop in VOC or an enhanced density of traps. [195] We note that dis-
order is not only a molecular property, but will also depend on film preparation. [204]
Heumueller et al. investigated solar cell degradation, observing a DOS broadening over
46 2. Theoretical Background
time. [202] They propose a redistribution of charge carriers in a broadened DOS, with
a suppressed broadening in the case of more crystalline materials with a higher charge
carrier density. Two possible mechanisms for the VOC loss induced by degradation are
proposed as schematically shown in Fig. 2.25: either due to a reduced charge carrier
density and hence an increased (trap-assisted) recombination without any change in
the DOS broadness, or vice versa with a broadened DOS but an unchanged charge car-
rier density. Furthermore, they also suggest that any material system with high charge
carrier density is more stable against disorder-induced VOC losses. [202]
Figure 2.25: Heumueller et al. suggested, that VOC losses due to degradation are induced ei-
ther by a) a reduced charge carrier density caused by an increased recombination with an un-
changed DOS, or by b) a broadened DOS with a constant charge carrier density. Reproduced
with permission from [202]. Copyright © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Wein-
heim
2.4.5 Charge Transfer (CT) States
Before charge separation, excitons will undergo an intermediate state, with a bound
electron and hole (by Coulomb force) on the acceptor LUMO and donor HOMO,
respectively. The energetic difference of the two levels has been defined previously
as the photovoltaic gap EPVg . This expression, however, ignores that the electron
and hole are still in a bound state and thus have a binding energy on the order of
0.5 eV. [205] Therefore, this intermediate state, including the exciton BE, is often
referred to as the CT state with energy ECT, [104] first described by Mulliken et al. [206]
Since then, its existence has been shown in numerous studies. [114, 205, 207, 208] In
addition to the Coulomb binding energy, [102, 209] polarization effects and delocaliza-
tion, caused by for example aggregation or crystallization, will also affect ECT. [97, 210]
Detecting the CT State The CT state only exists on a D/A interface and it can be
characterized by the appearance of new absorption and emission peaks with ener-
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gies lower than the optical band gaps of the donor and acceptor materials. [205] Typi-
cally, in thin films with blended donor and acceptor, the absorption of the CT state is
102 − 103 times weaker than that of the pure materials; it is, however, still detectable
with photothermal deflection spectroscopy (PDS). [211] Other than that, the radiative
decay of CT states can be detected by both PL [212] and electroluminescence (EL), [213]
and their absorption A(E) and emission N(E), described as functions of the excitation
energy E are related by: [48]
N(E) ∝ A(E) · E2 · exp
(
− E
kBT
)
(2.21)
Thus, if CT absorption has been observed, also emission can be expected and
vice versa. Experimental observations show that both the high-energy part of the CT
emission and low-energy part of the CT absorption follow a Gaussian shape, broad-
ened by temperature as well as the reorganization energy λ, and can be thus written
as: [205, 214, 215]
N(E) ∝ E · exp
[−(ECT − λ− E)2
4λkBT
]
(2.22)
and
A(E) ∝
1
E
· exp
[−(ECT + λ− E)2
4λkBT
]
(2.23)
The reorganization energy is related to nuclear deformations at and near the D/A
interface, [216] with values on the order of 0.1 eV or even higher. [214] One can thus
expect absorption and emission peak positions at ECT + λ and ECT − λ, respectively.
In addition, both ECT and λ are temperature dependent when taking disorder into
account. [217, 218]
The Impact of CT State Energy ECT When an exciton approaches a D/A surface it
will undergo a CT state formation prior to separation. Interestingly, if the acceptor
singlet state is lower in energy than the CT state, the CT energy will not affect the
device VOC. [104] This, however, is not the case for most organic material systems, and
excitons will undergo the CT state, as shown with 1© in Fig. 2.26. This will optimally
result in a CS ( 2©), denoted here as free charge carrier state (FC), which is, unlike the
CT state, not bound to the ground state any more, and in which charges can freely
migrate through the active layer. [205] The CT state can, however, also repopulate the
donor’s S1 (the original donor HOMO) or triplet state, as denoted with 3© and 4©,
respectively.
The exact mechanism of CT state formation ( 1©) is under debate. On the one hand,
studies exist showing that the driving energy between ECT and the LUMO of the donor
is of great importance when it comes to CT creation, showing a vibrational relaxation
to the donor singlet ground state prior to electron transfer to the CT state. [219, 220]
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Figure 2.26: Energetic diagram showing the free charge carrier (FC) generation process, start-
ing with an excitation of the donor molecule from its ground state GS into its S1 state D∗.
During FC generation, excitons have to pass through the CT state, which is still bound to GS.
Numbers from 1© to 4© represent intermediate processes such as the photoinduced electron
transfer ( 1©), CT state dissociation into FC ( 2©), repopulation of S1 ( 3©), and population of
donor triplet states ( 4©). The horizontal scale represents the electron-hole separation distance.
Reproduced with permission from [205]. Copyright © 2016, ANNUAL REVIEWS.
On the other hand, studies show a CT state creation on the 10 − 100 f s timescale,
including an oscillating transfer with a (25 f s)−1 frequency, suggesting an effective
electron transfer to the CT state independent of the very same driving energy. [221, 222]
Several studies reported a correlation between driving energy and the yield of cre-
ated free charge carriers, explained by the fact that the CT state still needs to over-
come the electron-hole binding energy. The question whether the excess energy of
charge carriers provided in "hot" (vibrationally not yet relaxed) CT states, as already
discussed in Sec. 2.2.2.1, is beneficial for reaching CS is still not answered. On the one
hand, Bakulin et al. have shown that free charge carrier generation is possible on a
timescale faster than CT state thermalization, indicating that excess energy can indeed
help charge separation. [111] On the other hand, it has been shown in various studies,
that free charge carrier generation is independent of the excess energy of the excited
CT state. [205, 223, 224]
The lower the LUMO-LUMO offset between donor and acceptor, the lower the en-
ergetic loss introduced by orbital offsets, and the lower the driving force for charge
separation. As a consequence, the absorption and emission bands of the pure materi-
als and the CT state begin to overlap and a back transfer to the donor singlet state ( 3©)
becomes more likely. [223, 225] It has been reported that if the difference in the EL peak
position (and consequently the CT state energy) and Eg of the smaller band gap mate-
rial is smaller than ∼ 0.35 eV, the blend will exhibit a higher geminate recombination
and thus a reduced VOC. [226]
An additional loss mechanism comprising donor triplet state population ( 4©)
prior to ground state decay has been proposed for material systems with a slightly
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higher CT state energy than the energy of these triplet states. [227] If the energetic
difference is, however, larger than 0.3 eV, the losses can be suppressed. [228] It has
been also suggested that an increased spatial donor-acceptor separation minimizes
recombination losses through this triplet loss channel. [229]
2.4.5.1 Correlation to Open-Circuit Voltage (VOC)
While in the DOS model, VOC is directly attributed to a loss in energetics due to the
tail states, in the case of CT states, the VOC loss occurs due to interface recombina-
tion. [195] It has been shown long ago that the charge-carrier lifetime and the VOC of
OPV devices is highest when all non-radiative pathways are eliminated and charges
recombine only radiatively. [52] Radiative recombination of free charge carriers can
be directly measured by EL and is dominated by intermolecular CT emission, since
the recombination of a free hole and an electron occurs through the CT state. The
external quantum efficiency (EQE) of EL emission ηEL is on the order of 10−6, and
thus strongly limits the VOC as discussed below. [213]
Approaching the VOC from the Dark Saturation Current As introduced in Sec. 2.1.1
in Eq. 2.5, the VOC derived from the Shockley equation is given as:
Voc =
nkBT
q
· ln
(
Jph
J0
+ 1
)
(2.24)
where J0 is the dark saturation current. Its value is typically determined by recom-
bination and injection of free charge carriers. [102, 230] Vandewal et al. implemented
the generalized Planck law about the relationship between absorptance and emission
spectrum determined by Würfel et al. [231] and the correlation between photovoltaic
performance and electroluminescence determined by Rau et al. [232] into Eq. 2.2 yield-
ing: [102]
J0 =
q
EQEEL
∫
EQEPV(E)φBB(E)dE (2.25)
Here, EQEEL is the overall EL EQE obtained by integrating EQEEL(E) over all pho-
ton energies, EQEPV is the EQE measured for solar cells at short circuit conditions, and
φBB(E) the black body radiation at room temperature (T = 300 ◦C) integrated over all
incidence angles, which exponentially decreases with photon energy.6 [233] By plug-
ging Eq. 2.25 into Eq. 2.24, one can calculate the VOC by measuring EQEEL and EQEPV
and compare it with experimentally determined values, as shown in Fig. 2.27.
Higher EQEEL values thus correspond to an enhanced VOC: in some systems, in-
creasing EQEEL by a factor of 10 will result in an increase in VOC of ∼ 58 mV at room
6φBB ≈ 2piE
2kBT
c2h3 exp
(
− EkBT
)
, with c and h being the speed of light and the Planck constant.
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Figure 2.27: VOC values calculated according to Eq. 2.5 from EQEEL and EQEPV measure-
ments and plotted as a function of VOCs measured for OSCs. Different colours represent dif-
ferent polymers (mixed with fullerenes), while layer preparation conditions for measured and
calculated VOC values were always the same. A 1-to-1 correspondence is represented with a
grey line. Reproduced with permission from [102]. Copyright © 2009, Springer Nature.
temperature, due to an elimination of radiative recombination pathways. [102]
Approaching the VOC Directly from ECT By assuming a detailed balance between
qVOC and the chemical potential difference of free electrons and holes, [234] and further
assuming that free charge carrier generation occurs through relaxed CT state dissocia-
tion and not directly, [205] the VOC can be written as:
qVOC = ECT − kBTln
(
kNCTC
G
)
(2.26)
where G, NCTC and k are the the photogeneration rate, the density of charge trans-
fer complexes and the decay rate constant, respectively. By inserting ηEL = krad/k,
with krad being the radiative part of the overall CT decay, Eq. 2.26 is modified to:
ECT − qVOC = kBTln
(
kradNCTC
G
)
+ kBTln
(
η−1EL
)
(2.27)
The relationship between VOC and ECT has been shown in various studies, [38, 102,
225] and is summarized in Fig. 2.28.
Possible strategies to reduce VOC losses could be a reduction of NCTC, krad or an
enhancement of ηEL. Vandewal et al. found experimental evidence that a 10-fold re-
duction of interfacial area from 10 % to 1 % had no influence on CT state energy. Yet,
the reduced D/A interface area also reduced NCTC, slightly enhancing thus the device
VOC, as schematically shown in Fig. 2.29. [235] The effect of krad on the VOC is minimal
and hence it should be varied over orders of magnitude, while keeping ηEL constant,
2.5 Summary 51
Figure 2.28: Real device VOCs for a variety of material systems incorporating fullerenes, plot-
ted as a function of measured ECT , with a grey line representing a linear fit with a slope of 1
and an offset of 0.6 eV. Reproduced with permission from [205]. Copyright © 2016, ANNUAL
REVIEWS.
in order to have a significant effect on the VOC. [236, 237]
Removing non-radiative pathways would increase ηEL, [238] which in turn would
result in tremendous enhancements in device VOC, since a typical value of ηEL ≈ 10−6
corresponds to a voltage loss of ∼ 0.36 eV, according to Eq. 2.27. Replacing fullerenes
with NFAs could be a possible way to achieve higher VOCs, which has been shown by
Bartynski et al. with a material system yielding an overall loss of only 0.37 eV. [239]
Figure 2.29: Schematic representation of the impact of D/A interfacial area on device VOC.
While reducing the interfacial area has no impact on ECT , it results in an enhanced device
VOC. Reproduced from [11] with permission from The Royal Society of Chemistry. Copyright
© 2016.
2.5 Summary
In this chapter, first the working principle of SCs was introduced including important
device parameters such as the Jsc, VOC, FF and PCE. Additionally, the standard solar
spectrum used for generalized SC characterization was explained and the main factors
limiting device efficiency were discussed showing a maximum reachable value for
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single-junction OSCs of ∼ 33 % when excluding non-radiative recombination.
Next, excitons in organic materials are explained including their migration, separa-
tion and recombination. The concept of a BHJ thin film is introduced, where a trade-off
between a large D/A interface area, possible pathways for free charge carriers and a
relatively easy fabrication is made. An insight into a variety of transition mechanisms
is also provided including absorption, vibrational relaxation, internal conversion (IC),
intersystem crossing (ISC), and photoluminescence (PL) - all being important when
interpreting loss mechanisms in complete OPV devices. Furthermore, geminate and
non-geminate recombination types are introduced with focus on mono- and bimolec-
ular processes, also referred to as first- and second-order processes. We correlate these
two to the device parameters Jsc and VOC by discussing their dependency on light and
temperature and conclude that while the change in Jsc depends more on monomolecu-
lar, the change in VOC is rather governed by bimolecular processes.
In the next section, the energetic alignment of organic/organic and organic/metal
interfaces is explained by the ICT model, gap states and by Gaussian broadened den-
sity of states (DOS). Interfaces are subdivided into ultra clean metal interfaces fabri-
cated under UHV conditions resulting in reactive interfaces, and into passivated layers
including contaminated metals by exposure to ambient conditions and pi-conjugated
polymers such as PEDOT:PSS. Furthermore, the difference between the optical and
electronic gap, resulting from the exciton binding energy, is highlighted.
Last but not least, by combining the previous sections, the current understanding
of energetic losses and with that VOC losses (originating from charge generation and
recombination) is elucidated in great detail. Next, the impact of the photovoltaic gap
energy (EPVg ) and the choice of electrodes are discussed. Furthermore, VOC losses are
explained by the broadening of the DOS caused by disorder and delocalization. Ad-
ditional losses arising from device degradation are explained by either a further DOS
broadening or a reduced charge carrier density. Finally, current studies about the cor-
relation of VOC and the CT state energy are presented including CT state detection
possibilities.
All in all, this chapter was dedicated to give a basic understanding on how funda-
mental physical processes such as charge generation, recombination and transport can
influence OPV device performance, especially the open-circuit voltage (VOC).
3 | Materials and Methods
In this chapter an overview of all materials and solvents used in this thesis is given,
followed by specific preparation and fabrication methods. Finally, all relevant mea-
surement techniques for this thesis are introduced and explained.
3.1 Materials and Solvents
Since the discovery of organic semiconductors in 1954 by Inokuchi [240], they have
been extensively investigated and are widely used today as photoconductors in laser
printers, organic light emitting diodes (OLEDs), and have potential applications in
optoelectronic and electronic devices, such as OSCs, and organic field effect transistors
(OFETs). [241] In order to fabricate devices, organic materials are commonly dissolved
in specific solvents, prior to layer deposition. In this thesis, the materials used for
experiments are summarized in Table 3.1 and 3.3 with their chemical structures in
Fig. 3.1 and 3.2, while solvents are summarized in Tables 3.5.
3.1.1 Non-Fullerene Acceptors in Organic Photovoltaic Devices
Some of the materials used in this thesis are NFAs, which have several advantages
compared to fullerenes, including larger absorption cross sections, [25, 242] extended
absorption into the NIR, [243] and low costs of purification. [74] Due to the possibility
of choosing donor and acceptor with complementary absorption regions, both electron
and hole transfer from the donor and acceptor can favourably contribute to charge
generation, respectively. [17] Furthermore, the tunability of NFA energy levels, makes
minimization of energetic losses originating from orbital offsets possible. [25, 243]
In addition, NFAs generally have a higher EQEPL and, consequently, a lower non-
radiative recombination contribution. The latter two effects generally yield a higher
device VOC and, thus, a higher overall performance. [244–246] All these differences
between fullenere and non-fullerene electron acceptors result in different charge gen-
eration and recombination dynamics between the two and general rules made for the
highly investigated and quite well understood fullerenes should be taken with care,
when applying for NFAs.
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Table 3.1: List of Materials used in this thesis. (Part 1)
Material Provider/Synthesis CAS Number
poly(3-hexylthiophene) (P3HT) Sigma-Aldrich 156074-98-5
[6,6]-Phenyl-C61-butyric acid methyl es-
ter (PC60BM)
Sigma-Aldrich 160848-22-6
poly[(5,6-difluoro-2,1,3-benzothiadiazol-
4,7-diyl)-alt-(3,3”’-di(2-octyldodecyl)-
2,2’,5’,2”,5”,2”’-quaterthiophen-5,5”’-
diyl)] (PffBT4T-2OD)
1-Material -
poly[(2,6-(4,8-bis(5-(2-
ethylhexyl)thiophen-2-yl)-benzo[1,2-
b:4,5-b’]dithiophene))-alt-[5,5-(1’,3’-di-2-
thienyl-5’,7’-bis(2-ethylhexyl)benzo[1’,2’-
c:4’,5’-c’]dithiophene-4,8-dione)]
(PBDB-T)
Ossila 1415929-80-4
[6,6]-Phenyl-C71-butyric acid methyl es-
ter (PC70BM)
Ossila 609771-63-3
zinc acetate dihydrate (ZAD) Sigma-Aldrich 5970-45-6
NCBDT By Jiangbin Zhang [247] -
poly[(2,6-(4,8-bis(5-(2-
ethylhexyl)thiophen-2-yl)-benzo[1,2-
b:4,5-b’]dithiophene))-alt-(5,5-(1’,3’-
bis(4-fluorothiophen-2-yl)-5’,7’-
bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’-
c’]dithiophene-4,8-dione (PFBDB-T)
By Zhuping Fei [248] -
(2Z)-2-[(8-(E)-[1-(dicyanomethylidene)-
3-oxo-1,3-dihydro-2H-inden-
2-ylidene]methyl-6,6,12,12-
tetraoctyl-6,12-dihydrothieno[3,2-
b]thieno[2”,3”:4’,5’]thieno[2’,3’:5,6]-
s-indaceno[2,1-d]thiophen-2-
yl)methylidene]-3-oxo-2,3-dihydro-
1H-inden-1-ylidenepropanedinitrile
(C8-ITIC)
By Zhuping Fei [248] -
triisopropylsilyle-thynyl-
tetraazapentacene (TIPS-TAP)
By Philipp Biegger [249] -
triptycenyl-tetraazapentacene
(TIPS-TAP-1T)
By Philipp Biegger [249] -
bistriptycenyl-tetraazapentacene
(TIPS-TAP-2T)
By Philipp Biegger [249] -
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Figure 3.1: Chemical structure of the materials used in this thesis. (Part 1) Chemical structures
for the TIPS-TAP derivatives adapted from [20], 2017 Copyright Wiley-VCH.
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Table 3.3: List of Materials used in this thesis. (Part 2)
Material Provider/Synthesis CAS Number
2,2’-[(3,3”’,3””,4’-
tetraoctyl[2,2’:5’,2”:5”,2”’:5”’,2””-
quinquethiophene]-5,5””-diyl)bis[(Z)-
methylidyne(3-ethyl-4-oxo-
5,2-thiazolidinediylidene)]]bis-
propanedinitrile (DRCN5T)
Ossila 1674394-69-4
3,9-bis(2-methylene-((3-(1,1-
dicyanomethylene)-6,7-difluoro)-
indanone))-5,5,11,11-tetrakis(4-
hexylphenyl)-dithieno[2,3-d:2’,3’-d’]-
s-indaceno[1,2-b:5,6-b’]dithiophene
(ITIC-2F)
Ossila 2097998-59-7
poly[(2,6-(4,8-bis(5-(2-ethylhexyl-
3-chloro)thiophen-2-yl)-benzo[1,2-
b:4,5-b’]dithiophene))-alt-(5,5-
(1’,3’-di-2-thienyl-5’,7’-bis(2-
ethylhexyl)benzo[1’,2’-c:4’,5’-
c’]dithiophene-4,8-dione))
(PBDB-T-2Cl)
Ossila 2239295-71-5
indene-C60 bisadduct (ICBA) Sigma Aldrich 1207461-57-1
dinaphtho[2,3-b:2,3-f]thieno[3,2-
b]thiophene (DNTT)
By Angela Wittmann [45] -
[5,6]-Fullerene-C70 (C70) By Himanshu Shekhar [44] -
(4-(1,3-dimethyl-2,3-dihydro-
1H-benzoimidazol-2-
yl)phenyl)dimethylamine (N-DMBI)
By Himanshu Shekhar [44] -
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Figure 3.2: Chemical structure of the materials used in this thesis. (Part 2)
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Table 3.5: List of Solvents used in this thesis.
Solvent Provider CAS Number
chloroform Sigma-Aldrich 67-66-3
dichloromethane Sigma-Aldrich 75-09-2
chlorobenzene Sigma-Aldrich 108-90-7
1,8-diiodooctane Sigma-Aldrich 24772-63-2
monoethanolamine Sigma-Aldrich 141-43-5
2-methoxyethanol Sigma-Aldrich 109-86-4
caesium carbonate Sigma-Aldrich 534-17-8
1,2-dichlorobenzene Sigma-Aldrich 95-50-1
3.1.2 Substrates
Solar Cell Substrates ITO substrates, with a sheet resistance of 15 Ωsq−1, were
bought from PsiOTec Ltd. Sodalime glass substrates, 12x12 mm2 in size, were pre-
patterned, resulting in central 7x12 mm2 ITO stripes.
Substrates for PES Investigations Generally, PES can be only carried out on con-
ducting substrates, functioning as a reservoir of charge carriers, necessary due to the
high amount of photoelectrons removed from the system (layer surface) by the mea-
surement itself. The very same Glass/ITO substrates, already described above for solar
cells, were used for this purpose. After substrate cleaning and layer deposition, de-
scribed below, a part of the layer was removed again with a metal tweezer in order
to be able to connect the ITO conducting layer with the sample holder used for PES
measurements.
Glass Substrates Microscope slides were bought from Thermo Scientific, are were
used for UV-vis and PL measurements after they were cut into ∼ 12x12 mm2 sub-
strates.
Spectrosils PDS measurements require special, circular substrates, so called spec-
trosils, which were bought from UQG Optics. The diameter of these high purity, fused
silica glass substrates is ∼ 12 mm. The transmission of spectrosils is very high in the
ultra-violet (UV) region.
3.2 Fabrication Methods
In the following section, we will describe film preparation processes including clean-
ing, spin-coating and metal evaporation. Device architecture types are also introduced.
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3.2.1 Substrate Cleaning
All substrate types, described in Sec. 3.1.2 were cleaned the very same way following
these steps:
1. Rinsing the substrates with Acetone on a Teflon holder
2. Sonicating in Acetone and 2-Propanol (wet to wet transfer) for 10 min each in an
ultrasonic bath
3. Blow drying the substrates (N2 gun)
4. Oxygen-plasma cleaning for 10 min at 0.4 mbar and 100 W
3.2.2 Film and Device Fabrication
All organic layers were deposited by so called spin-coating. During this process, the
substrate is held with a vacuum chuck, while it can be rotated at various spin speeds
up to 10000 rpm. The final layer thickness d scales with the spin speed Ω and concen-
tration c as d ∼ c/√Ω, resulting in typical layer thicknesses of (20− 200) nm. Films
are either spin-coated (static coating) under ambient conditions or in a nitrogen filled
glovebox (< 2 ppm O2 and < 2 ppm H2O).
Metal contacts and other interlayers (Au, silver (Ag), calcium (Ca), chromium (Cr), Al
and molybdenum oxide (MoOx)) are evaporated in a thermal evaporator on a rota-
tional stage, at a base pressure of 10−6 mbar, at a rate varying from 0.02 to 0.15 nm/s,
placed inside the nitrogen filled glovebox. Subsequent to evaporation, a metallic mask
is laid on the top of the substrates, resulting in eight solar cell pixels with an area of
4.5 mm2.
3.2.3 Device Architectures
3.2.3.1 Standard Architecture
Standard architectures were achieved by the following layers:
• Glass/ITO substrates: Cleaned as described in Sec. 3.2.1
• PEDOT:PSS films were deposited as described in Sec. 3.2.4.1, serving as the HTL.
• The active layer consists of multiple organic materials. First, all of them are indi-
vidually dissolved in a nitrogen filled glovebox in either chloroform, chloroben-
zene, dichloromethane at concentrations varying from 5 mg/ml to 30 mg/ml and
kept on a hotplate at (50− 90) ◦C for at least 2 h. Then, the solutions are filtered
through a 0.45 µm PTFE filter, and mixed at the desired donor to acceptor ratio.
Finally, 80 µl of the solution is spin-coated with a spin speed of (800− 2500) rpm
for 50 s and 2500 rpm for 5 additional seconds on the PEDOT:PSS covered sub-
strate. Exact values for different material combinations are specified below.
• For the top electrode evaporation, the substrates were transferred to a thermal evap-
orator with a base pressure of 2 · 10−6 mbar, where 10 nm Ca (ETL) and 80 nm Al
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with a rate of 0.02− 0.15 nm/s were evaporated.
3.2.3.2 Inverted Architecture
Inverted architectures were achieved by the following layers:
• Glass/ITO substrates: Cleaned as described in Sec. 3.2.1
• ZnO was deposited by the sol-gel method, described in Sec. 3.2.4.2, serving as
the ETL.
• The active layer was prepared the same way, as for the standard architecture,
described in Sec. 3.2.3.1.
• For the top electrode evaporation, the substrates were transferred to a thermal evap-
orator with a base pressure of 2 · 10−6 mbar, where 10 nm MoOx (HTL) and 80 nm
Ag with a rate of 0.02− 0.15 nm/s were evaporated.
3.2.3.3 Bilayer Films
Bilayer films were prepared by float-casting. The donor and acceptor films were sepa-
rately spin-coated on PEDOT:PSS and ZnO films, respectively. The PEDOT:PSS/donor
films were then immersed in deionized water until the PEDOT:PSS film dessolved,
leaving a floating donor film on top of the deionized water surface. The free float-
ing donor film was then picked up by the ZnO/acceptor substrate. Next, the substrate
was placed under vacuum (10−1 mbar) for a half an hour in order to ensure proper film
formation and water evaporation. The films were not annealed to prevent intermixing.
3.2.4 Specific Material Preparation Methods
3.2.4.1 PEDOT:PSS
PEDOT:PSS is a polymer mixture consisting of hydrophobic PEDOT and hydrophilic
PSS with positive and negative charges on them, respectively, leading to a stabilization
of the whole mixture. This results in the formation of small agglomerates, a few nm in
size, with PSS forming the shell. [149] The overall conductivity of PEDOT:PSS can be
tuned from about 10−5 S/cm to 100 S/cm by changing the PEDOT to PSS ratio from
1 : 20 to 1 : 2.5. Material properties, such as the WF of PEDOT:PSS can be also tuned
by changing the amount of residual water during fabrication from 4.8 eV (ambient
conditions) to 5.6 eV (vacuum annealing). [250]
Preparation After a short ultrasonication of the PEDOT:PSS solution, it is filtered
through a 0.45 µm PVDF filter and spin-coated at a spin speed of 2000 rpm, with an
acceleration of 1000 rpm/s for 45 s in a fume hood (ambient air), resulting in a layer
thickness of ∼ 70 nm. After spin-coating, the substrates were annealed at 140 ◦C for
10 min in order to as much residual water evaporate from the film as possible before
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bringing the substrates into a N2-filled glovebox. Finally, the substrates were annealed
in the glovebox at 250 ◦C for an additional 20 min.
3.2.4.2 ZnO Preparation
For ZnO deposition, a low-cost, sol-gel method, described by Znaidi et al. [251] includ-
ing the three steps below was used.
• The solution preparation was done as described by Kwon et. al: [252] 0.46 mol
of ZAD and the same amount of monoethanolamine were dissolved in 1 ml 2-
methoxyethanol and heated and stirred over night at 70 ◦C and 700 rpm, respec-
tively. This solution was additionally caesium (Cs) doped by adding caesium
carbonate with a molar ratio of 2 %.
• This solution (50 µl) was then spin-coated onto the substrates at a spin speed of
2000 rpm for 50 s and an acceleration of 1000 rpm/s, yielding in an approx. 40 nm
thick ZnO layer.
• The spin-coated substrates were then annealed at 200 ◦C for 30 min.
3.2.4.3 P3HT and PC60BM
For the BHJ active layer, pre-weighted P3HT and PC60BM were dissolved in chloroben-
zene at a concentration of 16 mg/ml. The solutions were mixed at a D/A ratio of 1:0.8
and spin-coated using a 0.45 µm PTFE filter at a spin speed of 1000 rpm for 60 s.
Bilayer films were manufactured as described in Sec. 3.2.3.3, with material concentra-
tions of 8 mg/ml and 40 mg/ml for P3HT and PC60BM, respectively.
3.2.4.4 PffBT4T-2OD:PC70BM
PffBT4T-2OD and PC70BM were dissolved in an 1:1 mixture of chlorobenzene and
1,2-dichlorobenzene (with 3 volume % 1,8-diiodooctane) at a concentration of 16 and
19.2 mg/ml, respectively and kept on the hotplate at 90 ◦C. For the spin-coating step, a
plastic chuck was used to avoid cooling of the substrates during film deposition. The
substrates were post-annealed at 90 ◦C for 5 minutes. These layers were prepared by
Andreas Weu.
3.2.4.5 PBDB-T:NCBDT
PBDB-T and NCBDT were dissolved in chloroform at a concentration of 5 and
4 mg/ml, respectively. The mixed solution (1:1) was spin-coated at 1400 rpm for 20 s.
The substrates were then placed in a glass Petri dish for solvent vapor annealing.
Layers were prepared by Jiangbin Zhang, further preparation details are given else-
where. [247, 253]
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3.2.4.6 PFBDB-T:C8-ITIC
The PFBDB-T:C8-ITIC blend solution was dissolved in chlorobenzene at a concentra-
tion of 20 mg/ml and a ratio of 1 : 1.25 and annealed overnight at 50 ◦C. The mixed
solution was then spin-coated at 2400 rpm for 60 s. Layers were fabricated by Zhuping
Fei, with more details on fabrication in [248].
3.2.4.7 DRCN5T:PC70BM
DRCN5T and PC70BM were dissolved in chloroform, at concentrations of 15 and
12 mg/ml, respectively. Mixed solutions (1:1) were then spin-coated at 1700 rpm for
20 s. The substrates were post-annealed at 120 ◦C for 10 min and additionally solvent
annealed for 1 min in a Petri dish, rich in chloroform vapour. Layers were fabricated
by Andreas Weu.
3.2.4.8 DNTT Spintronic Layers
DNTT spintronic layers on a permalloy (Py) substrate were provided by Angela
Wittmann. Layers were prepared as desribed in [45].
3.2.4.9 Doped PC60BM Layers
80 nm thick PC60BM (either undoped or doped with N-DMBI) were deposited on tita-
nium nitride (TiN), additionally, a further 50 nm thick C70 layer was deposited on top
by Himanshu Shekhar with further details in [44].
3.2.4.10 PBDB-T-2Cl:ITIC-2F:PC70BM
All three materials were dissolved in a nitrogen filled glovebox in conduction band
(with 1 volume % 1,8-diiodooctane) at a concentration of 10 mg/ml and mixed at de-
sired mass ratios. Layers were spin-coated at a spin speed of 1000 rpm for 50 s and
post-annealed at 100 ◦C for 10 min.
3.2.4.11 PTB7:PC70BM:ICBA
All three materials were dissolved in a nitrogen filled glovebox in 1,2-dichlorobenzene
(with 3 volume % 1,8-diiodooctane) at a concentration of 10 mg/ml and mixed at de-
sired mass ratios. Layers were spin-coated at a spin speed of 1000 rpm for 50 s and
post-annealed at 100 ◦C for 10 min. Layers were fabricated by Yvonne Hofstetter.
3.3 Experimental Methods
3.3.1 Photoemission Spectroscopy
PES measurements such as UPS and XPS were carried out in an UHV chamber of an
ESCALAB 250Xi from ThermoFisher, with a base pressure of 10−10 mbar. UPS mea-
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surements were performed using a double-differentially pumped helium (He) gas dis-
charge lamp emitting He I radiation (hν = 21.22 eV) with a pass energy of 2 eV and a
bias of−5 V, the latter to ensure secondary electron onset detection. In most graphs in
this thesis, showing UPS spectra, the x axis represents the binding energy with respect
to (w.r.t.) the Fermi level EF. The Φ and the HOMO level w.r.t. EF of the corresponding
measured material is determined by the secondary electron cut-off (SECO), and by a
linear fit of the low binding energy edge position, respectively. XPS measurements
were performed using an XR6 monochromated Al Kα x-ray source (hν = 1486.6 eV)
with a 650 mm spot size.
The measurement principle of both these techniques is schematically shown in Fig. 3.3,
while more detailed descriptions are given in the next Sections.
Figure 3.3: Measurement principle of the UPS and XPS techniques, both based on the photo-
electric effect.
3.3.1.1 Ultra-Violet Photoemission Spectroscopy (UPS)
As schematically shown in Fig. 3.3, UV light absorption leads to an emission of photo-
electrons from the valence band of organic materials. An entire spectrum has typically
three features: (i) the photoemission onset consisting of the SECO originating from
secondary electrons, (ii) DOS from valence band electrons, and (iii) a Fermi level step
for metals. Secondary electrons are inelastically scattered within the sample, before
leaving its surface, containing thus no meaningful information. Their onset, however,
consists of electrons barely overcoming the VL of the sample and are thus a measure
for the Φ of the material. One needs to keep in mind, that the measured spectra are
only representative for top ∼ 2 nm of the layer, due to the very low inelastic mean free
path (IMFP), being a measure for the maximum escape depth of photoelectrons, at an
excitation energy of hν = 21.22 eV.
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In order to be able to resolve the SECO, and to overcome theΦ of the detector, sam-
ples are negatively biased at −5 V to shift the vacuum level of the sample. This makes
the recording of a metal reference spectrum necessary, mostly done for Au, as shown
in Fig. 3.4 as a blue spectrum. The position of the Fermi level in this measurement will
define the overall Fermi level for all subsequent measurements. In our measurement
setup, it was measured to be EkinF = 26.15 eV. The measured kinetic energy at the
SECO onset ESECO in this spectrum will also define the Φ of the metal φSUB, as in:
φSUB = hν+ ESECO − EkinF = 21.22 eV + ESECO − 26.15 eV (3.1)
When an organic material (red spectrum in Fig. 3.4) on top of a metal is measured,
the Fermi level will be defined by the metal underneath, and will stay unchanged. The
Φ of the organic material, denoted with φELP/SUB can be determined equivalently to
Eq. 3.1. Fitting the kinetic energy spectrum at the HOMO level onset, as described in
Sec. A.2.1.1, will result in EHOMO and its value defines the IP of the measured organic
material as follows:
IP = hν− (EHOMO − ESECO) = 21.22 eV − (EHOMO − ESECO) (3.2)
Figure 3.4: Example UPS spectra for a metal substrate (blue) with the work function φSUB,
determined by its SECO onset and Fermi level EF, and an organic thin layer on top (red) with
the work function φELP/SUB and thus a surface dipole of ∆. The Fermi level of the organic
material is defined by the substrates EF, and its HOMO onset together with its SECO onset is a
measure for its IP. Spectra are plotted as a function of the binding energy, which is zero at the
metals Fermi level. Adapted from [185], Copyright © 2006, AIP Publishing.
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PES spectra can be generally plotted either as a function of the measured kinetic
energy of electrons or of the binding energy of these electrons, whereas EkinF = 26.15 eV
defines the zero point for the binding energy for an excitation energy of 21.22 eV.
3.3.1.2 X-Ray Photoemission Spectroscopy (XPS)
The working principle of XPS is very similar to that of UPS described above, but at a
higher excitation energy of 1486.6 eV in our setup. With this, XPS probes core level
electrons and is sensitive to the top ∼ 10 nm of the surface. The measured kinetic en-
ergy of electrons can be converted to corresponding binding energies analogue to the
UPS setup and corrected for known element specific atomic sensitivity factors. The
binding energy is specific for each element and also depends on its chemical environ-
ment and can thus be a measure for atomic composition. XPS spectra were fitted using
the smart fitting algorithm provided by Avantage.
3.3.2 Depth Profiling
3.3.2.1 Gas Cluster Ion Beams
Supersonic Gas Expansion Cluster beam formation was first investigated by Becker
et al. in 1956 in the field of intense molecular beams at low temperatures. [254] After
several decades of research, cluster formation through supersonic gas expansion was
discovered, [255] and it yielded in high intensity cluster beams. [29]
Figure 3.5: Phase diagram showing supersaturation during an adiabatic expansion. Repro-
duced with permission from [29], Copyright © 2001 Elsevier Science B.V. All rights reserved.
When a gas is directly expanding from a high-pressure source into vacuum through
a small nozzle, the expansion will happen adiabatically, and the relative overall veloc-
ity of the gas atoms will be reduced. This will also lead to a temperature drop, and at
the point of supersaturation (Point B in Fig. 3.5), gas condensation will take place. [255]
This gas-fluid phase transition leads to a formation and growth of clusters. [29] Hence,
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assuming spherical clusters with the radius r, the Kelvin’s equation reads: [256]
ln
(
Pr
P0
)
=
2σm
kBT0ρ
· 1
r
(3.3)
where Pr and P0 are the vapour pressure and the saturated vapour pressure (that of a
plane surface), and σ the surface tension, m and ρ the mass and density of the corre-
sponding cluster atoms, k and T0 the Boltzmann constant and the temperature. This
leads to a critical radius for cluster formation r∗:
r∗ =
2σm
kBT0ρ
ln(Pr/P0) (3.4)
Hence, all clusters formed have a radius r > r∗, whereas r∗ is dependent on, among
others, nozzle temperature and stagnation pressure and consequently the overall noz-
zle geometry.
Cluster Size The average cluster size is mostly determined by nozzle geometry, more
specifically by gas flow, beam temperature and divergence. The most common nozzles
for GCIB applications are the sonic, the Laval and the conical nozzle. [255] Hagena et al.
introduced the condensation parameter Γ∗, serving as a semi-empirical scaling parame-
ter, proportional to the average cluster size nav: [255, 257–259]
Γ∗ = n0DqT
0.25q−1.5
0 ·
1
Γch
, with n0 =
p0
kBT0
(3.5)
with n0 being the number density, D the diameter of the nozzle, Γch a characteris-
tic scaling factor, making Γ∗ non-dimensional, and q an experimentally derived gas
dependent constant. Values for the latter two for various gases can be found else-
where, [258] whereas values for argon (Ar) are given as qAr = 0.85 and ΓArch =
347 · 1014 m−2.15K−1.2875, leading to scaling parameter for Ar clusters of:
Γ∗ =
p0D0.85
ΓchkBT2.28750
(3.6)
Typical cluster sizes range from several to a few thousand of atoms, in extreme cases
even over a hundred thousand, [257] with a size distribution width (FWHM) of ∆n ≈
nav. [260]
Further Processing After supersonic gas expansion described above, clusters will
undergo a few more steps before they are used for surface modification:
• Stable cluster formation is ensured by multiple skimmers with differentially
pumped vacuum regions, and additionally, the core portion of the flow field is
screened out. Finally, the cluster beam gets transferred to UHV through a beam-
defining collimator. [259]
3.3 Experimental Methods 67
• Clusters are charged by electron bombardment.
• The overall beam can thus be focused and accelerated by electrodes and size
selected by an additional a magnetic field.
Monoatomic beams can be generated by directly introducing gas into the ioniza-
tion region.
Surface Modification Capabilities The introduction of GCIBs opened up many
opportunities regarding surface modification, such as thin film deposition, [260]
surface smoothing, [29] and damage-free etching of organic materials. [261, 262] In
Chapter 5 in this thesis, we will make use of the latter.
3.3.2.2 Comparison of the Introduced Damage between Cluster and Monoatomic
Modes
Molecular dynamics simulations are great tools for tracing collisions, which simulta-
neously occur within picoseconds between incident and target atoms on a nm scale,
during a cluster ion impact. [263, 264] Such simulations suggest, that the major advan-
tage between GCIBs and monoatomic beams is the possibility of shallow implantation
effects in the former. Since GCIBs are made up of many atoms with a high energy
density in a small volume, all of them interacting with the surface at the same time,
their interaction results in a non-linear sputtering yield. Hence, doubled cluster kinetic
energy does not imply a double as high sputtering yield. [265, 266] This also implies,
that the damage caused by monoatomic and cluster ion beams can be fundamentally
different, as shown for an exemplary case of three boron ion beam sizes B1, B13 and
B169 with the same kinetic energy of 7 keV on crystalline Si in Fig. 3.6. Interaction with
the sample for these cases are fundamentally different: While monoatomic beams will
trigger a cascade mechanism due to binary collisions, resulting in deep penetration
depth and displacements, collision cascades induced by clusters take place simultane-
ously in a narrow top surface region. [33]
Interestingly, a GCIB can transport several orders of magnitude more atoms than
a monoatomic beam at the same current density due to the fact, that clusters have a
low charge to mass ratio: As we increase the cluster size to > 1000 atoms, keeping
the overall kinetic energy constant, the incident energy per atom decreases to a several
eV/atom. [29] Additionally, it is hard to realize monoatomic beams with an energy per
atom as low as several eV due to space charge effects. In summary, GCIBs offer a great
opportunity for surface smoothening and surface sensitive etching.
Further details on cluster ion sources are given in the cited references.
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Figure 3.6: Molecular dynamics simulations, 385 f s after the impact of monoatomic (B1), small
(B13) and large (B169) boron clusters with the same acceleration energy of 7 keV on crystalline
Si. Reproduced with permission from [266], Copyright © 1999 Elsevier Science B.V. All rights
reserved.
3.3.3 Atomic Force Microscopy
In order to investigate the microstructure of organic surfaces, we applied atomic force
microscopy (AFM), with its working principle schematically sketched in Fig. 3.7, op-
erated in tapping mode.
Figure 3.7: Schematics of the optical system of an AFM: Changes in canteliver height can be
easily detected by a laser light, focused on a top of it and subsequently reflected to a photodi-
ode. Adapted from [267].
A canteliver with a very small tip, ∼ 8 nm in size, is rastered over the sample sur-
face, while it is driven into a forced vibration with a frequency just below its eigenfre-
quency. At the same time, the height difference between sample and tip is controlled
with a piezoelectric stage at a distance, where the tip can be affected by both the at-
tracting van der Waals forces and the Pauli repulsion of the atoms in the layer. The sum
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of these forces (Lennard-Jones potential) result in a shift of the tip’s eigenfrequency re-
sulting in an amplitude and phase modulation of the driven oscillation. This change
can be then detected by a laser light, focused on the top of the tip, which is then aligned
to the middle of a segmented photodiode after multiple reflection events. Measured
data was evaluated by gwyddion.
3.3.4 Grazing-Incidence Wide-Angle X-Ray Scattering
Grazing-incidence wide-angle x-ray scattering GIWAXS measurements were carried
out at the SAXS/WAXS beamline at the Australian Synchrotron. Highly collimated
x-rays, with 10.2 keV kinetic energy, were aligned to the sample surface. Scattering
patterns, at a distance calibrated using a silver behenate scattering standard, were col-
lected from 0.11 to 0.4 ◦ incidence angle (αi) with a resolution of 0.02 ◦. This resolution
was chosen in order to ensure enough sensitivity both at the surface and in the film.
All 2D scattering patterns were converted to 1D, creating in as well as out plane cuts,
using the software tool NIKA. [20] GIWAX measurements in this thesis were carried
out by Sven Huettner.
3.3.5 Photoluminescence Spectroscopy
PL and the resulting photoluminescence quantum efficiency (PLQE) were measured in
an integrating sphere (Ulbricht-sphere) with an entering and exiting ports, as schemat-
ically shown in Fig. 3.8.
Figure 3.8: Schematic illustration of the PL setup: A laser beam is focused by numerous aper-
tures and a beam reducer into an integrating sphere with a choosable atmosphere. After nu-
merous light scattering events, the laser light is coupled out from the sphere, through an optical
fibre, into a spectrometer. Adapted from [268].
A laser, with a spot size of ∼ 2mm and a variable monochromated wavelength, is
focused into the entering hole of such an integrating sphere. The latter is covered with
a highly reflective coating on the inside and acts thus like a hollow cavity: Light within
the sphere is scattered diffusively over all angles, resulting in a linear dependency
between the intensity of entering and exiting light. The exit port is coupled with an
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optical fibre to a spectrometer enabling data analysis. Measurements in the integrating
sphere can be performed in various atmospheres, such as pure N2, ambient or dry air.
The PLQE can be calculated from four different PL measurements (Fig. 3.9), as
introduced by deMello et al. [269]
• Dark measurement, in order to rule out the noise of the spectrometer.
• A "No Sample" measurement, determining the lasers overall optical power reach-
ing the spectrometer, and to have a background for the next two measurements.
• An "Off-Axis" measurement, where only scattered light will hit the sample.
• An "On-Axis" measurement, where the sample is directly hit by the light after
entering the sphere.
Figure 3.9: Schematic illustration of the "No Sample", "Off-Axis" and "On-Axis" measurements
crucial for PLQE determination. Adapted from [268].
When integrating up the "On-Axis" and "Off-Axis" spectra, one needs to differen-
tiate between the areas under the PL peak (Ion/Io f f ) and under the original laser peak
(Lon/Lo f f ), resulting in the overall PLQE of:
PLQE =
Ion − (1− A) · Io f f
Lo f f · A , with A = 1−
Lon
Lo f f
(3.7)
3.3.6 UV-vis Spectroscopy
In UV-vis spectroscopy, with the clue in the name, mostly UV and visible, but also IR,
light (∼ 200− 1200nm), with a known intensity I0, is sent through a monochromator,
and directed through an aperture onto a sample of interest, as schematically shown in
Fig. 3.10.
The light directed onto the sample will be either reflected, absorbed or transmitted.
The latter, with intensity I, can be measured for every wavelength with a photoresistor
and an amplifier, yielding the absorbance A of the sample. Assuming neglectable light
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Figure 3.10: Schematic illustration of the UV-vis setup. Light from a light source is monochro-
mated, resulting in a beam with intensity I0 and a specific wavelength λ, which is then directed
onto the sample of interest. Due to absorption in the sample, the light intensity will change to
I, which can be measured by a photoresistor and an amplifier. Adapted from [267]
reflectance, the absorption coefficient α(λ) can be determined from the Lambert-Beer
law, knowing the layer thickness d:
A = log10(I0/I) = log10(e) · α(λ)d (3.8)
UV-vis measurements will be used to determine optical band gaps of materials in
this thesis, they are, however, not sensitive enough for sub-bandgap measurements,
since their resolution for very low intensities are limited.
3.3.7 Photothermal Deflection Spectroscopy
PDS allows to measure absorbance of very thin films in the range of ∼ 350− 1100 nm
with a very high sensitivity down to 10−5. Additionally to material absorption data,
this technique can provide valuable information on optical parameters, such as sub-
bandgap states and Urbach energy, with its working principle shown in Fig. 3.11.
Figure 3.11: Schematics of the working principle of PDS. While a sample is locally excited by
a pulsed light (purple dashed arrow), the absorbed light heats up the sample, generating heat
waves (red lines). The temperature change just above the sample will change its refractive
index, resulting in the reflection of a probe layer beam (orange arrow). Adapted from [270]
Generally, this technique makes use of the mirage effect: The material gets heated
by absorption of a pulsed light at a certain wavelength (monochromated 150 W xenon
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short arc lamp (Ushio Inc.), passing a filter wheel (FW102C, Thorlabs Inc.) and pulsed
by a chopper (MC2000, Thorlabs Inc.)), which heats up the surrounding liquid (Fluo-
rinert) and changes thus its refractive index. At the same time, a probe laser (633 nm)
is directed just above the thin film surface and gets deflected by the heated up liquid,
measurable with a lock-in amplifier and a photodetector.
The deflection angle φ of the probe laser depends linearly on the absorption coefficient
α(λ) and the incident light intensity of the pump beam I0: φ ∼ α(λ)I0. The overall PDS
spectrum needs to be calibrated with a UV-vis spectrum. A more detailed description
of the technique can be found elsewhere. [270, 271] PDS measurements in this thesis
were carried out by David Becker-Koch.
3.3.8 Transient Absorption Measurements
TA spectroscopy as an ultrafast technique with a sub-100 f s time resolution, allowing
for the detection of internal conversion, intersystem crossing, fluorescence and CT
state formation. A pulse, 4 mJ in energy, was generated at a rate of 1 kHz with a
regenerative Ti/Sapphire amplifier (Solstice, Spectra Physics), and was split into two
parts with equal energy. One part was put through a mechanical delay stage, before
it was focused onto a YAG substrate, in order to generate an IR probe and a reference
light. The other part was used to pump an optical parametric amplifier in order to
generate a 700 nm pump light with a final intensity of ∼ 20 nJ. Both parts, probe and
pump, were focused on the sample into a 0.5 mm diameter spot, and both probe and
reference spectra were detected using fibre spectrometers (Photonic Solutions). On
each sample, both pure films and devices were measured. For the latter, the probe
light was reflected from the metal electrode surface (so called pixels), while for films,
probe and pump spots were chosen to be between device electrodes (between pixels).
TA measurements shown in Chapter 4 were carried out by Artem Bakulin at the
Department of Chemistry, Imperial College London (UK).
3.3.9 DekTak Profilometer
For a quick layer thickness determination, samples were first scratched by a tweezer
in order to locally remove a part of the layer, followed by Bruker DektakXT contact
profilometer measurements. It consists of a vertically movable diamond tip stylus
with a diameter of 12.5 µm and a horizontally movable sample stage. After the tip
is brought into contact with the film, it slowly scans its surface, yielding in absolute
values for height differences, down to a resolution of ∼ 10 nm. Measurements were
levelled before extracting height information.
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3.3.10 Device Characterization
3.3.10.1 Solar Simulator
Characterization of organic solar cells was done by an ABET AAA Sun 3000 solar
simulator, schematically shown in Fig. 3.12a, as a light source and by following ASTM
G-173 standards. The light source was calibrated by a reference silicon photodiode in
order to simulate a 100 mW/cm−2 AM 1.5 (described in Sec. 2.1.2.1) spectrum.
Figure 3.12: Cut-away view of a solar simulator with labelled components. Adapted
from [272], Copyright 2019, Newport Corp.
Each pixel on a solar cell was characterized by a self-built arduino setup, a Keithley
2450 Source Measure Unit (SMU) and a LabView software. Current-voltage IV curves,
described in Sec. 2.1.1, were measured in dark and light (under the solar simulator)
from −1 V to 1 V in 0.05 V steps and an equilibration time of 25 ms. Prior to IV
curve measurements, however, the light intensity of the solar simulator needed to be
corrected by a spectral mismatch factor, measured by our EQE setup, described below.
3.3.10.2 External Quantum Efficiency
EQE of devices is measured under short circuit conditions, thus without applying an
external bias, and its value indicates the percentage of incident photons which con-
tribute to a measurable current at the electrodes, thus to the photocurrent, at a cer-
tain wavelength λ. It is determined by a self-built setup, as schematically shown in
Fig. 3.13, where low intensity monochromated light ((350− 1050) nm) is separated by
a beam splitter, and a part of it is focused on an individual solar cell pixel. The wave-
length dependent sensitivity of the setup is calibrated by a NIST-traceable photodiode
prior to each measurement.
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Figure 3.13: Schematics of the experimental setup for EQE measurements, including a halogen
lamp, a filter wheel and a monochromator for light generation at certain wavelengths and a
beam splitter, a reference diode and various measuring units for determination of the correct
wavelength dependent EQE. Adapted from [267]
Knowing the photon flux of the solar spectrum (AM 1.5) and the EQE for the range
of wavelengths, where the material combination used for solar cells absorbs, one can
predict the Jsc of the solar cell by:
Jpredictedsc = e ·
λ2∫
λ1
EQE(λ)φAM 1.5(λ)dλ (3.9)
Additionally, in order to account for spectral differences, a spectral mismatch fac-
tor, as described by Seaman et al., [273] was calculated. It accounts for differences be-
tween the AM 1.5 reference spectrum φAM 1.5, the spectral irradiance of the solar sim-
ulator φSS, the spectral responsivity of the reference diode EQERD and the the EQEPV
spectrum of the corresponding PV device,[274] as in:
M =
∫ λ2
λ1
EQERD(λ)φAM 1.5(λ)dλ∫ λ2
λ1
EQEPV(λ)φAM 1.5(λ)dλ
·
∫ λ2
λ1
EQEPV(λ)φSS(λ)dλ∫ λ2
λ1
EQERD(λ)φSS(λ)dλ
(3.10)
3.3.10.3 Sample Holder and Environmental Rig
A sample holder and a home-built environmental rig (shown in Fig. 3.14) were de-
signed by Dr. Paul Hopkinson and Andreas Weu, respectively, while both are de-
scribed in great detail in [275]. The combination of both allows for a controlled at-
mosphere in the sample holder, while measuring IV or EQE curves, allowing thus for
testing performance changes during degradation.
Pure N2 (99.999%) is used as the carrier gas, and it can be mixed with both O2
(99.99%) and H2O (water containing bubbler) in a precisely controlled way, measured
by sensors (EasyDew humidity sensor from Michell instruments and Cambridge Sen-
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sotec 2100). The sample holder allows for measuring four solar cell substrates at the
same time.
Figure 3.14: Photograph of the home-built environmental rig, including gas flow directions,
marked with arrows, O2 and H2O sensors and the water filled bubbler. Adapted from [276]
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Part I
Non-Fullerene Acceptor Molecules:
N-Heteroacenes
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4 | N-Heteroacenes: a Novel Class
of Non-Fullerene Acceptors
This chapter is based on our recently published article "N-Heteroacenes as a New Class
of Non-Fullerene Electron Acceptors for Organic Bulk-Heterojunction Photovoltaic
Devices" in the journal Solar RRL. [20] This project was performed in collaboration
with David Leibold and resulted in a further publication with the title "Triptycenyl-
phenazino-thiadiazole as acceptor in organic bulk-heterojunction solar cells" in the
journal Organic Electronics. [122]
4.1 Intorduction
There is a burning need for alternatives to fullerene derivatives mainly due to their
low light absorption and high costs of purification. Non-fullerene acceptors (NFAs)
offer a great opportunity to overcome these issues, as described in Sec. 3.1.1. Back
in 2016, when we started to investigate NFAs, the choice of acceptor material was
still mostly limited to fullerenes, [277] however, some progress in alternative accep-
tor compound development has already been made. [25] With Bunz and co-workers,
we started to investigate a new class of materials: N-Heteroacenes. When we started
to investigate this material system, only one publication in the literature had so far
incorporated N-Heteroacenes as an acceptor moiety of a pi conjugated donor, [278]
however, no publications existed investigating N-Heteroacenes as acceptors in OSCs.
One noteworthy example of this material system is TIPS-TAP, [279] which packs in
a brickwork motif, when spin-coated into a film, resulting in high charge carrier mo-
bilities, up to 13 cm2V−1s−1 for electrons. [280–282] Due to this promising property
and the lack of literature reports, we investigated TIPS-TAP and two of its deriva-
tives TIPS-TAP-1T and TIPS-TAP-2T in BHJ OSCs. First, their optical and electronic
properties are analysed (Sec. 4.2), followed by their performance in devices (Sec. 4.3),
showing they can achieve a PCE of 2.5 %. Then, their morphological (Sec. 4.4) and pho-
tophysical (Sec. 4.5) properties are characterized underlining, that N-Heteroacene ac-
ceptors exhibit interesting photophysics, fundamentally differing from what has been
observed so far in fullerene based systems. Finally, the results are carefully discussed
and summarized and an overview of further improvements in NFA systems is given.
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4.2 Optoelectronic Properties
As already mentioned above, three derivatives of tetraazapentacene: TIPS-TAP,
TIPS-TAP-1T and TIPS-TAP-2T have been synthesised by Bunz and co-workers, based
on previously reported procedures, [249, 280, 283] with chemical structures shown in
Fig. 4.1. The only difference between these molecules are additional 1 or 2 triptycene
side chains, in the case of TIPS-TAP-1T or TIPS-TAP-2T, respectively. Nevertheless, all
of them are soluble in common solvents, such as toluene, chloroform, or chloroben-
zene, and were purified by column chromatography and recrystallised in hexane, as
described by Biegger et. al. [283]
Figure 4.1: Chemical structures of (a) TIPS-TAP, (b) TIPS-TAP-1T and (c) TIPS-TAP-2T.
Adapted from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
In order to have a better understanding of these materials, we first char-
acterised their optoelectronic properties: We performed UV–vis absorption mea-
surements on all three acceptors in both solution and of thin films, as
shown in Fig. 4.2a-c. Additionally, we also measured UV-vis absorption
of a poly(4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’] dithiophene-2,6-diyl3-fluoro-2-
[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl) (PTB7) thin film (Fig. 4.2d), which
we have chosen as the donor material for OPV devices, discussed further in the next
Section. The absorption spectrum of TIPS-TAP shows strong variations when com-
paring the measurements in solution and thin film. The maximum absorption peak
of the latter is red-shifted by ∼ 20 nm compared to the measurement in solution, in-
dicating stark intermolecular interactions of the aromatic pi-systems of TIPS-TAP and
thus strong crystallisation in the solid state, in agreement with previous reports. [282]
In the case of TIPS-TAP-1T and TIPS-TAP-2T, the change in absorption between solu-
tion and film is considerably reduced, indicating that the introduction of side chains
significantly reduces crystallisation.
Energetic alignment in general will determine device physics, including charge
transport, injection and extraction. A first estimation to energetics can be done by mea-
suring the IP of individual materials by UPS. As we will see in the following Chapter,
this can be sometimes a crude estimation, we will, however, stick to this approximation
in this study. The DOS and thus the valence band with respect to the VL of the three ac-
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Figure 4.2: UV-vis absorption measurements in both solution and thin films of (a) TIPS-TAP,
(b) TIPS-TAP-1T, (c) TIPS-TAP-2T and (d) PTB7 (thin film only). Adapted from [20]. Copyright
© 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
ceptors is shown in Fig. 4.3a. The corresponding IPs can be determined by fitting the
low binding energy edge of the valence band for the corresponding materials. [171]
We found the IPs to be 6.05 eV for TIPS-TAP and 5.8 eV for both TIPS-TAP-1T and
TIPS-TAP-2T. Such a small decrease in the IP after introducing side chains is in agree-
ment with previous studies including CV measurements and DFT calculations. [283]
One often makes the assumption, that the optical and transport gaps in organic ma-
terials are the same, such as it is in the case of inorganic materials. [150] This is not
always the case, as described in Sec. 2.3.2.2, it yields, however, a good approximation.
This holds especially true when comparing similar systems, such as it is the case for
our acceptor materials. The EAs can thus be estimated by adding the corresponding
optical gaps to the measured IPs. As it can be seen in Fig. 4.2, the absorption onset in
the measured UV-vis spectra are not sharp, suggesting that the absorption measure-
ments are affected by crystallization induced light scattering. This makes data fitting
rather difficult, we thus performed highly sensitive PDS absorption measurements on
the same films (Fig. 4.3b). These measurements yielded optical gaps of 1.55 eV, 1.60 eV
and 1.70 eV, for TIPS-TAP, TIPS-TAP-1T and TIPS-TAP-2T, respectively, in good agree-
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ment with previous DFT calculation results. [283] All in all we are able to estimate the
EAs of all three components, resulting in a complete energetic picture. The energy
levels of the three acceptor molecules and that of PTB7 are summarized in Fig. 4.3c.
Figure 4.3: (a) UPS and (b) PDS measurements of TIPS-TAP (dark blue), TIPS-TAP-1T (light
blue) and TIPS-TAP-2T (green). Resulting energy levels with indicated IP and EA values for
the three acceptors and for PTB7 (Values from [74]), which was used as donor in OPV devices.
Adapted from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
4.3 Photovoltaic Device Performance
We chose PTB7 as the donor material for BHJ OPV devices, and fabricated these in a
first investigation with a donor to acceptor ratio of 1:1. EQE spectra of these devices
and corresponding IV curves are plotted in Fig. 4.4 a and b, respectively. EQE curves,
when compared with the UV-vis absorption data (Fig. 4.2), show that both donor and
acceptor (for all three compounds) contribute to the photocurrent. Devices with an
active layer of PTB7:TIPS-TAP exhibit a rather moderate peak EQE of 18 %, which
is only slightly improved when using TIPS-TAP-1T. However, when changing the
acceptor to TIPS-TAP-2T, the EQE is significantly increased, achieving a maximum
peak value of 46 %. This enhancement is consistent with the IV characteristics of
devices, including the threefold increase in Jsc, when exchanging TIPS-TAP with
TIPS-TAP-2T. This exchange results in an additional improvement of the VOC from
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Figure 4.4: (a) EQE and (b) JV curves for PTB7:TIPS-TAP (dark blue), PTB7:TIPS-TAP-1T (light
blue) and PTB7:TIPS-TAP-2T (green) devices. Adapted from [20]. Copyright © 2017 WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim.
0.7 V in average for TIPS-TAP to 0.78 V and 0.85 V for TIPS-TAP-1T and TIPS-TAP-2T,
respectively. This improvement can be related to the change in energetics for the latter
two, especially to the reduced EAs. Finally, also the device FFs are increased for the
latter two derivatives, they are, however, still very low, even for TIPS-TAP-2T (ap-
proaching only∼ 37 %). In order to exclude the possibility of poor extraction layers or
contact properties, we also fabricated OPV devices with PC70BM as acceptor material,
yielding high FFs (∼ 64 %) and an overall higher PCE of 7.79 %. [20] Further factors for
this rather poor performance for TIPS-TAP derivatives and the low FFs, can originate
from a variety of different parameters, such as poor charge transport, unfavourable
blend morphology/microstructure or geminate/bimolecular recombination, and will
be discussed in the following Sections in more detail. Nevertheless, we demonstrated,
that N-Heteroacenes can indeed serve as NFAs in BHJ OSCs with a maximum PCE
of 2.51 %, which was achieved for devices with PTB7 and TIPS-TAP-2T as donor
and acceptor, respectively. Photovoltaic performances for all three compounds are
summarized in Table 4.1.
Table 4.1: Photovoltaic parameters for BHJ OSCs with PTB7 as donor and TIPS-TAP, TIPS-
TAP-1T and TIPS-TAP-2T as acceptor. Values are averaged over approximately 40 devices.
The value in brackets for PCE denotes the maximum obtained value for each derivative. Re-
constructed with permission from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim.
VOC [V ] Jsc [mA/cm2] FF [%] PCE [%]
TIPS-TAP 0.70± 0.02 2.57± 0.14 37± 1 0.67± 0.06(0.74)
TIPS-TAP-1T 0.78± 0.01 3.39± 0.16 31± 1 0.82± 0.04(0.91)
TIPS-TAP-2T 0.85± 0.07 7.51± 0.28 36± 2 2.28± 0.15(2.51)
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We also carried out donor to acceptor ratio variation studies for PTB7:TIPS-TAP-2T
blends in the hope for even better performing devices. Corresponding EQE curves and
photovoltaic device parameters are summarized in Fig. 4.5. The PCE of the devices
varies with varying donor to acceptor ratio, but interestingly it shows a maximum
for the already tested ratio of 1:1, with a performance very similar to that at a ratio
of 2:1. The EQE spectra show a comparable contribution to the photocurrent from
both donor and acceptor with a rather similar wavelength dependent efficiency of
charge extraction for both ratios. Ratios below 2:1 as well as above 1:1 result in poorer
performing devices, thus we chose a ratio of 1:1 for further investigations.
Figure 4.5: (a) EQE spectra and (b) averaged photovoltaic performance for a varying donor to
acceptor ratio from 3:1 to 1:3, denoted with colours ranging from dark to light green, respec-
tively. Reproduced with permission from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim.
4.4 Morphological Properties
In order to better understand the photovoltaic behaviour of our cells, we charac-
terized the film surfaces with polarized optical microscopy and AFM, both shown
in Fig. 4.6. It can be clearly seen in the polarized microscope images, that in the
case of PTB7:TIPS-TAP blends (Fig. 4.6a), small crystallites are formed, which we at-
tribute to TIPS-TAP undergoing strong crystallisation during the film formation pro-
cess. AFM measurements of the same film (Fig. 4.6b) showed a very rough microstruc-
ture (RMS ≈ 5.34 nm). Both microscopic techniques suggest a gross phase separation
caused by strong intermolecular interactions between the TIPS-TAP molecules. Such
a large-scale phase separation can result in low Jsc and FF of PV devices, leading thus
to an overall drop of device performance.
When moving to acceptor molecules including tripticene side chains, both polarized
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microscope images (Fig. 4.6b and c) and AFM micrographs (Fig. 4.6e and f) show
very smooth and uniform surfaces with an RMS of approximately 0.5 nm for both
TIPS-TAP-1T and TIPS-TAP-2T.
In order to further investigate film crystallinity and orientation, we performed
grazing-incidence wide-angle x-ray scattering (GIWAXS) measurements on thin films
of pristine acceptors as well as on blends with PTB7, as shown in Fig. 4.7. Pure
TIPS-TAP films (Fig. 4.7a) exhibit a very high crystallinity and strong anisotropic
orientation with high intensity (00k) peaks, suggesting an edge-on molecular orien-
tation towards the substrate. [282] Similar crystalline features can also be found in
PTB7:TIPS-TAP blends, however, with somewhat reduced intensity compared with
pristine acceptor films, showing that the solid state packing of TIPS-TAP remains un-
chained, but somewhat reduced. Such an edge-on orientation can be very beneficial
for horizontal charge transport, such as it is needed in field-effect transistors (FETs),
it is, however, detrimental to solar cells, where a vertical charge transport is desired.
This unfavourable TIPS-TAP molecule orientation is probably also one of the reasons
for a poor device performance.
Introducing triptycene units highly suppresses molecular crystallization as already
suggested by polarized microscope images and AFM micrographs (Fig. 4.6) and con-
firmed by GIWAXS measurements (Fig. 4.7). The latter shows neither for TIPS-TAP-1T,
nor TIPS-TAP-2T any clear crystalline features, which holds for both pristine and with
PTB7 blended films. A crystal structure has been reported previously for solution
grown TIPS-TAP-2T single crystals, [283] in our thin films on the contrary, no such
crystallization occurs. Without this crystallization, thin films are more likely to have
a higher intermixing and thus an increased surface smoothness, such as already sug-
gested by AFM measurements shown above. Our results show, that crystallization
is suppressed for both TIPS-TAP-1T and TIPS-TAP-2T, resulting in fully amorphous
films and thus likely in a similar BHJ morphology, however, the corresponding de-
vice performances are very different. This suggests, that a further morphological fine-
tuning is necessary in order to find a balance between small phase separated and pure
material domains for efficient charge separation and transport, respectively.
4.5 Photophysics
While morphological differences between PTB7:TIPS-TAP-1T and PTB7:TIPS-TAP-2T
devices are minimal, their PV performance is highly different, the latter showing a
more than doubled Jsc with respect to the first. In order to find the origin of these
dissimilarities, we investigated the photophysics by examining charge generation and
recombination in PTB7:acceptor blends: We measured TA spectroscopy in the near-
IR spectral region, in which only photo-induced absorption features of charges and
excitons are present. As measured TA spectra of a PTB7:TIPS-TAP film are shown in
Fig. 4.8 at short (1 ps) and long (> 2 ns) delay times. The observed spectra shape is
significantly changing with time, whereas the early and late features can be assigned
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Figure 4.6: Polarized microscope pictures (left) and AFM micrographs (right) of the following
blends: PTB7:TIPS-TAP ((a) and (d)), PTB7:TIPS-TAP-1T ((b) and (e)) and PTB7:TIPS-TAP-2T
((c) and (f)). Adapted from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH & Co. KGaA,
Weinheim.
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Figure 4.7: GIWAXS measurements on pure films of (a) TIPS-TAP, (b) TIPS-TAP-1T, and (c)
TIPS-TAP-2T and on donor acceptor blends of (d) PTB7:TIPS-TAP, (e) PTB7:TIPS-TAP-1T, and
(f) PTB7:TIPS-TAP-2T. Reproduced with permission from [20]. Copyright © 2017 WILEY-VCH
Verlag GmbH & Co. KGaA, Weinheim.
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to bound excitonic states and separated charge carriers, respectively. The substantially
larger absorption cross-section of excitons compared to charges and the large overlap
of the absorption band of these two in the studied region make the analysis of early
charge generation processes very complicated.
Figure 4.8: TA spectra for a PTB7:TIPS-TAP blend film at short (1 ps) and long (> 2 ns) delay
times. The latter is multiplied by 10 for better visibility. Reproduced with permission from [20].
Copyright © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
In order to illustrate the entire TA progression, we show transients at 1100 nm
probe frequency of all PTB7:acceptor films and devices in Fig. 4.9, with the x-axis sub-
divided into short (< 1 ps) and long (up to 1 ns) delay times. The cross-section of
charges at this wavelength is the highest and is almost comparable to exciton absorp-
tion. Charge dynamics in films are compared in Fig. 4.9a. We associate charge gener-
ation within the films with the early, sub-10 ps dynamics. We analysed our data with
singular value deconvolution (SVD), which confirmed that changes in the excited-state
population in these blends occur on the∼ 10 ps timescale, in good agreement with the
existence of large pure donor and acceptor phases. [284] After their formation, at a
∼ 10 ps timescale, charge carriers experience a fast and efficient geminate recombina-
tion. This stark recombination can explain the poor performance of PTB7:TIPS-TAP
devices, however, it cannot explain why the better performing PTB7:TIPS-TAP-1T and
PTB7:TIPS-TAP-2T devices show very similar kinetics when measured in films. The
recombination time as well as the survival efficiency for charged states in both latter
films exceed the values observed for PTB7:TIPS-TAP only by ∼ 20 %. In order to in-
vestigate whether the kinetics observed in these films is representative for the device
operation, we performed further TA measurements on complete, working devices un-
der short-circuit conditions.
TA transients of working devices (Fig. 4.9b) show in contrast to measurements of
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Figure 4.9: TA transients at 1100 nm probing wavelength as a function of delay time represent-
ing the evolution of charge dynamics in (a) films and (b) complete solar cells of PTB7:TIPS-TAP
(dark blue), PTB7:TIPS-TAP-1T (light blue), and PTB7:TIPS-TAP-2T (green). Dots and lines are
representing measurement data and fits, respectively. Reproduced with permission from [20].
Copyright © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
films (Fig. 4.9b) a pronounced material dependency: Charge recombination dy-
namics within the first nanosecond after generation for PTB7:TIPS-TAP-1T and
PTB7:TIPS-TAP-2T is greatly reduced compared to PTB7:TIPS-TAP. While recombi-
nation in the latter is quite strong, it is delayed (∼ ns) and largely suppressed in the
other two derivatives, accounting for a total loss of less than 50 % of charge carriers in
PTB7:TIPS-TAP-2T. We note, that these devices are normally operated under one-Sun
working conditions, while the photon flux and concentration of the excited states in
TA measurements corresponds to a ∼ 20 Sun continuous-wave illumination. Hence, a
part of the observed decay can be associated with exciton-exciton annihilation and/or
bimolecular recombination, which is not present under normal device operation.
4.5.1 Field-Dependent Charge Dynamics
The difference we observed between the charge dynamics in films and devices in-
dicates a strong built-in field-dependence of charge separation and recombination,
which is quite surprising. These findings are possibly very specific for the new type
of molecular acceptors reported in this study and have been very rarely observed for
conventional, polymer:fullerene blends. In the latter, such an external electrical field is
not necessary for long-range charge separation, [285] since the electron injection into
the delocalized LUMO states of the fullerene acceptor happens without the need for
electrons to overcome any free-energy barrier. [286] Furthermore, it has been demon-
strated for a variety of polymer:fullerene systems with a comparable driving energy
for charge separation, that a highly efficient and ultrafast charge separation and trans-
fer is completely independent on the particular choice of fullerene acceptor or even
material morphology. [287] It is thus rational to study the photophysics of thin films of
polymer:fullerene systems in thin layers and not in functional devices, [132, 221, 288]
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but puts a question mark over existing studies on non-fullerene acceptor systems
showing similar photophysics to that of polymer:fullerene systems. [289–291] In our
investigated system of non-fullerene N-Heteroacenes, charge separation in PTB7:TIPS-
TAP-1T and PTB7:TIPS-TAP-2T seemingly occurs through a slow (∼ ps) activation,
with the external field in the device being essential for achieving high efficiency of this
process.
4.5.2 Bimolecular Recombination
While the sub-ns dynamics in both PTB7:TIPS-TAP-1T and PTB7:TIPS-TAP-2T are sim-
ilar, the decay after 1 ns is about twice as slow in PTB7:TIPS-TAP-2T. We associate
this decay at this timescale with bimolecular recombination. We also believe, that
this loss channel is mainly responsible for the clear difference in device performance
of PTB7:TIPS-TAP-1T and PTB7:TIPS-TAP-2T. Generally, bimolecular recombination
is determined by the availability of states serving as recombination centres and by
the charge carrier mobility. In order to further study charge carrier recombination,
we carried out steady-state illumination-intensity dependent measurements, shown
in Fig. 4.10 and evaluated as described in Sec. 2.2.3. While the photocurrent shows
an almost identical behaviour for all investigated acceptor systems, the differences in
VOC are significant. We believe, that the dissimilarities in bimolecular recombination
observed in the TA transients in Fig. 4.9 can be associated with a lower density of states
and with that a decreased number of low-energy recombination centres at the interface
between PTB7 and TIPS-TAP-2T compared to TIPS-TAP-1T. [65] The effect of molecu-
lar orientation, specifically that of the N-Heteroacene acceptor toward the PTB7 donor
is a further interesting and important effect. Recent publications highlight, that the
efficiency of charge separation, and thus the overall device performance, in systems
with non-fullerene acceptors is strongly dependent on the degree of exposure of the
acceptors pi-framework to the donor. [292]
We found this unusual photophysics very interesting and investigated this ef-
fect in both a further N-Heteroacene, [122] and a fullerene (PC70BM) system with
PffBT4T-2OD as the donor. [123] This topic is, however, not further discussed in this
thesis.
4.6 Summary
In this work, we introduced N-Heteroacenes as a new class of organic, non-fullerene
small molecules, as electron accepting materials in organic solar cells. With the in-
troduction of triptycene units to the original TIPS-TAP molecule we are able to test
a class of gradually modified N-Heteroacenes and find that these changes can dra-
matically change the energy level structure of the system, the polymer-acceptor blend
morphology, the photophysics of charge carriers and with that the overall OPV device
performance. The tested N-Heteroacenes show a completely different behaviour com-
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Figure 4.10: Light intensity measurements of the (a) Jsc and (b) VOC for PTB7:TIPS-TAP (dark
blue), PTB7:TIPS-TAP-1T (light blue), and PTB7:TIPS-TAP-2T (green). Individual measure-
ments are denoted with dots, including error bars, while corresponding linear fits are shown
as lines. Reproduced with permission from [20]. Copyright © 2017 WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim.
pared to conventional fullerene acceptors, especially their photophysics, which shows
a strong electric field-dependence and an unusually slow charge generation. When
substituting two triptycene units to the tetraazapentacene core molecule, recombina-
tion losses, when compared with unsubstituted molecules, are suppressed. The class
of N-Heteroacenes offers a large versatility of possible chemical structures, [293–295]
which could allow in future to tune molecular properties further in order to achieve
better electron accepting materials with a further suppressed recombination. Their
tendency to crystallize and thus the overall microstructure can also be tuned by choos-
ing different side chains. [296] The overall device performance can be further boosted
by an additional optimization of the microstructure, which can be achieved for ex-
ample by the use of additives during processing, which has already been shown for
other non-fullerene acceptors. [297–299] In summary, this new material system of N-
Heteroacenes shows respectable photovoltaic performance up to 2.5 % without exten-
sive optimization, but only with a variation of substituted side chains, motivating for
their further development.
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5 | Visualising the Vertical En-
ergetic Landscape in Organic
Photovoltaics
This chapter is based on our recent publication in the journal Joule with the title: "Vi-
sualising the Vertical Energetic Landscape in Organic Photovoltaics". [34] This project
was performed in collaboration with Andreas Weu from our group, Jiangbin Zhang
from the group of Prof. Dr. Richard H. Friend (University of Cambridge, UK), Zhup-
ing Fei from the group of Prof. Dr. Martin Heeney (Imperial College London, UK) and
Prof. Dr. Yongsheng Chen (Nankai University, China), who performed and supervised
the synthesis and layer fabrication for high efficiency photovoltaic materials.
5.1 Introduction
Research on OPV devices resulted in impressive PCEs surpassing 16 % and 17.3 % for
single and multi-junction devices, respectively. [12, 300] The efficiency of solar cells
depends, as described in Section 2.1.1, mainly on their Jsc, VOC and FF. Up to date,
EQEs exceed 90 %, [301] resulting in Jsc as high as 20.20 mA/cm2, and FFs approach
80 %, [302] being thus as good as other commercialized high efficiency technologies,
such as gallium arsenide (GaAs) and c-Si. [303] Up to now, it is mainly the VOC
of OPV devices which limits their performance, making them still less efficient
than established inorganic photovoltaic technology or perovskite solar cells, and
should be optimized further. The VOC is, as introduced earlier, commonly associated
with the photovoltaic gap energy (EPVg ) at the D/A interface. [42, 304] An accurate
determination of donor and acceptor energy levels, especially at their interface
is thus the first important step for VOC optimization and elucidation of energetic
losses. The alignment at such organic-organic interfaces is still not fully understood,
but it is particularly important for the new range of high-efficiency photovoltaic
systems including both fullerenes [305, 306] and NFAs, [15, 18, 247, 248, 307] with low
driving energy offsets between donor and acceptor HOMO/LUMO levels, as well
as for ternary systems. [308, 309] The real energetic alignment of all these systems
remains unclear, because of a lack of techniques offering reliable information: while
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a reporting of energy levels is ubiquitous in OPV device studies, [289, 310] energetic
values obtained by different techniques, including CV measurements, [311, 312]
DFT calculations, [311, 313] Kelvin probe measurement, [313, 314] differential pulsed
voltammetry, [313] and PES [20, 311, 315, 316] are often combined, resulting in a
large scatter of reported energetics, even for the same material system. [317–319]
Additionally, in these reports, polarization, [320] and interfacial effects [171, 320, 321]
such as band bending and interface dipoles are not taken into account.
Several studies attempted to obtain the energetic landscape more accurately, in-
cluding CT luminescence studies, [35, 117, 322, 323] UPS measurements on blend film
surfaces with varying donor to acceptor ratios and extrapolating them to a BHJ, [324]
simulations, [191, 193, 325, 326] and scanning Kelvin probe microscopy. [327–329]
CT state measurements, however, are very sensitive to variations in active layer
thickness and device architecture, [330] and ultimately do not provide information
about the overall energetics (relative HOMO and LUMO levels) in OPV devices.
Simulations strongly depend on reliable input parameters and do not substitute
direct experimental measurements. And last but not least, scanning Kelvin probe
microscopy is limited by tip size convolution effects and complex sample preparation
methods, [331] and additionally does not yield any information on the DOS of the
materials. [332]
It is widely accepted that the most accurate and reliable method for determining
the energetic levels, including the VL position and DOS, [333] of materials is UPS,
which is highly surface sensitive and is thus limited to the top ∼ 2 nm of the investi-
gated sample. [334] Consequently, energetic alignment investigation were limited to
thermally evaporable small molecules, accessible by "layer-by-layer" measurements,
including consecutive steps of a few nm of material deposition followed by spectro-
scopic characterization in situ. [335–337]
Such a "layer-by-layer" approach is not suitable with solution-processed materials,
which are deposited in a single step by spin coating. [338, 339] A possible way of
obtaining energetic information in these layers would be by depth profiling, e.g.
by a succession of etching steps and surface sensitive investigations. The latter, in
studies comprising molecular depth profiles, is dominantly performed by XPS or
secondary ion mass spectrometry (SIMS), while etching steps are typically make use of
monoatomic Ar bombardment. This is done despite the fact, that the latter introduces
significant surface damage, especially for organic materials. [340, 341] GCIBs, [30] in
which argon gas clusters are formed by a supersonic expansion, resulting in clusters
with a tunable cluster size (100− 10000 atoms/cluster) with a few eV per atom, [29]
offer the opportunity of damage free depth profiling, [342–348] as introduced in earlier
sections. GCIB etching has already found application with SIMS and XPS, [349, 350]
and only in a handful of reports with UPS. [351, 352] The authors show by comparing
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"layer-by-layer" measurements with GCIB depth profiles, that the latter results in an
essentially damage-free removal of thermally evaporated organic molecules. Solution
processed active layers, as in most OPV devices, have not been, however, examined
with this technique.
In this chapter, we present the first demonstration of an accurate determina-
tion of energetic landscapes in OSCs by a succession of UPS measurements and
GCIB etching steps. First, we probe a BHJ and a bilayer of the widely investigated
model material system of P3HT and PC60BM and show, that UPS depth profiling
not only results in an accurate determination of the vertical energetic landscape, but
also in information on the material percentage, with a better resolution than XPS
depth profiling. Next, we apply our technique to several high-efficiency systems,
namely PffBT4T-2OD:PC70BM, PFBDB-T:C8-ITIC, PBDB-T:NCBDT, DRCN5T:PC70BM
and PTB7:PC70BM and demonstrate its broad applicability to various material systems
including fullerenes, NFAs, polymers and small molecules. Finally, we demonstrate
that when comparing the EPVg measured by UPS depth profiling and by measurements
of the individual components of the blend with measured CT state energies for the
very same systems, the latter comparison results in a poor, while our technique in a
very good agreement. This observation demonstrates that interfacial effects, such as
band bending and interfacial dipoles are only present when the donor and acceptor
are blended, and that this will also strongly influence their energetic alignment. This
observation highlights the need for energetic characterization methods, such as UPS
depth profiling, or other approaches that can correctly determine EPVg , rather than the
common characterization of the constituent materials, assuming VL alignment when
blended. A more accurate determination of EPVg would result in a better VOC estima-
tion and also offer additional insights into VOC and consequent PCE losses.
5.2 Method Development
5.2.1 Why Gas Cluster Ion Beams?
The efficacy of UPS depth profiling relies on essentially damage-free etching, such
that the electronic structure of the materials stays unaltered, and thus the acquisition
of UPS stays meaningful. While monoatomic Ar etching is a well-established, suitable
tool for metal and inorganic material removal, the high kinetic energy of the ions re-
sults in significant damage to organic materials, [353–356] with the depth of introduced
damage being even higher than that of the probing depth of XPS. [357] To overcome
this issue, our method makes use of GCIBs, the working principle of which is schemat-
ically shown in Fig. 5.1A. The formation of Ar clusters, as described in great detail in
Sec. 3.3.2.1, is based on supersonic gas expansion: high pressure Ar gas flows trough
a nozzle into a lower pressure region, resulting in Ar clusters (agglomerates of atoms).
Next, they flow through multiple skimmers and get charged by a filament. Magnetic
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lenses and multiple electrodes ensure proper size selection and focusing, respectively.
Key differences between monoatomic and cluster etching impact on thin films are sum-
marized in Fig. 5.1B. While monoatomic etching results in a deep material penetration
and a large degree of intermixing, cluster etching results in the formation of a shal-
low crater with negligible damage. [358, 359] Furthermore, monoatomic etching yield
is considerably lower than that of cluster modes for the same beam current, thus, in
order to eject a comparable amount of material, the sample would need to be bom-
barded significantly longer with the former, increasing the degree of damage even
further. [360] Molecular dynamic simulations as well as empirical measurements of
GCIB based etching show its advantages over monoatomic ion sources. [361, 362] For
more clarity, the succession of UPS measurements and cluster etching is schematically
drawn in Fig. 5.1C.
Figure 5.1: (A) Schematics of GCIB formation, where Ar ions from a gas inlet get into a gas
expansion region through a nozzle, forming clusters, getting pre-size selected by multiple
skimmers and charged by a filament. Afterwards, the charged clusters are size selected by
a magnetic lens and are focused onto the substrate by electrodes. (B) Schematic representation
of monoatomic and GCIB impact differences on a multi-layered thin film. (C) Schematic rep-
resentation of depth profiling, e. g. the succession of surface sensitive investigations with UPS
and etching steps with Ar-GCIB. Incident UV photons (blue wavy arrow) and emitted pho-
toelectrons (purple spheres) represent UPS/XPS measurements. Etching is represented with
cluster spheres (orange) and a grey line, representing rastering, resulting in material removal
(cubes flying away). Reprinted with permission from [34]. Copyright © 2019 Published by
Elsevier Inc.
5.2.1.1 Monoatomic vs. Cluster Etching
To further illustrate impact differences between monoatomic and cluster modes, we
investigated their effect with XPS as well as UPS on several organic materials (P3HT,
PC60BM, PffBT4T-2OD, PC70BM, PBDB-T, NCBDT, PFBDB-T and C8-ITIC), as shown
in Fig. 5.2.
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Figure 5.2: Damage comparison by XPS and UPS of a reference measurement (Reference, pur-
ple) with 4 different cluster modes with kinetic energies ranging from 2000 eV to 8000 eV
(C2000 (dark blue), C4000 (light blue), C6000 (dark green) and C8000 (light green)) and 2
monoatomic modes with kinetic energies of 1000 eV (M1000, orange) and 2000 eV (M2000,
red) after 15 second of etching. Comparisons by XPS (S2p or O1s spectra) and UPS (DOS) are
shown on left and right panels, respectively, for (a) P3HT, (b) PC60BM, (c) PffBT4T-2OD, (d)
PC70BM, (e) PBDB-T, (f) NCBDT, (g) PFBDB-T and C8-ITIC. Reprinted with permission from
[34]. Copyright © 2019 Published by Elsevier Inc.
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Impact differences were tested for four cluster and two monoatomic kinetic
energies, ranging from (2 − 8) keV and (1 − 2) keV, respectively, and compared
with a reference spectrum without the 15 s etching step. UPS measurements are
represented with corresponding DOS regions in subgraphs on the right: regardless of
ion energy, monoatomic etching results for each investigated material in a complete
destruction of the valence band region. At the same time, cluster etching preserves the
original form of the DOS for almost all tested kinetic energies, in good agreement with
previous investigations. [351] Higher energy cluster etching ((6− 8) keV) introduces
for some of the materials minimal changes and smears out some peaks, the effect still
not comparable to the complete destruction of monoatomic modes. XPS results are
represented with the corresponding S2p, or with the O1s spectra for the two fullerenes
since they do not contain any S. Both are plotted in the left panel in each subgraph.
A comparison of the XPS leads us to the same conclusion as the UPS results: while
monoatomic etching results in significant broadening of all tested spectra (in average
35 % broader full width half maximum (FWHM) as for the reference spectrum), cluster
etching yields no, or only minimal spectral broadening (< 10 % broader FWHMs).
We note, that for the O1s spectrum case, the change in the signal corresponds to
surface contamination removal. For all further depth profiling experiments, cluster
etching with a kinetic energy of 4000 eV was chosen to ensure minimal damage and
reasonable etch times.
In order to further investigate impact differences between monoatomic and cluster
etching, we carried out a UPS depth profile experiment on a thin P3HT:PC60BM BHJ
film using the monoatomic Ar ion etching source, a 3D representation of which is
shown on the left in Fig. 5.3. Both the whole UPS region including the SECO (for
binding energies in the range of ∼ (20− 0) eV and the zoomed in valence band region
(for binding energies in the range of∼ (5− 0) eV, with the HOMO features, are shown.
The latter is shown again in the individual measurement representation, from the top
surface down to the underlying ZnO ranging from green to red. This spectrum is also
compared with analogous cluster etching results for the very same film. Only after a
few etching steps with the monoatomic source, no identifiable valence band structure
can be measured due to a strong damage of the organic materials in the blend. On
the contrary, GCIB etching preserves the electronic structure throughout the layer, and
allows thus for an extraction of meaningful information about composition, as well as
electronic structure as a funciton of depth, as we will discuss more in detail below.
5.2.2 UPS Depth Profiling
Measuring both XPS and UPS depth profiles allows for the extraction of compositional
as well as energetic landscapes as a function of depth. We note, that our technique only
results in a vertical resolution and does not provide lateral resolution, since both UPS
and XPS spectra are collected from an area of ∼ 0.7 mm2. On the one hand, depth pro-
files utilizing XPS allow for an atomic percentage determination of all individual atoms
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Figure 5.3: UPS depth profile comparison of monoatomic (3 keV) and cluster (4 keV) etching
of a P3HT:PC60BM film. 3D representation of UPS measurements for monoatomic etching
are shown both for the entire measured region (left), and a zoomed in version of the DOS
region (middle). Electronic structure evolution is also plotted in 2D (bottom right) with colours
marking the etch depth from the top surface (green) down to the bottom (red) and compared
to etching with a cluster source (top right). Reprinted with permission from [34]. Copyright
© 2019 Published by Elsevier Inc.
present in the layer, with a vertical resolution of ∼ 10 nm, limited by the XPS probing
depth. By knowing the chemical formulas of all constituent materials, atomic percent-
age values allow for a material percentage determination, as described in Sec. A.2.2.1.
On the other hand, UPS depth profiles yield valuable information about the vertical
energetic landscape, or more specifically the positions of the Fermi level, VL, and IPs
for all constituent materials, in the top ∼ (1− 2) nm of the film. Since the HOMO and
LUMO terms are ubiquitous in literature to express the IP and EA of materials, we will
carry on with this notation. Nevertheless, we want to remind the reader that the for-
mer expressions are purely one electron based theoretical constructs, [103] while our
measurements represent real films. HOMO level positions are always determined by
low binding energy edge fitting of the valence band. [171]
5.2.2.1 Fitting Procedure
In order to extract energy level information for all constituent materials, it is necessary
to disentangle their individual relative contributions from the overall measured UPS
spectrum. In our study we fit the valence band spectrum by a linear combination of
the valence band spectra of the individual constituent materials, as proposed by Yun
et al. [363] Following this approach, we are able to identify HOMO features of both the
donor and the acceptor materials with respect to the Fermi level for all tested material
systems. Additionally, we are able to extract the relative contribution of each material
from the overall measured UPS spectrum. The whole fitting procedure is explicitly
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described in Sec. A.2.1.3 and is schematically shown for a BHJ of P3HT : PC60BM in
Fig. 5.4.
5.2.2.2 Depth Profiling of a P3HT:PC60BM Bulk Heterojunction
UPS depth profile measurements of a 60 nm thick P3HT:PC60BM BHJ spin coated on a
ZnO substrate are summarized in representative 3D maps in Fig. 5.5A and B with the
whole region and the valence band region (up to 6 eV below the Fermi level), respec-
tively. In order to highlight regions of particular interest, the depth scale is subdivided
into three regions: surface ((0 − 10) nm), bulk ((10 − 58) nm) and bottom interface
(around 60 nm).
Material percentage data representing relative contributions can be compared
to the XPS results obtained by S/C atomic ratio measurements, as represented in
Fig. 5.5C with a solid and a dotted line, respectively. Measurement data and corre-
sponding fits at representative etch depths, denoted with 1 to 7 in this main graph, are
shown in panels above and next to the main graph. In each panel, orange circles de-
note the original UPS measurements, while the fitted contributions of P3HT, PC60BM,
and ZnO are shown in blue, red, and green, respectively. The sum of the three, referred
to from now on as the overall fit, is shown as a purple line.
UPS measurements show, that the very top surface, at depth point 1 (0 nm), con-
sists only of P3HT, which is in excellent agreement with previous reports. [364, 365]
From this point on, the PC60BM contribution gradually increases with depth at points
2 (3 nm) and 3 (7 nm), until it reaches its maximum at depth point 4 (17 nm). Looking
deeper into the layer results in a plateau region, represented at depth point 5 (29 nm),
until the interface with ZnO is reached, showing DOS contribution from all constituent
materials, as in depth point 6 (60 nm), resulting finally in only ZnO signal at depth
point 7 (62 nm).
An increasing amount of PC60BM in the top ∼ 20 nm layer is in good agreement with
previous results obtained by XPS depth profiling utilizing monoatomic etching [364]
as well as by angle resolved XPS. [366] Deviations in our UPS and XPS depth profiling
material percentage results originate from some key differences between the UPS and
XPS techniques, such as their probing depth being ∼ 5 times larger for XPS than for
UPS. We note, that each data point in Fig. 5.5 represents a vertical average from the
denoted depth on until the probing depth of the corresponding technique. This re-
sults in a smearing out effect for the XPS depth profile, resulting in a poorer resolution
than provided by UPS depth profiling, visible at regions with fast changes in material
contribution: depth points 1 to 4 and near depth point 6. Additionally, at the very
surface, adventitious carbon alters the S/C ratio, which is used for material percent-
age determination in XPS measurements, introducing a falsely high PC60BM amount.
Differences in material composition results determined by UPS fitting and XPS calcu-
lation can be attributed to the latter two effects. In summary, using UPS depth profiles
to extract compositional information eliminates the effects of adventitious carbon and
significantly increases the depth resolution due to the enhanced surface sensitivity of
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Figure 5.4: Schematic representation of UPS depth profile fitting. The 3D representation of the
entire UPS depth profile and UPS measurements of the individual materials constituting the
blend are shown in the top left and right corners, respectively. An example slice (at 60 nm)
of the 3D data is taken for fitting representation: the measured spectrum is fitted by the 3
constituting components by a linear combination allowing an energetic shift and scaling rep-
resenting band bending/dipole effects and material composition variations, respectively. The
original data (orange dots) and the sum of the individual fits, thus the overall fit (purple line)
are in an excellent agreement. Components (energetic shift and scaling) for all constituent ma-
terials can be now extracted and the whole procedure can be repeated for all measured etch
depths. SECO onsets can be simply fitted by a linear fit. With this, both the compositional
profile and the energetic landscape can be extracted. Reprinted with permission from [34].
Copyright © 2019 Published by Elsevier Inc.
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Figure 5.5: (A) 3D representation of the measured UPS spectra of a spin coated, 60 nm thick
P3HT:PC60BM BHJ on ZnO as a function of etch depth. (B) Zoomed in version of the latter
highlighting the HOMO region throughout the layer. Both are plotted with respect to the Fermi
energy (EF). (C) Material percentage data from both UPS depth profile fitting (solid line) and
S/C atomic ratios measured by XPS depth profiling (dotted line). Seven representative valence
band spectra and corresponding fits are shown on the top and the left of the main graph and
correspond to the marked points in the latter. P3HT, PC60BM, and ZnO contributions are
denoted with blue, red, and green colours, respectively. The sum of these three is denoted with
a purple line, while the original measurements with orange dots in the side graphs. Reprinted
with permission from [34]. Copyright © 2019 Published by Elsevier Inc.
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UPS compared to XPS.
5.2.2.3 Excluding Preferencial Etching
Etching a layer consisting of two materials, or even two different atoms, raises the
question of preferential etching, which occurs when one material (atom) is etched
faster than the other. This would result in an accumulation of the latter and the mea-
sured profile would no longer represent the actual composition. Three observations
let us conclude, that no preferencial etching occurs for our measurements:
1. We do not observe any gradual material accumulation, but a plateau region.
2. The existence of such a plateau region occuring both in XPS and UPS measure-
ments shows, that the measured top 2 nm of the surface (typically measured by
UPS) represents the somewhat deeper measurement (∼ 10 nm) of composition
by XPS not yet affected by etching.
3. Etching results in smooth surfaces throughout the entire sample up until the ZnO
interface, as confirmed by AFM measurements, shown in Fig. 5.6. Representative
microgpraphs of the height and adhesion are shown at the etch depths of 1 nm,
20 nm, and 60 nm in a, b, and c, respectively. Firstly, the surface roughness stays
constant at (2.0± 0.3) nm throughout the entire bulk, changing to 3.1 nm only
upon reaching the ZnO layer. Secondly, the material contrast, represented by the
adhesion, shows no correlation with the height in the bulk and shows changes
only upon reaching the ZnO interface.
5.2.2.4 Depth Profiling of a P3HT/PC60BM Bi-layer
In order to further test the depth resolution and capabilities of UPS depth profiling,
we performed depth profiles on a BL of P3HT/PC60BM. Similarly, as in the previous
section, representative 3D maps and resulting material composition of a BL consisting
of 55 nm P3HT on top of 110 nm PC60BM spin coated on top of the ZnO substrate is
shown in Fig. 5.7.
In the case of a P3HT/PC60BM BL we see a similar correlation between UPS and
XPS depth profile results regarding material composition shown in Fig. 5.7. While the
latter are rather smeared out, UPS depth profiles show significantly sharper interfaces.
Representative slices are again shown above and left to the main graph with the same
colour notation as for the BHJ. While on the very surface (depth point 1) XPS and UPS
results are similar, at the first interface (depth points 2 to 4) differences arise from the
larger probing depth of XPS. In the middle of the underlying PC60BM (depth point 5),
the both spectra show again only the presence of PC60BM, while at the interface to ZnO
(depth points from 6 to 7), material percentage differences are even higher, probably to
the 3.1 nm roughness of ZnO. We note, that the lack of an absolutely abrupt interface in
this material system is probably caused by the diffusion of PC60BM molecules into the
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Figure 5.6: Representative height (top row) and adhesion (bottom row) micrographs measured
by AFM at etch depths of (a) 1 nm, (b) 20 nm and (c) 60 nm in a BHJ of P3HT:PC60BM with an
overall layer thickness of ∼ 60 nm spin coated on ZnO. Reprinted with permission from [34].
Copyright © 2019 Published by Elsevier Inc.
P3HT layer above, as already reported previously. [367, 368] In summary, these results
show, that GCIB etching does not result in any re-deposition or implantation of over-
layer material into deeper layers. Furthermore, the electronic structure consistency
throughout thick layers of the very same material confirms the damage free character
of GCIB etching.
5.2.3 Determining Energetic Landscapes
Apart from the material percentage information, UPS depth profiles also reveal
the vertical energetic landscape indicated by changes in the SECO and HOMO
onsets. We note, that extracting the LUMO positions directly would require inverse
photoemission spectroscopy measurements. These, however, require acquisition at
multiple spots and exhibit a large experimental error due to a low signal-to-noise
ratio and additionally often induce damage to organic layers. [369, 370] For these
reasons we decided to approximate the LUMO levels by subtracting the optical
gap of each material from the measured HOMO position. [150] We note that this
estimation does not account for the exciton binding energy and the broadening of the
optical gap and neglects thus for differences between transport and optical transport
levels. [371] Nevertheless, this approximation still results in a good estimate for the
photovoltaic gaps as we will discuss later. Optical gaps of all investigated materials
are summarized in Table 5.1.
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Figure 5.7: (A) 3D representation of the measured UPS spectra of a spin coated, 60 nm thick
P3HT:PC60BM BL on ZnO as a function of etch depth. (B) Zoomed in version of the latter
highlighting the HOMO region throughout the layer. Both are plotted with respect to the Fermi
energy (EF). (C) Material percentage data from both UPS depth profile fitting (solid line) and
S/C atomic ratios measured by XPS depth profiling (dotted line). Seven representative valence
band spectra and corresponding fits are shown on the top and the left of the main graph and
correspond to the marked points in the latter. P3HT, PC60BM, and ZnO contributions are
denoted with blue, red, and green colours, respectively. The sum of these three is denoted with
a purple line, while the original measurements with orange dots in the side graphs. Reprinted
with permission from [34]. Copyright © 2019 Published by Elsevier Inc.
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Table 5.1: Summary of optical gaps for all investigated materials determined by UV-VIS ab-
sorption spectroscopy of thin films with values from the indicated references. Values were
estimated by linearly fitting the low energy onset. Adapted from [34]. Copyright © 2019 Pub-
lished by Elsevier Inc.
Material Optical Gap (eV)
P3HT 1.90 [34]
PC60BM 2.00 [34]
PBDB-T 2.41 [34]
NCBDT 1.47 [253]
PFBDB-T 2.01 [248]
Material Optical Gap (eV)
C8-ITIC 1.72 [248]
PffBT4T-2OD 1.65 [123]
DRCN5T 1.61 [34]
PTB7 1.60 [20]
PC70BM 1.85 [123]
5.2.3.1 Energetic Landscape of P3HT:PC60BM Bulk Heterojunction and
P3HT/PC60BM Bi-layer
Resulting energetic landscapes for the BHJ and BL of P3HT and PC60BM are summa-
rized in Fig. 5.8A and B, respectively.
Figure 5.8: Energetic Landscapes including vacuum level positions (black), measured valence
and estimated conduction band positions with respect to the Fermi level of the donor (blue),
acceptor (red) materials and ZnO (green) for the investigated (A) P3HT:PC60BM BHJ and (B)
P3HT/PC60BM BL. Reprinted with permission from [34]. Copyright © 2019 Published by
Elsevier Inc.
The energetic landscape of the P3HT:PC60BM BHJ reveals several interfacial
effects. At the PC60BM/ZnO interface, a surface dipole can be observed resulting in a
work function change from 3.6 eV in the ZnO to 4.0 eV in the PC60BM either due to
to polarization effects, [320] or a charge transfer to the PC60BM, in good agreement
with previous reports. [364, 372] The VL and all other energy levels with respect to EF
stay constant throughout the entire bulk layer. The Φ measured by UPS is generally
limited by the higher work function material, [373] and hence, due to the presence
of PC60BM in the blend, the work function cannot be below 4.0 eV. In the thin P3HT
layer on the surface, the limitation by the higher work function material is lifted,
resulting in a bending of the P3HT energy levels at the surface and consequently the
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Φ decreases to 3.6 eV. This band bending is in excellent agreement with previous
reports of UPS measurements on P3HT:PC60BM with varying donor to acceptor ratio,
in which an increasing amount of PC60BM resulted in a Φ shift and an overall band
bending on the order of 0.5 eV. [365]
In the case of the P3HT/PC60BM BL, a similar dipole at the ZnO interface can be
observed, as in the BHJ case, while a second dipole at the P3HT/PC60BM interface
also occurs. The latter can be attributed to a charge transfer from the P3HT into
the PC60BM, as suggested in previous studies. [374] Such a charge transfer results
in gradual band bendings and the region near the interface in P3HT thus exhibits a
lower density of electrons and a smaller energetic distance between the Fermi level
and the HOMO of P3HT. This energetic distance increases, corresponding to a higher
density of electrons, as we move further away from the interface towards the surface.
This suggests, that electron transfer takes place only in the interface region. We note,
that the opportunity of very small amounts of PC60BM diffusing into the P3HT layer
cannot be ruled out, [367, 368] which would also influence the band bending near
the P3HT/PC60BM interface. [365] Nevertheless, our measurements reveal a dipole
moment of 0.3 eV, in excellent agreement with previous measurements performed on
electrospray deposited P3HT/PC60BM BLs measured in situ (0.35 eV dipole), [375]
and measurements on P3HT/C60 BLs ((0.3− 0.4) eV dipole). [376] The small upward
bending at the very surface results from the preparation method of the BL film
including exposure to water and oxygen during fabrication. [377]
EPVg for the Systems with P3HT and PC60BM
Both BHJ and BL films result in a similar estimated EPVg of (1.03 ± 0.04) eV and
(1.16± 0.02) eV, respectively. We want to stress, that these values are approximations
due to the estimation of the transport gap with the optical gap and note, that the er-
rors listed above are of statistical nature, resulting from averaging individual measure-
ments collected throughout the entire film thickness. The experimental error of each
measurement is approximately (0.10− 0.15) eV, originating from both measurement
and fitting errors. Despite P3HT:PC60BM being the most investigated organic pho-
tovoltaic system to date, reported energetic values show large variations, [317–319]
resulting thus in EPVg s in the range of (0.9− 1.4) eV. [97, 378–380] Our results are in
good agreement with previous direct vacuum electrospray deposition measurements
(in situ) by Park et al. [375] resulting in EPVg = 0.9 eV and are also in close agreement
with CT state energies measured by luminescence spectroscopy. [210, 330]
5.2.3.2 Energetic Landscapes of Other High-Efficiency Photovoltaic Systems
In order to demonstrate the applicability of our technique beyond the model sys-
tem of P3HT:PC60BM, we chose four high-performance OPV systems, with both
110 5. Visualising the Vertical Energetic Landscape in Organic Photovoltaics
polymer and small molecule donors and both fullerene and non-fullerene accep-
tors: PffBT4T-2OD:PC70BM with a PCE approaching 11 %, [123, 381] the two non-
fullerene systems PBDB-T:NCBDT and PFBDB-T:C8-ITIC resulting in PCEs of 12 %
and 13 %, [247, 248] respectively and last but not least the small molecule system
DRCN5T:PC70BM with a PCE of ∼ 9 %. [382] UPS measurements of these systems
summarized in 3D energetic maps are shown in Fig. 5.9.
Figure 5.9: 3D energetic maps, representing UPS measurements for different BHJ systems of (a)
PffBT4T-2OD:PC70BM, (b) PBDB-T:NCBDT, (c) PFBDB-T:C8-ITIC and (d) DRCN5T:PC70BM
with zoomed in versions of the DOS region on (e), (f), (g) and (h), respectively. Reprinted with
permission from [34]. Copyright © 2019 Published by Elsevier Inc.
Data fitting as described previously results in compositional profiles and energetic
landscapes, whereas we will restrict us here to the energetic profiles including the
estimated LUMO levels of the high-efficiency systems, shown in Fig. 5.10.
Unlike in the case of P3HT:PC60BM, no strong surface segregation of either of the
components can be observed. This also leads to rather flat energetic levels, proba-
bly resulting in better charge carrier transport in these systems. One can again ex-
tract the EPVg for each of these system resulting in (1.31± 0.02) eV for both PffBT4T-
2OD:PC70BM and DRCN5T:PC70BM, and (1.48 ± 0.03) eV and (1.61 ± 0.02) eV for
PBDB-T:NCBDT and PFBDB-T:C8-ITIC, respectively. As mentioned already for the
P3HT:PC60BM systems, the listed errors are of statistical nature, demonstrating a
highly constant EPVg with almost no deviation throughout the entire BHJ.
5.2.4 A Comparison of Estimated Photovoltaic Gaps from Different Ap-
proaches with Device VOCs
While EPVg values extracted from our UPS depth profile measurements include uncer-
tainties due to the use of optical gaps, our method allows us an accurate determination
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Figure 5.10: Energetic Landscapes including vacuum level positions (black), measured valence
and estimated conduction band positions with respect to the Fermi level of the donor (blue),
and acceptor (red) materials for the investigated (A) PBDB-T:NCBDT, (B) PFBDB-T:C8-ITIC,
(C) PffBT4T-2OD:PC70BM, and (D) DRCN5T:PC70BM BHJs. Reprinted with permission from
[34]. Copyright © 2019 Published by Elsevier Inc.
of HOMO-HOMO offsets for all investigated material systems. It has been shown re-
cently by Qian et al., [35] that low energetic offsets are one of two prerequisites for low
non-radiative voltage losses and thus high PCEs in OSCs. These offsets could be esti-
mated by measurements on each blend component separately, such an approach will
omit taking into account interfacial effects, such as band bending and dipoles between
these materials and their vertical evolution across the device. Our technique accurately
measures HOMO-HOMO offsets throughout the active layer and can thus be applied
for new material system characterization, in order to identify promising candidates
with a low energetic offset. HOMO-HOMO offsets, EPVg values and measured device
VOCs of all investigated systems and that of PTB7:PC70BM, discussed in more detail in
Chapter 6, are summarized in Table 5.2. We observe high HOMO-HOMO offsets for
all systems employing fullerenes and remarkable low offsets for the two investigated
NFA systems, being probably critical for their high performance.
The practice of calculating EPVg from energy levels measured for individual blend
components and following VOC estimation is excessively common in literature. While
these energy levels are frequently extracted from PES measurements, often different
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Table 5.2: Estimated EPVg s, VOCs, and HOMO-HOMO offsets for all investigated BHJ systems
including P3HT:PC60BM, PffBT4T-2OD:PC70BM, DRCN5T:PC70BM, PTB7:PC70BM, PBDB-
T:NCBDT, and PFBDB-T:C8-ITIC. Adapted from [34]. Copyright © 2019 Published by Elsevier
Inc.
Acceptor Type Material System EPV (eV) VOC (V)
HOMO-HOMO
Offset (eV)
Fullerene
P3HT:PC60BM 1.03± 0.04 0.60 0.97± 0.04
PffBT4T-2OD:PC70BM 1.31± 0.02 0.75 0.54± 0.04
DRCN5T:PC70BM 1.31± 0.04 0.93 0.53± 0.04
PTB7:PC60BM 1.17± 0.03 0.77 0.68± 0.04
PBDB-T:NCBDT 1.48± 0.03 0.84 0.02± 0.02
Non-fullerene
PFBDB-T:C8-ITIC 1.61± 0.02 0.93 0.12± 0.02
methods are used introducing additional errors. In order to check the validity of
this approach, we compared EPVg values calculated from measurements on individ-
ual blend components with results obtained from UPS depth profiling on BHJ active
layers. Furthermore, we compared these results with corresponding device VOCs and
reported CT energy values, as shown in Fig. 5.11. Reliable CT energy values measured
for the same active layer morphology as measured by UPS depth profiling were only
available for 5 out of 6 systems in literature. [210, 248, 253, 383, 384]
The results clearly show that EPVg values obtained from measuring individual com-
ponents can be neither correlated to measured device VOCs, nor CT state energies. Fur-
thermore, in some cases the estimated EPVg is even lower than the device VOC, which
would imply negative losses. On the contrary, EPVg values determined by UPS depth
profile measurements are in a good agreement with measured CT energies. Addi-
tionally, they can be very well correlated to device VOCs, showing a linear correla-
tion (slope 1) with a certain offset varying for each material system. We note that
this offset and thus the difference between EPVg /ECT and the VOC is not necessarily
a constant value and depends on the overall energetic losses including radiative and
non-radiative recombination in each particular system. [194] Generally, all OSCs lose
voltage both due to radiative and non-radiative recombination, the latter being either
geminate or non-geminate including recombination through traps, structural defects,
triplet states and many more. [194] Correspondingly, it is not expected that all EPVg
values fall on the same line with a slope of 1, but rather show some variation along,
which is in good agreement with our results. We note, that both EPVg values obtained
by UPS depth profile measurements and individual component measurements neglect
for exciton binding energy due to the use of the optical gap for the calculation of the
appecptor LUMO in each system. Nevertheless, the former method represent a far
more accurate picture of the energetic alignment at the D/A interface than results ob-
tained from individual blend component measurements. In summary, we can con-
clude, that:
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Figure 5.11: Relation between EPVg values obtained from different approaches and the VOC of
corresponding devices for all investigated material systems. The photovoltaic gap was esti-
mated by individual component measurements (red triangles), UPS depth profile evaluations
(blue dots) and CT energy values (yellow stars) taken from literature for devices with a similar
film morphology, when available. Investigated systems are denoted with numbers from 1 to
6. Red and blue semitransparent bars with a thickness of ∼ 0.07 eV are guides for the eye and
represent fits of the corresponding EPVg , with a slope of 1 for the latter. EPVg errors originate
from both optical gap estimations and HOMO level determinations from UPS depth profile
measurements. Reprinted with permission from [34]. Copyright © 2019 Published by Elsevier
Inc.
• The good agreement with CT energy values suggests that the energetic align-
ment obtained by our technique is representative for the CT exciton energy and
is a good measure when investigating new photovoltaic systems.
• UPS depth profiling correctly predicts EPVg values for a variety of material sys-
tems, while the combination of individual component measurements fails. This
suggests a significant ground state electronic interaction between the blend com-
ponents for several systems, such as in the case of the P3HT/PC60BM BL, where
a dipole is formed between the two. The nature of this electronic interaction
differs largely between the BHJ and BL cases and depends thus not only on the
materials of choice but also on their microstructure in the blend. Hence, UPS
depth profile measurements and OPV device characterization, including device
VOC must be performed on blends of identical microstructure.
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5.3 Summary and Outlook
In this chapter we introduced our newly developed UPS depth profiling technique,
where UPS or XPS measurements are combined with essentially damage-free GCIB
etching, and demonstrated its applicability on a range of photovoltaic material
systems. The new methodology accurately determines the energetic landscape,
including an accurate determination of HOMO-HOMO offsets and an estimation
of EPVg , of both BHJ and BL systems. Furthermore, the use of UPS as the surface
sensitive measurement technique offers compositional profile information on a much
higher depth resolution, when compared with XPS depth profiles. The development
of this method opens up a vast array of opportunities for the study of OPV systems
including energetic landscape determination for any type of multi-layered devices. It
could help to better understand the energetic alignment at organic/organic interfaces,
specifically the importance of the HOMO-HOMO offset. Finally, our method allows
for CT state energy estimation, and with that also potential device VOC prediction.
Since UPS depth profiling can be performed at any point in the device lifetime,
it thus also offers valuable insights into the temporal evolution of compositional
electronic profiles after device operation. Insights on how environmental degradation
affects the energetic landscape of devices, could lead to a development of more stable
devices and to find mitigation strategies.
The possibility to extract both high-resolution compositional information and
energy-level evolution has fascinating implications. Ternary organic photovoltaic
systems have recently drawn attention of the community due to their impressive
efficiencies surpassing 11 %. [309] Much remains unknown, however, about their
energetic alignment and the vertical compositional distribution of the third material.
It has been proposed recently, that a sequential deposition of the third material
after film formation of the first two can significantly enhance performance. [385]
Alternatively, the possibility of a spontaneous segregation of the third component to
the film surface resulting in an improved charge extraction and thus an increased VOC
has been also suggested. [386] Applying UPS depth profiling to such ternary systems
would allow the accurate determination of both their compositional and energetic
profiles. Additionally, sequentially deposited D/A layers, [253] and other novel film
structures can be also investigated in great detail with our technique.
The ability to cross organic/organic as well as organic/inorganic interfaces, while
accurately determining the energetic alignment at them, makes our methodology of
great interest to the study of complete PV or even tandem devices. Recently, organic
tandem cells have made a come-back with record efficiencies of 15 % [387] and
17.3 %, [300] published in close succession. UPS depth profiles could be performed
on an entire stack of such a device in order to extract the entire vertical energetic
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alignment between all interlayers.
Furthermore, we stress, that our methodology is not limited to photovoltaic
systems only. Our technique is directly applicable to study energetic landscape pro-
gression of any multi-layered device, including light-emitting diodes, photodetectors,
doped layers and many more. Solution-processed doping of organic materials has
been demonstrated to have remarkable applications in organic field-effect transistors
as well as light-emitting diodes. [388] An accurate determination of dopant distri-
bution in the host matrix is, however, very difficult, especially in the case of surface
doping. [389] UPS depth profiling would allow the simultaneous determination of
depth evolution of doping and its effects on the overall energetic landscape.
Finally, the ability to extract compositional information from electronic structure
measurements is intriguing and opens up new opportunities: considering a blended
material system with two components comprising the same elements, but a dissimilar
electronic structure, UPS depth profiling would be able to successfully distinguish the
components, while other methods, such as XPS depth profiling, would struggle or fail
entirely.
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6 | Application of UPS Depth Pro-
filing in Various Systems
In this chapter, the most important applications of our recently developed UPS depth
profiling technique, introduced in the previous chapter, are summarized. We utilized
our technique to measure a variety of systems in different fields of application, ranging
from the investigation of energetic alignment changes upon device degradation, [34]
differences in sequentially and conventionally deposited BHJ blends, [43] energetics
and injection barriers in spin-injection materials, [45] impact of doping in organic pho-
todetectors, [44] and lastly energetic and compositional profile investigations for com-
plex ternary blends. [390] All these topics will be discussed in this chapter in order to
highlight the broad applicability of our recently developed etching technique.
First, UPS depth profiling is applied to pristine and degraded BHJ films consisting
of DRCN5T:PC70BM and PTB7:PC70BM in order to probe the evolution of energetic
levels upon environmental degradation, which is currently not possible with any other
method. We are not only able to determine their energetic landscapes, but also to
correlate variations in p-doping behaviour to compositional anomalies. We carry on
by visualising small changes in composition between sequentially and conventionally
deposited BHJs, which is not possible with standard techniques such as XPS. Next, we
introduce our recent investigations of charge carrier injection barriers and energetic
levels in both spintronic devices and photodetectors: we study both the impact of
side chain variations, and that of molecular doping on device energetics. Finally, we
push the envelope of our technique and investigate more complex ternary systems,
and show that we are able to measure the smallest PV gaps in these systems and to
correlate these to the VOC of corresponding devices. With this we are able to both
explain and predict a highly debated topic up to date: the behaviour of device VOC in
ternary systems.[401]
6.1 Evolution of BHJ Energetics Upon Degradation in Oxygen
and Light
Despite tremendous advances in OPV research in the last decades resulting in a device
performance exceeding 16 %, [12] the Achilles heel of OSCs remains their instability
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and environmental deterioration. In order to be able to develop practical mitigation
strategies, factors affecting environmental degradation need to be addressed and un-
derstood in more detail. Currently, there are a variety of different degradation mecha-
nism known including: active material or interface degradation, diffusion of molecular
oxygen and water into the device layers, interlayer or electrode diffusion, morpholog-
ical changes, reaction between electrode and organic material and lastly macroscopic
changes such as formation of cracks or delamination. [391] Exposure to air typically
results in rapid deterioration of device performance, especially when combined with
exposure to light. Specifically, when fullerene based donor-acceptor blends are de-
graded with oxygen (such as in this section), photo-oxidation of the fullerenes was
reported to be the primary degradation mechanism. [392]
In this section we take a closer look at the change in vertical compositional profiles
and energetic alignment upon degradation in 20 % oxygen and 1 Sun light illumina-
tion. With this, we explore changes in the vertical charge transport behaviour in work-
ing devices and investigate possible correlations between composition and energetic
changes of the active layer upon environmental degradation.
6.1.1 Evolution of the Energetic Landscape upon Degradation
Changes in the energetic landscape play a crucial role for the device performance,
since all fundamental processes such as charge injection, generation, transport and
extraction are affected. To demonstrate the versatility of our newly developed method,
we studied the evolution of the energetic landscape and the compositional profile of
a small molecule:fullerene (DRCN5T:PC70BM) and a polymer:fullere (PTB7:PC70BM)
system upon degradation (exposure to 1 sun illumination and dry air for 12 h), as
shown in Fig. 6.1.
Looking only at the energetics of pristine (non-degraded) systems, all levels look
rather flat without any strong surface or interface effects, similar to other high-
performance systems described in the last chapter. In the case of DRCN5T:PC70BM,
however, significant changes to the energetic landscape can be observed upon degra-
dation. The Fermi level position shifts closer to the HOMO for both DRCN5T and
PC70BM, suggesting a strong p-doping by oxygen, as already reported in previous
studies. [393, 394] These shifts happen, however, in a non-homogeneous way: while
the surface values show a relatively minor energy level change, a far stronger change
(an energetic hill/peak) occurs 10 nm below the surface. Interestingly, this seems to
correlate with the compositional profile, since at the very same depth an inversion
in the donor-acceptor composition occurs: while the surface is donor molecule rich,
at a depth of 10 nm the fullerene acceptor constitutes the majority (∼ 60 %) of the
overall composition (compositional hill/peak). These results demonstrate that environ-
mental degradation can result in a non-uniform, but compositional profile dependent,
change of the energetic landscape, since we observe an enhanced p-doping by oxygen
in PC70BM rich regions.
The energetic landscape in the PTB7:PC70BM system, in which the compositional
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Figure 6.1: Change of the material percentage (bottom) and that of the energetic landscape
(top) for the two material systems: DRCN5T:PC70BM (on the left) and PTB7:PC70BM (on the
right). Pristine and degraded samples are denoted with darker and lighter colours, while
the donor, acceptor and underlying ZnO layer are denoted with blue, red and green colours,
respectively. Energetic landscapes are represented with respect to the common Fermi level
and include the vacuum level (black), HOMO levels, and estimated LUMO levels (semi-
transparent). The latter are estimated from the optical gap of the corresponding materials.
Reprinted with permission from [34]. Copyright © 2019 Published by Elsevier Inc.
profile remains constant after a∼ 10 nm thick PTB7 rich surface layer, shows a uniform
p-type doping effect. This is possibly the result of a lacking fullerene rich inversion
layer in the compositional profile, in contrast to degraded DRCN5T:PC70BM blends.
Correlating Energetic to Compositional Changes
In order to verify the observed correlation between the energetic and compositional
hills, e. g. the stronger p-doped energetic region and the fullerene rich inversion layer
in the DRCN5T:PC70BM system, we fabricated devices with different donor to accep-
tor ratios varying from 1:0.5 to 1:1.1, and with different layer thicknesses. With this
we were able to fabricate layers with peak positions varying from ∼ 8 nm to ∼ 14 nm.
Energetic and compositional peak positions of these layers are summarized in Fig. 6.2.
While the position of compositional peaks is the same for both donor and acceptor
materials, there are slight differences in their energetic peak positions with an offset of
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Figure 6.2: Energetic peak position as a function of the compositional peak, e.g. the regions
with the maximal p-doping effect and the fullerene rich inversion layer, for DRCN5T (blue)
as well as PC70BM (red). While compositional peak positions are the same for both materials,
energetic peak positions differ. Semi-transparent lines are included as guides for the eye in
corresponding colours.
approximately 1 nm. Lines with a slope of 1 of energetic peak positions as a function
of the compositional peak for both materials serve as a guide for the eye. Linear fits
(Fig. B.1) show slopes of 0.97± 0.12 and 0.76± 0.12 for the donor and acceptor materi-
als, respectively, confirming our previous assumption regarding a correlation between
the energetic and compositional peak positions.
This example of substantially different energetic degradation pathways in two sim-
ilar systems highlights the crucial importance of UPS depth profiling. Such local effects
within the active layer cannot be probed by any other technique up to date despite
their critical impact on physical processes, such as charge generation and transport.
6.2 Vertical Stratification in Sequentially vs. Conventionally
Deposited BHJs
There has been extensive research in finding better performing active layer morpholo-
gies than conventional (c) BHJs, sequential (sq) deposition being one of these ap-
proaches. [395] The main difference between these two methods is the number of de-
position steps: while conventional BHJs are fabricated in one single spin-coating step,
sequential blends are deposited by a two-step solution process. Currently, no pro-
found understanding exists, why sq-BHJ devices perform better as their conventional
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counterparts. The aim of this section is to explore the small differences in compo-
sitional profiles between c-BHJ and sq-BHJ blends. Conventionally and sequentially
deposited PBDB-T:NCBDT BHJs were fabricated by Jiangbin Zhang as described in
Zhang et al. [253]
XPS Depth Profiling Fails Compositional Determination
XPS can be generally applied for atomic percentage determination; furthermore, the
additional knowledge of the molecular structure of the investigated materials allows
for material percentage profile calculation. This works also the other way around:
from knowing the material percentage of the donor (in a blend of donor and acceptor),
allows for a theoretical atomic percentage calculation, as shown in Fig. 6.3a. Here, the
implications of a donor (PBDB-T) variation from 15 % to 65 % are shown for the theo-
retical values of C, S, O, N, and fluorine (F). This donor variation region was chosen,
since in the sq-BHJ case an excess of acceptor material (lower amount of donor mate-
rial) is expected near the surface, while in the c-BHJ case the donor to acceptor ratio
should be 1:1 throughout the film. The expected higher amount of acceptor material in
the top sq-BHJ layer would thus imply lower S and O, but higher N, F, and C signals.
Figure 6.3: (a) Theoretical atomic percentage values for different PBDB-T fractions varied from
15 % to 65 % for a PBDB-T:NCBDT blend. Shown are the elements C (green), S (blue), O
(violet), N (red) and F (black). The y axis is subdivided into three regions of interest. (b) Atomic
percentage values for the same elements measured by XPS depth profiling for a 100 nm thick
c-BHJ and sq-BHJ, represented with in dark and light colours, respectively.
Measured atomic percentage data of the very same elements for 100 nm thick c-BHJ
as well as sq-BHJ films is shown in Fig. 6.3b. The top 10 nm region exhibits very high
O values, which can be attributed to surface contamination and possible O diffusion
into the top layer during fabrication. A meaningful statement can, however, not be
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made by these measurements, partly due to the too-low signal to noise ratio of XPS
at such low atomic percentage values, as in the case of N and F. Measurements of the
sq-BHJ show, for example, higher O but lower S values at the same time, which are not
in agreement with theoretical values. Furthermore, N, F and C values for c-BHJ and
sq-BHJ show no clear trend when compared. Hence, in order to study compositional
profile differences between the two fabrication methods a more sensitive technique is
desired.
Advantages of UPS Depth Profiling
In order to extract compositional information from UPS depth profiling, the measure-
ments are usually calibrated by XPS depth profile data in compositional plateau re-
gions, where the higher probing depth of XPS (10 nm, being thus 5 times as high as for
UPS) does not influence the measured material percentage. In the case of sequentially
deposited layers, however, XPS measurements yield no useful information. Further-
more, the DOS for the two materials of interest (PBDB-T and NCBDT) are very similar,
especially after several etching steps as shown in Fig. B.2. Hence, a decomposition of
these features from the UPS spectra of c-BHJ and sq-BHJ is rather difficult. Decompo-
sition of the DOS would also introduce unnecessary fitting errors and computational
time. Instead, we focus on the topic of interest: the possible compositional differences
between the two fabrication methods. Thus, in order to highlight differences between
c-BHJ and sq-BHJ, we calculate their UPS signal difference (UPSc−UPSsq) for each in-
vestigated depth from 0 nm up until 100 nm, as shown in Fig. 6.4a, with a colour scale
denoting different etch depths.
Figure 6.4: (a) UPS signal difference of a conventionally and a sequentially deposited
PBDB-T:NCBDT BHJ for each measured depth in a UPS depth profile from 0 nm (top sur-
face) to 100 nm (interface to the underlying PEDOT:PSS layer). (b) Excess of acceptor material
in the sq-BHJ layer with respect to the c-BHJ layer as a function of etch depth, extracted from
the spectra shown in (a). A logarithmic representation is provided in the inset.
Since there are only donor (D) and acceptor (A) in the blend, if the material percent-
age of A at a given depth is x, then that of D is necessarily (100− x). We can assume
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that the percentage of A is x and y in the c-BHJ and sq-BHJ blends, respectively, and
with that:
UPSc = x ·UPSA + (100− x) ·UPSD
UPSsq = y ·UPSA + (100− y) ·UPSD
(6.1)
where UPSA and UPSD are the individual UPS spectra for the acceptor and donor
material, respectively. The difference spectrum can be thus written as:
UPSc −UPSsq = (UPSA −UPSD) · (x− y) (6.2)
The difference spectrum is thus directly proportional to (UPSA −UPSD) and (x− y).
We note that this is only true if the two UPS spectra are not shifted in energy. This
indeed holds for our measurements, as the shape of the difference spectrum remains
almost the same for each depth (Fig. 6.4a), except for small differences in the very
first spectrum originating, most probably, from slightly different energetics at the sur-
face. Consequently, we fitted the c-BHJ and sq-BHJ spectra only at the very surface,
as shown in Fig. B.3, and assumed that the c-BHJ has a vertically homogeneous and
constant D:A ratio of 1:1, which should hold according to the fabrication parameters
and was also confirmed by energy dispersive x-ray (EDX) results. [43] With this, we
show that there is a∼ 35 % excess of acceptor material in the sq-BHJ with respect to the
c-BHJ at the very surface, supporting the idea of an NCBDT rich top layer. According
to Eq. 6.2, integrating up all individual spectra yields the excess of acceptor material
for each measured depth, as summarized in Fig. 6.4b. The inset has a logarithmic scale
and shows that the amount of NCBDT exponentially decreases, until it reaches zero at
around 40 nm. From this depth on, UPS spectra of the c-BHJ and sq-BHJ are indistin-
guishable, their spectral difference approaches thus zero and consequently both form
a uniform BHJ with a D:A ratio of 1:1. With this we have shown, that the top layer of
sequentially deposited samples is acceptor rich, leading to better performing devices.
6.3 Additional Material Systems
In this section we show that UPS depth profiling can be also applied for a variety
of organic material systems: apart from OPV devices, we investigated the material
properties of organic semiconductors for spintronic applications and that of molecular
doping in photodetectors. In addition to vertical energetic level progression profiles
we also determined charge injection barriers.
6.3.1 Change in Energetics in a Spintronic System
In the filed of spin-based information processing, where instead of electrical charge,
pure spin currents are needed, materials with long spin relaxation times and long spin
diffusion lengths are desired. [396, 397] Spin currents can than be injected from ferro-
magnetic substrates into non-magnetic materials, such as DNTT or its derivatives. In
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this section, we investigate the change in electronic structure of 40 nm thick organic
layers of three DNTT derivatives, fabricated by Angela Wittmann, [45] with a focus
on the hole injection barrier at the organic layer interface with the underlying Py sub-
strate. HOMO positions for all investigated components with respect to the Fermi
level EF as a function of etch depth (reverse film thickness) are shown in Fig. 6.5a.
Corresponding UPS spectrum fits for the very surface and at the organic/Py interface
are shown in Fig. B.4. No significant band bending can be observed for neither DNTT
nor diPh-DNTT, while for the C8-DNTT derivative a strong variation in the HOMO
level with respect to EF near the interface with Permalloy can be observed. At the
same time, the vacuum level positions for all three derivatives stay rather flat. These,
and other findings presented by Wittmann et al. [45] suggest a uniform spin diffusion
into the bulk of DNTT and diPh-DNTT, and a significantly lower spin concentration
in the bulk than at the interface for C8-DNTT.
Figure 6.5: (a) Vertical energetic level progression for thin layers of DNTT (blue), diPh-DNTT
(orange) and C8-DNTT (green) on top of a Py substrate. Shown are corresponding HOMO
and vacuum level positions with respect to EF. Semi-transparent regions denote the error
determined by two consecutive depth profile measurements. (b) Energetic values directly at
the Py interface, with HOMO levels representing hole injection barriers.
Interface values, including the work function and the Fermi level of Py, are summa-
rized in Fig. 6.5b. All three molecules are slightly p-doped at the the interface with Py
and have similar injection barriers of∼ 1.1 eV with only small differences observed on
the order of the accuracy of the UPS technique (50 meV). There is, however, an increas-
ing trend for the three components, diPh-DNTT having the smallest, while C8-DNTT
the largest injection barrier for holes.
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6.3.2 Change in Energetics Upon Interlayer Doping
Thin layers (80 nm) of both doped and undoped PC60BM were deposited on TiN with
an additionally 50 nm thick C70 on top, deposited by Himanshu Shekhar. [44] In doped
PC60BM layers, N-DMBI served as the dopant. In order to investigate the differences
in energy level alignment, UPS depth profiles were carried out on an undoped (0 %),
and both a 1 % and 5 % doped PC60BM layer. Since in this material system, we were
only interested in charge carrier transport, we restrict the results here to the result-
ing HOMO levels with respect to EF, as shown in Fig. 6.6. The HOMO level of the
undoped PC60BM layer is about 1.3 eV below the Fermi level of TiN and stays rather
constant across the entire PC60BM layer, except a small upward bending at the in-
terface with C70. The HOMO level of the latter stays again flat, except for the very
top surface resulting from vacuum effects. Interestingly, doping of the PC60BM layer
does not only introduce a tremendous n-doping of this layer, but also that of the C70
overlayer and thus an advantageous interfacial alignment between PC60BM and C70
in both doped and undoped cases is observed. Furthermore, a small dopant amount
of 1 % already has a significant n-doping effect, while increasing to 5 % overall doping
does not introduce any further strong n-type doping.
Figure 6.6: HOMO level alignment of a stack of C70/PC60BM/TiN for 0 %, 1 %, and 5 %
molecular doping levels of PC60BM with N-DMBI as dopant on the left. C70, PC60BM, and TiN
are denoted with red, blue, and green colours respectively. Corresponding schematics of the
PC60BM/TiN interface energetics for the undoped and 5 % n-doped cases on the left. Adapted
with permission from [44] and changed. Copyright © 2019 Elsevier B.V. All rights reserved.
Taking a closer look at the PC60BM/Py interface results in further insights re-
garding electron injection into the PC60BM layer, as summarized on the right side in
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Fig. 6.6. The deposition of undoped PC60BM on TiN results in an interfacial dipole
∆0 % = 0.35 eV, and thus a reduction of the TiN work function from 5.0 eV to 4.65 eV.
At the same time, the hole injection barrier reduces to 1.4 eV, resulting in an over-
all ionization potential of 6.05 eV, being in excellent agreement with previous re-
ports. [364] We estimate the LUMO level position of PC60BM by subtracting its elec-
tronic bandgap of 2.1 eV, [398] yielding the corresponding electron injection barrier
of 0.7 eV. In the case of 5 % doping, both the dipole and the hole injection barrier at
the Py interface increases to ∆5 % = 0.90 eV and 1.85 eV, respectively. Consequently,
the electron injection barrier reduces to 0.25 eV, which should yield efficient charge
injection into doped layers.
In summary, we have successfully applied UPS depth profiling to to measure ener-
getic alignment and charge carrier injection in a spintronic system with different side
chains, as well as in a photodetector with an either doped or undoped PC60BM inter-
layer. These results confirm that our UPS depth profiling technique can be successfully
applied to a wide variety of organic thin film layers.
6.4 Origin of Open-Circuit Voltage Tuning in Ternary Organic
Solar Cells
Numerous optimization strategies, including novel device structures have been pro-
posed in recent years in order to overcome limitations in OSC performance. One
possibility is an enhancement of the amount of absorbed light achieved in, for ex-
ample, tandem devices with multiple active sub-layers ensuring complementary light
absorption. [300, 399, 400] Fabrication of such stacked architectures, however, is quite
challenging. [401] Another possible device structure yielding a broad absorption win-
dow is achieved by TSCs, constructed by an active layer consisting of three materials,
of which two are either donors or acceptors. [215, 308, 402–405] An increase in the
number of absorbing materials can enhance the absorption window as well as charge
mobility and thus increase both Jsc [309, 402, 406] and FF of the OPV device, respec-
tively. [253, 403, 407] In addition, non-radiative loss channels can be minimized by
profitable material mixing ratios, resulting in both enhanced FFs and VOCs. [408] Fi-
nally, a careful component selection allows for a further boost in device VOC, resulting
in record TSC efficiencies exceeding 14 %. [409] The possibility of the simultaneous
enhancement of all important device parameters is intriguing and has thus drawn the
latest research interests to ternary blends.
Aspects governing TSC performance, such as the location of the third component
in the blend, recombination dynamics and energetic alignment, or the reason for the
continuous tunability of the VOC by changing the ratio of the two donor (D) or two
acceptor (A) materials, however, are still not entirely understood. [37, 242, 308, 410–
413] Several models have been developed in order to predict device VOC, such as the
parallel junction, [414] energy cascade, [415, 416] alloy, [410, 417] and the Gaussian dis-
order model. [404, 405] In the parallel junction model, the active layer is treated as two
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independent and isolated sub-systems of both D:A combinations. While this model
predicts a theoretical VOC between the values of the corresponding binary blends, the
energy cascade model predicts values close to that of the binary device with the lowest
VOC. Both the alloy and the Gaussian disorder model are highly dependent on mate-
rial miscibility, and successfully anticipate the tunability of VOC in ternary devices.
While the former predicts the device VOC from the interface band gap, the latter takes
the quasi Fermi level splitting, including broadened HOMO and LUMO levels due
to disorder, into account. When compared with experimental results, however, the
alloy model fails to explain the VOC evolution for fullerene based devices, [418, 419]
while the Gaussian disorder model successfully predicts changes in experimental val-
ues. [404, 405] In their recent review, Gasparini et al. [401] suggest that the VOC is
predominantly determined by the lowest CT state energy in the active layer. The au-
thors argue that other, higher energy CT states first migrate to the lowest energy CT
state prior to separation.
Herein, we apply our recently developed depth profiling technique, [34] in order
to probe the vertical energetic landscape in two TSC systems with either two fullerene
derivatives or a fullerene and a NFA as the acceptor materials. We find an excellent
agreement between the VOC of fabricated photovoltaic devices and the smaller esti-
mated PV gap, which is also a measure for the CT state energy. With that we conclude
that a correct estimation of energetic values within a blend is of crucial importance
when predicting device properties. Furthermore, we investigate vertical composi-
tional profiles and show that we are able to get reasonable results even in the case
of two fullerene acceptors with highly similar compositional structures.
6.4.1 PBDB-T-2Cl:ITIC-2F:PC70BM
In order to show the applicability of our technique, we first investigate a
fullerene/NFA system with PC70BM and ITIC-2F as acceptor molecules and
PBDB-T-2Cl as donor. For this reason, OPV devices were fabricated and UPS and XPS
depth profiles were carried out on the same layers. The acceptor to fullerene ratio was
varied from acceptor only to fullerene only, with main results shown in this section.
6.4.1.1 Device Performance
Inverted architecture OPV devices were fabricated with varying acceptor to fullerene
weight ratios, while keeping a constant donor mass ratio of 50 %. In particular, the
NFA weight ratio was varied from 0 % (NFA only) to 100 % (fullerene only). Hero IV
curves, their corresponding EQE curves and averaged device parameters are shown
in Fig. 6.7 and summarized in Table 6.1.
While moving from fullerene only (green) to NFA only (red) devices, the short
circuit current is strongly enhanced due to the additional absorption provided by the
NFA, as also confirmed by the change in the EQE spectrum from 700 nm to 800 nm.
This enhancement is accompanied by a rise in the FF, but also by a decrease in VOC.
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Figure 6.7: Hero IV and corresponding EQE curves on the left for varying ITIC-2F:PC70BM
ratios (from 0 % (green) to 100 % (red) ITIC-2F) and a constant PBDB-T-2Cl mass ratio of 50 %.
Averaged device parameter values including VOC, Jsc, FF and PCE on the right.
All in all, this leads to an overall increase in performance from 6.74 % to 9.22 % device
efficiency, with hero device values of 9.30 % for an ITIC-2F weight ratio of 80 %.
Table 6.1: Summary of the photovoltaic parameters VOC, Jsc, FF and PCE for different
donor/acceptor/fullerene mixing ratios for 16 devices each. Hero pixel PCE values are shown
in brackets.
ITIC-2F Weight Ratio VOC (V) Jsc(mA/cm2) FF (%) PCE (%)
0 % 0.96± 0.01 −9.7± 0.6 66± 2 6.15± 0.49 (6.74)
20 % 0.96± 0.01 −10.2± 0.5 66± 1 6.44± 0.37 (6.76)
40 % 0.93± 0.01 −11.3± 0.6 66± 1 6.92± 0.41 (7.25)
60 % 0.91± 0.01 −12.8± 0.7 70± 1 8.16± 0.38 (8.55)
80 % 0.86± 0.01 −13.6± 0.5 73± 2 8.60± 0.49 (9.30)
100 % 0.83± 0.01 −14.0± 0.6 73± 1 8.54± 0.47 (9.22)
6.4.1.2 XPS Depth Profiling: Compositional Profiles
XPS depth profiles carried out on the same films resulted in vertically resolved com-
positional information, as summarized in Fig. 6.8. Donor, acceptor, and fullerene con-
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tributions are plotted separately for clarity, while all graphs also contain the ZnO (sub-
strate) contribution.
Figure 6.8: Material percentage values as a function of etch depth for the donor, acceptor, and
fullerene materials from the left to the right for an ITIC-2F weight ratio varied from 0 % (green)
to 100 % (red).
Interestingly, increasing the fullerene ratio from 0 % to 20 % during fabrication
results in virtually no change in the acceptor and fullerene material percentages in the
resulting films. A further increase to 40 % results only in minor, local changes at the
etch depths of 10 nm and ∼ 42 nm, resulting probably from random variations during
fabrication. The first remarkable changes in film composition appear at a fullerene
ratio of 60 %, resulting in an alternating material percentage between the acceptor and
the fullerene. Finally, for both 80 % and 100 % fullerene ratios, there is barely any
acceptor material left in the films. Interestingly, the material percentage of the donor
material increases with increasing fullerene contribution; the overall film thickness,
however, shows no correlation with mixing ratio, as shown in Fig. B.5.
6.4.1.3 UPS Depth Profiling: Correlation between VOC and EPVg
UPS depth profiling results, in addition to compositional profiles in a vertical ener-
getic level alignment with a high resolution. This enables a PV gap estimation for each
measured depth. In ternary blends, two PV gaps can be determined: the difference
between the HOMO of the donor and the LUMO of (i) the non-fullerene and (ii) the
fullerene acceptor. It has been suggested by Gasparini et al. [401], that the VOC is pre-
dominantly determined by the lowest CT state energy in the active layer and thus by
the smaller of the two PV gaps. In order to investigate this claim, averaged values for
both the VOC and the energy of the smallest PV gap are shown in Fig. 6.9.
We note that the two y-axes are shifted relative to each other, but still have the same
scaling, making their slopes comparable. VOC and the PV gap values estimated by UPS
depth profiling are in good agreement. Photovoltaic gaps determined by measuring
IP values for the individual materials, often used for device energetics estimation, are
shown as a dashed line for comparison. The VOC as a function of the estimated PV
gap is shown in Fig. B.6 and shows a slope of (1.16± 0.12) eV/V and an intersection
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Figure 6.9: Device VOC and estimated PV gap values, for the smaller PV gap system, averaged
over the entire measured active layer as a function of the amount of PC70BM. Minimum PV
gap values calculated from individual IP measurements are shown as a dashed line for more
clarity.
with the x-axis at (0.35± 0.12) eV when linearly fitted. Such a good VOC to PV gap
correlation (a slope of nearly 1) suggests that the sum of radiative and non-radiative
recombination losses does not change significantly by changing the mixing ratio of
ITIC-2F and PC70BM. Furthermore, the sum of losses (represented by the x-axis inter-
ception in average) is very low, compared with other state-of-the-art systems. [34]
6.4.2 PTB7:PC70BM:ICBA
In order to further confirm the validity and wide applicability of our method, we in-
vestigated a system incorporating two fullerene derivatives as acceptors: ICBA and
PC70BM. PTB7 serves as the donor material in this study. It has been shown recently,
that this material combination fabricated in a standard architecture yields reasonable
device PCEs. [420] We are particularly interested in this system due to the large simi-
larity in chemical composition of the fullerene derivatives, which makes a determina-
tion of a compositional profile especially challenging. Similar to the previous study,
we investigated changes in photovoltaic performance and the energetic alignment in
devices with varying ICBA:PC70BM ratios. Fig. 6.10 summarizes the photovoltaic per-
formance for a series of devices (16 pixels each) with an ICBA weight ratio from 0 %
to 30 %. Averaged values and hero pixel PCEs are summarized in Table 6.2.
Changes in EQE spectrum are less pronounced, than for the previously studied
material system: an increased ICBA (and thus decreased PC70BM) ratio results in a
slight decrease in conversion efficiency of photoelectrons in the wide range of wave-
lengths from 400 nm to 700 nm, resulting in a decrease in device Jsc. Concurrently, an
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Figure 6.10: Hero IV and corresponding EQE curves on the left for varying ICBA:PC70BM
ratios (ICBA weight ratio form 0 % (dark green) to 30 % (light green)) and a constant PTB7
mass ratio of 50 %. Averaged device parameter values including VOC, Jsc, FF and PCE are
shown on the right. IV measurements were performed by Yvonne Hofstetter.
Table 6.2: Summary of the photovoltaic parameters VOC, Jsc, FF and PCE for different material
mixing ratios and an ICBA weight ratio ranging from 0 % to 30 %. Hero pixel PCE values are
shown in brackets.
ICBA Weight Ratio VOC (V) Jsc(mA/cm2) FF (%) PCE (%)
0 % 0.62± 0.02 −11.1± 0.6 54± 6 3.73± 0.48 (4.41)
7.5 % 0.63± 0.02 −10.1± 0.4 58± 4 3.70± 0.45 (4.25)
15 % 0.69± 0.03 −10.0± 0.6 52± 4 3.61± 0.51 (4.33)
30 % 0.72± 0.01 −9.2± 0.3 56± 3 3.75± 0.34 (4.17)
increase in VOC can be observed, while no significant changes in FF occur. A constant
FF confirms an equal quality of extraction layers, while the reason for changes in VOC
can be further investigated by UPS depth profiling. All in all, the overall device PCE
stays rather constant over the whole investigated mixing ratio range.
6.4.2.1 UPS Depth Profiling: Correlation between VOC and EPVg
Next, we investigate the vertical energetic landscape and estimate the PV gap in these
films at each measured depth. PV gaps and corresponding device VOCs, are plotted as
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a function of ICBA weight ratio in Fig. 6.11.
Figure 6.11: Device VOC and estimated PV gap values for the smaller PV gap system, averaged
over the entire measured active layer as a function of the amount of ICBA. Minimum PV gap
values calculated from individual IP measurements are shown as a dashed line for comparison.
PV gap values were averaged over the entire measured device thickness, and the
resulting EPVg is determined by the smaller value, representing also the CT state en-
ergy. PV gap values calculated from individually measured IP values are shown as a
dashed line for comparison. Similarly to the previously reported ternary system, the
correlation between device VOC and smallest PV gap values implies a constant sum of
radiative and non-radiative losses. A linear fit of VOC and smallest estimated PV gap
values can be found in Fig. B.7 and shows a slope of (1.22± 0.13) eV/V and an inter-
ception with the x-axis at (0.68± 0.06) eV. We again stress, that individually measured
IP values do not yield any correlation and can thus not predict the change in VOC for
fullerne:fullerene mixing.
6.4.2.2 The Superiority of UPS over XPS Depth Profiling: Compositional Profiles
A comparison of material composition progression resulting from XPS and UPS depth
profiles is shown in Fig. 6.12. These measurements highlight the superiority of UPS
over XPS depth profiling for a system where the chemical structure of two materials is
very similar, such as is the case for ICBA (C78H16) and PC70BM (C82H14O2).
When varying the fabrication conditions, necessarily the ratio of the two fullerenes
also should change. While XPS depth profiling fails entirely in resolving these differ-
ences between fullerne:fullerene mixing ratios, UPS depth profiling provides excellent
results due to differences in the DOS of ICBA and PC70BM. For all mixing ratios, there
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Figure 6.12: Compositional percentage values calculated from XPS and UPS depth profiling
for different ICBA mass ratios. PTB7, PC70BM, ZnO, and ICBA are denoted with green, red,
blue, and purple colours, respectively.
is a rather large gradually changing region from a donor-rich top surface to a more
mixed plateau region, first appearing at an etch depth of ∼ 30 nm for an overall film
thickness of 50 nm.
6.5 Summary
In this chapter, several examples from the wide range of applications of our recently
introduced UPS depth profiling technique are given. Particularly, we tested the ef-
fects of environmental degradation of the vertical energetic alignment in two OPV
systems. While pristine energetics for both were very similar, degradation in oxygen
and light introduced composition dependent p-doping, strengthening the importance
of correct determination of energetic values governing device physics. Next, we in-
vestigated sequentially and conventionally deposited BHJ layers and confirmed an
excess of the acceptor material in the top surface in sequentially deposited samples by
UPS depth profiling. We also successfully studied the change in energetic alignment
and charge carrier injection barriers for spintronic and doped photodetector systems
resulting from layer doping and side chain variation. Finally, our results for two in-
vestigated highly complex ternary systems show an excellent agreement between esti-
mated PV values and device VOC, highlighting the strength of our UPS depth profiling
method and suggesting that the sum of radiative and non-radiative energetic losses in
ternary systems is independent on material mixing ratio. Furthermore, we have also
shown the superiority of UPS over XPS depth profiling. A possible application of this
technique, when compositional profiles for material combinations with very similar
chemical structures are desired, is fascinating and will allow to study compositional
profiles of systems which cannot be probed by any other technique.
In summary, we have applied our UPS depth profiling technique for a variety of
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material systems, and explored their vertical energetic and compositional profiles,
charge carrier injection barriers and correlated the device VOC with the physically
more fundamental PV gap. We emphasise that a fundamental understanding of ener-
getic landscape progression is of crucial importance when interpreting device param-
eters, such as the Jsc, VOC and with that the overall PCE. We believe that our method
will help to better understand these processes, the energetic alignment and coherences
between compositional and energetic distributions in more detail, and therefore help
to find mitigation strategies regarding environmental degradation.
7 | Conclusions and Outlook
The aim of this thesis was to provide a correct determination of the energetic align-
ment in OSCs. Its importance cannot be understated when a deeper understanding
of OPV device operation and accompanying device parameters, such as the VOC, is
desired. Chapter 2 introduced the reader to the full complexity of light-to-electricity
conversion in OSC devices, and covered the general physics of solar cells, the current
understanding of excitons, recombination, energetic alignment, and the causes of VOC
loss. Next, all materials as well as experimental and analytical methods, with special
focus on UPS and GCIB etching, were presented in Chapter 3.
Non-Fullerene Acceptors in Organic Photovoltaic Devices
In the first part of this thesis (Chapter 4) a new class of NFAs, N-Heteroacenes, was
introduced. We investigated how side chain variations (with triptycene units) of a
TIPS-TAP molecule affect the energy level structure, active layer morphology, pho-
tophysics and the overall OPV device performance. We discovered that the substi-
tution of triptycene units suppresses recombination and lowers the tendency for the
molecules to crystallize. Most interestingly, the photophysics of all three tested deriva-
tives shows completely different behaviour than that of conventional fullerene accep-
tors: charge separation is unusually slow in these systems and has an additional,
strong electric field-dependence. With side chain variations alone, we were able to
boost the device performance by up to 2.5 %. The large versatility of possible N-
Heteroacenes makes them excellent candidates for future electron accepting materi-
als and allows for further optimization. The overall device PCE could thus be tuned
by other side chains and additionally boosted by microstructure optimization during
processing. In summary, we investigated a new class of NFAs and showed possible
optimization pathways for this molecular system.
Visualisation of the Energetic Landscape in Organic Photovoltaic Devices
The second part of this thesis, starting with Chapter 5, introduced our recently de-
veloped depth profiling technique based on a succession of surface-sensitive measure-
ments and essentially damage-free etching steps. The former is achieved by either UPS
or XPS, while etching is performed by Ar GCIB sputtering. This method allows for an
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accurate determination of vertical energetic and compositional landscapes with a high
spatial resolution, limited only by the surface-sensitive investigation technique, which
is ∼ 2 nm for UPS and ∼ 10 nm for XPS. Probing the energetic landscape yields an
accurate determination of the vacuum level, HOMO levels of all constituent materials
and an estimation of corresponding LUMO levels. The new methodology thus allows
for accurate HOMO-HOMO level measurements and an estimation of the EPVg , both
being extremely important for a more profound understanding of device physics, en-
ergetic alignment at organic/organic interfaces, and for developing photovoltaic im-
provement strategies. We employed our methodology on BHJ as well as BL devices
including a wide range of high-performance photovoltaic material systems. EPVg of
such devices is commonly determined in literature by energy level measurements on
individual layers when the materials of interest are not blended. Our investigations
showed that such an approach results in no correlation with corresponding device
VOCs, predicting sometimes even impossible negative energetic losses. On the other
hand, EPVg s estimated by our newly developed method not only correlate with device
VOC, but also with corresponding CT state energies. These results show that the en-
ergetic alignment in organic/organic layers is non-trivial, and that interfacial effects
such as dipole formation and band bending cannot be neglected.
Our depth profiling technique is not limited to OSCs only, but also allows for the
investigation of any type of multi-layered structure and at any point in device lifetime,
as shown for several example systems in Chapter 6. First, we investigated the tempo-
ral evolution of compositional and energetic profiles after device operation for both a
polymer (PTB7) and a small molecule (DRCN5T) blended with a fullerene (PC70BM).
Both pristine (non-degraded) material systems show flat energetic levels throughout
the entire layer and are thus rather similar; however, this no longer holds true after
environmental degradation. While deterioration upon oxygen and light exposure in-
troduces a strong p-doping for both systems, the resulting energetics heavily depends
on the corresponding compositional profile throughout the active layer: the extent of
p-doping is even higher in regions with enhanced amounts of the fullerene acceptor.
Hence, in the PTB7:PC70BM system, where the compositional profile is uniform, so is
the amount of p-doping. In the DRCN5T:PC70BM system, however, a PC70BM rich re-
gion (compositional hill) at an etch depth of ∼ 10 nm occurs and results in an enhanced
p-doping of the energetic levels (energetic hill). Investigation of multiple layers with
varied film thicknesses and donor to acceptor ratios showed different compositional
peak positions and a clear correlation to energetic peak positions. Future work will
allow further insights on the impact of environmental degradation on the energetic
landscape of devices and will lead to better mitigation strategies and, ultimately, to a
development of more stable solar cells.
Next, we showed that UPS depth profiling enables the comparison of composition-
ally similar samples of sequentially and conventionally deposited BHJs, whereas XPS
depth profiling fails. We were able to prove that our methodology is not limited to
photovoltaic systems only: it is directly applicable to the study of energetic landscape
137
progression of any multi-layered device, including photodetectors, spintronic systems
and the effect of interlayer doping. The versatility of UPS depth profiling was further
demonstrated by successful investigation of energetic landscapes and charge carrier
injection barriers at metal interfaces in both doped photodetectors and spintronic lay-
ers with varied side chains.
Finally, we analysed complex ternary systems to address their still highly debated
energetic alignment and the vertical compositional mixing of the third material. In
particular, we studied two ternary systems with two acceptor materials each includ-
ing NFAs and fullerenes, and estimated the PV gap for varying acceptor to acceptor
mixing ratios. An excellent correlation of EPVg with corresponding device VOC sug-
gests that the sum of radiative and non-radiative energetic losses in both investigated
ternary systems is independent of the mixing ratio. Furthermore, a comparison with
PV gap values determined by energetic measurements on individual, not blended ma-
terials did not correlate to measured VOC values at all. Additionally, we showed that
while XPS depth profiling yields a vertical compositional profile for the first investi-
gated ternary system, it fails for the second one because of the almost identical chem-
ical composition of the two fullerene derivatives serving as acceptors. This issue can
be overcome by utilizing UPS depth profiling, resulting in reasonable compositional
profiles with a high depth resolution. UPS depth profiling can thus be applied for
blended material systems with components comprising the same chemical elements,
but a dissimilar electronic structure, not possible with any other technique up to date.
In summary, we introduced a new class of NFA acceptors and developed a depth
profiling technique, allowing for vertical energetic and compositional profile measure-
ments at any point in device lifetime. With this, estimated EPVg are correlated to the CT
state energy and device VOCs. Our results suggest that an accurate energy level deter-
mination in OPV devices is of crucial importance. The developed method is applicable
for a wide range of organic multi-layered modules, as demonstrated for photodetec-
tors, spintronic devices and TSCs.
Our developed technique is of great importance for the organic photovoltaic com-
munity, since it allows to measure properties of layers previously not accessible, and
therefore opens up the way for a deeper understanding of device physics, including
the VOC. The ability to cross organic/organic as well as organic/inorganic interfaces
makes our methodology of great interest for complete devices. Future work could
include an accurate determination of compositional and energetic alignment in novel
tandem devices or complete solar cells, including electron and hole transport layers.
This could be conducted not just on organic only solar cells, but could also be ex-
panded to hybrid perovskite devices as well as quantum dot based solar cells. All
in all, the method developed in this work yields a new tool to probe previously hid-
den material properties and will help to develop new materials and to find optimal
material combinations in photovoltaic devices.
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Part III
Appendix
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A | The Fitting Program LaFit
In order to extract information from depth profile measurements, all data needs to
be fitted in a proper way. We implemented a fitting program written in Matlab 2018b
using App Designer to automatize and standardize data fitting, referred to from now
on as "LaFit". In this chapter, the latter program is described in great detail.
First, all requirements for data import are described. Next, an overview of the main
functions of LaFit is given, followed by a detailed description of these. Finally, example
files and the most important MatLab codes are provided. The entire program can be
downloaded from HERE.
A.1 File Requirements for Data Import
In the following, file requirements for data input are described. Note, that in each case
the number of empty lines in the import files is crucial.
• Atomic percentage files extracted from XPS depth profiles can be directly im-
ported to LaFit. They need to be simply copied into a .txt file. An example file
structure is given in Section A.3.1.
• Single UPS spectra are also imported by copying the spectrum into a .txt file. For
an automatized import, the file name needs to have the following form:
X_20eV_IP.txt
with X being the materials name. An example file structure is given in Sec-
tion A.3.1. The energy range of each individual material spectrum should be
from 20 eV until 27 eV, however all contributing spectra needs to have the same
kinetic energy range and needs to start with a lower value than the depth profile
data described above.
• UPS depth profile data is imported from .txt files generated in Avantage by the
data exporter tool. For material percentage and HOMO level fitting, LaFit needs
one depth profile measured in the HOMO region (preferably from 20 eV until
27 eV). However, for a SECO fit a second depth profile file, including UPS mea-
surements of the whole kinetic energy range is needed. For automatized data
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import, the files need to be in the same containing folder and have the very same
name, except the ending, which needs to be ’HOMO’ and ’SECO’, respectively.
An example file structure is given in Section A.3.1.
A.2 Main Functions
The main window of the fitting program is shown on Figure A.1 with coloured
rectangles serving clarity: Red denotes material properties and percentage, green
UPS fitting parameters, light blue energetic properties and dark blue data saving and
loading.
Figure A.1: Overview of the fitting program used to extract information from UPS and XPS
depth profiles. The program is subdivided into smaller parts which are marked with coloured
rectangles for more clarity: material input and material percentage calculation buttons (red),
UPS data fitting (green), energetic alignment(blue) and data saving and loading (dark blue).
Upon starting LaFit, the program directory is updated and saved under the "Extra
input data" tab automatically. However, this should be double-checked and edited
manually if necessary. At any stage of data evaluation, LaFit offers the opportunity to
save or re-load any pre-evaluated data by clicking the corresponding buttons marked
in the dark blue rectangle. Data fitting can be generally done in the following way:
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Material Percentage from XPS Depth Profiles
• First, the number of materials existent in the layer needs to be given in the "# Mat"
field. This will be automatically fixed, as soon as material information is obtained
later on. The materials will be denoted from now on as D, A, B and F.
• Next, material properties need to be loaded. These are saved in a separate Excel
file including the materials name and corresponding chemical composition, molecular
weight, optical band gap and etch rate for different etching modes. Most of these prop-
erties will be later on needed for material percentage calculations. In order to ac-
cess these properties, one first needs to choose all materials the layers of interest are
made of (standard values are P3HT, PC60BM, ZnO and PC70BM) and the elements
which should be used later on for molecular percentage calculation (standard ele-
ments are S, C, Zn and C) and finally push the "Get Material Information" button.
All necessary information is now loaded into tables in the "Data" tab. LaFit also
offers the opportunity to indicate the etching mode, or whether the samples were
annealed or not. Changing the latter will change the materials name, for which it
will be searched in the corresponding Excel table to the original name plus the "an-
nealed" extension. During import, estimated etch velocities are loaded for the given
etching mode from the corresponding column. To change these latter two parame-
ters in only important, however, in case some of the material informations from the
Excel file mentioned above would be affected by this information.
• As the next step, material percentage from XPS depth profiles can be calculated. Af-
ter pushing the "Load atomic percentage file" button, the .txt file with atomic per-
centage data - saved as described in Section A.1 - can be selected and loaded. The
desired material percentage can then be calculated as described in Section A.2.2.1
and plotted on the left axes under the "Material percentage" tab by pushing the
"Show material percentage" button. LaFit offers the opportunity to calculate these
percentages either analytically or numerically. This is, however, only the case if the
program is used for 3 materials in the layer. For 2 or 4 materials, the analytical or
the numerical solution, respectively will be used automatically.
Fitting of UPS Depth Profiles
• Firstly, individual UPS spectra of the consisting materials of the whole layer need
to be loaded. If these are saved as described in Section A.1, "Load All standard"
can be chosen and all spectra can be simply loaded by clicking the "Load" button. It
is important here to chose the same energy range as in the saved data name. Other-
wise, all spectra can be also loaded individually. All spectra are now visualized in
the "UPS_HOMO" tab including automatized HOMO onset fittings, as described
in Section A.2.1.1 in more detail.
Next, the whole depth profile can be loaded by clicking "Load BHJ". In case one se-
lects the "No SECO" check box, only the HOMO region depth profile will be loaded.
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In order to fit this data with the individual UPS spectra, the kinetic energy range of
all spectra needs to be the same. In case, the depth profile data does not fulfil this
criteria, the spectrum can be "filled up" with data taken from the SECO measure-
ments by using the "Fill up until" check-box. This is however only possible if the
"No SECO" check-bos is deactivated.
Prior to fitting, numerous parameters can be adjusted, which are described in Sec-
tion A.2.1.3 in more detail.
• From the resulting fit parameters of a UPS depth profile, one can calculate material
percentage, as described below in Section A.2.2.2. For this, one needs to select a
D:A:F ratio, which should hold at the selected plateau etch step and click the "Show
material percentage" button. The calculated data is now also plotted in the left axes
in the "Material percentage" tab. Please note, that such a practice will normalize
all data and all results gathered this way will only give information about curve
shapes but not amplitudes.
• The resulting fit parameters also reveal the vertical energetic profile of the measured
film. This can be visualized on the "Energetics" tab by clicking "Show energetic di-
agram". The energetics is automatically plotted for the whole measurement region,
however some of the materials are not present in the entire film. For a better visu-
alization, several rulers allow the user to change the plot region of each material. If
one wants to plot less materials, then measured, LaFit allows for de-selecting mate-
rials in an arbitrary way.
A.2.1 UPS Data Fitting
A.2.1.1 HOMO Onset Fitting
In order to be able to reconstruct the energetic alignment in a depth profile, the valence
band (VB) needs to be fitted, resulting in the HOMO onset. A proper way would be to
measure angle resolved UPS, plot every spectrum logarithmically and fit the onsets.
This would give a complete representation of the VB progression in k-space. In com-
munity however, the HOMO level is commonly determined by one of the following
ways:
• One can fit the whole DOS with Gauss curves, each representing an electronic
state. The HOMO level can be then attributed to the highest kinetic energy Gauss
curves tail.
• Alternatively, one can fit the onset of the DOS linearly, whereby the DOS can be
plotted either logarithmically or linearly.
In this work, and thus in the MatLab Fitting Program, we use the latter approxima-
tion and fit the low binding energy edge of the linearly plotted DOS as described by
Kahn et. al..[171] For this, an automatized MatLab code has been written, shown in
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Section A.3.2.
This program works the following way:
1. A function is fitted to the measured data points, after they got normalized.
2. Since, the data is now represented as a continuous function, it can be differenti-
ated yielding in peaks with each having a certain position p, width w and height
h.
3. Now, noise needs to be separated from data and thus, the right peak needs to
be selected, which represents the sought onset. Generally one finds the desired
peak, when h is higher than 5 % · 1s of the highest peak, with the introduced pa-
rameter s being the sensitivity. Its pre-defined value is 1, but can be also changed
in case the corresponding HOMO onset is very shallow.
4. Once the right peak is selected, limits for fitting are set from p− w3 to p+ 2w3 , and
the HOMO onset can be fitted linearly.
LaFit alternatively offers a manual fit of the HOMO region, in case the automatic
fitting would fail entirely. Manual values can be entered manually under the "Extra
input data" tab.
A.2.1.2 SECO Onset Fitting
The SECO onset is determined by a linear fit of the high binding energy edge of the
DOS spectrum.
A.2.1.3 Fitting of UPS Depth Profiles
Fitting of UPS depth profiles is shown schematically on Fig. 5.4. The measured spec-
trum F is fitted by a linear combination of the UPS spectra of the individual consisting
materials fi, by allowing for every material a scaling si and an energetic shift ei as pa-
rameters and with n denoting the number of materials:
F(x, s1, s2, ..., e1, e2, ...) =
n
∑
i=1
si · fi(x− ei) (A.1)
Since the sensitivity of the UPS measurements for different materials is slightly vary-
ing, all individual UPS spectrum measurements got normalized, as described in Sec-
tion A.2. This implies, that they cannot be directly compared, hence each depth profile
measurement gets normalized prior to fitting. F and all fi in Eq. A.1 are representing
thus normalized spectra. This implies, that the resulting scalings si are describing the
shape of material percentage correctly, but not its exact values, but more to this later
in Sec. A.2.2.2.
Prior to fitting, different parameters, among others the limits for si and ei can be ad-
justed:
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• Start values for the energetic shift parameters ei can be given by the "Allowed
shifts in E" edit fields D, A, B and F, with a tolerance given in the fields below
the corresponding materials.
• Start values for the scaling parameters si can be given by the "Allowed scaling
parameters" edit fields for D, A, B and F, with allowed minimum and maximum
values given in the corresponding edit fields.
• An optional "D Quenching" checkbox gives the opportunity to "quench" the
original D UPS spectrum, which can be of use for some polymer materials, where
the DOS gets broader or shallower with (etch) time, changing the form of the cor-
responding fitting term to:
sD · fi(qDx− eD) (A.2)
with qD being the quenching parameter.
• In order to find peaks in a spectrum, one needs to find its derivative, which
is only possible for continuous functions. All loaded single UPS spectra are,
however, non-continuous, since they represent measurements of individual data
points. Thus, in order to be able to make fits to this data, the spectrum needs
to be replaced by a continuous function. This "functionalizing" can be described
by the adjustable sensitivity parameter "SP", with a standard value of 0.999. A
change of this parameter makes only sense, if for some material systems the cor-
responding UPS spectrum would change very rapidly.
• Fitting of the SECO is done simlutaniously to the HOMO region depth profile
fitting. This is done as described in Sec. A.2.1.2. The limits for this trivial fit can
be adjusted by the corresponding "Fitting range for SECO fit" fields. These are
given in %, ranging from 0% to 100%.
• It is often the case, that the B material, which is normally the base on which the
other materials are deposited is not present in the first several spectra. In order
to gain some computational time, the contribution of B can be set automatically
to 0 until a certain etch level by the "Base fit start at the following value" field.
• In many cases, secondary electrons already play a role in the measured near
EF DOS. This can be overcome by not fitting the entire loaded HOMO region
spectra, but only a part of it. This region can be chosen by the corresponding
"Fitting range" fields.
After all these fields are adjusted properly, fitting can be done by simply pushing
the "Fit BHJ curves" button. The corresponding script for less than 4 and for 4 materi-
als is given in Sec. A.3.2 and A.3.2, respectively.
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A.2.2 Material Percentage Determination
A.2.2.1 Material Percentage from an XPS Depth Profile
In general, the atomic percentage of an individual element x1 in a certain mixture of i
materials M1, M2 . . . Mi is given by:
%x1 =
∑
i
[%Mi · NA
M
Mi
W
· #x1Mi ]
∑
i
[%Mi · NA
M
Mi
W
· (∑
k
#xk Mi)]
(A.3)
with NA the Avogadro number, M
Mi
W the molecular weight of the material Mi, #xk
Mi
the number of xk atoms in the material Mi and %Mi the material percentage of Mi
in the mixture of all materials. Furthermore, the sum of all materials Mi needs to be
unity:
∑
i
%Mi = 100 % (A.4)
The atomic percentage for all xj atoms is analogue and in case of two materials D
and A, with the corresponding atoms of interest xD and xA, this problem is analytically
solvable yielding the following material ratio:
%D
%A
=
MDW
MAW
· #x
A
A%xD − #xAD%xA
#xDD%xA − #xDA%xD
(A.5)
The error of this quantity can be estimated by propagation of error and is given by:
4 %D
%A
=
MDW
MAW
· |#x
A
A#x
D
D − #xAD#xDA |
(#xDD − #xDA %xD%xA )2
· %xD
%xA
·
√
δ(%xA)2 + δ(%xD)2 (A.6)
where δ(%xi) =
4%xi
%xi
is denoting the relative error of the corresponding atomic
percentage. Since there are only two materials in this system, the sum of %D and %A
is 100 %.
In case of more than two materials, this equation system still can be solved analyt-
ically, if there are no intermixing atomic terms in Eq. A.3, e.g.
#xi Mk = 0, ∀i 6= k (A.7)
Otherwise the solution can be only approximated numerically by for example the
lsqcurvefit function in Matlab. Alternatively, one can ignore data, and calculate D/A
and D/B from Eq. A.3 and set the sum of D, A and B to one. This method offers an al-
ternative to the numerical approximation described above, in case, some of the values
would be very off, and the fit function would not come to a solution. One can switch
between the analytical and numerical solutions described here with the "Analytical
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solution" button, applicable only for less than 4 materials. For 4 materials only the nu-
merical solution makes sense. Corresponding MatLab codes for 2, 3 and 4 materials
are given in Sections A.3.2, A.3.2 and A.3.2, respectively.
A.2.2.2 Material Percentage from a UPS Depth Profile
In order to determine exact material percentage values from UPS depth profile results,
one needs to re-scale the resulting scaling parameters si manually and calibrate them
to an arbitrary value. This can be done by entering the desired ratio (represented by
the D:A:F field) at a certain etch time (given by the plateau field). A good option to
choose these values is from a corresponding XPS depth profile, determined by as in
Sec. A.2.2.1, optimally at a plateau region, where XPS depth profiling should provide
exact values even due to its higher probing depth. The MatLab code for re-scaling is
shown in Sec. A.3.2.
A.2.3 Energetic Diagram
A vertically resolved energetic alignment diagram can be plotted by clicking the
"Show energetic diagram" button, which plot the corresponding graph under the "En-
ergetics" tab. HOMO levels of corresponding materials are calculated from the origi-
nal UPS spectrum fit described in Sec. A.2.1.1 and the energetic shift ei determined by
UPS depth profile fitting described in Sec. A.2.1.3. Adding up these two values will
result in the real position of the HOMO level at a certain etch position of the corre-
sponding material. This can thus vary throughout the entire film. LUMO levels are
also plotted in the resulting graph as estimates. They are estimated from optical gap
measurements, by adding the optical gap value to the determined HOMO level. [150]
This is only an approximation, since it does not account for the exciton binding energy,
as described in Sec. 2.3.2.2. Nevertheless, it yields in a good approximation and allows
for a visualisation of the LUMO level. Finally, the VL is also plotted, determined by
SECO fitting, as described in Sec. A.2.1.2. We note, that this always represents the
higher Φ material in the mixture as shown by Schultz et. al. [373]
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A.3 Example Files and MatLab Codes
A.3.1 Example Files for Data Import
XPS Depth Profiles
1 ?
2 Axis Peaks Elements= 5
3 Axis Etch Time Elements= 43
4 Axis Etch Level Elements= 43
5
6 C:\ Users\engineer\AppData\Local\Temp\VGD{ F5486BAC−A73C−4E8B−AEF7−FC905E75F05F } . vgd
7
8
9
10 Peaks ( P ) \Peaks N1s Scan A F1s Scan A S2p C1s O1s
11 Etch Time ( EtchTime ) Etch Level ( EtchLevel )
12 s Atomic % (%) Atomic % (%) Atomic % (%) Atomic % (%) Atomic
% (%)
13 0 .000000 0 .000000 1 .73855 0 .915809 5 .41707 78 .1108 13 .8177
14 15 .0000 1 .00000 1 .63296 0 .676689 5 .45963 79 .3005 12 .9302
15 30 .0020 2 .00000 1 .79553 0 .868576 5 .72676 79 .3115 12 .2976
16 . . . . . . . . . . . . . . . . . . . . .
Single UPS Spectra
1 ?
2 Axis Energy Elements= 701
3
4 C:\2015−16\ VincentLami\2019−MM−DD − XYZ.VGD
5
6
7
8
9
10 K i n e t i c Energy ( E )
11 eV Counts / s
12 20 .0000 1 .47778 e+006
13 20 .0100 1 .47211 e+006
14 . . . . . .
15 26 .9900 15 .4247
16 27 .0000 16 .1458
UPS Depth Profiles
1 ;========================================================================
2 ;Dump of DataSpace ’C:\2015−16\ VincentLami\2019−MM−DD − XYZ.VGD’
3 ; on DD/MM/2019 at 1 3 : 5 0 : 0 4
4 ;========================================================================
5
6
7 ; [ Note t h a t t h i s f i l e can be reloaded only i f c e r t a i n syntax r u l e s are NOT broken ]
8
9 $FORMAT=4
10
11 ; DataSpace has 2 data axes as fo l lows :
12 ; #= s t a r t , end , numSpaceAxes
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13 $DATAAXES=2 ,#empty#
14 0= 0 , 700 , 1
15 1= 0 , 43 , 2
16
17 ;========================================================================
18
19 ; DataSpace has 3 space axes as fo l lows :
20 ; #= s t a r t , width , numPoints , axisType , l i n e a r , symbol ,
unit , l a b e l
21 $SPACEAXES=3
22 0= 20 .000000 , 0 . 0 1 0 0 0 0 , 701 , ENERGY, LINEAR, ’E ’ , ’eV ’ , ’
Energy ’
23 1= 0 . 0 0 0 0 0 0 , 85 .128930 , 44 , ETCHTIME, NON−LINEAR, ’ EtchTime ’ ,
’ s ’ , ’ Etch Time ’
24 2= 0 . 0 0 0 0 0 0 , 1 . 0 0 0 0 0 0 , 44 , ETCHLEVEL, LINEAR, ’ EtchLevel ’ ,
’ ’ , ’ Etch Level ’
25
26 ;========================================================================
27
28 ; Values on a x i s 0 where a x i s 1 = 0 ;
29 $AXISVALUE= DATAXIS=1 SPACEAXIS=1 LABEL= ’ Etch Time ’ POINT=0 VALUE= 0 . 0 0 0 0 0 0 ;
30 $AXISVALUE= DATAXIS=1 SPACEAXIS=2 LABEL= ’ Etch Level ’ POINT=0 VALUE= 0 . 0 0 0 0 0 0 ;
31 $DATA=* ,0
32 LIST@ 0= 125605 .026000 , 124904 .836000 , 123495 .380000 , 122437.860000
33 LIST@ 4= 120389 .122000 , 119599 .920000 , 119356 .564000 , 118062.148000
34 . . . . . . = . . . , . . . , . . . , . . .
35 LIST@ 696= 1 . 8 6 0 0 0 0 , 1 . 8 7 0 0 0 0 , 2 . 9 9 6 0 0 0 , 5 .080000
36 LIST@ 700= 2.740000
37 ; Values on a x i s 0 where a x i s 1 = 1 ;
38 $AXISVALUE= DATAXIS=1 SPACEAXIS=1 LABEL= ’ Etch Time ’ POINT=1 VALUE=15 .010000 ;
39 $AXISVALUE= DATAXIS=1 SPACEAXIS=2 LABEL= ’ Etch Level ’ POINT=1 VALUE= 1 . 0 0 0 0 0 0 ;
40 $DATA=* ,1
41 LIST@ 0= 116016 .914000 , 115280 .588000 , 115049 .150000 , 114283.392000
42 . . . . . . = . . . , . . . , . . . , . . .
A.3.2 Important MatLab Codes
LaFit is provided on the Cloud, however the most important code fragments are listed
below.
MatLab Code for Material Percentage Calculation for Two Materials
1 func t ion [ x , x_error ] = XPS_atomic_2materials ( method , nSD , nSA , nCD, nCA, prS_a l l ,
prC_all , MWD,MWA)
2
3 i f strcmp ( method , ’On ’ ) ==1
4 prC=prC_al l ; prS= p r S _ a l l ;
5 y=MWD./MWA. * ( ( nCA. * prS−nSA . * prC ) . / ( nSD . * prC−nCD. * prS ) ) ;
6 DonorP =100 . * y ./(1+ y ) ;
7 dy = abs ( prS ./ prC . * s q r t ( 2 * 0 . 1 . ^ 2 ) . *MWD./MWA. * ( nCA. * nSD−nSA . *nCD) . / ( ( nSD−nCD . * (
prS ./ prC ) ) . ^ 2 ) ) ;
8 DonorError = abs ( 1 0 0 . * dy . / ( ( 1 + y ) . ^ 2 ) ) ;
9 x =[DonorP/100 ,(100−DonorP ) / 1 0 0 ] ; x_error =[ DonorError /100 , DonorError / 1 0 0 ] ;
10
11 e l s e i f strcmp ( method , ’ Off ’ ) ==1
12 x=zeros ( length ( p r S _ a l l ) , 2 ) ; x_error=zeros ( length ( p r S _ a l l ) , 2 ) ;
13 vS=[nSD/MWD, nSA/MWA] ; vC=[nCD/MWD,nCA/MWA] ;
14 ossz = [ (nSD+nCD) /MWD, ( nSA+nCA) /MWA] ;
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15 f o r i =1: length ( p r S _ a l l )
16 prS= p r S _ a l l ( i ) /( p r S _ a l l ( i ) +prC_al l ( i ) ) ; prC=prC_al l ( i ) /( p r S _ a l l ( i ) +prC_al l ( i ) )
;
17 xdata=horzcat ( vS , vC , ossz , prS , prC ) ;
18 fun = @( d , xdata ) horzcat ( 1 0 0 0 0 . * ( [ xdata ( 1 ) , xdata ( 2 ) ] * [ d ( 1 ) ; d ( 2 ) ]−xdata ( 7 ) . * [
xdata ( 5 ) , xdata ( 6 ) ] * [ d ( 1 ) ; d ( 2 ) ] ) , . . .
19 1 0 0 0 0 . * ( [ xdata ( 3 ) , xdata ( 4 ) ] * [ d ( 1 ) ; d ( 2 ) ]−xdata ( 8 ) . * [
xdata ( 5 ) , xdata ( 6 ) ] * [ d ( 1 ) ; d ( 2 ) ] ) , . . .
20 1 . * ( d ( 1 ) +d ( 2 ) ) ) ;
21 d0 = [ 0 . 5 , 0 . 5 ] ; lb = [ 0 , 0 ] ; ub = [ 1 , 1 ] ; ydata = [ 0 , 0 , 1 ] ;
22 options = optimoptions ( ’ l s q c u r v e f i t ’ , ’ Algorithm ’ , ’ t r u s t−region−r e f l e c t i v e ’ , ’
Funct ionTolerance ’ ,1 e−8, ’ Optimal i tyTolerance ’ ,1 e−9) ;
23 [ d , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l s q c u r v e f i t ( fun , d0 , xdata , ydata , lb , ub , opt ions ) ;
24 x ( i , : ) =d ( : ) /sum( d ( : ) ) ;
25 c i = n l p a r c i ( d , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 3 2 ) ; % alpha =0.32 means
1 sigma var iance ; n l p a r c i g ives back d ( : )−1sigma and d ( : ) +1sigma in case
alpha i s 0 . 3 2
26 c i 2 =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ; %c i 2 i s now 1 sigma
27 x_error ( i , : ) = c i 2 ( : ) +abs ( d ( : ) . * 0 . 1 ) + 0 . 0 1 ; % F i t t i n g e r r o r + 10 % e r r o r + 1% in
every case
28 end
29 end
30 end
MatLab Code for Material Percentage Calculation for Three Materials
1 func t ion [ x , x_error ] = XPS_atomic_3materials ( method , nSD , nSA , nSB , nCD, nCA, nCB ,
nZnD, nZnA, nZnB , prS_a l l , prC_all , prZn_all ,MWD,MWA,MWB)
2
3 i f strcmp ( method , ’On ’ ) ==1
4 x=zeros ( length ( p r S _ a l l ) , 3 ) ;
5 x_error=zeros ( length ( p r S _ a l l ) , 3 ) ;
6 f o r i =1: length ( p r S _ a l l )
7 prS= p r S _ a l l ( i ) ; prC=prC_al l ( i ) ; prZn=prZn_al l ( i ) ;
8 % In order to prevent dividing with 0
9 i f prC==0
10 prC = 0 . 0 0 1 ;
11 end
12 i f prS==0
13 prS = 0 . 0 0 1 ;
14 end
15 i f prZn==0
16 prZn = 0 . 0 0 1 ;
17 end
18 % Ca l cu l a te y = D/A and z = D/B
19 y=MWD./MWA. * ( ( nCA. * prS−nSA . * prC ) . / ( nSD . * prC−nCD. * prS ) ) ;
20 dy = abs ( prS ./ prC . * s q r t ( 2 * 0 . 1 . ^ 2 ) . *MWD./MWA. * ( nCA. * nSD−nSA . *nCD) . / ( ( nSD−nCD . * (
prS ./ prC ) ) . ^ 2 ) ) ;
21 y2=1/y ; dy2=dy/y ^2;
22 z=MWD./MWB. * ( ( nZnB . * prS−nSB . * prZn ) . / ( nSD . * prZn−nZnD . * prS ) ) ;
23 dz = abs ( prS ./ prZn . * s q r t ( 2 * 0 . 1 . ^ 2 ) . *MWD./MWB. * ( nZnB . * nSD−nSB . * nZnD) . / ( ( nSD−
nZnD . * ( prS ./ prZn ) ) . ^ 2 ) ) ;
24 z2=1/z ; dz2=dz/z ^2;
25 x ( i , : ) = [1 ./(1+ y2+z2 ) ; y2 ./(1+ y2+z2 ) ; z2 ./(1+ y2+z2 ) ] ;
26 x_error ( i , : ) = [ 1 . / ( ( 1 + y2+z2 ) . ^ 2 ) . * s q r t ( ( dy2 ) .^2+( dz2 ) . ^ 2 ) ; 1 . / ( ( 1 + y2+z2 ) . ^ 2 ) . *
s q r t ( ( ( 1 + z2 ) . * dy2 ) .^2+( dz2 ) . ^ 2 ) ; 1 . / ( ( 1 + y2+z2 ) . ^ 2 ) . * s q r t ( ( dy2 ) .^2+( (1+ y2 ) . *
dz2 ) . ^ 2 ) ] ;
27 end
28 e l s e i f strcmp ( method , ’ Grr ’ ) ==1
29
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30 A=[nSD/MWD−nSB/MWB, nSA/MWA−nSB/MWB;nCD/MWD−nCB/MWB,nCA/MWA−nCB/MWB; nZnD/MWD−nZnB/MWB,
nZnA/MWA−nZnB/MWB] ;
31 v1 = [ (nSD+nCD+nZnD) /MWD−(nSB+nCB+nZnB) /MWB; ( nSA+nCA+nZnA) /MWA−(nSB+nCB+nZnB) /MWB] ;
32 v2 =[nSB/MWB; nCB/MWB; nZnB/MWB] ; v3 = ( ( nSB+nCB+nZnB) /MWB) ;
33
34 x0 = [ 1 / 2 ; 1 / 2 ] ; lb = [ 0 ; 0 ] ; ub = [ 1 ; 1 ] ;
35 x=zeros ( length ( p r S _ a l l ) , 3 ) ;
36 x_error=zeros ( length ( p r S _ a l l ) , 3 ) ;
37 f o r i =1: length ( p r S _ a l l )
38 prS= p r S _ a l l ( i ) ; prC=prC_al l ( i ) ;
39 i f ( prZn_al l ( i ) <0 .005)
40 y=MWD./MWA. * ( ( nCA. * prS−nSA . * prC ) . / ( nSD . * prC−nCD. * prS ) ) ;
41 dy = abs ( prS ./ prC . * s q r t ( 2 * 0 . 1 . ^ 2 ) . *MWD./MWA. * ( nCA. * nSD−nSA . *nCD) . / ( ( nSD−nCD . * (
prS ./ prC ) ) . ^ 2 ) ) ;
42 x ( i , : ) =[y ./(1+ y ) ;1−y ./(1+ y ) ; 0 ] ;
43 x_error ( i , : ) =[dy/(1+y ) ^2;dy/(1+y ) ^ 2 ; 0 ] ;
44 e l s e
45 prZn=prZn_al l ( i ) ;
46 vP=[ prS ; prC ; prZn ] ; % Numbers between 0 and 1 , sum i s 1
47 fun = @( y ) 1 0 0 . * (A*y−((v1 ’ * y+v3 ) . * vP−v2 ) ) ;
48 %options = optimoptions ( ’ l sqnonl in ’ , ’ FunctionTolerance ’ , 1 e−14 , ’ Algorithm ’ , ’
t r u s t−region−r e f l e c t i v e ’ , ’ Optimali tyTolerance ’ , 1 e−14 , ’ StepTolerance ’ , 1 e
−21 , ’ MaxFunctionEvaluations ’ , 1 0 0 0 0 , ’ MaxIterat ions ’ , 2 0 0 0 ) ;
49 [ y , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l sqnonl in ( fun , x0 , lb , ub ) ;%, opt ions ) ;
50 x ( i , : ) =[y ( 1 ) ; y ( 2 ) ; abs(1−y ( 1 )−y ( 2 ) ) ] ;
51 c i = n l p a r c i ( y , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 3 2 ) ; % alpha =0.32 means
1 sigma var iance
52 c i 2 =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ;
53 x_error ( i , : ) =[ c i 2 ( 1 ) +y ( 1 ) * 0 . 1 + 0 . 0 1 ; c i 2 ( 2 ) +y ( 2 ) * 0 . 1 + 0 . 0 1 ; 0 . 0 1 + s q r t ( c i 2 ( 1 ) ^2+ c i 2
( 2 ) ^2)+abs(1−y ( 1 )−y ( 2 ) ) * 0 . 1 ] ;
54 end
55 end
56 e l s e i f strcmp ( method , ’ Off ’ ) ==1
57 x=zeros ( length ( p r S _ a l l ) , 3 ) ;
58 x_error=zeros ( length ( p r S _ a l l ) , 3 ) ;
59 vS=[nSD/MWD, nSA/MWA, nSB/MWB] ; vC=[nCD/MWD,nCA/MWA, nCB/MWB] ; vZn=[nZnD/MWD, nZnA/MWA
, nZnB/MWB] ;
60 ossz = [ (nSD+nCD+nZnD) /MWD, ( nSA+nCA+nZnA) /MWA, ( nSB+nCB+nZnB) /MWB] ;
61 f o r i =1: length ( p r S _ a l l )
62 prS= p r S _ a l l ( i ) /( p r S _ a l l ( i ) +prC_al l ( i ) +prZn_al l ( i ) ) ; prC=prC_al l ( i ) /( p r S _ a l l ( i )
+prC_al l ( i ) +prZn_al l ( i ) ) ; prZn=prZn_al l ( i ) /( p r S _ a l l ( i ) +prC_al l ( i ) +prZn_al l
( i ) ) ;
63 xdata=horzcat ( vS , vC , vZn , ossz , prS , prC , prZn ) ;
64 fun = @( d , xdata ) horzcat ( 1 0 0 0 0 . * ( [ xdata ( 1 ) , xdata ( 2 ) , xdata ( 3 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 )
]−xdata ( 1 3 ) . * [ xdata ( 1 0 ) , xdata ( 1 1 ) , xdata ( 1 2 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 ) ] ) , . . .
65 1 0 0 0 0 . * ( [ xdata ( 4 ) , xdata ( 5 ) , xdata ( 6 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 )
]−xdata ( 1 4 ) . * [ xdata ( 1 0 ) , xdata ( 1 1 ) , xdata ( 1 2 ) ] * [ d
( 1 ) ; d ( 2 ) ; d ( 3 ) ] ) , . . .
66 1 0 0 0 0 . * ( [ xdata ( 7 ) , xdata ( 8 ) , xdata ( 9 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 )
]−xdata ( 1 5 ) . * [ xdata ( 1 0 ) , xdata ( 1 1 ) , xdata ( 1 2 ) ] * [ d
( 1 ) ; d ( 2 ) ; d ( 3 ) ] ) , . . .
67 1 . * ( d ( 1 ) +d ( 2 ) +d ( 3 ) ) ) ;
68 d0 = [ 0 . 5 5 , 0 . 3 5 , 0 . 1 ] ; lb = [ 0 , 0 , 0 ] ; ub = [ 1 , 1 , 1 ] ; ydata = [ 0 , 0 , 0 , 1 ] ;
69 options = optimoptions ( ’ l s q c u r v e f i t ’ , ’ Algorithm ’ , ’ t r u s t−region−r e f l e c t i v e ’ , ’
Funct ionTolerance ’ ,1 e−8, ’ Optimal i tyTolerance ’ ,1 e−9) ;
70 [ d , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l s q c u r v e f i t ( fun , d0 , xdata , ydata , lb , ub , opt ions ) ;
71 x ( i , : ) =d ( : ) /sum( d ( : ) ) ;
72 c i = n l p a r c i ( d , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 3 2 ) ; % alpha =0.32 means
1 sigma var iance ; n l p a r c i g ives back d ( : )−1sigma and d ( : ) +1sigma in case
alpha i s 0 . 3 2
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73 c i 2 =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ; %c i 2 i s now 1 sigma
74 x_error ( i , : ) = c i 2 ( : ) +abs ( d ( : ) . * 0 . 1 ) + 0 . 0 1 ; % F i t t i n g e r r o r + 10 % e r r o r + 1% in
every case
75 end
76 end
77 end
MatLab Code for Material Percentage Calculation for Four Materials
1 func t ion [ x , x_error ] = XPS_atomic_4materials (nSD , nSA , nSB , nSF , nCD,nCA, nCB , nCF , nZnD,
nZnA, nZnB , nZnF , nFmD,nFmA, nFmB, nFmF, prS_a l l , prC_all , prZn_all , prFm_all , MWD,MWA,
MWB,MWF)
2
3 x=zeros ( length ( p r S _ a l l ) , 4 ) ; x_error=zeros ( length ( p r S _ a l l ) , 4 ) ; %Saving
computational time
4 vS=[nSD/MWD, nSA/MWA, nSB/MWB, nSF/MWF] ; vC=[nCD/MWD,nCA/MWA, nCB/MWB, nCF/MWF] ; vZn=[
nZnD/MWD, nZnA/MWA, nZnB/MWB, nZnF/MWF] ; vFm=[nFmD/MWD,nFmA/MWA, nFmB/MWB, nFmF/MWF
] ;
5 ossz = [ (nSD+nCD+nZnD+nFmD) /MWD, ( nSA+nCA+nZnA+nFmA) /MWA, ( nSB+nCB+nZnB+nFmB) /MWB, ( nSF
+nCF+nZnF+nFmF) /MWF] ;
6 f o r i =1: length ( p r S _ a l l )
7 prS= p r S _ a l l ( i ) /( p r S _ a l l ( i ) +prC_al l ( i ) +prZn_al l ( i ) +prFm_all ( i ) ) ; prC=prC_al l ( i )
/( p r S _ a l l ( i ) +prC_al l ( i ) +prZn_al l ( i ) +prFm_all ( i ) ) ; prZn=prZn_al l ( i ) /(
p r S _ a l l ( i ) +prC_al l ( i ) +prZn_al l ( i ) +prFm_all ( i ) ) ; prFm=prFm_all ( i ) /( p r S _ a l l (
i ) +prC_al l ( i ) +prZn_al l ( i ) +prFm_all ( i ) ) ;
8 xdata=horzcat ( vS , vC , vZn , vFm, ossz , prS , prC , prZn , prFm ) ;
9 fun = @( d , xdata ) horzcat ( 1 0 0 0 0 . * ( [ xdata ( 1 ) , xdata ( 2 ) , xdata ( 3 ) , xdata ( 4 ) ] * [ d ( 1 ) ; d
( 2 ) ; d ( 3 ) ; d ( 4 ) ]−xdata ( 2 1 ) . * [ xdata ( 1 7 ) , xdata ( 1 8 ) , xdata ( 1 9 ) , xdata ( 2 0 ) ] * [ d ( 1 ) ;
d ( 2 ) ; d ( 3 ) ; d ( 4 ) ] ) , . . .
10 1 0 0 0 0 . * ( [ xdata ( 5 ) , xdata ( 6 ) , xdata ( 7 ) , xdata ( 8 ) ] * [ d ( 1 ) ; d
( 2 ) ; d ( 3 ) ; d ( 4 ) ]−xdata ( 2 2 ) . * [ xdata ( 1 7 ) , xdata ( 1 8 ) ,
xdata ( 1 9 ) , xdata ( 2 0 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 ) ; d ( 4 ) ] ) , . . .
11 1 0 0 0 0 . * ( [ xdata ( 9 ) , xdata ( 1 0 ) , xdata ( 1 1 ) , xdata ( 1 2 ) ] * [ d
( 1 ) ; d ( 2 ) ; d ( 3 ) ; d ( 4 ) ]−xdata ( 2 3 ) . * [ xdata ( 1 7 ) , xdata
( 1 8 ) , xdata ( 1 9 ) , xdata ( 2 0 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 ) ; d ( 4 ) ] )
, . . .
12 1 0 0 0 0 . * ( [ xdata ( 1 3 ) , xdata ( 1 4 ) , xdata ( 1 5 ) , xdata ( 1 6 ) ] * [ d
( 1 ) ; d ( 2 ) ; d ( 3 ) ; d ( 4 ) ]−xdata ( 2 4 ) . * [ xdata ( 1 7 ) , xdata
( 1 8 ) , xdata ( 1 9 ) , xdata ( 2 0 ) ] * [ d ( 1 ) ; d ( 2 ) ; d ( 3 ) ; d ( 4 ) ] )
, . . .
13 1 . * ( d ( 1 ) +d ( 2 ) +d ( 3 ) +d ( 4 ) ) ) ;
14 d0 = [ 0 . 3 , 0 . 3 , 0 . 3 , 0 . 1 ] ; lb = [ 0 , 0 , 0 , 0 ] ; ub = [ 1 , 1 , 1 , 1 ] ; ydata = [ 0 , 0 , 0 , 0 , 1 ] ; %
Desired r e s u l t s
15 options = optimoptions ( ’ l s q c u r v e f i t ’ , ’ Algorithm ’ , ’ t r u s t−region−r e f l e c t i v e ’ , ’
Funct ionTolerance ’ ,1 e−8, ’ Optimal i tyTolerance ’ ,1 e−9) ;
16 [ d , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l s q c u r v e f i t ( fun , d0 , xdata , ydata , lb , ub , opt ions ) ;
17 x ( i , : ) =d ( : ) /sum( d ( : ) ) ;
18 c i = n l p a r c i ( d , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 3 2 ) ; % alpha =0.32 means
1 sigma var iance ; n l p a r c i g ives back d ( : )−1sigma and d ( : ) +1sigma in case
alpha i s 0 . 3 2
19 c i 2 =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ; %c i 2 i s now 1 sigma
20 x_error ( i , : ) = c i 2 ( : ) +abs ( d ( : ) . * 0 . 1 ) + 0 . 0 1 ; % F i t t i n g e r r o r + 10 % e r r o r + 1% in
every case
21 end
22 end
Automatized HOMO Onset Fitting
1 func t ion [ x0 , e l e j e , vege , P ] = fitUPS_HOMO( Datab , x , e , v , s e n s i t i v i t y ) % Here e and v are
given as indexes and not as energy
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2 % The higher the s e n s i t i v i t y , the smal ler peaks w i l l be already f i t t e d
3 SmoothingParameter = 0 . 9 9 ;
4 Data=normal ize_vert ( Datab ) ;
5 [ f , ~ , ~ ] = f i t ( x ( : ) , Data ( : ) , ’ smoothingspline ’ , ’ SmoothingParam ’ ,
SmoothingParameter ) ;
6 Data2 ( : ) = f ( x ( : ) ) ;
7 df=abs ( d i f f ( Data2 ) ) ;
8 [ pks , locs ,w, p ] = findpeaks ( df ) ;
9 Eb1=x ( 1 ) ; % Eb i s given in eV ’ s
10 s tep=x ( 2 )−x ( 1 ) ;
11 i f ( e ==0) && ( v==0)
12 f o r i =length ( pks ) : (−1) : 1
13 i f ( p ( i ) >(0.0005/ s e n s i t i v i t y ) )
14 e l e j e = f l o o r ( l o c s ( i )−w( i ) /3) ;
15 vege= c e i l ( l o c s ( i ) +2*w( i ) /3) ;
16 break ;
17 e l s e
18 e l e j e =1; vege =50;
19 end
20 end
21 e l s e
22 e l e j e =e ; vege=v ;
23 end
24 P = p o l y f i t ( x ( e l e j e : vege ) , Data ( e l e j e : vege ) , 1 ) ;
25 x0=−P ( 2 ) /P ( 1 ) ;
26 end
Fitting of a BHJ with Individual Spectra for less than 4 Materials
1 func t ion [ y , dy , f_D , f_A , f_B ] = BHJf i t ( Time , EnergyD , Energy , Data_D , Data_A , Data_B , Data_BHJ
, SmoothingParameter , Min_for_Base , x0_D , x0_A , x_Donor , quenchingP , bS , Dshif t , Ashif t ,
min_start , max_start , B s h i f t , x0_B , Dmin , Dmax, Amin , Amax, Bmin , Bmax , shif tD , shif tA , s h i f t B
)
2
3 % n_A −> Procentage of the Acceptor UPS spectrum in the BHJ
4 % n_D −> Procentage of the Donor UPS spectrum in the BHJ
5 % n_B −> Procentage of the Base UPS spectrum in the BHJ
6 % q_D −> Quenching of the Donor UPS spectrum due to c r y s t a l l i n i t y of donor polymer
7 % v_A −> S h i f t of the Acceptor UPS spectrum w. r . t the o r i g i n a l measured kE spectrum
8 % v_D −> S h i f t of the Donor UPS spectrum w. r . t the o r i g i n a l measured kE spectrum
9
10 Data_Dn=normal ize_vert ( Data_D ) ; Data_An=normal ize_vert ( Data_A ) ;
11 Data_Bn=normal ize_vert ( Data_B ) ; Data_BHJn=normal ize_vert ( Data_BHJ ) ;
12
13 f o r i =1: length ( Time ) % To f i t f o r a l l depths
14 % To have the measurement points as continuous f u n c t i o n s
15 [ f_D , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_Dn ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
16 [ f_A , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_An ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
17 [ f_B , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_Bn ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
18
19 F = @( x , xdata ) x ( 1 ) * ( f_D ( x ( 6 ) * ( xdata−x_Donor ) +x_Donor−x ( 4 ) ) ) + x ( 2 ) * ( f_A ( xdata−
x ( 5 ) ) ) + x ( 3 ) * ( f_B ( xdata−x ( 7 ) ) ) ;
20 % This i s the funct ion , where the parameter are to be est imated
21 x0 = [ x0_D , x0_A , x0_B , shif tD , shif tA , 1 , s h i f t B ] ; % S t a r t i n g parameters
22 % I f quenching i s allowed , the donor s p e c t r a can be quenched
23 i f ( quenchingP ==1)
24 qL = 0 . 8 ; qU= 1 . 2 ;
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25 e l s e
26 qL = 0 . 9 9 9 9 9 ; qU= 1 . 0 0 0 0 1 ;
27 end
28 % I f base s h i f t i s allowed , the base spetrum can be a l s o s h i f t e d in energy
29 i f ( bS==1)
30 bL= s h i f t B−B s h i f t ; bU= s h i f t B + B s h i f t ;
31 e l s e
32 bL=0; bU=0;
33 end
34 % Test ing whether we need to f i t the base or not
35 i f ( i >Min_for_Base )
36 lb = [Dmin , Amin , Bmin , shi f tD−Dshif t , shi f tA−Ashif t , qL , bL ] ;
37 ub = [Dmax, Amax, Bmax , sh i f tD+Dshif t , sh i f tA+Ashif t , qU, bU ] ;
38 e l s e
39 lb = [Dmin , Amin, 0 , shif tD−Dshif t , shi f tA−Ashif t , qL , bL ] ;
40 ub = [Dmax, Amax, 0 , sh i f tD+Dshif t , sh i f tA+Ashif t , qU, bU ] ;
41 end
42 % F i t t i n g
43 options = optimoptions ( ’ l s q c u r v e f i t ’ , ’ F in i t e Di f f e re nc e Ty pe ’ , ’ c e n t r a l ’ ) ;
44 [ x , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l s q c u r v e f i t ( F , x0 , Energy ( i , min_star t : max_start )
’ , Data_BHJn ( i , min_star t : max_start ) ’ , lb , ub , opt ions ) ;
45 dx=zeros ( 7 , 1 ) ;
46 c i = n l p a r c i ( x , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 0 1 ) ;
47 dx ( : ) =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ;
48 i f ( x ( 2 ) <0.005)
49 x ( 5 ) =0;
50 end
51 y ( i , : ) =x ( : ) ; dy ( i , : ) =dx ( : ) + 0 . 0 5 ;
52 end
53 end
Fitting of a BHJ with Individual Spectra for 4 Materials
1 func t ion [ y , dy , f_D , f_A , f_B , f_F ] = B H J f i t _ f o r 4 ( Time , EnergyD , Energy , Data_D , Data_A , Data_B
, Data_BHJ , SmoothingParameter , Min_for_Base , x0_D , x0_A , x_Donor , quenchingP , bS , Dshif t ,
Ashif t , min_start , max_start , B s h i f t , x0_B , Dmin , Dmax, Amin , Amax, Bmin , Bmax , shif tD , shif tA
, s h i f t B , Data_F , x0_F , s h i f t F , F s h i f t , Fmin , Fmax)
2
3 % n_A −> Procentage of the Acceptor UPS spectrum in the BHJ
4 % n_D −> Procentage of the Donor UPS spectrum in the BHJ
5 % n_B −> Procentage of the Base UPS spectrum in the BHJ
6 % q_D −> Quenching of the Donor UPS spectrum due to c r y s t a l l i n i t y of donor polymer
7 % v_A −> S h i f t of the Acceptor UPS spectrum w. r . t the o r i g i n a l measured kE spectrum
8 % v_D −> S h i f t of the Donor UPS spectrum w. r . t the o r i g i n a l measured kE spectrum
9
10 Data_Dn=normal ize_vert ( Data_D ) ; Data_An=normal ize_vert ( Data_A ) ;
11 Data_Bn=normal ize_vert ( Data_B ) ; Data_Fn=normal ize_vert ( Data_F ) ;
12 Data_BHJn=normal ize_vert ( Data_BHJ ) ;
13
14 f o r i =1: length ( Time ) % To f i t f o r a l l depths
15 % To have the measurement points as continuous f u n c t i o n s
16 [ f_D , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_Dn ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
17 [ f_A , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_An ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
18 [ f_B , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_Bn ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
19 [ f_F , ~ , ~ ] = f i t ( EnergyD ( i , : ) ’ , Data_Fn ( i , : ) ’ , ’ smoothingspline ’ , ’ SmoothingParam ’
, SmoothingParameter ) ;
20
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21 F = @( x , xdata ) x ( 1 ) * ( f_D ( x ( 6 ) * ( xdata−x_Donor ) +x_Donor−x ( 4 ) ) ) + x ( 2 ) * ( f_A ( xdata−
x ( 5 ) ) ) + x ( 3 ) * ( f_B ( xdata−x ( 7 ) ) ) + x ( 8 ) * ( f_F ( xdata−x ( 9 ) ) ) ;
22 % This i s the funct ion , where the parameter are to be est imated
23 x0 = [ x0_D , x0_A , x0_B , shif tD , shif tA , 1 , s h i f t B , x0_F , s h i f t F ] ; % S t a r t i n g
parameters
24 % I f quenching i s allowed , the donor s p e c t r a can be quenched
25 i f ( quenchingP ==1)
26 qL = 0 . 8 ; qU= 1 . 2 ;
27 e l s e
28 qL = 0 . 9 9 9 9 9 ; qU= 1 . 0 0 0 0 1 ;
29 end
30 % I f base s h i f t i s allowed , the base spetrum can be a l s o s h i f t e d in
31 % energy
32 i f ( bS==1)
33 bL= s h i f t B−B s h i f t ; bU= s h i f t B + B s h i f t ;
34 e l s e
35 bL=0; bU=0;
36 end
37 % Test ing whether we need to f i t the base or not
38 i f ( i >Min_for_Base )
39 lb = [Dmin , Amin , Bmin , shi f tD−Dshif t , shi f tA−Ashif t , qL , bL , Fmin , s h i f t F−F s h i f t
] ;
40 ub = [Dmax, Amax, Bmax , sh i f tD+Dshif t , sh i f tA+Ashif t , qU, bU, Fmax , s h i f t F + F s h i f t
] ;
41 e l s e
42 lb = [Dmin , Amin, 0 , shif tD−Dshif t , shi f tA−Ashif t , qL , bL , Fmin , s h i f t F−F s h i f t ] ;
43 ub = [Dmax, Amax, 0 , sh i f tD+Dshif t , sh i f tA+Ashif t , qU, bU, Fmax , s h i f t F + F s h i f t ] ;
44 end
45 % F i t t i n g
46 options = optimoptions ( ’ l s q c u r v e f i t ’ , ’ F in i t e Di f f e re nc e Ty pe ’ , ’ c e n t r a l ’ ) ;
47 [ x , ~ , res idual , ~ , ~ , ~ , j a c o b i a n ] = l s q c u r v e f i t ( F , x0 , Energy ( i , min_star t : max_start )
’ , Data_BHJn ( i , min_star t : max_start ) ’ , lb , ub , opt ions ) ;
48 dx=zeros ( 9 , 1 ) ;
49 c i = n l p a r c i ( x , res idual , ’ j a c o b i a n ’ , jacobian , ’ alpha ’ , 0 . 0 1 ) ;
50 dx ( : ) =abs ( c i ( : , 1 )−c i ( : , 2 ) ) . / 2 ;
51 i f ( x ( 2 ) <0.005)
52 x ( 5 ) =0;
53 end
54 y ( i , : ) =x ( : ) ; dy ( i , : ) =dx ( : ) + 0 . 0 5 ;
55 end
56 end
MatLab Code for UPS Depth Profile Material Percentage Re-Scaling
1 func t ion [ rat_D , rat_A , rat_B , ra t_F ] = r e s c a l i n g ( Time , Data , PlateauValue ,D, A, F ,
NumberOfMaterials )
2
3 szam= s i z e ( Data ( 1 , : ) ) ; sz=szam ( 2 ) /2; const1=length ( Time ) ;
4 k=PlateauValue ; e r r =0; e r r 2 =0;
5
6 i f k<length ( Data ( : , 1 ) )
7 const3=length ( Data ( : , 1 ) ) ;
8 i f (D. *A. * F==0)
9 msgbox ( ’ P lease choose a data point , where a l l 3 m a t e r i a l s are present , OR f i t
with two m a t e r i a l s only . ’ ) ; e r r =1;
10 e l s e
11 i f NumberOfMaterials <4
12 DAF=D/(D+A) ; DAF2=A/(D+A) ;
13 e l s e i f NumberOfMaterials==4
14 DAF=D/(D+A+F ) ; DAF2=A/(D+A+F ) ; DAF3=F/(D+A+F ) ;
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15 dK=Data ( k , 1 ) ./DAF; aK=Data ( k , 2 ) ./DAF2 ; szorzo=dK*aK ;
16 end
17 i f NumberOfMaterials==3
18 bK= 0 . 1 *max( Data ( : , 3 ) ) ;
19 i f bK==0
20 e r r 2 =1;
21 end
22 e l s e i f NumberOfMaterials==4
23 bK= 0 . 1 *max( Data ( : , 3 ) ) ;
24 i f bK==0
25 e r r 2 =1;
26 end
27 fK=Data ( k , 8 ) ./DAF3 ; szorzo=szorzo * fK ;
28 end
29 i f szorzo==0
30 msgbox ( ’ P lease choose a data point , where a l l m a t e r i a l s are present ! ’ ) ; e r r
=1;
31 end
32 end
33 i f e r r ==0
34 rD=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; rA=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; drD=zeros ( 1 , length (
Data ( : , 1 ) ) ) ; drA=zeros ( 1 , length ( Data ( : , 1 ) ) ) ;
35 rB=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; rF=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; drB=zeros ( 1 , length (
Data ( : , 1 ) ) ) ; drF=zeros ( 1 , length ( Data ( : , 1 ) ) ) ;
36 rat_D=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; rat_A=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; drat_D=zeros
( 1 , length ( Data ( : , 1 ) ) ) ; drat_A=zeros ( 1 , length ( Data ( : , 1 ) ) ) ;
37 rat_B=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; ra t_F=zeros ( 1 , length ( Data ( : , 1 ) ) ) ; drat_B=zeros
( 1 , length ( Data ( : , 1 ) ) ) ; drat_F=zeros ( 1 , length ( Data ( : , 1 ) ) ) ;
38 f o r i =1: length ( Data ( : , 1 ) )
39 rD ( i ) =Data ( i , 1 ) ./dK ; rA ( i ) =Data ( i , 2 ) ./aK ; osszeg=rD ( i ) +rA ( i ) ;
40 drD ( i ) =rD ( i ) * s q r t ( ( Data ( i , sz +1) ./ Data ( i , 1 ) ) . ^ 2 + 0 . 1 . ^ 2 ) ;
41 drA ( i ) =rA ( i ) * s q r t ( ( Data ( i , sz +2) ./ Data ( i , 2 ) ) . ^ 2 + 0 . 1 . ^ 2 ) ;
42 i f NumberOfMaterials==3
43 i f e r r 2 ==0
44 rB ( i ) =Data ( i , 3 ) ./bK ; drB ( i ) =rB ( i ) * s q r t ( ( Data ( i , sz +3) ./ Data ( i , 3 ) ) . ^ 2 + 0 . 1 . ^ 2 )
;
45 e l s e
46 rB ( i ) =Data ( i , 3 ) ; drB ( i ) =rB ( i ) * s q r t ( ( Data ( i , sz +3) ./ Data ( i , 3 ) ) . ^ 2 + 0 . 1 . ^ 2 ) ;
47 end
48 osszeg=osszeg+rB ( i ) ;
49 e l s e i f NumberOfMaterials==4
50 i f e r r 2 ==0
51 rB ( i ) =Data ( i , 3 ) ./bK ; drB ( i ) =rB ( i ) * s q r t ( ( Data ( i , sz +3) ./ Data ( i , 3 ) ) . ^ 2 + 0 . 1 . ^ 2 )
;
52 e l s e
53 rB ( i ) =Data ( i , 3 ) ; drB ( i ) =rB ( i ) * s q r t ( ( Data ( i , sz +3) ./ Data ( i , 3 ) ) . ^ 2 + 0 . 1 . ^ 2 ) ;
54 end
55 rF ( i ) =Data ( i , 8 ) ./ fK ; osszeg=osszeg+rB ( i ) +rF ( i ) ; drF ( i ) =rF ( i ) * s q r t ( ( Data ( i , sz
+8) ./ Data ( i , 8 ) ) . ^ 2 + 0 . 1 . ^ 2 ) ;
56 end
57 rat_D ( i ) =rD ( i ) /osszeg ; rat_A ( i ) =rA ( i ) /osszeg ; drat_D ( i ) =drD ( i ) /osszeg ; drat_A ( i
) =drA ( i ) /osszeg ;
58 i f NumberOfMaterials==3
59 rat_B ( i ) =rB ( i ) /osszeg ; drat_B ( i ) =drB ( i ) /osszeg ;
60 e l s e i f NumberOfMaterials==4
61 rat_B ( i ) =rB ( i ) /osszeg ; drat_B ( i ) =drB ( i ) /osszeg ; ra t_F ( i ) =rF ( i ) /osszeg ; drat_F
( i ) =drF ( i ) /osszeg ;
62 end
63 end
64 end
158 A. The Fitting Program LaFit
65 e l s e
66 msgbox ( ’ P lease choose a plateau , which i s within the measured data range . ’ ) ;
67 end
B | Supplementary Figures
Supplementary Figures for Chapter 6
Figure B.1: Energetic peak position as a function of the compositional peak, e.g. the regions
with the maximal p-doping effect and the fullerene rich inversion layer, for DRCN5T (blue) as
well as PC70BM (red). Linear fits are included in corresponding colours.
159
160 B. Supplementary Figures
Figure B.2: UPS measurements of (a) PBDB-T and (b) NCBDT for fresh (as received) and etched
(500 s with a 4 keV kinetic energy cluster source) in dark and light colours, respectively. (c)
Comparison of the etched UPS spectra showing great similarities between the two.
Figure B.3: Top surface UPS measurements for a c-BHJ (left) and an sq-BHJ (right) blend de-
noted with orange circles and corresponding fits with as received donor and acceptor UPS
spectra. Resulting donor and acceptor contributions are denoted with blue and red colours,
while their sum, the overall fit, is shown as a purple line.
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Figure B.4: Fitted UPS spectra with the individual DNTT derivative component (from left
to the right: DNTT, diPh-DNTT and C8-DNTT) at the surface (top) and at the interface with
permalloy (bottom). Logarithmic scale representations are included in the insets.
Figure B.5: Thickness measurements for PBDB-T-2Cl (D) / ITIC-2F (A) / PC70BM (F) ternary
blends with varying D/A/F ratio. Measured by Julian Frigyes Butcher.
162 B. Supplementary Figures
Figure B.6: Device VOC plotted as a function of the smaller estimated PV gap value for a
PBDB-T-2Cl:ITIC-2F:PC70BM ternary system with varying ITIC-2F:PC70BM ratio (With the
same colour code as in Fig. 6.9). PV gap values were averaged over the entire measured active
layer. A think black line represents the case where VOC is equal to the estimated PV gap.
Figure B.7: Device VOC plotted as a function of the smaller estimated PV gap value for a
PTB7:PC70BM:ICBA ternary system with varying PC70BM:ICBA ratio (With the same colour
code as in Fig. 6.11). PV gap values were averaged over the entire measured active layer.
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