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Preface
The subject of this thesis is applying and developing techniques to study the sta-
bility of travelling waves in radiation-combustion free boundary models for flame
propagation.
In Chapter 1, the introduction of this thesis, we start with some classical exam-
ples of reaction-diffusion equations and free boundary problems, and apply Evans’
function techniques to investigate the stability of their travelling waves in order to
explain the idea behind our approach. Next, the chapter discusses the governing
equations for the radiative combustion model.
Chapter 2 describes in detail the travelling wave solutions curve in the bifur-
cation diagram. It also discusses some physically interesting limit cases for the
radiative parameters. This is joint work with Jan Bouwe van den Berg and Joost
Hulshof [40].
Chapter 3 discusses and investigates the stability of the travelling waves for the
one-dimensional and the two-dimensional linear version of the radiative combus-
tion model, and relates the stability results to the solution diagram. This is joint
work with Jan Bouwe van den Berg and Joost Hulshof [41].
Chapter 4 continues the stability analysis for the nonlinear version of the radia-
tive combustion model, turning from analytical considerations to numerical com-
putations.
xi
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Chapter 1
Introduction
In this thesis we study a free boundary problem formulation of a mathematical
model for combustion in gaseous mixtures, in which radiative heat transfer, due to
the presence of dust, is taken into account. On the one hand we are interested in
what this model predicts, based on the modelling assumptions. On the other hand
we note that this model, from a mathematical point of view, falls into a class of
problems for which mathematical techniques similar to the techniques for reaction-
diffusion systems should be (further) developed. One of these techniques is the use
of linearisation methods and Evans’ functions for, to begin with, a spectral stabil-
ity analysis of the patterns emerging from solutions of the free boundary problem
(FBP) under consideration, in particular flame fronts.
1.1 The bistable equation: some history
Understanding pattern formation is a central theme in science. Mathematical mod-
els consisting of systems of reaction-diffusion equations (RDE’s) and other partial
differential equations (PDE’s) are widely and succesfully used to describe, explain
and predict the phenomena we see in the world around us. Before we turn to free
boundary problems (FBP’s) and the radiative combustion model treated in this the-
sis, let us discuss a classical example of a scalar reaction-diffusion equation, which
goes back to Kolmogorov. It couples the ordinary differential equation (ODE)
du
dt
= f(u) = u(1− u)(u− a), (1.1.1)
in which 0 < a < 1 is a parameter and u = u(t) is the unknown function of time t,
to the linear heat equation. In one spatial dimension, this latter partial differential
1
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equation (PDE) reads
∂u
∂t
=
∂2u
∂x2
, (1.1.2)
for u = u(x, t), where x is a spatial variable which we take to vary over the whole
of R.
The large time behaviour of solutions (in forward time) of the ODE (1.1.1) is
easily described. Solutions u = u(t) converge to one of the two stable equilibria
u = 0 and u = 1. To be precise, solutions starting below the unstable equilibrium
u = a have u(t)→ 0, while solutions above u = a have u(t)→ 1 as t→ +∞.
Solutions of the PDE (1.1.2) have a large time behaviour, which, naturally,
depends on their initial profile. If, say at t = 0, the profile is given by
u(x, 0) = u0(x), (1.1.3)
where u0 : R → R is a bounded measurable function, then it is not simple at all to
describe the behaviour of u(x, t) as t → ∞, unless one makes strong assumptions
on the initial profile u0, for instance that the limits
u0(−∞) = lim
x→−∞u0(x) and u0(∞) = limx→∞u0(x)
exist. Both limits are then preserved by (1.1.2). It is important to note that conse-
quently it makes no sense to consider (1.1.2) with boundary conditions at x = ±∞.
Such conditions are meaningless.
If the limits are unequal, say
u0(−∞) = u− and u0(∞) = u+, (1.1.4)
then
u(x, t) ∼ U( x√
t
), (1.1.5)
where U = U(η) is a solution of the ODE 2U ′′(η) + ηU ′(η) = 0 with U(−∞) =
u− and U(∞) = u+. The selfsimilar solution
u(x, t) = U(
x√
t
) (1.1.6)
thus connects the limits in (1.1.4).
The scalar reaction-diffusion equation (RDE)
∂u
∂t
− ∂
2u
∂x2
= f(u) = u(1− u)(u− a), (1.1.7)
2
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in which (1.1.1) and (1.1.2) are combined, appears in a variety of applications, see
e.g. Aronson-Weinberger or Fife-McLeod [3, 21] for references. With initial data
satisfying (1.1.4), the limits
u(−∞, t) = u−(t) and u(∞, t) = u+(t), (1.1.8)
are solutions of (1.1.1) and behave as explained above. Thus, if u− < a and
u+ > a, the solution u(x, t) should, as t→∞, connect the stable states u = 0 and
u = 1 as x ranges from −∞ to ∞.
1.1.1 Travelling wave solutions
Whereas (1.1.6) follows from the consideration of solutions of (1.1.2) that are in-
variant under certain scalings of x and t, one may now use the fact that the RDE
(1.1.7) is invariant under translations in x and t. Solutions u(x, t) of (1.1.7),
which are invariant in the sense that, for some fixed c ∈ R, the solution satis-
fies u(x, t) = u(x + cA, t + A), for all x, t, A ∈ R, must have the property that
(put A = −t)
u(x, t) = u(x− ct, 0) = U(x− ct). (1.1.9)
The function U thus defined is a function of one variable only, and must satisfy the
ODE
−cU ′ − U ′′ = f(U) = U(1− U)(U − a). (1.1.10)
Solutions of the form (1.1.9) are called travelling wave solutions. In view of the
large time behaviour discussion above, one looks for solutions of (1.1.10) for which
U(−∞) = 0 and U(∞) = 1. Such solutions exist if and only if
c = − 1√
2
+ a
√
2, (1.1.11)
the solutions U being given by (all translates of)
U(x) =
1
1 + exp(− x√
2
)
. (1.1.12)
Varying a, which may be seen as a control parameter, the travelling wave solutions
may be represented as a curve in the (a, c)-plane, the solution (or bifurcation) dia-
gram for travelling waves of (1.1.7). Given 0 < a < 1 and the corresponding speed
c, the profile is unique, modulo translation. The solution curve is given by (1.1.11),
so in this simple example the curve does not have any interesting features such
3
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as turning points, where stability properties of the travelling wave solution might
change. Of course this is only for the range 0 < a < 1 when the ODE (1.1.1) has
stable equilibria u = 0 and u = 1, and attention is restricted to travelling waves
connecting u = 0 on the left to u = 1 on the right.
We note that the remarkable fluke of an explicit travelling wave profile, which
is in fact independent of a, is responsible for the curious fact that, though the RDE’s
may be different, the profile whose stability is investigated, is often the same. See
e.g. the chapter on travelling wave solutions in the book of Henry [22], and the
work of Pego and others [31, 32].
1.1.2 Linearisation around travelling waves
A basic ingredient in the stability analysis is the linearised equation. RDE’s are
preferably linearised in coordinates in which the profile around which one linearises
is a steady state. Thus a new spatial variable
x˜ = x− ct
is introduced, and (1.1.7) is written in terms of x˜ and t. Dropping the tilde, this
gives
∂u
∂t
− ∂
2u
∂x2
− c∂u
∂x
= f(u) = u(1− u)(u− a). (1.1.13)
Linearising around a steady state U , we set
u(x, t) = U(x) + w(x, t), (1.1.14)
drop higher order terms in w and arrive at
∂w
∂t
− ∂
2w
∂x2
− c∂w
∂x
= f ′(U)w. (1.1.15)
Separation of variables,
w(x, t) = exp(λt)φ(x),
leads to the eigenvalue equation
λφ = φ′′ + cφ′ + f ′(U)φ. (1.1.16)
Translation invariance implies that λ = 0 must be an eigenvalue, and its eigen-
function is given by differentiating the steady states U(x + A) with respect to the
free parameter A and putting A = 0 afterwards. This is typical for travelling wave
4
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problems and provides us with a generic eigenfunction U ′ for λ = 0. Stability of
travelling waves, with respect to a class of perturbations to be specified, means that
permissible perturbations of the travelling wave converge to (generically) a trans-
late of the original travelling wave. Conditions for stability typically require λ = 0
to be a simple eigenvalue, with (algebraic and geometric) multiplicity equal to 1. If
there are eigenvalues with positive real part, the travelling wave is unstable.
1.1.3 Evans’ function
To find the other eigenvalues of (1.1.16) one looks at solutions for x close to −∞
and x close to ∞. For λ > 0 it is possible to choose solutions φ−(x, λ) and
φ+(x, λ) which decay to zero as x → −∞ and x → ∞, respectively, and which
depend analytically on λ. These solutions are unique up to a λ-dependent nonzero
factor. In general one has to construct these solutions using suitable fixed point
arguments for integral equations which capture the solutions of (1.1.16) with the
appropriate decay. The wronskian
W (x, λ) = φ′−(0, λ)φ+(0, λ)− φ−(0, λ)φ′+(0, λ) (1.1.17)
of these two solutions is essentially what is nowadays called the Evans’ function
and denoted as
D(λ) = C(λ)W (0, λ), (1.1.18)
whereC(λ) is analytic and nonzero in the complex domain for which the wronskian
is being considered. This domain varies with the choice of function spaces in the
analysis of (1.1.15), a topic which will not be adressed in this thesis. The analysis
of the Evans’ function can be done by itself on the maximal domain on which both
φ−(x, λ) and φ+(x, λ) are defined as analytic functions of λ, either by suitable
fixed point arguments, or by explicit analytical methods. Sattinger’s papers [34, 35]
remain an excellent reference for this approach, with the book of Coddington and
Levinson [15] as the basic source for the integral equation techniques. See also the
overview paper of Sandstede [33] for more recent developments.
1.1.4 Explicit analytical solution of the eigenvalue problem
For this particular example the more classical explicit analytical approach may be
used. This goes back to Truesdell [18] and is briefly illustrated next. Using a variant
of the method of reduction of order, one sets
φ = ψU ′, (1.1.19)
5
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takes z = U as a new independent variable, so that z runs from 0 to 1, and derives
from (1.1.16) that
z2(1− z)2
2
d2ψ
dz2
+ z(1− z)(1 + a− 3z)dψ
dz
= λψ. (1.1.20)
Equation (1.1.20) can be transformed into the hypergeometric equation
z(1− z)d
2F
dz2
+ (C − (A+B + 1)z))dF
dz
= ABF, (1.1.21)
by putting
ψ = ψ(z) = zα(1− z)βF (z),
where the exponents α and β have to be chosen as roots of
α2 + (2a+ 1)α = 2λ; β2 + (3− 2a)β = 2λ, (1.1.22)
whence
AB = 4λ+2αβ+2(2−a)α+2(1+a)β; A+B = 2α+2β+5; C = 2(1+a+α).
A choice of α and β as analytic functions of λ satisfying (1.1.22) requires two
cuts in the complex plane where the discrimants of (1.1.22) are negative. Thus
the natural maximal domain of the Evans’ function in the complex plane is the
complement of (−∞, λc], where 8λc < 0 is the largest of the two numbers−(2a+
1)2 and −(3− 2a)2.
It is not hard to show that
A = α+ β, B = 5 + α+ β
(or the other way around, the equations are symmetric in A and B), and that
A+B − C =
√
8λ+ (2a− 3)2. (1.1.23)
For various reasons (for instance because there is simply no other alternative), the
solution φ−(x, λ) corresponds to the hypergeometric function F (z;A,B,C), i.e.,
the power series solution F−(z) of (1.1.21) with F−(0) = 1. Likewise φ+(x, λ)
corresponds to the power series (around z = 1) solution F+(z) of (1.1.21) with
F+(1) = 1. The Wronskian of the two is the Evans’ function, up to some choice
of C(λ) in (1.1.18).
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We note that rather than taking the Wronskian as above, one can check directly
whether or not there is a condition to guarantee that
lim
z→1
F (z;A,B,C)
exists. Since
F (z;A,B,C) = Γ(C)Γ(C−A−B)Γ(C−A)Γ(C−B)F (1− z;A,B,A+B + 1− C)
+ Γ(C)Γ(A+B−C)Γ(A)Γ(B) F (1− z;C −A,C −B,C −A−B + 1)
1
(1− z)A+B−C ,
(1.1.24)
and the real part of A+ B − C is positive, see (1.1.23), the last coefficient should
vanish. This happens ifB (orA) is a pole of the Γ-function, i.e.B = 0,−1,−2, . . . .
For B = 0 we find λ = 0, for B = −1 we find
λ =
3
2
a(a− 1) < 0,
etcetera. Most of the λ-values thus found are contained in the branch cut, in fact,
only the λ just mentioned can be an eigenvalue, depending on a and the class of
permissible perturbations.
1.1.5 No turning points
We noted that the solution diagram for travelling waves connecting u = 0 to u = 1
does not have turning points. In fact an argument similar to the translation argu-
ment, by which φ0 = U ′ is an eigenfunction for eigenvalue λ = 0, would show
that, in a point on the curve where a is locally a function of c with a′(c) = 0, the
function
φ1 =
∂U
∂c
is a solution of
φ′′1 + cφ
′
1 + f
′(U)φ1 = −φ0.
In other words, φ1 would be a generalised eigenfunction for λ = 0. Since (1.1.19)
makes the second order linear equation selfadjoint (for ψ′), this scenario is, a priori,
excluded for scalar reaction-diffusion equation like (1.1.7). For the particular non-
linearity discussed here, we obtain from (1.1.12) explicitly φ1 = 0, which cannot
be a generalised eigenfunction.
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1.2 Free boundary problems: a toy example
To illustrate the connection between FBP’s and RDE’s and the techniques we shall
employ, now consider the scalar reaction-diffusion equation
ut = uxx + fε(u), (1.2.1)
with fε(u) a strongly nonlinear reaction term, highly peaked and concentrated in a
small u-interval [−ε, 0]. Thinking of equation (1.2.1) as a toy model for combustion
in gaseous mixtures, where heat diffuses through the mixture, u = u(x, t) is a
normalised temperature, and u < −ε and u > 0 are called the fresh and the burnt
regions. The thin region where −ε ≤ u ≤ 0 is called the flame zone.
In the limit ε → 0 the problem reduces to a free boundary problem for the
temperature, the flame front where u = 0 being the free boundary. Away from the
flame front the time evolution of the flame is governed by diffusion, while at the
flame front the heat flux must satisfy a jump condition, see [5, 14, 28, 38]. The
jump condition involves the increase across the moving boundary of the potential
corresponding to the reaction term fε(u); in mathematical terms we must assume
that
∫
fε(u)du is a constant independent of ε. This limit problem has been well
studied in the mathematical literature, especially in the case that u = 0 in the burnt
region [8, 42]. It allows stable travelling waves, see [7, 23], which we discuss in
some detail to explain the concept of linearisation for FBP’s.
Suppose the FBP consists of solving the heat equation
ut = uxx for x < s(t), (1.2.2)
(where tacitly we think of u as being constant in the region where x > s(t)), with
free boundary conditions
u = ux = 1 for x = s(t) (1.2.3)
at the free boundary (for notational convenience we have replaced u = 0 by u = 1).
The first free boundary condition says that the flame temperature is equal to 1.
Noting that (1.2.2) is derived from a conservation law combined with a flux law,
ut + qx = 0 and q = −ux,
where q is the heat flux, the second free boundary condition can be rewritten as the
jump condition
−[ux] = [q] = 1. (1.2.4)
8
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Brackets denote the difference of the limits taken from the right and from the left of
the quantity in between. The physical interpretation of (1.2.4) is that of a constant
rate heat production at the free boundary. Throughout this thesis we shall employ
such conditions. From a modelling point of view these jump conditions are, in view
of their clear interpretation, quite natural and widely used, also in the radiative mod-
elling context, see Buckmaster-Jackson [12] for instance. A derivation from first
principles however, including a limit procedure starting from a reaction-diffusion
context, is in general not at all evident, see the papers of Dold et al [19].
1.2.1 Travelling waves, linearisation and the Evans’ function
This subsection parallels the discussion of (1.1.7) in the historical sketch above.
Clearly the function
u(x, t) = U(x+ t) = min{exp(x+ t), 1} (1.2.5)
is a travelling wave solution of (1.2.2) and (1.2.3) with s(t) = −t. It moves with
unit velocity in the negative x-direction. In travelling wave coordinates (x˜ = x+ t,
s˜(t) = s(t) + t, tildes dropped) equation (1.2.2) reads
ut = uxx − ux, (1.2.6)
while the free boundary conditions (1.2.3) remain the same. For this problem
u(x, t) = U(x) = min{exp(x), 1} is a stationary solution with s(t) = 0.
Now consider solutions close to this stationary solution, i.e., u(x, t) close to
U(x) = min{exp(x), 1} and s(t) close to 0. The key idea is that changing to the
spatial coordinate
z = x− s(t),
and defining w(z, t) by
u(x, t) = U(z) + s(t)U ′(z) + w(z, t), (1.2.7)
and using
1 = u(s(t), t) = U(0) + s(t)U ′(0) + w(0, t) = 1 + s(t) + w(0, t), (1.2.8)
one eliminates s(t), and arrives at a fully nonlinear equation for w posed for z < 0.
The stability question for the stationary solution U is thus translated into the
stability question for the trivial solution. The linearised equation for w inevitably
becomes
wt = wzz − wz, (1.2.9)
9
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and it is to be solved with the mixed boundary condition
wz = w at z = 0. (1.2.10)
The latter follows from combining (1.2.8) with
1 = ux(s(t), t) = U
′(0) + s(t)U ′′(0) +wz(0, t) = 1 + s(t) +wz(0, t). (1.2.11)
In this thesis we shall use this linearisation procedure, which was first proposed
by Brauner et al, see [8], to define the appropriate eigenvalue problem and the
Evans’ function D(λ), which, upon setting D(λ) = 0, characterises the point spec-
trum of the linearised problem. The Evans’ function perspective, though natural,
seems to be relatively new in this context. As in the reaction-diffusion context, we
have D(0) = 0, again because of translation invariance, even though this is not as
immediately obvious as before.
Continuing with the example we set again
w = exp(λt)W (z),
whence, by (1.2.9),
W (z) = φ−(z, λ) exp(bz).
Here
b =
1
2
(1 +
√
1 + 4λ), (1.2.12)
and, analogous to the discussion of (1.1.22), only the principal value of the square
root is allowed. Thus the cut (−∞,−14 ] has to be excluded from the domain of
D(λ), which we define and compute as
D(λ) = φ′−(0, λ)− φ−(0, λ) =
1
2
(1 +
√
1 + 4λ)− 1 = 1
2
(−1 +
√
1 + 4λ).
(1.2.13)
Instead of using a wronskian, we have applied the boundary condition (1.2.10) in
z = 0. Clearly the only zero of D(λ) is λ = 0. Note that the fact that the linearised
equation has constant coefficients is of great help. Compared to the analysis for
(1.1.7), the calculations are trivial.
1.2.2 Nonlinear stability and multi-dimensional problems
Spectral stability analysis of the linearised equations is the first step towards a non-
linear stability analysis. In the semi-linear case of RDE’s one can refer to [22]
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to conclude nonlinear stability from spectral stability, using analytic semigroups
in appropriately weighted function spaces. For FBP’s of “combustion type” this
has to be supplemented by a fully nonlinear theory based on the theory of analytic
semigroups and maximal regularity, see the book of Lunardi [30], which gives the
(orbital) stability of the travelling wave under (localised) perturbations. We will
not deal with these issues. For the radiative combustion model discussed in this
thesis, there are some novelties to be taken into account, in particular the fact that
the Eddington equation for the radiative flux is elliptic rather than parabolic.
If one considers one-dimensional travelling waves as solutions of a two- dimen-
sional problem, essentially replacing the second order derivative with respect to x
by the Laplacian
∆ =
∂2
∂x2
+
∂2
∂y2
,
s(t) by s(t, y), and the first order derivative in the jump condition at the free bound-
ary by the normal derivative, one also has to take lateral perturbations into account.
The linearised problems introduced above, then allow eigenfunctions of the form,
in complex notation,
W (z) exp(iky),
leading to Evans’ functions D(λ, k).
In the case y is taken to vary over the whole of R, every k should be considered,
and stability results are much harder to obtain. For a discussion see [9], where some
stability results for such planar waves have been obtained. The proofs suggest
that small perturbations of the planar wave (1.2.5) are described by the integrated
Burgers’ equation, which can be seen as a Kuramoto-Sivashinsky equation for the
stable case, see [27] and also [37].
1.3 Combustion
The mathematical playground in this thesis is a combustion model suggested by
Buckmaster and Joulin, see [12, 11, 25, 26]. It describes flames in gaseous mixtures
in which thermal radiation, due to the presence of dust, enhances the reaction.
Without radiative effects the model is known as the thermo-diffusive model for
premixed flames and consists of diffusion equations for the temperature Θ(x, t)
and the fuel mass fraction Y (x, t) as functions of space x and time t:
Yt =
1
Le
∆Y and Θt = ∆Θ. (1.3.1)
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An important parameter here is the Lewis number Le, the (positive) ratio of the
diffusion coefficients.
After ignition the reaction is assumed to be confined to an infinitesimally nar-
row reaction zone (the flame front), which separates the fresh region where Y > 0
from the burnt region where Y ≡ 0. At the flame front the mass flux going into
the flame balances the heat flux coming out of the flame, with a temperature depen-
dent Arrhenius type reaction rate F (Θ). Denoting the unit normal pointing into the
burnt region by N , this is formulated as
1
Le
[YN ] = −[ΘN ] = F (Θ), (1.3.2)
where we note that both Θ(x, t) and Y (x, t) have already been scaled to eliminate
the physical constants which appear in the nondimensionalised formulation.
In this model, planar flames are one-dimensional travelling wave solutions of
the form
Y (x, t) = y(x+ µt); Θ(x, t) = θ(x+ µt), (1.3.3)
where we use the letter µ for the flame speed (c is reserved for the speed of light
when radiation is to be taken into account). These flames are characterised by a
given temperature θf and mass fraction Yf ahead of the flame, and a raised tem-
perature θa behind the flame, which, after the rescaling that we have used to nondi-
mensionalise the problem, is given by
θa = θf + Yf . (1.3.4)
These waves are given by explicit exponential functions in the fresh region, while
behind the flame the temperature is identically equal to θa. Such flames are called
adiabatic. Their speed is given by
µYf = F (θa) = F (θf + Yf ), (1.3.5)
which defines a monotone curve in the (Yf , µ)-plane, a solution diagram in which
µ represents the flame. Throughout this thesis we shall write
θ−, θ+, y− for θf , θa, Yf ,
consider θ− is as fixed, and view y− as control parameter (or, equivalently, θ+,
see (1.3.4)). The Lewis number does not appear in the solution diagram. This
description may be compared to that for travelling waves of the bistable reaction
diffusion equation (1.1.7).
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The Evans’ function for this travelling wave is shown to be, see Chapter 3 of
this thesis,
D(λ) ∼− µLe
2
+
1
2
√
µ2Le2 + 4λLe
+ F ′(θ∗)
(
1
2
+
µ(Le− 1)−
√
µ2Le2 + 4λLe
2
√
µ2 + 4λ
)
. (1.3.6)
For Le = 1 the Evans’ function in (1.3.6), setting µ = 1, reduces to (1.2.13).
Varying Le however, one finds that the travelling wave undergoes a Hopf bifurca-
tion due to a pair of conjugate complex zeros (eigenvalues) of D(λ) entering the
positive part of the complex plane, see also [1]. Considered as a planar front, also
cellular instabilities, see [37], corresponding to the behaviour of zeros of D(λ, k)
for k 6= 0, appear. All this is in the absence of radiation, which we discuss and
include next.
1.3.1 Radiative transfer models
Our introduction to radiative transfer models was through the work of Dubroca,
Feugeas and others at the CEA (the French Atomic Agency) in Bordeaux, which
in turns builds on the work of Levermore, see [29]. A microscopic description of
radiative transfer, due to the presence of dust particles in the gaseous mixture, is
given by the equation
∂tI +Ω · ∇I = σ(B(ν, θ)− I), (1.3.7)
where I = I(x, t,Ω, ν) is the total radiative intensity, x the position, t the time, Ω
the normalised direction of emission, ν the frequency, σ the opacity of the medium
and B(ν, θ) the Planck distribution
B(ν, θ) =
2hν3
c2
(exp(
hν
kθ
)− 1)−1.
Since numerical simulations of this model are very cumbersome, radiation is most
commonly described by simplified models, such as the Milne-Eddington diffusion
equations, valid in the limit of isotropic radiation, the Rosseland model, valid for
high opacity media, or the optically thin model, valid for nonabsorbing media. A
macroscopic model, the M1 model, has been developed using the moment closure
approach introduced by Levermore [29]; it provides field equations for the radiative
13
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energy E and the radiative flux F , which read in a non-dimensional form{
δ∂tE +∇F = α(θ4 − E),
δ∂tF +∇(DE) = −αF, (1.3.8)
where α represents the opacity of the medium, δ ≪ 1 is a ratio between a charac-
teristic speed and the speed of light, and D, the Eddington tensor, is a matrix which
is given by
D =
1− χ
2
Id + 3χ− 1
2
n⊗ n, with n = F|F | . (1.3.9)
The Eddington factor χ(FE ) is defined by χ(f) =
3+4|f |2
5+2
√
4−3|f |2 . The system (1.3.8)
is a nonlinear hyperbolic system.
The M1 model takes into account anisotropic emission, see Dubroca [20]. In
the limit of isotropic emission, i.e. |F | ≪ E, and neglecting time derivatives, we
recover the Eddington diffusion model adopted by Joulin and Buckmaster [12],
−∇(∇ · q) + 3α2q + α∇Θ4 = 0 (1.3.10)
for the radiative flux, which we relabeled by q. The positive parameter α is a
measure for the opacity of the medium.
1.3.2 Combustion with radiation
The divergence of the radiative flux adds to the diffusive heat equation for Θ as
Θt = ∆Θ− β∇ · q, (1.3.11)
where the Boltzmann number β measures the ratio between radiative and convec-
tive heat transport.
With the radiative effects included in the model, there are still travelling wave
solutions, see [9], where travelling waves were obtained using a Schauder type
fixed point argument. An important feature of the radiative combustion model is the
Joulin effect: the flame temperature is larger than the adiabatic temperature θa =
θ+, and the flame propagates with a larger speed. If one considers reaction rates
with an ignition temperature (below which the reaction rate is zero), this means that
a dusty mixture may sustain a flame while in the same situation a “clean” mixture
cannot: the presence of dust makes the mixture more flammable. This may have
some relevance to fires in tunnels and coal mines. Another feature of the solutions
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is that they can exhibit a pre-heated zone, where the temperature is larger than
the adiabatic temperature behind the flame. Furthermore, considering certain limit
cases of the parameters, nonuniqueness was shown to occur [4].
In the literature on pattern formation, parameters are often taken (close) to limit
cases, mainly because of the small parameter techniques which then become avail-
able. Although our model features many limit cases, the main control parameter,
the fuel concentration ahead of the flame, is not small. Increasing this parame-
ter, a stable travelling wave may become unstable, causing the solution to jump
to another travelling wave with larger flame temperature and speed. A particular
limit case, in which the pre-heated zone becomes large, was investigated in more
detail [4], establishing the existence of solution curves with turning points. This
analysis was restricted to the case that Le = 1, because the solution diagrams are
independent of Le. A first attempt to understand the stability of these waves, based
on linearising around the pre-heated part of the flame, suggested that stability was
related mainly to changes of stability in the turning points.
This thesis re-examines those results, taking the solution diagram and stability
analysis beyond the small parameter context of [4], or, for that matter, [39]. The
price we have to pay is that we restrict the nonlinearity in the problem to the free
boundary aspects of the problem. In particular, we replace the Eddington equation
by its linear version in a large part of this thesis, simply replacing 4 by 1 in (1.3.10).
This allows a much more detailed analysis which reveals aspects of the problem
which would not have been revealed otherwise. In particular we show that the
stability results in [4] do not carry over to the full problem.
1.3.3 Outline of this thesis
In Chapter 2 we describe in detail the solution diagram of travelling waves for
the radiative combustion model introduced above, in the case that the Eddington
equation is replaced by its linear version. In Chapter 3 we linearise this model,
which is still fully nonlinear, around its travelling waves, and compute an Evans’
function. Recall that the Evans’ function for the bistable reaction diffusion equation
involved one solution on the left and one on the right, both analytic in λ, both
with, consequently, the appropriate decay. The Evans’ function for the toy free
boundary problem in Section 1.2 involved one solution on the left. In both cases
these were solutions of scalar equations. For the radiative combustion model the
equations for Θ and q are coupled, and the system of corresponding linearised
equations has two solutions on the left and two solutions on the right, which have
to be identified as analytic functions of λ. They can then be linearly combined with
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the solution corresponding to Y on the left, to satisfy the jump conditions at the
fixed free boundary. Using algebraic, analytic and numerical methods we give a
fairly complete description of the spectral stability and instability of these waves,
also in the multi-dimensional context.
Chapter 4 makes up for the liberty we took in changing the Eddington equation
into a linear one. In particular we present an adaptation of the “wedges” approach of
Allen & Bridges [2], to numerically solve the eigenvalue problem for the linearised
problem, derived by linearisation of the model with the nonlinear Eddington equa-
tion around a numerically computed travelling wave. This approach deals with the
fact that, for systems of linear equations with nonconstant coefficients, it is gener-
ically impossible to construct a basis of solutions with the appropiate decay on the
left (or on the right), in such a way that the solutions depend analytically on the
parameter λ. We adapt the exterior form approach which does allow us to construct
two-dimensional spaces of solutions with the appropriate decay, with analytic de-
pendence on λ. The construction of the wronskian, which uses the Hodge duality,
is replaced by a subtle construction which deals with the jump conditions. In the
context of free boundary problems this seems be the first attempt to do this. The
numerical computations thus made feasible were carried out and showed that qual-
itatively the results for the nonlinear Eddington equation and the linear Eddington
equation are the same, and that, as 4, replaced by n, is taken to 1, the results are
consistent.
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Bifurcation diagram of the
travelling waves in the Eddington
model
2.1 Introduction
Combustion has a wide variety of applications, but also appears naturally in less
controlled situations such as forest fires and tunnel accidents. The different physi-
cal and chemical aspects of combustion have been modelled extensively in the past,
e.g. [43]. The resulting models are often complicated and difficult to analyse math-
ematically. Our goal in this paper is to study a combustion-radiation model that in-
corporates the relevant physical aspects, but is simple enough from a mathematical
point of view to be investigated analytically. We therefore choose a free boundary
model to describe the propagating flame and we take a linearised approximation to
model the radiation, but we keep a nonlinear reaction term. This model describes
flames in gaseous mixtures in which thermal radiation due to the presence of dust
enhances the reaction. It is based on the hypotheses of simple chemistry and high
activation energy, and was suggested first by Buckmaster and Joulin [12, 13, 25].
Without radiative effects the model is known as the thermo-diffusive model for
premixed flames, also referred to as the adiabatic case. The reaction is assumed
to be confined to an infinitesimally narrow reaction zone (the flame front), which
separates the fresh region in front of the flame from the burnt region behind the
flame, in which the mass fraction is assumed to be identically zero, see Figure 2.1.
At the flame front the mass flux going into the flame balances the heat flux coming
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replacements
θ(0)
θ−
θ+
0
Burnt RegionFresh Region
x
y−
Figure 2.1: Typical temperature profiles for the fuel (dashed line) and for the tem-
perature (solid and dotted lines). The dotted line depicts the adiabatic case (no
radiation), while the solid line represents the full problem, including radiative ef-
fects. Note that the flame temperature is higher in the latter case.
out of the flame, with a temperature dependent Arrhenius type reaction rate. In this
model planar flames are one-dimensional travelling wave solutions characterised
by the amount of fuel y− in the fresh region far ahead of the flame front, and the
temperatures θ− and θ+ far ahead and far behind of the flame front. For travelling
waves, a global conservation law implies that
θ+ = y− + θ−. (2.1.1)
Note that y−, which we think of as the amount of fuel fed to the flame, is a natural
control or bifurcation parameter. Fixing θ− we may (and will) however just as well
use θ+ for this purpose on the horizontal axis in the bifurcation diagrams. On the
vertical axis the flame itself will be characterised by its flame speed µ. The flame
temperature is less suited for this purpose. However, it will appear in due course as
the natural parameter along the solution curve in the bifurcation diagram, which,
unless stated otherwise, is the first quadrant in the (θ+, µ)-plane.
In the absence of radiation, the travelling waves are given by explicit expo-
nential functions in the fresh region. Behind the flame, in the burnt region, the
temperature is identically equal to θ+ and coincides with the flame temperature θ∗.
The flame speed µ is related to the reaction rate F = F (θ∗) by
µ =
F (θ∗)
θ+ − θ− , (2.1.2)
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so in the adiabatic case the solution curve in the bifurcation diagram is given by
setting θ∗ = θ+ in this formula.
The radiative transfer of thermal energy emitted and absorbed by dust particles
is modelled using the Eddington approximation for the radiation field. Radiative
transfer may significantly influence the flame speed and the temperature profile, de-
pending on the opacity of the medium. A general feature is the Joulin effect: due to
the radiative effects the flame temperature is higher than the adiabatic temperature
(see Figure 2.1) and the flame propagates with a larger speed.
With the radiative effects included in the model, there are still travelling wave
solutions, but no longer in closed form, see [6], where existence of such solutions
was proved, and [4], where in a limit case nontrivial bifurcation diagrams with
turning points and changes of stability where obtained.
The full radiative model studied in this paper, see e.g. [6, 12], consists of a
system of two linear diffusion equations for the fuel mass fraction Y (x, t) and the
temperature Θ(x, t), which are coupled to the Eddington equation for the radiative
flux Q(x, t), all as functions of position x and time t. Representing the infinites-
imally thin sheet where the reaction occurs (the flame front) by the free boundary
x = s(t), the equations in non-dimensional form are then written in one spatial
dimension as
Yt =
1
Le
Yxx x < s(t), (2.1.3)
Θt = Θxx − βQx x 6= s(t), (2.1.4)
−Qxx + 3α2Q = −α (Θn)x x 6= s(t). (2.1.5)
The equation (2.1.3) for Y contains the Lewis number, the ratio between the diffu-
sivities of Θ and Y . Note that fuel is absent in the burnt region, i.e. Y (x, t) = 0
for x ≥ s(t). Besides the divergence of the thermal flux, (2.1.4) contains the diver-
gence of the radiative flux, which appears with a coefficient β, called the Boltzmann
number. The Boltzmann number is a measure for the ratio between the effect of ra-
diative and thermal convection. The equation for the radiative flux contains two
parameters, n, to be discussed shortly, and α, the opacity, which is related to the
inverse of the mean free path length of a photon.
The jump conditions at the free boundary between the fresh region and the burnt
region are
Y = [Θ] = 0;
1
Le
Yx = [Θx] = −F (Θ); [Q] = [Qx] = 0. (2.1.6)
Here the square brackets denote the jumps at x = s(t) and F (Θ) is the reaction
rate. The jump conditions for Y and Θ state that the reaction rate F (Θ) is equal
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to the fuel flux going into the flame, which in turn balances the heat flux coming
out of the flame. Note that the zero jump conditions for Q and Qx are equivalent to
posing (2.1.5) on the whole line in a distributional sense.
In [6] it was shown that there exist travelling wave solutions under the condition
that the reaction rate F (Θ) is a bounded positive increasing continuous function of
temperature, such as the Arrhenius law taken in this paper,
F (θ∗) = exp
(
1
ε
(
1
θc
− 1
θ∗
))
, (2.1.7)
in which ε is the reciprocal of the activation energy, θ∗ is the flame temperature,
and θc is a suitable characteristic temperature. The existence result holds for all
positive value of the parameters y−, θ−, Le, α and β, but it gives no information
on the multiplicity of solutions.
In the physical model the radiation is modeled by black body radiation, cor-
responding to n = 4. In this paper we study the “linear” problem n = 1. We
consider this linearised problem for two main reasons. Firstly the nonlinearity can
be approximated by the linearisation around a “typical” temperature Θ0 (cf. [36]),
Θ4 ≈ Θ40 + 4Θ30(Θ−Θ0), (2.1.8)
and then by taking the position derivative of (2.1.8) and rescaling Q and β by
Q = 4Θ30Qˆ and βQ = βˆQˆ, we obtain (2.1.5) with n = 1. Secondly, the problem
is much easier to treat from a mathematical point of view. Note though that the
“linear” problem is still strongly nonlinear due to the position of the free boundary
being unknown a priori, as well as the reaction rate F (Θ) being nonlinear. Be-
cause the simplified problem keeps this feature of nonlinearity, it turns out that the
information we obtain for n = 1 gives insight in the physical case n = 4.
In Section 2.2 we describe the travelling wave problem and derive an expression
θ∗ = θ+ + (θ+ − θ−)g(µ) (2.1.9)
for the flame temperature for a prescribed flame speed µ, in the case that the reac-
tion rate is not specified.
In Section 2.3 we specify the reaction rate as a smooth positive increasing func-
tion of the flame temperature θ∗, derive (2.1.2) and combine it with (2.1.9) to de-
scribe the (θ+, µ)-bifurcation diagram. The travelling wave solutions are given by
a single smooth curve parameterised by the flame temperature θ∗. We discuss this
solution curve and show that it may exhibit S−shaped parts and turning points, see
Figure 2.2.
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Figure 2.2: The solution diagram in the (θ+,µ)-plane parameterised by θ∗.
Numerical computations are performed in Section 2.4, combining the obtained
expression for θ∗ with the reaction rate, to plot bifurcation diagrams for µ versus
θ+ for various values of the parameters.
In Section 2.5 we examine some natural asymptotic limit cases of the radiative
parameters α and β. We compare the obtained expressions to those obtained in
[6] and derive a formula for the speed law in the asymptotic regime in which the
Joulin effect is most pronounced: α → 0, β → ∞ and αβ → 0. Here this
asymptotic regime has to be coupled to that of small ε (large activation energy).
The analytically obtained asymptotic speed law is analogous to the one derived
formally in [39] for the nonlinear problem.
2.2 The travelling wave system
We denote the travelling wave variable by x˜ = x + µt. In a comoving frame
the equations are obtained by substituting s(t) = s˜(t) − µt, Y (x, t) = Y˜ (x˜, t),
Θ(x, t) = Θ˜(x˜, t) and βQ(x, t) = Q˜(x˜, t) in (2.1.3), (2.1.4) and (2.1.5). Dropping
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the tildes we obtain
Yt =
1
Le
Yxx − µYx x < s(t), (2.2.1)
Θt = Θxx − µΘx −Qx x 6= s(t), (2.2.2)
−Qxx + 3α2Q = −αβ(Θn)x x 6= s(t). (2.2.3)
Note that we have scaled Q to move the radiative parameter β to the equation for
the radiative flux. The jump conditions are again given by (2.1.6).
2.2.1 Travelling waves
Travelling wave solutions correspond to stationary solutions of the problem in co-
moving variables and are denoted by the corresponding lower case variables y, θ, q.
Introducing αβ = χ as a new parameter and fixing the stationary free boundary
at the origin, the travelling wave problem becomes
µy′ =
1
Le
y′′ x < 0, (2.2.4)
µθ′ = θ′′ − q′ x 6= 0, (2.2.5)
−q′′ + 3α2q = −χ(θn)′ x 6= 0, (2.2.6)
with jump conditions in x = 0 given by
y(0) = [θ] = 0; − 1
Le
y′(0) = −[θ′] = F (θ(0)); [q] = [q′] = 0. (2.2.7)
The limiting values at ±∞ are denoted by
y(−∞) = y−; θ(±∞) = θ±.
In view of these limiting values, travelling wave solutions move to the left (into the
fresh region) along the x axis with flame speed µ > 0.
The governing equation (2.2.4) for the fuel mass fraction decouples and gives
y(x) = y−(1− exp(µLex)). (2.2.8)
Thus it only remains to solve (2.2.5) and (2.2.6) with jump conditions (2.2.7). In-
tegrating (2.2.5) over the whole line gives
µ(θ+ − θ−) = −[θ′] = F (θ∗). (2.2.9)
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Combining (2.2.9) with (2.2.8) and the jump condition in (2.2.7), we obtain the
global conservation law
θ+ = θ− + y−. (2.2.10)
With n = 1 the “linear” equations, which read
µθ′ = θ′′ − q′ x 6= 0, (2.2.11)
−q′′ + 3α2q = −χθ′ x 6= 0, (2.2.12)
can be solved in terms of θ′ and q as linear combinations of(
θ′
q
)
=
(
A
B
)
exp(ax). (2.2.13)
For A, B and a we find
(µ− a)A+ aB = 0, (2.2.14)
χA+ (−a2 + 3α2)B = 0. (2.2.15)
Equations (2.2.14) and (2.2.15) have a nontrivial solution if and only if a is a root
of the third order polynomial (c.f. [12])
P (a) = (a2 − 3α2)(a− µ)− χa. (2.2.16)
Considering the two terms of P (a) separately, i.e. P1(a) = (a2 − 3α2)(a− µ)
and P2(a) = aχ, we see that, as illustrated in Figure 2.3, P1(a) and P2(a) have
three intersections, two with a > 0 and one with a < 0 (recalling that µ, α and χ
are positive). We denote the positive roots of P (a) by a1 > a2, and the negative
root by a3.
Both θ′ and q should vanish at infinity, thus we must choose the positive roots
for x < 0 where, using (2.2.14), we have
θ′l = A1 exp(a1x) +A2 exp(a2x), (2.2.17)
ql = −A1(µ− a1)
a1
exp(a1x)− A2(µ− a2)
a2
exp(a2x), (2.2.18)
while for x > 0
θ′r = A3 exp(a3x), (2.2.19)
qr = −A3(µ− a3)
a3
exp(a3x). (2.2.20)
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Figure 2.3: Plot of P1(a) and P2(a). In the picture we chose µ >
√
3α, but this is
not relevant for the analysis.
The subscript l and r stand for, respectively, left and right side of the origin. Now
using the above formulas (2.2.18) and (2.2.20) for q, we obtain from the zero jump
conditions for q and q′ in (2.2.7) that
A1(µ− a1)
a1
+
A2(µ− a2)
a2
− A3(µ− a3)
a3
= 0, (2.2.21)
A1(µ− a1) +A2(µ− a2)−A3(µ− a3) = 0. (2.2.22)
By solving (2.2.21) and (2.2.22), we find A1 and A2 as functions of A3:
A1 = −a1A3(µ− a3)(a2 − a3)
a3(a1 − a2)(µ− a1) , (2.2.23)
A2 =
a2A3(µ− a3)(a1 − a3)
a3(a1 − a2)(µ− a2) . (2.2.24)
A glance at Equation (2.2.16) and Figure 2.3 shows that a2 < µ < a1 and a3 <
−√3α, and therefore the denominators of (2.2.23) and (2.2.24) are never equal to
zero. We use these expression for A1 and A2 to express θ′l and θ′r in terms of A3.
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After integrating we obtain, using θl = θr at x = 0, that
θl = θ
− + (θ+ − θ−) µ− a3
a1 − a2
(
µ− a2
a1 − a3 e
a1x +
a1 − µ
a2 − a3 e
a2x
)
, (2.2.25)
θr = θ
+ + (θ+ − θ−) (a1 − µ)(µ− a2)
(a1 − a3)(a2 − a3)e
a3x. (2.2.26)
Note that all the coefficients are positive. The flame temperature θ∗ = θ(0) can be
obtained either from (2.2.25) or (2.2.26) by putting x = 0,
θ∗ = θ+ +
(θ+ − θ−)(a1 − µ)(µ− a2)
(a1 − a3)(a2 − a3) . (2.2.27)
Thus we have established:
Proposition 2.1. If we drop the reaction rate F from the (jump) conditions (2.2.7),
there exists a travelling wave profile for every value of the flame speed µ > 0, The
flame temperature is given by
θ∗ = θ+ + (θ+ − θ−)g(µ), (2.2.28)
where
g(µ) =
(a1 − µ)(µ− a2)
(a1 − a3)(a2 − a3) =
P (µ)
P ′(a3)(a3 − µ) =
µχ
P ′(a3)(µ− a3) > 0,
(2.2.29)
and a3 < 0 < a2 < µ < a1 are the roots of the cubic P defined in (2.2.16).
Clearly g(µ) is a smooth function of µ ∈ [0,∞) with g(0) = 0. The positivity
of g(µ) for µ > 0 follows since P ′(a3) > 0 in view of the ordering a3 < 0 < a2 <
µ < a1. Rewriting P (a) = 0 as
a− µ = χa
a2 − 3α2 ,
we see that as µ→∞
a1 − µ ∼ χ
a1
∼ χ
µ
; a2,3 → ±α
√
3; g(µ) ∼ χ
2α
√
3µ
,
whence g(∞) = 0. Next we show that g(µ) < 1 for all µ > 0, in agreement with
the a priori upper bound θ+ + y− = 2θ+ − θ− for θ conjectured by Joulin and
established in [6].
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Arguing by contradiction, assume g(µ) = 1 for some µ > 0. In view of
(2.2.29) it follows that
(a3 − µ)P ′(a3) + µχ = 0, (2.2.30)
another cubic equation for a3. By (2.2.16)
a33 = µa
2
3 + (3α
2 + χ)a3 − 3α2µ.
Substituting this in (2.2.30) we obtain that the quadratic polynomial
µa23 − (3α2 + χ+ µ2)a3 + µ(3α2 − χ)
must be zero. Multiplying the latter polynomial by a3 and subtracting 0 = µP (a3)
we obtain that
(3α2 + χ)a23 − 6µα2a3 + 3α2µ2 = 0,
a contradiction because a3 < 0. This means that g(µ) is never equal to 1.
The above reasoning establishes
Proposition 2.2. The function g defined by (2.2.29) is a smooth function of µ ∈
[0,∞) with g(0) = g(∞) = 0 and 0 < g(µ) < 1 for all µ > 0. Moreover g(µ)
has a unique extremal value (a positive maximum) on [0,∞) at
µ =
(
(3α2 + χ)3
3α2
) 1
4
. (2.2.31)
This critical value of µ follows from the fact that g′(µ) has only one zero at
(2.2.31) as we will show below. From (2.2.29) we have
g′(µ)
χ
=
1
P ′(a3)(µ− a3) + µ
d
dµ
(
1
P ′(a3)(µ− a3)
)
=
1
P ′(a3)(µ− a3) −
µ[(1− a′3)P ′(a3) + (µ− a3)(P ′′(a3)a′3 + P ′µ(a3))]
[P ′(a3)(µ− a3)]2 .
(2.2.32)
where a′3 = da3dµ , P
′ = ∂P∂a , Pµ =
∂P
∂µ and P
′
µ =
∂2P
∂µ∂a .
The first term of (2.2.32) is simple. We denote the coefficient of µ in the nu-
merator of the second term by
γ = (1− a′3)P ′(a3) + (µ− a3)(P ′′(a3)a′3 + P ′µ(a3)) (2.2.33)
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We need an expression for a′3 and we find it by differentiating P (a3, µ) with respect
to µ. This gives
0 =
∂P
∂a3
a′3 +
∂P
∂µ
,
whence
a′3 =
a23 − 3α2
P ′(a3)
. (2.2.34)
Substituting (2.2.34) in (2.2.33) and using (2.2.16) to simplify the result we obtain
γ =
24α2(a3 − µ)2 + χ(χ+ 3α2 − a23)
P ′(a3)
=
γ˜
P ′(a3)
> 0. (2.2.35)
In section 2.3 we will use the inequality (2.2.35). The sign of the denominator of
(2.2.35) is positive. The first term of numerator is obviously positive. From the fact
that P (−
√
3α2 + χ) = −µχ < 0 it follows that a3 > −
√
3α2 + χ. This implies
that the second term in the numerator is also positive so that γ > 0.
Substituting (2.2.35) in (2.2.32) we obtain, by using P (a3) = 0,
g′(µ)
χ
=
(P ′(a3))2(µ− a3)− µγ˜
(P ′(a3))3(µ− a23)2
=
−4(((3α2 + χ)2 − 3α2µ2)a3 − 3α2µ(3α2 + χ− µ2))
(P ′(a3))3(µ− a23)2
.
Thus for g′(µ) to be zero, a3 has to satisfy
a3 =
3α2µ(3α2 + χ− µ2)
(3α2 + χ)2 − 3α2µ2
and, by using P (a3) = 0, the latter is equivalent to (3α2 + χ)3 − 3α2µ4 = 0,
whence (2.2.31) follows.
2.3 Travelling wave solution curve in the bifurcation dia-
gram
In view of (2.2.28) and (2.2.9) the travelling wave problem is now equivalent to the
algebraic system
θ+ + (θ+ − θ−)g(µ) = θ∗, (2.3.1)
µ(θ+ − θ−) = F (θ∗), (2.3.2)
27
Bifurcation diagram of the travelling waves in the Eddington model
where g(µ) is given by (2.2.29). The determinant of the derivatives of the left hand
sides of (2.3.1,2.3.2) with respect to θ+ and µ is
(θ+ − θ−)(1 + g(µ)− µg′(µ)). (2.3.3)
As we show below, this expression is nonzero. In view of the implicit function the-
orem, travelling wave solutions are then, at least locally, given as smooth curves in
the (θ+, µ)-plane. In fact we show that there is only one such curve, parameterised
by the flame temperature θ∗, which runs from θ− to ∞.
To determine the sign of the determinant (2.3.3) we write
1 + g(µ)− µg′(µ) = 1 + χµ2 d
dµ
(
1
(a3 − µ)P ′(a3)
)
= 1 + χµ2
(1− a′3)P ′(a3) + (µ− a3)(P ′′(a3)a′3 + P ′µ(a3))
[(a3 − µ)P ′(a3)]2 .
(2.3.4)
Using (2.2.33), we write (2.3.4) as
1 + g(µ)− µg′(µ) = 1 + χµ2 γ
[(a3 − µ)P ′(a3)]2 . (2.3.5)
In the previous section, (2.2.35), we have proved the positivity of γ. Thus we
conclude that the determinant (2.3.3) is positive and note that we have in fact shown
that
g(µ) > µg′(µ). (2.3.6)
Thus θ+ and µ are locally parameterised by θ∗. In other words, the bifurcation
diagram consists of smooth curves. We now show that there can only be one such
curve. Indeed, decreasing θ∗ along a solution branch, the curve can be continued
as long as θ+ and µ remain bounded. Clearly (2.3.1) keeps θ+ bounded (above by
θ∗) as θ∗ → θ−. In fact we can rewrite (2.3.1) as
(θ+ − θ−)(1 + g(µ)) = θ∗ − θ−,
showing that, as long as θ∗ is away from θ−, so is θ+. Hence µ remains bounded
away from infinity in view of (2.3.2). Clearly, as θ∗ → θ−, (2.3.1) forces θ+ to
follow θ∗ so that θ+ → θ− and, in view of (2.3.2), µ → ∞. Solving both (2.3.1)
and (2.3.2) for θ+ we find
θ+ =
θ∗ + g(µ)θ−
1 + g(µ)
= θ− +
F (θ∗)
µ
,
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in which the second equality implies that, given µ sufficiently large, there can only
be one θ∗ and hence only one solution branch.
Summing up:
Proposition 2.3. In the (θ+, µ)-plane travelling waves are given by a single smooth
curve which is parameterised by the flame temperature:
(θ−,∞) ∋ θ∗ −→ (θ+(θ∗), µ(θ∗)). (2.3.7)
This solution curve lies in the first quadrant and has
lim
θ∗↓θ−
(θ+, µ) = (θ−,∞); lim
θ∗↑∞
(θ+, µ) = (∞, 0). (2.3.8)
In view of the implicit function theorem argument the solution curve has no selfin-
tersections.
2.3.1 Turning points
Before we examine the possibilities for turning points of (2.3.7), we recall that in
the adiabatic case this solution curve is given by
µ =
F (θ∗)
θ∗ − θ− , θ
+ = θ∗.
Clearly the “adiabatic” curve has no vertical turning points, but it may have hori-
zontal turning points. In the case of the Arrhenius law (2.1.7), one has
F ′(θ∗) =
F (θ∗)
ε(θ∗)2
, (2.3.9)
hence horizontal turning points are given by the solutions of
θ∗ − θ− = ε(θ∗)2,
so that there are at most two of them.
For the general case, recalling (2.3.6) and applying the implicit function theo-
rem, we obtain
(θ+)′ =
1− F ′g′
1 + g − µg′ , (2.3.10)
µ′ =
(1 + g)F ′ − µ
(θ+ − θ−)(1 + g − µg′) . (2.3.11)
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Note that primes denote differentiation with respect to the independent variable of
the function that is being differentiated: θ+, µ and F are functions of θ∗, but g is a
function of µ.
We see from (2.3.10) and (2.3.11) that it is the value of F ′ = F ′(θ∗) that
determines in which direction the solution curve moves in the bifurcation diagram
as θ∗ is varied. This is in agreement with the limit case analysis in [4]. We note that
there are two possibilities for turning points: vertical or horizontal. Vertical points
are points where
(θ+)′ = 0 ⇔ F ′ = 1
g′
⇔ µ′ = F
′
θ+ − θ−
⇒ (θ+)′′ = −F
′′g′ + F ′g′′µ′
1 + g − µg′ . (2.3.12)
Likewise, horizontal points are points where
µ′ = 0 ⇔ F ′ = µ
1 + g
⇔ (θ+)′ = F
′
µ
⇒ µ′′ = F
′′
θ+ − θ−
1 + g
1 + g − µg′ . (2.3.13)
Of course a turning point also requires a sign change of the relevant derivative. The
behaviour of the second derivatives will be used later.
From (2.3.13) and (2.3.8) we see that, if the solution curve (2.3.7) has any
turning points at all, the first and the last turning point must be horizontal, because
by (2.3.12) in vertical points µ′ > 0. Similarly, (θ+)′ > 0 in horizontal points.
Without horizontal turning points there are no vertical points either.
Note that the condition for having a horizontal point is that
F ′(θ∗) =
µ
1 + g
, (2.3.14)
and that in view of (2.3.3) being positive, the right hand side of (2.3.14) is an
increasing function of µ.
The next proposition sums up what we have so far and includes the results
of a discussion below concerning the additional information that follows from the
convex-concave form of the Arrhenius law reaction rate.
Proposition 2.4. Consider the curve of the travelling waves, parameterised by θ∗,
in the (θ+, µ) parameter plane. In horizontal (turning) points the solution curve
moves to the right with increasing θ∗. In vertical points it moves upwards. If there
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is any turning points, then the first and the last of these points must be horizontal.
If the reaction rate function F (θ∗) is convex-concave, more precisely, if F ′(θ∗) is
a positive function of θ∗ with exactly one maximum, where F ′′(θ∗) has its unique
nondegenerate zero, then there are at most two horizontal points. This includes the
case of an Arrhenius law for the reaction rate.
We conclude this subsection with a proof of the second part of Proposition 2.4.
Thus we assume that F is convex-concave and that we have a solution curve with
horizontal points. We recall the asymptotic behaviour (2.3.8). The first horizontal
point must occur at some θ∗ = θ1, where, in view of (2.3.13), (θ+)′ > 0 and µ′′
and F ′′ have the same sign. Obviously the possibility that µ′′ < 0 in θ∗ = θ1
is excluded. For the last horizontal point, which occurs at some θ∗ = θˆ1, the
possibility that µ′′ > 0 in θ∗ = θˆ1 is excluded. Clearly θ1 ≤ θˆ1. Equality would
mean that there is only one horizontal (inflection) point, but that the solution curve
has no real turning points. This is a border line case between a solution curve
without horizontal (and thus also without vertical points) and a solution curve with
more than one horizontal point.
Let us continue with this latter possibility in which, by similar reasoning again,
we must have θ1 < θˆ1 and µ′′ ≥ 0 in θ∗ = θ1, while µ′′ ≤ 0 in θ∗ = θˆ1. Since µ′′
and F ′′ have the same sign in horizontal points by (2.3.13), it follows that F ′′(θˆ1) ≤
0 ≤ F ′′(θ1). Hence the (unique) zero θ0 of F ′′ satisfies θ0 ∈ [θ1, θˆ1]. We claim
that θ1 and θˆ1 are the only horizontal points. By the definition of θ1 and θˆ1, any
other horizontal points must lie between θ1 and θˆ1. We argue by contradiction from
the assumption that there are horizontal points θ2 and θˆ2 with θ1 < θ2 ≤ θˆ2 < θˆ1
with µ′′(θ2) ≤ 0 ≤ µ′′(θˆ2). This would imply F ′′(θ2) ≤ 0 ≤ F ′′(θˆ2). Clearly, the
assumptions on F then only allow equalities. The remaining possibility is thus that
θ2 = θˆ2 is an inflection point, and µ(θ1) < µ(θ2) < µ(θˆ1) are the only horizontal
points. However, F ′′′(θ2) < 0 and a short calculation reveals that µ′′′(θ2) has
the same sign as F ′′′(θ2) in such an inflection point, hence this also leads to a
contradiction. This completes the proof.
2.3.2 Turning points, a different perspective
If the solution curve (2.3.7) has horizontal turning points, it may or may not have
vertical turning points. In order to explain this we take a slightly different per-
spective and observe that the reaction rate function F only appears at the very end
of our calculations. We can in fact consider it as a (function-valued) parameter
of the travelling wave problem. Our calculations show that with the reaction rate
unspecified, every choice of α, χ, µ, θ−, θ+ determines a unique travelling wave
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Figure 2.4: Dependence on F ′(θ∗) of the tangent vector in the bifurcation diagram.
with θ∗ specified by (2.2.28). For any choice of F with F (θ∗) satisfying (2.3.2),
this travelling wave is a travelling wave solution of the full problem. Clearly, by
modifying F we can make the bifurcation curve move in any direction we want
starting from this particular value of θ∗, subject only to the restrictions imposed by
(2.3.12,2.3.13). This information is summarised in Figure 2.4, where the direction
in which (2.3.7) moves is sketched for various ranges of F ′(θ∗). Note that vertical
turning points are only possible if g′(µ) > 0. In that case, if F (θ∗) is sufficiently
steep as a function of θ∗, the bifurcation diagram will have at least one S-shaped
part, as depicted in Figure 2.2.
Restricting to Arrhenius reaction rates (2.1.7) and given a travelling wave as
above with g′(µ) > 0, we can easily choose ε and θc to ensure (2.3.2) holds. When
θc and ε are varied under this constraint, which reads
ε logF (θ∗) =
1
θc
− 1
θ∗
,
we have that F ′(θ∗) is given by (2.3.9). We can make ε as small and thus F ′(θ∗)
as large as we want. It follows that vertical turning points indeed occur.
Note though that the range along which F ′(θ∗) may be varied is bounded by
(− logF (θ∗))F (θ∗)/θ∗ from below if F (θ∗) < 1. See also [39], where θc =
2θ+ − θ− is taken in a suitable high activation limit, with θ+ fixed.
2.4 Numerical computations for the bifurcation diagram
In this section we use the formulas from the previous sections to compute numeri-
cally the bifurcation diagrams in the (θ+, µ)-plane. The solution curve is parame-
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terised by θ∗. For the numerical calculations we use the AUTO software package
[17]. In particular, we implement the algebraic system that consists of (2.3.1),
(2.3.2) and (2.2.16) for the unknowns θ∗, a3, µ and θ+. We use the Arrhenius law
(2.1.7) for the reaction rate and recall it here:
F (θ∗) = exp
(
1
ε
(
1
θc
− 1
θ∗
))
.
In the previous section we discussed the turning points and all possible direc-
tions of the curve in the bifurcation diagram, see Figure 2.4. We also explained
how the turning points depend on F ′(θ∗), considered as independent parameter. In
this section we relate the analytical results to the obtained figures. Our approach to
compute the bifurcation diagram numerically is to fix a point in the (θ+, µ)-plane
and then vary F ′(θ∗), by varying ε and θc, to scan through the possible directions
of the diagram, see Figures 2.2 and 2.6. We start from a solution (θ+, µ, θ∗) for
which the corresponding g′(µ) > 0. We know from Proposition 2.4 that the param-
eterised solution curve continues down to θ∗ = θ− with µ→∞ and θ+ → θ− and
continues up to θ∗ →∞, with µ→ 0 and θ+ →∞.
It is hard to give plots which show global and local details simultaneously.
One should keep in mind that the model is derived based on the assumption that
reaction rate is a steep function. Therefore both limits, θ∗ → θ− and θ∗ → ∞
are less physical. Indeed the first corresponds to an almost flat profile with very
large speed. Clearly a flat profile is a trivial travelling wave for which the concept
of speed has no meaning. Solutions with large θ∗ are less relevant, requiring very
large y−. In the plots we give global pictures and then zoom in at the physically
relevant range, where the interesting phenomena occur. A logarithmic scale is used
to produce the global pictures and a normal scale for the zoomed-in pictures.
A general feature of our numerical results is that only for small εwe find turning
points. Moreover, vertical turning points require tuning the radiative parameters. In
Figure 2.5 we plot a solution diagram for various values of the ε (and their corre-
sponding θc). For ε = 0.7 and ε = 0.3, the solution diagrams, the dashed-dotted
and dotted lines, show monotonically descending curves. Taking a larger activation
energy, i.e. smaller ε, the solution diagram has two horizontal turning points and no
vertical one, as described by the smaller-dashed and the bigger-dashed lines for, re-
spectively, ε = 0.2 and ε = 0.1. For the solution diagram to have a vertical turning
point a much larger activation energy (smaller ε) should be taken. Taking ε = 0.04,
the solid line (solution curve) in Figure (2.5) has an S-shaped part (see also Figure
2.6). One can see that this curve has two horizontal turning points and two vertical
turning points. Notice that the first and the last turning points are horizontal, which
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Figure 2.5: The solution diagram in the (θ+,µ)-plane parameterised by θ∗: ε =
0.04, θc = 2.39 (solid), ǫ = 0.1, θc = 2.37 (bigger dashed), ε = 0.2, θc = 2.34
(smaller dashed), ε = 0.3, θc = 2.3 (dotted) and ε = 0.7, θc = 2.1 (dashed-dotted).
Radiative parameters: χ = 1, α = 0.1.
agrees with the discussion in Section 2.3.
In Figure (2.7) we compare the solution diagram for the values of α = 0.1, α =
0.05 and α = 0.02, starting from the final curve in Figure 2.5 (ε = 0.04). Zooming
in, in the same figure, shows that as the opacity α decreases (the medium becoming
more transparent), the flame speed µ increases in the upper part of the S−shaped
curve (after the second turning point) while it decreases in the middle part of the
curve (between the two vertical turning points).
2.5 Limit cases
In this section we examine limit cases in which we can explicitly determine the
limit solution curve (2.3.7). We briefly discuss three cases:
• transparent limit: α→ 0 and β > 0 fixed;
• radiation dominated limit: β →∞ and α > 0 fixed;
• transparent and strongly radiation dominated limit: α→ 0 and αβ > 0 fixed;
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Figure 2.6: Zoom in for Figure 2.5.
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Figure 2.7: The solution diagram in the (θ+,µ)-plane parameterised by θ∗, for θc =
2.39, ε = 0.04 and χ = 1, with α = 0.1 (solid), α = 0.05 (dashed), α = 0.02
(dotted). The picture inside (zoom in) shows the S-shaped part.
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all with a fixed reaction rate F (θ∗). These limit cases were also considered in
[6] and motivated earlier in [12, 25]. In [6] though, only fixed values of θ+ were
considered. Here we will consider the limit for the bifurcation diagram as a whole.
In view of the different physical nature of the parameters α and β it is natural to
consider limit cases for α with β > 0 fixed and vice versa. Two of these four cases
were nontrivial in [6] and therefore included in our exposition. The third limit case
above is of interest because it reduces the system while still producing nontrivial
bifurcation diagrams, see [4].
A fourth limit case is more difficult, namely the transparent and weakly ra-
diation dominated limit: αβ → 0 and β → ∞. Here we fix θ+, take F given
by (2.1.7) and couple ε to the radiative parameters α and/or β, depending on the
dominant balance. Choosing θc = 2θ+ − θ−, i.e. taking the upper limit on the
flame temperature as characteristic temperature, we quickly recover the speed law
obtained in [39] by a formal and highly nontrivial multi-scale analysis.
Before examining the limit cases we recall the solution diagram (2.3.7) and the
temperature profile in the adiabatic case, i.e. β = 0.
2.5.1 Adiabatic case: β = 0
The adiabatic case is the model without radiative effects. This is equivalent to
setting β = 0 in (2.2.3) whence Q = 0 in (2.2.2).
We recall that the cubic polynomial P (a) = (a2 − 3α2)(a − µ) − αβa in
(2.2.16) has three roots a1 > a2 > 0 > a3. For β = 0 we have
a1 = µ; a2,3 = ±
√
3α,
whence (2.2.29) implies that g(µ) = 0, the adiabatic bifurcation diagram is given
by
µ(θ+ − θ−) = F (θ+), θ∗ = θ+.
The adiabatic temperature profile is given by
θ(x) = θ− + (θ+ − θ−)min(exp(µx), 1). (2.5.1)
2.5.2 Transparent limit: α→ 0 and β > 0 fixed
For α→ 0 it is easily seen that
a1 − µ ∼ αβ
µ
; a2,3 ∼ −β ±
√
β2 + 12µ2
2µ
α
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whence (2.2.29) implies that
g(µ) ∼ 1√
1 + 12µ
2
β2
.
In view of (2.3.1,2.3.2) the limit curve in the bifurcation diagram is given by
µ(θ+ − θ−) = F (θ∗), θ∗ = θ+ + θ
+ − θ−√
1 + 12µ
2
β2
. (2.5.2)
Since θ∗ decreases with µ > 0, we see immediately that for any combination of
the parameters there is exactly one µ which solves (2.5.2). The limit temperature
profile is given by
θ(x) = θ− + (θ+ − θ−)min(exp(µx), 1) + θ
+ − θ−√
1 + 12µ
2
β2
, (2.5.3)
a uniformly lifted adiabatic profile. These results agree with [6, Proposition 3.2].
In this limit the function g(µ) is decreasing and vertical turning points cannot
occur, in view of (2.3.10). Formula (2.5.3) again exhibits the range [θ−, 2θ+ − θ−]
for the admissible flame temperature θ∗.
2.5.3 Large Boltzmann number: β →∞ and α > 0 fixed
As β →∞, the roots of P satisfy
a1,3 ∼ ±
√
αβ; a2 ∼ 3µα
β
,
whence (2.2.29) implies that when β →∞, g(µ)→ 0, so, in term of the bifurcation
diagram, we recover the adiabatic case,
µ(θ+ − θ−) = F (θ+), θ∗ → θ+.
Note however that θ(x) converges to θ+ uniformly on bounded intervals, while
the jump [θ′] remains positive. In [6, Proposition 3.4] an inner region argument
was needed to obtain this description. Here it follows directly from (2.2.25) and
(2.2.26) which, to leading order gives
θ(x) ∼ θ+ + (θ+ − θ−) µ
2
√
αβ
e−
√
αβ|x|.
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2.5.4 The transparent limit combined with large Boltzmann numbers:
α→ 0 and χ = αβ constant
We have
a1,3 ∼ µ±
√
µ2 + 4χ
2
; a2 ∼ 3µα
2
χ
,
whence (2.2.29) implies that
g(µ) ∼ 1√
1 + 4χ
µ2
,
so that the limit curve is given by
µ(θ+ − θ−) = F (θ∗), θ∗ = θ+ + θ
+ − θ−√
1 + 4χ
µ2
. (2.5.4)
Now, in the second expression, θ∗ increases with µ > 0 because in the limit g′(µ)
is positive. This limit is complementary to the limit α → 0, β fixed, in which in
the limit g′(µ) is negative. Since F is bounded, there is at least one solution µ.
Generically there are an odd number of solutions. The limit temperature profile is
given by
θ(x) = θ+ +
θ+ − θ−√
1 + 4χ
µ2
min
{
exp
(
µ−
√
µ2+4χ
2 x
)
, exp
(
µ+
√
µ2+4χ
2 x
)}
.
(2.5.5)
One can see that, in this limit the left boundary condition θ(−∞) = θ− is lost (as
in the limit β → ∞, α > 0). This is physically interpreted as that the preheating
temperature is achieved at x→ −∞, see [6] (and the references therein).
Note that as χ→ 0, the flame temperature θ∗ approaches 2θ+ − θ−, the upper
bound for the flame temperature, consistent with the result in [6, Proposition 3.5].
2.5.5 High flame temperature: α→ 0, β →∞ and χ→ 0
This limit is motivated by the previous subsection, where the flame temperature
approaches its upper bound 2θ+ − θ− in the double limit α → 0 with χ > 0 fixed
followed by χ→ 0. Note that αβ → 0 and β →∞ imply that α→ 0.
In the combined limit χ = αβ → 0, β →∞ we have
a1 − µ ∼ χ
µ
(
1− χ
µ2
+ · · ·
)
; a2 ∼ 3µχ
β2
;
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a3 ∼ χ
µ
(
−1 + χ
µ2
− 3µ
2
β2
+ · · ·
)
,
so that (2.2.29) implies that
g(µ) ∼ 1− 2χ
µ2
− 6µ
2
β2
+ o(χ) + o(
1
β2
),
locally uniform in 0 < µ <∞. Thus g(µ)→ 1 from below.
Now (2.3.1,2.3.2), combined with the Arrhenius reaction rate (2.1.7), lead to
ε log
(
µ
(
θ+ − θ−)) = 1
θc
− 1
θ∗
≈ 1
θc
− 1
2θ+ − θ− −
θ+ − θ−
(2θ+ − θ−)2 (1− g(µ)).
Provided we take
θc = 2θ+ − θ−,
we arrive at
ε log
(
µ
(
θ+ − θ−)) = − θ+ − θ−
(2θ+ − θ−)2
(
2χ
µ2
+
6µ2
β2
+ o(χ) + o(
1
β2
)
)
. (2.5.6)
The limit ε→ 0 gives a nontrivial limit if ε is taken to balance the largest of χ and
1/β2 (or both). The double balance occurs with the scaling, see [39],
α = α0ε
3/2 β = β0ε
−1/2 χ = χ0ε, (2.5.7)
In this case, the relation for the asymptotic speed µ0 reads
log
(
µ0
(
θ+ − θ−)) = − θ+ − θ−
(2θ+ − θ−)2
(
2χ0
µ20
+
6µ20
β20
)
, (2.5.8)
consistent with [39, Equation (46)].
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Chapter 3
Stability of travelling waves in the
Eddington model
3.1 Introduction
In previous works [6, 4, 40] we discussed the existence of travelling waves for the
Joulin-Buckmaster model for flame propagating in dusty gaseous mixtures. The
full radiative one-dimensional model, see e.g. [6, 12], consists of a system of two
linear diffusion equations for the fuel mass fraction Y (x, t) and the temperature
Θ(x, t), which are coupled to the Eddington equation for the radiative flux Q(x, t),
all as functions of position x and time t. Representing the infinitesimally thin sheet
where the reaction occurs (the flame front) by the free boundary x = s(t), the
equations in non-dimensional form are then written as
Yt =
1
Le
Yxx x < s(t), (3.1.1)
Θt = Θxx − βQx x 6= s(t), (3.1.2)
−Qxx + 3α2Q = −α (Θn)x x 6= s(t). (3.1.3)
The equation for Y contains the Lewis number, the ratio between the diffusivities
of Θ and Y . In the burnt region, we have Y (x, t) ≡ 0 (x ≥ s(t)). Equation (3.1.2)
couples the divergence of the radiative flux to the diffusion of the temperature. The
divergence of the radiative flux is multiplied by the Bolztmann number β which
is a measure for the ratio between the effect of radiative and thermal convection.
The Eddington equation (3.1.3) contains the opacity α and the number n (for the
physical model n = 4). As we will see in Section 3.2, scaling Q by β results in
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moving β to the Eddington equation and therefore the appearance of the combined
radiative parameter χ = αβ in front of (Θn)x.
The jump conditions at the free boundary between the fresh region and the burnt
region are
Y = [Θ] = 0;
1
Le
Yx = [Θx] = −F (Θ); [Q] = [Qx] = 0. (3.1.4)
Here the square brackets denote the jumps at x = s(t) and F (Θ) is the reaction
rate.
Travelling waves are solutions of the form Y (x, t) = Y˜ (x˜, t), Θ(x, t) =
Θ˜(x˜, t) and Q(x, t) = Q˜(x˜, t) where x˜ = x + µt is the spatial variable in the
comoving frame with flame speed µ. Denoting the limiting values of y and θ by
y(−∞) = y−, θ(±∞) = θ±,
a global conservation law implies that
θ+ = y− + θ−. (3.1.5)
The flame speed µ is given by
µ =
F (θ∗)
θ+ − θ− , (3.1.6)
where θ∗ is the flame temperature, the value of the temperature at the flame front
x˜ = 0.
For the “linear” case n = 1 we established [40] that
θ∗ = θ+ + (θ+ − θ−)g(µ), (3.1.7)
where
g(µ) =
µχ
P ′(a3)(µ− a3) > 0, χ = αβ. (3.1.8)
Here a3 is the unique negative root of
P (a) = (a2 − 3α2)(a− µ)− χa. (3.1.9)
The roots a1 > a2 > 0 > a3 of (3.1.8) appear in the travelling wave profile for θ,
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Figure 3.1: The solution diagram in the (θ+,µ)-plane parameterised by θ∗: ε =
0.04, θc = 2.39 (solid), ǫ = 0.1, θc = 2.37 (bigger dashed), ε = 0.2, θc = 2.34
(smaller dashed), ε = 0.3, θc = 2.3 (dotted) and ε = 0.7, θc = 2.1 (dashed-dotted).
The radiative parameters are χ = 1 and α = 0.1.
θl(x) = θ
− + (θ+ − θ−) µ− a3
a1 − a2
(
µ− a2
a1 − a3 e
a1x +
a1 − µ
a2 − a3 e
a2x
)
, for x < 0,
(3.1.10)
θr(x) = θ
+ + (θ+ − θ−) (a1 − µ)(µ− a2)
(a1 − a3)(a2 − a3)e
a3x, for x > 0.
(3.1.11)
The profile for y is given by
yl(x) = y
−(1− exp(µLex)), for x < 0, (3.1.12)
yr(x) ≡ 0, for x > 0. (3.1.13)
In Figure 3.1 we show several bifurcation diagrams for reaction rates of Arrhenius
type
F (θ∗) = exp
(
1
ε
(
1
θc
− 1
θ∗
))
, (3.1.14)
in which ε is the reciprocal of the activation energy, θ∗ is the flame temperature, and
θc is a suitable characteristic temperature. We note that the bifurcation diagrams do
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not depend on Le. Each point of the curve in the (θ+, µ) diagram corresponds to
a unique (modulo translation) travelling wave solution. The curve is parameterised
by the flame temperature θ∗ [40, 4]. In every point of the curve the tangent line
depends on the value of F ′(θ∗). In particular, vertical turning points correspond to
F ′(θ∗) =
1
g′(µ)
, (3.1.15)
which can happen (F ′(θ∗) > 0) only if g′(µ) > 0, whence if µ < µ∗, where
µ∗ =
(
(3α2 + χ)3
3α2
) 1
4
, (3.1.16)
is the unique stationary point of g(µ) (in which g′(µ∗) = 0 and g(µ) has a positive
maximum).
It is the purpose of the present paper to examine the stability of travelling waves
of the n = 1 version of the Joulin-Buckmaster model. We consider the problem
contains n = 1 for two reasons. Firstly, the problem for n = 1 can be seen as
a linearisation of the physical problem with nonlinearity n = 4, if we linearise
Θn around typical temperature Θ0 and then take a proper scaling for Q, see [40].
The fact that the “linear” problem is still nonlinear, due to the position of the free
boundary being unknown a priori and the reaction rate F (θ∗) being nonlinear, the
problem for n = 1 gives insight for the problem for n = 4. We adopt the linearisa-
tion techniques from [6, 4] to formulate a linearised problem, which we analyse by
means of an Evans’ function
D(λ) = D0(λ) + F
′(θ∗)D1(λ).
Eigenvalues of the linearised problem correspond to zeros of D(λ).
We first present the stability results in terms of the natural parameters Le and
F ′(θ∗). This needs some explanation. In [4, 40] we noticed that Le does not ap-
pear at all in defining equations for the bifurcation diagram. On the other hand,
as noticed in [4], Le is of great importance in the stability properties of travelling
waves. The other parameter is F ′(θ∗), which may be interpreted as follows. The
free boundary problem formulation implies that changing the reaction rate F (θ∗)
for values θ 6= θ∗ does not change the travelling wave profile with frame tempera-
ture θ∗. It does change the other solutions, in particular the ones nearby. Varying
F ′(θ∗), while keeping F (θ∗) fixed, we change the tangent of the bifurcation curve
in the (θ+, µ) diagram, as well as the spectral stability of the travelling wave.
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Figure 3.2: Sketch of the stability diagram in the (Le, F ′(θ∗))-plane for µ < µ∗,
showing both critical values of the Lewis number, Le∗ and Le.
We determine in detail the behaviour of D(λ) for λ close to zero, and relate the
resulting information to the bifurcation diagrams established in [40]. In particular,
we describe how eigenvalues pass through zero in turning points. Numerically we
detect pairs of complex conjugate eigenvalues passing through the imaginary axis
(Hopf bifurcation). The information contained in the behaviour of the solution
curve near λ = 0 is only very local. As in the familiar setting of reaction-diffusion
waves, translation invariance implies that λ = 0 is an eigenvalue: D(0) = 0. We
show that D′(0) = 0 is equivalent to the solution curve having a vertical tangent in
the (θ+, µ) bifurcation diagram. A quite tedious analysis establishes that the sign of
D′′(0) depends on Le. In the following manner, given that D′(0) = 0: for a unique
critical value of Le, D′′(0)=0. We recall from [40] that D′(0) = 0 occurs if and
only if µ is less than the critical value µ∗. Thus we investigate stability diagrams
in the (Le, F ′(θ∗)) plane for µ < µ∗ and µ > µ∗. For µ < µ∗ we expect curves of
double zeros and more importantly, curves of conjugate purely imaginary zeros to
emanate from the point where D′(0) = D′′(0) = 0. We investigate the latter curve
numerically and find that its behaviour may be quite complicated, establishing a
rich stability diagram.
Let us expand a bit further on the results we obtained. For given radiative
parameters α and β, flame speed µ and limit temperatures θ− < θ+, the flame
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temperature θ∗ is given by (3.1.7). We emphasize that we start from a particular
travelling wave solution corresponding to a point on the solution curve in the solu-
tion (bifurcation) diagram. Thus, by assumption, the values of µ, θ− < θ+, and θ∗
are consistent with (3.1.6). The stability results can then be described in terms of
the Lewis number Le and the value of F ′(θ∗). The advantage of this presentation of
the results is that θ− and θ+ drop out of all the formulas we use. The critical value
µ∗ introduced in (3.1.16), depends only on the function g(µ) in (3.1.8), which in
turn, has parameters α and β. Thus, µ∗ depends on α and β only.
The turning point condition, or equivalently, the condition that D′(0) = 0, is
satisfied if and only if F ′(θ∗) is given by (3.1.15). This horizontal (turning point)
line only occurs for µ < µ∗, because F ′(θ∗) is positive. In addition, we find, nu-
merically, a Hopf curve, along which D(λ) has a pair of conjugated purely imagi-
nary eigenvalues. If µ < µ∗, this Hopf curve, which may have a loop, connects a
horizontal asymptote (Le → ∞), lying below the turning point line (but above the
Le-axis), to the unique point, see Figure 3.2,
(Le, F ′(θ∗) =
(
Le∗,
1
g′(µ)
)
on the turning point line. There, in addition to D′(0) = 0, also D′′(0) = 0, and
the purely imaginary eigenvalues limit to zero. The Hopf curve has no other point
in common with the turning point line. For µ > µ∗ this picture changes in sense
that the Hopf curve connects the horizontal asymptote (Le → ∞) to a vertical
asymptote (F ′(θ∗)→∞) that lies to the right of the F ′(θ∗)-axis.
All nonzero solutions of D(λ) = 0 have negative real part if and only if the
point (Le, F ′(θ∗)) lies in the region below both the turning point line (if it exists)
and the Hopf curve. At first glance this result is consistent with the analysis of the
Evans’ function derived in [4] for the limit case
αβ = χ > 0 constant and α→ 0,
where the linearisation was performed around the travelling wave in the limit α =
0. In this limit, the pre-heated region, where θ > θ+, has extended to the whole
line. In [4] attention was restricted to Le = 1. Including the Le-dependence, the
Evans’ function studied there, rewrites as, see (3.6.7),
Dα=0(λ) =
−µLe +
√
µ2Le2 + 4λLe
2
+ F ′(θ∗)
(
µ(Le− 1)−
√
Le2µ2 + 4λLe
2
√
µ2 + 4λ+ 4χ
+
µ
2
√
µ2 + 4χ
)
.
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In Section 3.6.4 we show that here also a critical value of µ appears. This is not
the same critical value as µ∗, because, in this limit, the maximum of gα=0(µ) lies
at µ∗ =∞, so the turning point line is always present in the stability diagram. The
new critical value is given by
µ = µ¯ =
√
8χ.
For µ > µ¯, there is a Hopf curve which connects a horizontal asymptote to a point
(Le, F ′(θ∗) =
(
Le,
1
g′α=0(µ)
)
, Le =
µ2 + 4χ
µ2 − 8χ > 1.
This new critical value Le has nothing to do with Le∗, as one would maybe expect
at first glance. As µ ↓ µ¯, Le → ∞, and for µ < µ∗ there is no Hopf curve for
Dα=0. All nonzero solutions of Dα=0(λ) = 0 have negative real part if and only
if the point (Le, F ′(θ∗)) lies in the region below both the turning point line (if it
exists) and the Hopf curve.
We stress again that Le 6= Le∗, hence the analysis for D(λ) = 0 in the general
case is not consistent with the analysis for Dα=0(λ) = 0. In Sections 3.5 and 3.6.4
we resolve this issue and exhibit that, for α small, there is a small λ region. Scaling
appropriately, we derive a small scale Evans function Dsc, which is independent of
Le, and which has a pair of purely imaginairy eigenvalues for a critical value F ′ of
F ′(θ∗).
Numerically we find that, as α → 0, the Hopf curve for D(λ) falls apart into
different pieces, see Figure 3.2. The monotone part that ends at (Le∗, 1g′(µ)) limits
to the vertical axis Le = 0 (in particular Le∗ → 0 as α → 0) and a horizontal line
F ′(θ∗) = F ′ > 0, consistent with the analysis of Dsc, see Section 3.6.4.
On the other hand, the part that asymptotes to the horizontal asymptote (Le→
∞) limits to the Hopf curve of Dα=0; it exists only for µ > µ¯. This is in fact the
limiting lower part of a loop in the Hopf curve, which appears and subsequently
grows as we let α tend to 0. The upper part of the loop limits to the line segment
F ′(θ∗) =
1
g′α=0(µ)
, Le ≥ Le.
The part of the loop on the right, which connects the lower and upper part of the
loop, moves out to Le =∞ as α→ 0.
We conclude the paper with a two-dimensional stability analysis, in which
a lateral wave number k appears. We first determine in detail the behaviour of
D(λ, k) for both λ and k small. We describe how eigenvalues pass through zero
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via D(0, k) = 0. Numerically we examine the behaviour of the Hopf bifurcation
curve as k is perturbed away from zero. It turns out that the Hopf curve always ter-
minates at the curve where D(0, k) = 0. Numerically we also find that, for small
values of k, changes from spectral stability to spectral instability might occur, while
this does not happen for larger values of k.
3.2 Linearisation around a travelling wave
We denote the travelling wave variable by x˜ = x + µt. In a comoving frame
the equations are obtained by substituting s(t) = s˜(t) − µt, Y (x, t) = Y˜ (x˜, t),
Θ(x, t) = Θ˜(x˜, t) and βQ(x, t) = Q˜(x˜, t) in (3.1.1), (3.1.2) and (3.1.3). Dropping
the tildes, the travelling wave system reads
Yt =
1
Le
Yxx − µYx x < s(t), (3.2.1)
Θt = Θxx − µΘx −Qx x 6= s(t), (3.2.2)
−Qxx + 3α2Q = −αβ(Θn)x x 6= s(t). (3.2.3)
Note that we have scaled Q to move the radiative parameter β to the equation for
the radiative flux. The jump conditions are again given by (3.1.4).
We linearise this free boundary problem, posed in a co-moving frame, around
a steady state (corresponding to a travelling wave solution in the original variables).
We use the method developed in [8], and applied in [4] to the limit problem with
α = 0 and χ > 0.
Let us fix a value of the parameters for which we have a travelling wave solu-
tion, denoted by (y(x), θ(x), q(x)), where x is the spatial variable in a comoving
(with speed µ) frame. The linearisation procedure is based on fixing the free bound-
ary using xˆ = x− s(t) as new spatial variable and introducing u(xˆ, t), v(xˆ, t) and
w(xˆ, t) by
Y (x, t) = y(xˆ) + s(t)y′(xˆ) + u(xˆ, t),
Θ(x, t) = θ(xˆ) + s(t)θ′(xˆ) + v(xˆ, t),
Q(x, t) = q(xˆ) + s(t)q′(xˆ) + w(xˆ, t),
where u(xˆ, t), v(xˆ, t), w(xˆ, t), but also s(t), are assumed to be small since we are
linearising around a steady state with s = 0. Note that u, v, w are really the relevant
variables in the perturbation because y(x) = y(xˆ) + s(t)y′(xˆ) + o(s2), etcetera.
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The advantage of this transformation is that s(t) may be eliminated from the
equation by expressing it in terms of the boundary values at the fixed boundary
xˆ = 0, where 0 = Y = sy′+ u. With n = 1, dropping the hats, dots denoting time
derivatives, the equations for u, v, w are
ut =
1
Le
uxx − µux + s˙ux + ss˙y′′ x < 0, (3.2.4)
vt = vxx − µvx − wx + s˙vx + ss˙θ′′ x 6= 0, (3.2.5)
0 = wxx − 3α2w − χvx z 6= 0, (3.2.6)
in which all terms involving s and s˙ are of higher order. Thus the linearised equa-
tions are
ut =
1
Le
uxx − µux x < 0, (3.2.7)
vt = vxx − µvx − wx x 6= 0, (3.2.8)
0 = wxx − 3α2w − χvx x 6= 0. (3.2.9)
For n > 1 the last term in (3.2.9) has to be replaced by −χn(θn−1v)x.
We recall that the jump conditions (3.1.4) are
Y = [Θ] = 0;
Yx
Le
= [Θx] = −F (Θ); [Q] = [Qx] = 0.
From Y = 0 we obtain
s(t) =
u(0)
LeF (θ∗)
,
where u(0) is u(x, t) evaluated at x = 0. The jump conditions not involving F are,
after linearisation, equivalent to
[v] =
u(0)
Le
; [vx] = µ
(
1
Le
− 1
)
u(0) +
ux(0)
Le
;
[w] = 0; [wx] = χnθ
∗n−1u(0)
Le
, (3.2.10)
where we have used that y, θ, q satisfy (3.1.4). Finally, the condition that [Θx] =
−F (Θ) has as its linearisation
[vx − µv] = F
′(θ∗)
F (θ∗)
(
θ′(0+)v(0−)− θ′(0−)v(0+)) . (3.2.11)
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3.3 The Evans’ function for the one-dimensional problem
The linearised equations result in an Evans’ function D(λ), which is the analytic
continuation of a complex analytic function initially defined for λ with positive real
part. The zeros of D(λ) that lie outside the continuous spectrum are the eigenval-
ues. In view of translation invariance, λ = 0 is always an eigenvalue, so D(0) = 0.
Varying the parameters, an eigenvalue can only cross through zero if D′(0) = 0,
which, as we shall see below, is a condition related to the turning point condition
(3.1.15).
To define D(λ), we substitute
(u(x, t), v(x, t), w(x, t)) = exp(λt)(u(x), v(x), w(x)),
and the eigenvalue problem for the linearised equations becomes
λu =
1
Le
u′′ − µu′ x < 0, (3.3.1)
λv = v′′ − µv′ − w′ x 6= 0, (3.3.2)
0 = w′′ − 3α2w − χv′ x 6= 0, (3.3.3)
with jump conditions (n = 1)
u(0)
Le
= [v] =
[w′]
χ
; µ
(
1
Le
− 1
)
u(0) +
u′(0)
Le
=
[
v′
]
; [w] = 0; (3.3.4)
[
v′ − µv]+ F ′(θ∗)( −θ′(0+)v(0−)
θ′(0−)− θ′(0+) +
θ′(0−)v(0+)
θ′(0−)− θ′(0+)
)
= 0. (3.3.5)
Equation (3.3.1) is decoupled from the system (3.3.1)-(3.3.3) and has the gen-
eral solution
u(x) = C0e
b0x x < 0, (3.3.6)
where b0 is given by
b0 =
µLe +
√
µ2Le2 + 4λLe
2
. (3.3.7)
We have taken the positive root because eigenfunctions should at least be bounded.
The solutions of the other two equations, (3.3.2) and (3.3.3), are of the form(
v(x)
w(x)
)
=
(
C
D
)
ebx. (3.3.8)
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bb3
χb2
b1b4 b2
(b2 − 3α2)(b2 − µb− λ)
Figure 3.3: The two parts of the quartic P4 in (3.3.11). The intersections correspond
to the zeros {bi}4i=1.
By substituting (3.3.8) into (3.3.2) and (3.3.3) we obtain
(λ+ µb− b2)C + bD = 0, (3.3.9)
χbC − (b2 − 3α2)D = 0. (3.3.10)
Equations (3.3.9) and (3.3.10) have nontrivial solutions if b is a root of the quartic
P4(b) = (b
2 − 3α2)(b2 − µb− λ)− χb2. (3.3.11)
Note that for positive real λ and χ = 0 there are two positive roots and two negative
roots of (3.3.11), counted with multiplicity if necessary. For λ and χ both positive
it is easily seen that this remains true, and that all four roots are simple, see Figure
3.3.
Ordering the roots we have
b1 > b2 > 0 > b3 > b4.
It then follows that
v(x) = C1e
b1x + C2e
b2x x < 0; v(x) = C3e
b3x + C4e
b4x x > 0;
(3.3.12)
w(x) = D1e
b1x +D2e
b2x x < 0; w(x) = D3e
b3x +D4e
b4x x > 0,
(3.3.13)
51
Stability of travelling waves in the Eddington model
where
Di =
χbi
b2i − 3α2
Ci, (3.3.14)
because for χ 6= 0 all roots of (3.3.11) must have b2 6= 3α2.
Combining (3.3.6,3.3.12,3.3.13) with (3.3.4,3.3.5) and using (3.3.14) we obtain
the system


1
Le 1 1 −1 −1
b0
Le b1 + µ(Le− 1) b2 + µ(Le− 1) −b3 − µ(Le− 1) −b4 − µ(Le− 1)
0 b1 − µ− a+F ′ b2 − µ− a+F ′ µ− b3 − a−F ′ µ− b4 − a−F ′
0 χb1
b21−3α2
χb2
b22−3α2
− χb3
b23−3α2
− χb4
b24−3α2
0 3χα
2
b21−3α2
3χα2
b22−3α2
− 3χα2
b23−3α2
− 3χα2
b24−3α2




C0
C1
C2
C3
C4

=0,
(3.3.15)
where F ′ = F ′(θ∗), and
a+ =
−θ′(0+)
F (θ∗)
=
−a3 (a1 − µ) (µ− a2)
µ (a1 − a3) (a2 − a3) ,
a− =
θ′(0−)
F (θ∗)
=
(a1a2 − µa3) (µ− a3)
µ (a1 − a3) (a2 − a3) .
To have nontrivial solutions for (3.3.15), the determinant has to be zero. We write
this determinant as
3α2χ2(b2 − b1)(b4 − b3)
Le(b21 − 3α3)(b22 − 3α2)(b24 − 3α2)(b23 − 3α2)
D(λ).
This defines a function D(λ) which we will refer to as the Evans’ function. It may
be written as
D(λ) = D0(λ) + F
′(θ∗)D1(λ), (3.3.16)
where
D0(λ) = (b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)(b0 − µLe), (3.3.17)
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and
D1(λ) =
θ′(0+) + θ′(0−)
2F (θ∗)
(b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)
− 2(b1 + b2)(b3b4 + 3α2)(b0 − µ(Le− 1))
+
1
2
(3α2 + χ+ λ)(b1b2 − b3b4)
− 1
2
b1b2(b
2
3 + b
2
4) +
1
2
b3b4(b
2
1 + b
2
2)
+ 3α2(b21 + b1b2 + b
2
2 − b23 − b3b4 − b24).
Note the relatively simple dependence on Le. To simplify the expressions we have
used the second and the third of the relations between the roots and the coefficients
of (3.3.11),
b1 + b2 + b3 + b4 = µ,
b1b2 + b1b3 + b1b4 + b2b3 + b2b4 + b3b4 = −(3α2 + χ+ λ),
b1b2b3 + b1b2b4 + b1b3b4 + b2b3b4 = −3µα2,
b1b2b3b4 = 3α
2λ.
Using these relations there are many ways to rewrite D1. A simpler but less sym-
metric form is
D1(λ) =
θ′(0+)
F (θ∗)
F4 + (b0 − µLe)Φ + Γ (3.3.18)
where
F4 = (b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4),
Φ = 2(b3b4 + 3α
2)(b3 + b4 − µ), (3.3.19)
Γ = 3b23b
2
4 + 2(χ+ λ)(b3b4 + 3α
2)− 3α2(χ− 3α2 + (b3 − b4)2).
3.4 Evans’ function analysis
The Evans’ function, defined in (3.3.16,3.3.17,3.3.18,3.3.19) depends on λ and the
radiative parameters through the roots of P and P4 defined in (3.1.9) and (3.3.11).
To examine the zeros of D(λ) we first investigate its behaviour for λ → ∞ and
λ→ 0.
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For λ→∞ the roots b0, b1, b2, b3, b4 expand as
b0 =
µLe +
√
µ2Le2 + 4λLe
2
∼ µLe
2
+
√
λLe
b2,3 ∼ ±α
√
3
(
1− χ
2λ
)
,
b1,4 ∼ µ
2
±
√
λ.
as can be easily seen (using (3.3.11)) from the fact that roots which remain bounded
have
b2 − 3α2 = χb
2
b2 − µb− λ ∼ −
χb2
λ
∼ −3χα
2
λ
,
whereas the unbounded roots have
b2 − µb− λ = χb
2
b2 − 3α2 → χ.
Thus we infer that, as λ→∞,
D0(λ) ∼ 2α
√
3Leλ2, (3.4.1)
and
D1(λ) ∼ 2α
√
3
(
θ′(0−)
F (θ∗)
−
√
Le
)
λ
3
2 . (3.4.2)
Summing up we have
Proposition 3.1. The Evans’ function behaves asD(λ) ∼ 2α√3Leλ2 as |λ| → ∞.
The analysis for λ→ 0 is much harder. Putting A = 3α2, we have
b0 = µLe +
λ
µ
− λ
2
µ3Le
+ · · · ,
while
b3 = −λ
µ
+
(A+ χ)λ2
Aµ3
− 2(A+ χ)
2 λ3
A2µ5
+ · · · . (3.4.3)
This is the root which coincides with zero if λ = 0. The other roots b1, b2, b4
asymptotically coincide with respectively a1, a2, a3, the roots of (3.1.9). We have
b4 = a3 +
(
a23 −A
)
λ
A3
+
(
a23 −A
)
B3λ
2
A33
+ · · · , (3.4.4)
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where (e.g. A3 = P ′4(a3) for λ = 0)
A3 = 4a
3
3 − 3a23µ− 2 (A+ χ) a3 +Aµ,
B3 = 2a
4
3 − 3µa33 + 3 (A− χ) a23 −A (µa3 + χ+A) .
Since a3 solves (3.1.9), the latter expressions simplify as
A3 = µa
2
3 + 2 (A+ χ) a3 − 3µA,
B3 =
(
5A− µ2 − χ) a23 − µ (4A+ χ) a3 −A (χ− µ2 +A) . (3.4.5)
The expansions for b1 and b2 are the same as for b4, with subscripts 3 replaced
throughout by respectively 1 and 2. By algebraic methods we rewrite all expansions
for λ → 0 in the analysis below in terms of the negative root a3 of P (a3). Note
that a3 also appears in the first term of D1(λ) through
θ′(0+)
F (θ∗)
= −a+ = a3(a1 − µ)(µ− a3)
µ(a1 − a3)(a2 − a3) =
a3
µ
g(µ).
The algebra, which is described in detail in Appendices 3.A and 3.C, allows us
to write
D0(λ) = D
(0)
0 +D
(1)
0 λ+D
(2)
0 λ
2 + · · · ,
D1(λ) = D
(0)
1 +D
(1)
1 λ+D
(2)
1 λ
2 + · · · , (3.4.6)
with coefficients involving only a3.
As a consequence of the standard translation invariance we must have D(0) =
0, and, in view of the travelling wave depending only on F (θ∗) and not on F ′(θ∗),
this implies
D
(0)
0 = D
(0)
1 = 0.
We recall that, in the context of travelling wave solutions of reaction-diffusion
problems, λ = 0 is a zero with multiplicity one if and only if the implicit function
theorem can be applied to conclude that the travelling wave depends smoothly on
parameters. Thus we expect to have the travelling wave solution correspond to a
vertical point on the bifurcation curve in the (θ+, µ)-plane if and only if D(1) = 0.
We recall that the condition for having a vertical point on the solution curve is [40]
F ′(θ∗) =
1
g′(µ)
. (3.4.7)
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This is independent of Le, so we expect Le not to appear in the first order terms in
(3.4.6), which read
D
(1)
0 = −
(A+ χ) a23
µ
− (2A− χ) a3 + 2Aχ+ χ
2 + 2Aµ2 +A2
µ
= −3Aa3 + 2Aµ+ A (A+ χ)
a3
= A
(
−2a3 + µ+ Aµ
a32
)
> 0,
D
(1)
1 =
4Aχ
(
(3A+ 3χ+ µ2)(a23 − µa3)− 4A2 − 8Aχ− 4Aµ2 − 4χ2 − µ2χ
)
C
=
4Aχ
C
(
−A2 − 2Aχ− 3Aµ2 − χ2 − Aµ
(
3A+ 3χ+ µ2
)
a3
)
,
where
C = 4A3 + 4
(
3χ− 2µ2)A2 + 4 (3χ2 + µ4 + 5µ2χ)A+ χ2 (4χ+ µ2) > 0.
The algebra shows that D(1)0 g′(µ) +D
(1)
1 contains a factor P (a3), and hence
D
(1)
0 g
′(µ) +D(1)1 = 0.
In view of D(1)0 > 0, it then follows that D(1) = 0 if and only if the turning point
condition (3.4.7) is satisfied. Moreover, since D(1)0 > 0, this can only occur if
D
(1)
1 < 0, which is certainly true for µ = 0. Since
D
(1)
1 = 0 ⇔ a3 = −
Aµ
(
3A+ 3χ+ µ2
)
A2 + 2Aχ+ χ2 + 3Aµ2
,
and, using P (a3) = 0, the latter is equivalent to (A+χ)3−Aµ4 = 0, we conclude
that there is a critical value of µ, above which turning points are impossible:
∃F ′(θ∗) > 0 D(1) = D(1)0 + F ′(θ∗)D(1)1 = 0 ⇔ D(1)1 < 0
⇔ µ4 < (A+ χ)
3
A
. (3.4.8)
Moreover, the sign of g′ must be equal to the sign of −D(1)1 . Summing up:
Proposition 3.2. The condition that D′(0) = 0 is equivalent to the (turning point)
condition (3.4.7) for having a vertical point on the solution curve in the bifurcation
diagram. This is only possible if g′(µ) > 0, which is equivalent to
µ <
(
(A+ χ)3
A
) 1
4
.
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For µ larger than this value g′(µ) is negative and vertical points are impossible.
The relation between D′(0) = 0 and the turning point condition indicates why
Le does not appear in the first order term. It does of course appear in the second
order terms which we write as
D
(2)
0 = D˜
(2)
0 +
D¯
(2)
0
Le
, D
(2)
1 = D˜
(2)
1 +
D¯
(2)
1
Le
.
The expressions for D˜(2)0 , D¯
(2)
0 , D˜
(2)
1 and D¯
(2)
1 given in Appendix 3.C.1 allow us
to establish
Proposition 3.3. Let the turning point condition (3.4.7) be satisfied. Then
D(2) = D˜(2) +
D¯(2)
Le
,
with D¯(2) > 0 and D˜(2) < 0.
The proof is slightly technical and given in Appendix 3.C.1.
The results presented above describe the changes in the local behaviour near
λ = 0 of the Evans’ function D(λ) as we vary F ′(θ∗) and Le. We recall that we
carried out the spectral stability analysis given a particular wave speed µ and flame
temperature θ∗, resulting in a value of F (θ∗) determined by the solution, rather
than the other way around. We first consider F ′(θ∗) = 0. The case of a constant
reaction rate, with a bifurcation diagram in which the solution curve is given by
a hyperbola on which µ(θ+ − θ−) is equal to F ′(θ∗), see (3.1.6), is of course
unphysical, but it is helpful in the understanding: it reduces the Evans’ function to
D(λ) = D0(λ). We examine the product of the four factors in (3.3.17). Clearly
this product is nonzero if χ = 0 and µ > 0. In view of (3.4.1) the only way zeros
may enter the right half plane is through the imaginary axis. Varying χ this is only
possible if a root of the quartic defined by (3.3.11) in the left part of the complex
plane meets a root in the right part, forcing a (double) root of the quartic on the
imaginary axis. But then
(b2 − 3α2 − χ)b2 = (b2 − 3α2)(µb+ λ)
prohibits b2 < 0 when λ is purely imaginary. Thus we conclude that:
Proposition 3.4. D0(λ) 6= 0 for all nonzero λ with nonnegative real part.
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The following proposition lists the main conclusions of the algebraic analysis
of the Evans’ function.
Proposition 3.5. Let D(λ) be the Evans’ function corresponding to the linearisa-
tion around a travelling wave solution specified by
θ∗ = θ+ +
(
θ+ − θ−) g(µ),
with F (θ∗) = µ (θ+ − θ−). We denote the unique positive zero of g′(µ) by µ∗.
(i) D(0) = 0, by direct calculation and as a consequence of the translation invari-
ance.
(ii) If µ ≥ µ∗ then D′(0) > 0.
(iii) If µ < µ∗ then there exists a unique positive value of F ′(θ∗) such that D′(0) =
0. This critical value is given by 1/g′(µ). For smaller F ′(θ∗) we have D′(0) > 0,
while D′(0) < 0 for larger F ′(θ∗).
(iv) If µ < µ∗ and F ′(θ∗) = 1/g′(µ) then there exists a unique critical value
Le∗ > 0 such that D′′(0) > 0 for Le < Le∗, D′′(0) = 0 for Le = Le∗, D′′(0) < 0
for Le > Le∗.
Thus it depends on Le whether a real eigenvalue passes through zero from the left
to the right or the other way around if parameter variation causes D′(0) to change
sign. Let us examine the consequences in the (Le, F ′(θ∗))-plane. Horizontally we
put Le, vertically F ′(θ∗), see Figure 3.4. Throughout the discussion below µ is
fixed and assumed to be smaller than µ∗. Starting from values F ′(θ∗) < 1/g′(µ)
and Le < Le∗ we take a closed path that goes around the point (Le∗, 1/g′(µ))
clockwise once. At the first (upward) crossing of F ′(θ∗) = 1/g′(µ) a real zero
passes the origin from left to right because D′′(0) > 0 in view of the crossing
happening for Le < Le∗. At the second (downward) crossing of F ′(θ∗) = 1/g′(µ)
a real zero passes the origin from left to right because D′′(0) < 0 in view of
the crossing now happening for Le > Le∗. We conclude that exactly two times
a real zero has passed from left to right when we get back to the original values
F ′(θ∗) < 1/g′(µ) and Le < Le∗.
Clearly this has to be compensated by two zeros disappearing somewhere else.
In view of Proposition 3.1 this cannot have happened for λ large. We conclude
that a pair of complex zero’s must have crossed the imaginary axis. Thus Hopf
bifurcations occur.
The results above hold for any values of the parameters. Just exactly how and
where the Hopf bifurcation occurs seems to be out of reach for the algebraic meth-
ods we have employed, which were stretched to their limit in the proof of Propo-
sition 3.3. A local expansion of D(λ) around λ = 0, F ′(θ∗) = 1/g′(µ) and
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λ
D(λ)
λ
D(λ)
λ
D(λ)
λ
D(λ)
Le > Le∗Le < Le∗
F ′(θ∗) > 1
g′(µ)
F ′(θ∗) < 1
g′(µ)
Figure 3.4: Behaviour of D(λ) for small λ and (Le, F ′(θ∗)) near (Le∗, 1/g′(µ)).
The dashed line indicates where a real zero of the Evans’ function passes through
the origin.
Le = Le∗ gives
D(λ)
λ
= c+ bλ+ aλ2 + · · · ,
where
a =
D′′′(0)
6
; b =
D′′1(0)
2
(
F ′(θ∗)− 1
g′(µ)
)
+
1
2
(Le− Le∗) ∂D
′′(0)
∂Le
;
c = D′1(0)
(
F ′(θ∗)− 1
g′(µ)
)
,
derivatives of D evaluated at F ′(θ∗) = 1/g′(µ) and Le = Le∗. Note that D′0(0) >
0 and D′(0) = 0 imply D′1(0) < 0, so the derivative in the expression for c is
negative. The mixed derivative appearing in b is also negative. The sign of the
other derivative in b and the sign of the third derivative in a determine in which
direction a curve takes off from F ′(θ∗) = 1/g′(µ) and Le = Le∗, along which
there are purely imaginary eigenvalues, by setting b = 0 and ac > 0.
In the next section we investigate numerically the different regions of the spec-
tral stability.
59
Stability of travelling waves in the Eddington model
 500
 100
 10
 1
 1e-04  0.001  0.01  0.1  1  10  100
Le
F ′
Figure 3.5: Log-log plot of Hopf bifurcation curves in the (Le, F ′(θ∗))-plane (hor-
izontal straight lines indicate the corresponding turning point) for µ = 2.09 and
χ = 2. From top down α = 2.0 (solid), α = 1 (long dashed), α = 0.5 (short
dashed), α = 0.3 (dotted), α = 0.1 (long dash-dot), α = 0.01 (short dash-dot).
3.5 Numerical analysis of the Evans’ function
We recall that D(λ) = D0(λ) + F ′(θ∗)D1(λ), where D0 and D1 are determined
in terms of α, χ, µ,Le through the roots b1, b2, b3, b4 of (3.3.11) and the roots
a1, a2, a3 of the reduced polynomial obtained by setting λ = 0. In particular, the
flame temperature is given by θ∗ = θ++(θ+−θ−)+g(µ). Throughout this section
we fix θ+ and θ− and consider a travelling wave (flame) for a given speed µ (and
given values of the parameters α, χ, µ and Le). Only α, χ and µ appear in g(µ),
see (3.1.8), and the same three parameters also define the part of the Evans’ func-
tion which depends on the actual flame, namely in the first coefficient in (3.3.18).
There is thus no reason to specify θ+ and θ−, since they do not appear in the cal-
culations. Given fixed θ+ and θ− and varying α, χ and µ, we vary θ∗, θ′(0+) and
θ′(0−), and thereby F (θ∗), as well as D(λ). Given a flame and corresponding θ∗
and F (θ∗), the remaining parameters to vary are Le and F ′(θ∗). Depending on the
sign of g′(µ) there is a critical value of F ′(θ∗) for which D′(0) = 0. As explained
this corresponds to a ‘vertical’ turning point in the bifurcation diagram, where the
flame speed µ is put vertically and control parameters (e.g, θ+) are put horizontally.
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In Figure 3.5 we sketch, in the (Le, F ′(θ∗))-plane, a curve along which D(λ)
has a pair of purely imaginary eigenvalues. When g′(µ) > 0, this curve starts at
the point given by Le = Le∗, with Le∗ as in Proposition 3.5, and F ′(θ∗) = 1g′(µ) .
Spectral stability holds in the region bounded by F ′(θ∗) = 0, Le = 0, F ′(θ∗) =
1
g′(µ) and the Hopf bifurcation curve. Above the line F
′(θ∗) = 1g′(µ) , D(λ) has a
positive real root. In the region bounded by F ′(θ∗) = 1g′(µ) and the Hopf curve,
there are two roots with positive real part and in this region there is a curve along
which D(λ) has a positive root with multiplicity two. If the Hopf curve has a self
intersection, then, inside the loop, there are four complex roots with positive real
part, see the curves for values of α = 0.001, 0.01, 0.02, 0.03, 0.04, 0.05 in Figure
3.6. In the case that g′(µ) < 0 and the vertical ‘turning point’ F ′(θ∗) = 1g′(µ)
is no longer there, see the curves for α = 0.04, 0.05, 0.06, 0.07 in Figure 3.6, as
well as Figure 3.7, the Hopf bifurcation curve comes out of F ′(θ∗) = +∞ with
an asymptotic value of Le that depends on the parameters (α, χ and µ). Below this
curve we then have spectral stability. In all cases the Hopf curve has a horizontal
asymptote which may be computed from formula (3.7.1).
Varying the other parameters we investigate in particular the dependence on α
as α→ 0 and χ is fixed. As we shall exhibit in subsection 3.6.4 below, the turning
point line always occurs in the limit, because g′(µ) > 0, but the limiting Evans’
function has a Hopf curve in the (Le, F ′(θ∗))-plane only if 8χ < µ2. Numerically
we observe (see Figure 3.6) that this Hopf curve is the limit, as α ↓ 0, of the middle
part of a loop in the Hopf curve for α > 0. The upper part of this loop approaches
the turning point line F ′(θ∗) = 1g′(µ) , see Figure 3.6. The third part of the curve,
the lower part, which comes out of the point with Le = Le∗ on the turning point
line, approaches the vertical axis Le = 0 and a horizontal line which in the limit has
a positive value of F ′(θ∗), as shown in Figure 3.8. Only below this curve, which
thus becomes a horizontal straight line in the limit α ↓ 0, spectral stability occurs.
We see that, as α ↓ 0, the large almost horizontal lower part of the Hopf curve is
eventually below the asymptote of the Hopf curve, see Figure 3.9, and converges to
a straight limit line. This will be explained in some detail in Section 3.6.4 below,
where we analyse D(λ) for λ = O(α2) as α → 0, and find a critical value of
F ′(θ∗) which corresponds to the limit line above. As α ↓ 0, Le∗ becomes small,
and the eigenvalues which cross the imaginary axis are very small, of order O(α2)
as α→ 0. We analyse this in some details in Section 3.6.4 below.
For 8χ > µ2 the scenario is much simpler, see Figure 3.5: the Hopf curve is
monotone, and as α ↓ 0, and approaches the vertical axis and the horizontal line
corresponding to the critical value of F ′(θ∗) exhibited in Section 3.6.4. In Figure
3.10 this value is the limiting value of F ′(θ∗) as α ↓ 0.
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Figure 3.6: Hopf bifurcation curves in the (Le, F ′(θ∗))-plane (horizontal straight
lines are for corresponding turning point) for µ = 4 and χ = 1: α = 0.001 (solid),
α = 0.01 (long dashed), α = 0.02 (short dashed), α = 0.03 (dotted), α = 0.04
(long dash-dot), α = 0.05 (short dash-dot), α = 0.06 (short dash-short dash),
α = 0.07 (shorter dash-shorter dash). The complete picture reveals much of the
limit behaviour, but it is also rather cluttered, and we have presented the individual
Hopf curves in satellite pictures (α decreases from top left to bottom right).
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Figure 3.7: Hopf bifurcation curves in the (Le, F ′(θ∗))-plane for µ = 4 and χ = 1:
α = 0.07 (solid), α = 0.1 (long dashed), α = 0.3 (short dashed), α = 0.5 (dotted),
α = 0.7 (long dash-dot), α = 1.0.
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Figure 3.8: Hopf bifurcation curve in the (α, F ′(θ∗))-plane for µ = 4, χ = 1,
Le = 3. The curve shows that F ′(θ∗) goes to a positive limit as α → 0 for the
lower part of the Hopf curves in Figure 3.6.
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Figure 3.9: Hopf bifurcation diagram in the (α, F ′(θ∗))-plane for µ = 4, χ = 1.
The curve shows that F ′(θ∗) goes to a positive limit as α → 0 for the middle part
of the Hopf curves in Figure 3.6. The computations are performed for the limiting
Evans’ function for Le→∞ and confirm that the Hopf curves do not break up and
only have one horizontal asymptote as α → 0. This limiting value of F ′(θ∗) as
α ↓ 0 is consistent with formula (3.7.1) as well as the λ = O(1) scale analysis in
Section 3.6.4.
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Figure 3.10: Hopf bifurcation diagram in the (α, F ′(θ∗))-plane for µ = 2.09,
χ = 2. The curve shows that F ′(θ∗) goes to a positive limit as α → 0 for the
Hopf curves in Figure 3.7. The computations are performed for the limiting Evans’
function for Le→∞. The limiting value of F ′(θ∗) is now consistent with formula
(3.7.1) and the small λ scale analysis in Section 3.6.4.
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3.6 Evans’ function for limit cases
In this section we expand the Evans’ function for physically interesting asymptotic
regimes in terms of the appropriate small parameter. For simplicity, in all limit
cases, we scale the Evans function in (3.3.16) with 1/F4 (see (3.3.19)) and denote
the scaled Evans’ function by D(λ). It is natural to start with the Evans’ function
for the adiabatic case.
3.6.1 Adiabatic case: β = 0
The bifurcation diagram is given by θ+ = θ∗, µ(θ+− θ−) = F (θ∗), in view of the
adiabatic temperature profile [40]
θ(x) = θ− + (θ+ − θ−)min(exp(µx), 1).
Thus there are no turning points in the bifurcation diagram. The roots of (3.3.11)
in this case are given by
b1,4 =
µ±
√
µ2 + 4λ
2
; b2,3 = ±
√
3α.
The adiabatic Evans’ function then reads
D(λ) = D0(λ) + F
′(θ∗)D1(λ)
=
−µLe +
√
µ2Le2 + 4λLe
2
+ F ′(θ∗)
(
1
2
+
µ(Le− 1)−
√
µ2Le2 + 4λLe
2
√
µ2 + 4λ
)
. (3.6.1)
Note that D′0(0) = 0, so D′1(0) > 0. Putting
z =
4λ
µ2
, δ =
F ′(θ∗)
µ
,
the Evans’ function (3.6.1) is written as
D(λ) =
µ
2
D˜(z),
where
D˜(z) = −Le +
√
Le2 + zLe + δ
(
1 +
Le− 1−
√
Le2 + zLe√
1 + z
)
. (3.6.2)
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Figure 3.11: Bifurcation diagram in the (Le, δ)-plane, for the adiabatic case, β = 0:
Hopf (solid) and positive double real roots (dashed).
Solving D(z) = 0 we find that for Le ≥ 1 there are three roots. The charac-
teristics of these roots vary in (Le, δ)-plane according to the value of δ, see Figure
3.11. Taking δ very large there are three real roots: z = 0 and two positive roots
(for Le > 0). Decreasing δ we hit a curve where the two positive roots come to-
gether to become imaginary afterwards. Decreasing δ further we hit another curve
where the imaginary roots cross the imaginary axis (Hopf bifurcation).
The double (positive) roots correspond to D(z) = D′(z) = 0, for which
√
Le2 + Lez(z + 2Le− 1)− (1 + z)3/2 − (Le− 1)(2z + 2Le + 1) = 0.
This defines two curves in the (Le, z)-plane, one is Le = 1, the other runs from
Le = 0 to Le = ∞, with δ, δ determined from D˜′(z) = 0, changing sign (from
+∞ to −∞) as Le drops below Le = 1 (and z = 3 for Le = 1). For Le < 1 the
only root of D˜(z) with Rez ≥ 0 and δ ≥ 0 is z = 0.
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3.6.2 Transparent limit: α→ 0 and β > 0 fixed
The limiting bifurcation diagram is given by µ(θ+ − θ−) with
θ∗ = θ+ +
θ+ − θ−√
1 + 12µ
2
β2
.
It contains no turning points. The roots of (3.3.11) expand as
b1,4 =
µ±
√
µ2 + 4λ
2
+
αβµ±
√
µ2 + 4λ
µ2 + 4λ± µ
√
µ2 + 4λ
+O(α2),
b2,3 = ±α
√
3
(
1− αβ
2λ
)
+O(α3),
and the Evans’ function limits to
D(λ) ∼ −µLe +
√
µ2Le2 + 4λLe
2
+ F ′(θ∗)
(
1
2
+
µ(Le− 1)−
√
µ2Le2 + 4λLe
2
√
µ2 + 4λ
)
, (3.6.3)
for λ 6= 0. This is just the Evans’ function in the adiabatic case. Note that β does
not appear in (3.6.3). This is consistent with the limit α → 0 with αβ = χ > 0
fixed considered below.
3.6.3 Large Boltzmann number: β →∞ and α > 0 fixed
Here the temperature profile limits to θ+ on bounded intervals. The limiting bifur-
cation diagram is therefore the same as the adiabatic case. The roots satisfy
b1,4 = ±
√
αβ +
1
2
µ± 12α
2 + 4λ+ µ2
8
√
αβ
+O
(
1
β
)
,
b2,3 = ±
√
3αλ
β
+
3µα
2β
+O
(
1
β3/2
)
.
Using the above root expansions of (3.3.11) we obtain the Evans’ function to lead-
ing order as
D(λ) =
−µLe +
√
µ2Le2 + 4λLe
2
+ F ′(θ∗)
(
(µ(1− Le) +
√
µ2Le + 4λLe)(
√
λ+
√
3α)
2
√
β
√
2αλ
)
. (3.6.4)
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Note that D1 → 0 as β →∞ in this limit. Thus the only root is λ = 0 for D0 = 0.
Scaling λ by a factor 1β , in other words introducing
λ˜ = βλ,
a small λ-region can be explored:
lim
β→∞
βD(
λ˜
β
) = D0(λ˜) +D1(λ˜),
=
λ˜
µ
+ F ′(θ∗)

√3α(−2λ˜+ µ
√
9µ2α2 + 12λ˜α− 3µ2α)
µ
√
3µ2α2 + 4λ˜α)

 ,
in which Le does not appear. Putting λ˜ = µ2z, F ′(θ∗) = µδ we obtain
D˜(z) = µ
(
2z + δ
(
3
√
3α2 + 2
√
3αz − 3α√3α2 + 4zα
2
√
3α2 + 4zα
))
. (3.6.5)
Equating the right had side of (3.6.5) to zero, we find z = 0 and
z =
3
32
α
(
δ2 − 8δ + 4± (2− δ)
√
4− 12δ + δ2
)
,
i.e. two positive z-values for
δ > 6 + 4
√
2,
complex z-values with positive real part for
6 + 4
√
2 < δ < 4 + 2
√
5,
and a Hopf bifurcation at δ = 4 + 2
√
5. So, there is a Hopf bifurcation and no
turning points, as in the adiabatic case, and the travelling wave is stable in the limit
β →∞ if F ′(θ∗)µ < 4 + 2
√
5.
3.6.4 The transparent limit combined with large Boltzmann numbers:
α→ 0 and χ constant
In this limit the temperature profile is
θ(x) = θ+ +
θ+ − θ−√
1 + 4χ
µ2
min(exp((µ−
√
µ2 + 4χ)
x
2
), exp((µ+
√
µ2 + 4χ)
x
2
)).
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so that
θ∗ = θ+ +
θ+ − θ−√
1 + 4χ
µ2
. (3.6.6)
As observed in [6], the limiting bifurcation diagram, defined by (3.6.6) and µ(θ+−
θ−) = F (θ∗), can indeed have turning points.
The roots of (3.3.11) for this regime expand as
b1,4 =
1
µ
± 1
2
√
µ2 + 4λ+ 4χ+O(α2),
b2,3 = ±
√
3λ
λ+ χ
α+O(α2).
and the Evans’ function limits to
D(λ) ∼ −µLe +
√
µ2Le2 + 4λLe
2
+ F ′(θ∗)
(
µ(Le− 1)−
√
µ2Le2 + 4λLe
2
√
µ2 + 4λ+ 4χ
+
µ
2
√
µ2 + 4χ
)
, (3.6.7)
provided χ > 0. Setting, see [4],
z =
4λ
µ2
, ω =
4χ
µ2
, δ =
F ′(θ∗)
µ
,
the Evans’ function becomes
D˜(z) =
µ
2
{
−Le +
√
Le2 + zLe + δ
(
Le− 1−
√
Le2 + zLe√
1 + z + ω
+
1√
1 + ω
)}
.
(3.6.8)
As illustrated in Figures 3.12 and 3.13, for ω < 12 there is a critical value of Le:
Le = 1 +
3ω
1− 2ω =
1 + ω
1− 2ω .
For larger Le, the turning point line δ = (1+ω)
3/2
ω where D
′(0) = 0, separates
δ > (1+ω)
3/2
ω , where D(z) has one positive zero, from δ <
(1+ω)3/2
ω where, as δ is
decreased further, two positive zeros cross the imaginary axis, stabilizing the flame.
For smaller Le there are no positive zeros below the turning point line. As δ
crosses from above to below the line, the positive zero becomes negative and the
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 40 30 20 10 2 0
Le
δ
Figure 3.12: Bifurcation diagram in the (Le, δ)-plane of the transparent limit com-
bined with large Boltzmann number: α → 0 and χ > 0 constant for ω = 0.2 and
µ = 2. The bifurcation curves are: Hopf (solid), positive double real roots (dashed)
and turning point (dotted).
Le = 1
Only turning points
Turning points and Hopf bifurcation
Le
ω = 1
2
Le = 1 + 3ω
1−2ω
ω
Figure 3.13: Overview of bifurcation characteristics for the combined limit α→ 0
and χ > 0 fixed.
70
Evans’ function for limit cases
flame is stabilized. Decreasing ω to 12 the critical value of Le disappears to +∞
and we are left with the second scenario only, see Figure 3.13.
Similar to the previous subsection, numerics suggest that as α → 0 there is
small λ-region where eigenvalues of order o(α2) cross the imaginary axis. Putting
λ = α2λ˜,
we consider the asymptotic limit
lim
α→0
D(α2λ˜)
α2
= D0(λ˜) + F
′(θ)D˜1(λ˜), (3.6.9)
where
D0(λ˜) =
λ˜
µ
and
D1(λ˜) =
λ˜
µ

− χ
2(χ+ µ
2
4 )
(3/2)
+
1
2
√
χλ˜+ µ
2
4
− 1
µ
2 +
√
χλ˜+ µ
2
4

 .
Note the expression of the Evans function for the small λ-region does not depend
on Le.
In order to analyse D(λ˜) we set
µ = 2ν, x2 = χλ˜+ ν2, y2 = χ+ ν2, (3.6.10)
and the ratio D1/D0 simplifies as
D1
D0
=
(ν2 − y2)
2y3
+
1
2x
− 1
ν + x
.
Using this ratio, finding the zeros of D(λ˜) is equivalent to solving
1
F ′(θ∗)
+
(ν2 − y2)
2y3
+
1
2x
− 1
ν + x
= 0, (3.6.11)
which gives x as a function of y and ν. In view of (3.6.10) the Hopf curve satisfies
Re(x2) = Re(ν2), and is given by
δ = δHopf =
(2 +
√
5)(1 + ω)(3/2)((1 + ω)(3/2) + ω(2−√5))
1 + 3ω + 2ω2 + ω3 + 4ω(1 + ω)(3/2)
,
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where ω = χ
ν2
= 4χ
µ2
and δ = F
′(θ∗)
µ . We recall that the turning point is given
by δ = (1+ω)
3/2
ω . For all values of Le > 0 there are two zeros different from
zero. Spectral stability holds only for δ < δHopf, where the two zeros have negative
real part. For δHopf < δ < (1+ω)
3/2
ω , the two zeros have positive real part. For
δ > (1+ω)
(3/2)
ω , one zero has negative real part whereas the other one has positive
real part.
3.6.5 High flame temperature: α→ 0, β →∞ and χ→ 0
We recall from [40] that the limit profile in the combined limit χ = αβ → 0,
β →∞ is
θ∗ = θ+ + (θ+ − θ−)(1− 2χ
µ2
− 6µ
2
β2
+ o(χ) + o(
1
β2
)).
In the speed law limit this is combined with ε→ 0 as
α = α0ε
3/2 β = β0ε
−1/2 χ = χ0ε,
with a double double for α0, χ0 6= 0. In [40] it was shown that µ ∼ µ0 as ε ↓ 0
with
log
(
µ0
(
θ+ − θ−)) = − θ+ − θ−
(2θ+ − θ−)2
(
2χ0
µ20
+
6µ20
β20
)
. (3.6.12)
In the following we drop the zero-subscript. The roots of (3.3.11) in this limit are
given by
b1,4 =
1
2
µ± 1
2
√
µ2 + 4λ+
χ(µ±
√
µ2 + 4λ)
µ2 + 4λ± µ
√
µ2 + 4λ
ε+O(ε2),
b2,3 = ±
√
3αε3/2 +O(ε5/2).
From the Arrhenuis type law we have
F ′(θ∗) =
1
εθ∗2
F (θ∗),
where
θ∗ = (2θ+ − θ−)− 2(θ
+ − θ−)(3µ4α2 + χ3)
µ2χ2
ε+O(ε2); θc = 2θ
+ − θ−.
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Notice that F ′(θ∗) is of order O(ε−1). Then to leading order D(λ) is given by
D(λ)
ε
∼ −µLe +
√
µ2Le2 + 4λLe)
2
+
µ(θ+ − θ−)
(2θ+ − θ−)2
(
1
2
+
µ(Le− 1)−
√
µ2Le2 + 4λLe
2
√
µ2 + 4λ
)
. (3.6.13)
Equation (3.6.13) does not provide sufficient information about the solution, since
we only have a double zero at the origin. There is a relevant small λ-region in
which λ = λ˜ε3, and the roots expands as
b1 = µ+
χ
µ
ε− χ
2
µ3
ε2 +
2χ3 + µ4λ˜
µ5
ε3 +O(ε4),
b4 = −χ
µ
ε+
χ3 − 3α2µ4
µ3χ
ε2 +
9µ8α4 − 2χ6 − χ3µ4λ˜
µ5χ3
ε3 +O(ε4),
b2 =
3µα2
χ
ε2 +
χ3λ˜− 9µ4α4
χ3µ
ε3 +O(ε4),
b3 = − λ˜
µ
ε3 +O(ε4).
The Evans’ function limits to the Le-independent expression
lim
ε→0
D(ε3λ˜)
ε3
∼ D0(λ˜) + F ′(θ∗)D1(λ˜)
=
2λ˜
µ
+
2µ(θ+ − θ−)
(2θ+ − θ−)2
(
λ˜(−χ3λ˜+ 36µ4α4 − 12χ3α2)
3µ4χ2α2
)
.
(3.6.14)
Solving D(λ˜) = 0, we that there are only two roots, λ˜ = 0 and
λ˜ =
3α2(χ2µ3 + 12Cµ4α2 − 4Cχ3)
Cχ3
,
where C = µ(θ
+−θ−)
(2θ+−θ−)2 . A double zero at zero is possible if C =
µ2χ3
4(χ3−3α2µ4) ,
i.e. µ(θ
+−θ−)
(2θ+−θ−)2 =
µ2χ3
4(χ3−3α2µ4) . This is explained by the fact that for the bifurcation
diagram in the (θ+, µ)-plane to have a vertical turning point, F ′(θ∗) has to be equal
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to 1g′(µ) > 0, where g(µ) is given by (3.1.8). This value of F ′(θ∗) satisfies in this
limit, to leading order,
1
g′(µ)
=
µ2χ3
4ε(χ3 − 3α2µ4) ,
which is also of order o(ε−1).
3.7 Stability in relation to the bifurcation diagram
By [40, Proposition 3.1] the bifurcation diagram may be represented by a single
smooth solution curve in the (θ+, µ)-plane, parameterised by the flame temperature
θ∗. This statement is valid for any choice of the parameters α, χ, θ− and θc. In what
follows we take values of the parameters for which the solution curve contains a
typical S-shaped part, with two vertical turning points.
The bifurcation diagram is independent of Le. Stability depends on the particu-
lar location in the bifurcation diagram, as well as on Le. This is illustrated in Figure
3.14, in which the solution curve is drawn with dashed, dotted and solid parts:
• On the dashed part all eigenvalues have negative real part, except for λ = 0,
which has multiplicity one. This statement holds for all Le > 0.
• On the solid part the stability depends on Le. Below a critical value of Le
all eigenvalues, except for λ = 0, have negative real part, but for larger Le
there are at least two eigenvalues with positive real part. The critical value
of Le corresponds to a point on the Hopf curve in the (Le, F ′(θ∗))-diagram.
Approaching a vertical turning point the critical value of Le goes to Le∗ (see
Section 3.4).
• On the dotted part all solutions have eigenvalues (at least one) with positive
real part.
In Figure 3.14 we have taken θ− = 1.0, ε = 0.04, θc = 2.39, α = 0.1 and
χ = 1.0. For the same parameter values, Figure 3.15 gives the critical values of Le
as θ∗ is varied. The curves in Figure 3.15 corresponds, via θ∗, to the solid parts in
Figure 3.14. The “missing” piece in the middle of Figure 3.15 corresponds to the
bifurcation curve folding back in Figure 3.14. We are unable to resolve numerically
the left (dashed) part of the curve in Figure 3.15. The speed µ is very small at the
point where the curve terminates. The purely imaginary eigenvalues are also very
small at this point. In the (Le, F ′(θ∗))-plane the corresponding point on the Hopf
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θ+
µ
Figure 3.14: Solution diagram in the (θ+, µ)-plane parameterised by θ∗, for α =
0.1, χ = 1.0. The solid line corresponds to the Le-dependent stable part, dashed
line corresponds to the Le-independent stable part and the dotted line corresponds
to the (Le-independent) unstable part.
 0
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 0.15
 0.2
 0.25
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θ∗
Le
Figure 3.15: Hopf bifurcation curve in the (θ∗,Le)-plane corresponding to the Le-
dependent stable part in Figure 3.14. The solid parts of the line are the result of
numerical computations, whereas the dashed part is merely a sketch, since, due to
the purely imaginary eigenvalues approaching zero, we are unable to resolve this
part of the curve numerically. Nevertheless, the θ∗-value of the asymptote can be
computed (numerically), which we exploit in the sketched part.
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curve lies just before the range of Le where the Hopf curve is almost horizontal.
We use the limiting Evans’ function for Le→∞,
DLe→∞(λ) =
λ
µ
F4 + F
′(θ∗)
(
θ′(0+)
F (θ∗)
F4 +
λ
µ
Φ+ Γ
)
, (3.7.1)
to sketch the last part of Figure 3.15. Note that the formula (3.7.1) follows from
b0 − µLe → λµ . On the flat part of the Hopf curve F ′(θ∗) almost coincides with
the value of F ′(θ∗) for which (3.7.1) has purely imaginary eigenvalues. From this
value of F ′(θ∗) we get the asymptotic value of θ∗ as Le→∞ in Figure 3.15.
3.8 The two-dimensional problem
In the previous section we have analysed in detail the spectral stability of travelling
waves in the one-dimensional setting. We next consider the spectral stability of
the two-dimensional travelling waves, considered as planer travelling waves, under
lateral perturbations. We consider the Eddington equation (with nonlinearity n >
0) which now reads
−∇(∇ ·Q) + 3αQ = −α∇Θn.
With Ψ = β∇·Q as a new unknown, the vectorial Eddington equation, upon taking
the divergence, results in the scalar equation
−△Ψ+ 3α2Ψ = −αβ△Θn,
which is coupled to the free boundary problem for Y and Θ, as before. With-
out loss of generality we consider the two-dimensional case in which the flame
front is represented as s(y, t) in a comoving frame (with velocity µ in the negative
x-direction). Thus, the one-dimensional travelling waves are now y-independent
stationary solution of (with χ = αβ)
Yt =
1
Le
△Y − µYx, x < s(y, t), (3.8.1)
Θt = △Θ− µΘx −Ψ, x 6= s(y, t), (3.8.2)
−△Ψ+ 3α2Ψ = −χ△Θn x 6= s(y, t), (3.8.3)
subject to jump conditions at x = s(y, t)
[Y ] = [Θ] = 0;
1
Le
[
∂Y
∂n
]
= −
[
∂Θ
∂n
]
= F (Θ),
[Ψ] = 0,
[
∂Ψ
∂n
]
= χ
[
∂Θn
∂n
]
, (3.8.4)
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where n is the unit normal on x = s(y, t) with positive x-component.
Using the same linearisation technique as in Section 3.2, see e.g. [10, 24], based
on xˆ = x− s(y, t), we take
Y (x, y, t) = y(xˆ) + s(y, t)y′(xˆ) + u(xˆ, y, t),
Θ(x, y, t) = θ(xˆ) + s(y, t)θ′(xˆ) + v(xˆ, y, t),
Ψ(x, y, t) = ψ(xˆ) + s(y, t)ψ′(xˆ) + w(xˆ, y, t).
Here u(xˆ, y, t), v(xˆ, y, t) and w(xˆ, y, t) are small functions, and so is s(y, t), since
we linearise around the steady state with s(y, t) = 0.
The linearised problem reads, dropping the hats,
ut =
1
Le
△u− µux x < 0,
vt = △v − µvx − w x 6= 0,
0 = △w − 3α2w − nχ△(θ(n−1)v) x 6= 0.
with jump condition
[v] = − 1
Le
[u], (3.8.5)
[vx] = µ(1− Le)[v]− 1
Le
[ux], (3.8.6)
[vx] = µ[v] +
F ′(θ∗)
F (θ∗)
(θ′(0+)v(0−)− θ′(0−)v(0+)), (3.8.7)
as well as the condition that Ψ− χΘn is C1 across x = 0, which implies
[w] = χnθ∗n−1[v], (3.8.8)
[wx] = χnθ
∗n−1[vx]
+ χn(n− 1)θ∗n−2
(
(θ′(0+) + θ′(0−))[v] +
F (θ∗)
F ′(θ∗)
[vx − µv]
)
.
(3.8.9)
Separation of variables, with λ ∈ C, k ∈ R
u(x, y, t) = eλtuλk(x) cos(ky),
v(x, y, t) = eλtvλk(x) cos(ky),
w(x, y, t) = eλtwλk(x) cos(ky),
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then gives, for n = 1,
(λ+
k2
Le
)u =
1
Le
u′′ − µu′ x < 0, (3.8.10)
(λ+ k2)v = v′′ − µv′ − w x 6= 0, (3.8.11)
0 = w′′ − (3α2 + k2)w − χv′′ + χk2v x 6= 0, (3.8.12)
with jump conditions (again for n = 1)
[v] = − 1
Le
[u], (3.8.13)
[v′] = µ(1− Le)[v]− 1
Le
[u′], (3.8.14)
[w] = χ[v], (3.8.15)
[w′] = χ[v′], (3.8.16)
[v′] = µ[v] +
F ′(θ∗)
F (θ∗)
(θ′(0+)v(0−)− θ′(0−)v(0+)). (3.8.17)
In this eigenvalue problem we have dropped the subscripts λ and k.
The Evans’ function is constructed using
u(x) = C0e
b0 ; v(x) = C1e
b1x +C2e
b2x; w(x) = D1e
b1x +D2e
b2x, for x < 0,
and
v(x) = C3e
b3x + C4e
b4x; w(x) = D3e
b3x +D4e
b4x, for x > 0,
where b0 is given by, c.f. (3.3.7),
b0 =
µLe +
√
µ2Le2 + 4(λLe + k2)
2
, (3.8.18)
and b1, b2, b3, b4 are the roots of
P4(b) = (b
2 − 3α2 − k2)(b2 − µb− λ− k2)− χ(b2 − k2), (3.8.19)
which is the determinant of
(b2 − µb− λ− k2)C −D = 0,
χ(b2 − k2)C − (b2 − 3α2 − k2)D = 0,
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b
(b2 − 3α2 − k2)(b2 − µb− λ− k2)
χ(b2 − k2)
b1
b2b3
b4
Figure 3.16: For λ ≥ 0 and k > 0 small, b1, b2, b3, b4, are the horizontal coordi-
nates of the intersections of the graphs of (b2 − 3α2 − k2)(b2 − µb− λ− k2) and
χ(b2 − k2). Note that there are always four (real) intersections for λ ≥ 0, k ≥
0, α > 0.
and
Di =
χb2i − χk2
b2i − 3α2 − k2
Ci, i = 1, 2, 3, 4. (3.8.20)
For χ > 0 the numerator in (3.8.20) is nonzero. We order the roots of P4 as
b1 > b2 > 0 > b3 > b4 for λ > 0 and k small, see Figure 3.16. For u, v, w to be
solutions of the eigenvalue problem, C0, C1, C2, C3, C4 have to be chosen in such
a way that jump conditions (3.8.13)-(3.8.17) are satisfied:


1
Le 1 1 −1 −1
b0
Le b1 + µ(Le− 1) b2 + µ(Le− 1) −b3 − µ(Le− 1) −b4 − µ(Le− 1)
0 b1 − µ− a+F ′ b2 − µ− a+F ′ µ− b3 − a−F ′ µ− b4 − a−F ′
0 χb1
b21−3α2−k2
χb2
b22−3α2−k2
− χb3
b23−3α2−k2
− χb4
b24−3α2−k2
0 3χα
2
b21−3α2−k2
3χα2
b22−3α2−k2
− 3χα2
b23−3α2−k2
− 3χα2
b24−3α2−k2




C0
C1
C2
C3
C4

=0,
(3.8.21)
Here we denote, as before,
F ′ = F ′(θ∗), a+ =
−θ′(0+)
F (θ∗)
, a− =
θ′(0−)
F (θ∗)
.
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Nontrivial solutions of (3.8.21) exist if and only if the determinant, which we write
as
3α2χ2(b2 − b1)(b4 − b3)
Le(b21 − 3α3 − k2)(b22 − 3α2 − k2)(b23 − 3α2 − k2)(b24 − 3α2 − k2)
D(λ, k),
is equal to zero. Thus we write D(λ, k)
D(λ, k) = D0(λ, k) + F
′(θ∗)D1(λ, k), (3.8.22)
where
D0(λ, k) = (b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)(b0 − µLe), (3.8.23)
and
D1(λ, k) =
θ′(0+) + θ′(0−)
2F (θ∗)
(b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)
− 2(b1 + b2)(b3b4 + 3α2 + k2)(b0 − µ(Le− 1))
+
1
2
(3α2 + χ+ λ+ 2k2)(b1b2 − b3b4)
− 1
2
b1b2(b
2
3 + b
2
4) +
1
2
b3b4(b
2
1 + b
2
2)
+ (3α2 + k2)(b21 + b1b2 + b
2
2 − b23 − b3b4 − b24).
The above formulas may be obtained from their (k = 0)-version in Section 3.3 by
replacing 3α2 by 3α2 + k2 and λ by λ + k2. Of course, the roots b0, b1, b2, b3, b4
are k-dependent. To obtain the above expression for D1(λ, k) we used only the
relations
b1b2 + b1b3 + b1b4 + b2b3 + b2b4 + b3b4 = −(3α2 + χ+ λ+ 2k2),
b1b2b3 + b1b2b4 + b1b3b4 + b2b3b4 = −µ(3α2 + k2).
Using also
b1 + b2 + b3 + b4 = µ,
b1b2b3b4 = (3α
2 + k2)(λ+ k2)− χk2,
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we can rewrite D1(λ, k) as
D1(λ, k) =
θ′(0+)
F (θ∗)
(b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)
+ 2(b3b4 + 3α
2 + k2)(b3 + b4 − µ)(b0 − µLe)
+ 3b23b
2
4 + 2(χ+ λ+ k
2)(b3b4 + 3α
2 + k2)
− (3α2 + k2)(χ− 3α2 − k2 + (b3 − b4)2) + χk2. (3.8.24)
As in Section 3.4, we now expand D(λ, k) around λ = k = 0. We denote the
coefficient of k2 by D(kk), which we write as
D(kk) = D
(kk)
0 + F
′(θ∗)D(kk)1
= D˜
(kk)
0 +
D¯
(kk)
0
Le
+ F ′(θ∗)
(
D˜
(kk)
1 +
D¯
(kk)
1
Le
)
,
where
D˜
(kk)
0 = 0, D¯
(kk)
0 > 0, D˜
(kk)
1 > 0, D¯
(kk)
1 < 0,
do not depend on Le. The exact formulas are given in the Appendix 3.D. The
coefficient of k2 is equal to zero if and only if
F ′(θ∗) = − D¯
(kk)
0
LeD˜
(kk)
1 + D¯
(kk)
1
. (3.8.25)
This defines a curve in the (Le, F ′(θ∗))-plane, which, together with F ′(θ∗) = 1g′
(the turning point condition), divide the plane in four regions. For λ and k close to
zero, D(λ, k) = 0 defines a curve
λ = λ(k) ∼ ak2 = −D
(kk)
D(λ)
k2,
where a depends on Le and F ′(θ∗). Above the curve (3.8.25) in the (Le, F ′(θ∗))-
plane, D(kk) < 0, while below it D(kk) > 0. Thus a < 0 in the region below both
(3.8.25)and F ′(θ) = 1g′(µ) , but also in the region above both curves.
The analysis of D(λ, k) allows us to give a fairly complete description of the
spectral stability of the planar travelling waves. As in Section 3.3, we use the
(Le, F ′(θ∗))-plane to explain our results. We assume that we are given a particular
travelling wave with speed µ and flame temperature θ∗, for which g′(µ) > 0, so that
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the (Le, F ′(θ∗))-plane contains the horizontal turning point line F ′(θ∗) = 1g′(µ) ,
above which D(λ, 0) has at least one zero with positive real part and solution is
(spectrally) unstable. On this line there is a unique point with Le = Le∗, from
which the Hopf curve emerges. The numerical analysis shows that this Hopf curve
is contained in the strip 0 < F ′(θ∗) < 1g′(µ) . The Hopf curves further narrows
down the region of spectral stability. Only for points in the (Le, F ′(θ∗))-plane
which are below the turning point line and below the Hopf curve, spectral stability
in the one-dimensional setting holds. This analysis, which relies on D(λ, 0), is now
extended to the two-dimensional setting. We first look at D(0, k), where k is the
lateral wave number. We have seen that D(0, k) ∼ a˜k2 as k goes to zero, where
a˜ = 0 defines a curve in the (Le, F ′(θ∗))-plane, see Figures 3.17. For points below
both the turning point line F ′(θ∗) = 1g′(µ) and this new curve, there is a curve λ(k)
in the (real) (k, λ)-plane along which D(λ(k), k) = 0, with λ(0) = λ′(0) = 0,
and, in view of (3.8.25) and the fact that D(λ) > 0 below the turning point line
by Proposition 3.5(iii), λ′′(0) = 0. This relation λ(k) is called the dispersion
relation. Spectral stability requires λ(k) to be negative for all (depending on spatial
domain for y) allowed k2 > 0. Points in the (Le, F ′(θ∗))-plane where D(0, k) = 0
correspond to the possible change of the stability due to λ(k) changing sign as Le
and/or F ′(θ∗) are varied. As k → 0 this curve limits to the curve along which
D(kk) = 12Dkk(0, 0) = 0. This can be shown explicitly once the signs of higher
order terms are known along the curve where Dkk(0, 0) = 0.
The sign of Dλ(0, k) determines how λ(k) crosses zero as we cross the curve
D(0, k) = 0 in the (Le, F ′(θ∗))-plane. For small k, away from the turning point
line F ′(θ∗) = 1g′(µ) , this sign is the same as that of D
(λ) = Dλ(0, 0).
It remains to examine any possible Hopf bifurcations due to lateral perturba-
tions. Thus we look, given k2 > 0, at the curve in the (Le, F ′(θ∗))-plane along
which D(λ, k) has purely imaginary eigenvalues. As k is perturbed away from
zero, this curve appears as a perturbation of the Hopf curve for k = 0, when we
start well away from the turning point line F ′(θ∗) = 1g′(µ) . The perturbed curves
however always end at the curve where D(0, k) = 0. Figure 3.18 shows that, as
k → 0 these curves feature an almost flat horizontal part which limits to the hor-
izontal segment connecting Le = Le∗ to the point where Dkk(0, 0) = 0 on the
turning point line (compare also the limit k = 0 in Figure 3.17).
Summing up, points in the (Le, F ′(θ∗))-plane where spectral stability holds
are characterised as lying below the turning point line F ′(θ∗) = 1g′(µ) , below the
Dkk(0, 0) = 0 line defined in (3.8.25), below the Hopf curve line for D(λ, 0)
as well as being below all D(0, k) = 0 curves and all k-dependent Hopf curves.
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Figure 3.17: Bifurcation diagram for k = 0 in (Le, F ′)-plane: D(kk) = 0 (solid),
Hopf bifurcation (dashed) and turning point (dotted) for µ = 2.09, χ = 2 and
α = 0.3.
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Figure 3.18: Bifurcation diagram for the wave number k = 0.01 in (Le, F ′)-plane:
D(0, k) = 0 (solid) and Hopf bifurcation (dashed) for µ = 2.09, χ = 2 and
α = 0.3.
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Figure 3.19: The curve D(0, k) = 0 and the Hopf curve in (Le, F ′)-plane for
µ = 2.09, χ = 2 and α = 0.3: k = 0.05 (solid), k = 0.1 (long dashed), k = 0.5
(short dashed), k = 1 (dotted), k = 2 (dash-dot).
This can only be determined numerically. In Figure 3.19 we show evidence for the
conclusion above. Taking the bifurcation diagram for k = 0.05 as a reference in
Figure 3.19, one can see that the Hopf curve is firstly moves down (for k = 0.1) and
then moves up (for k = 0.5, 1, 2) with increasing k. This motivates us to study in
detail the changes in the Hopf curve and the curve D(0, k) = 0 due to the changes
in k. The curve D(0, k) = 0 moves up-right with increasing k as indicated in
Figure 3.20. Note that the diagram on the left in Figure 3.20 has smaller (F ′,Le)
ranges. The part of the curve moving to the right decreases the stable parameter
region.
Fixing F ′(θ∗), the diagram on the left in Figure 3.21 shows that for small values
of k, k increasing, the Hopf curve first moves down until it reaches a certain mini-
mum, and then it starts moving up. Finally, k goes to an asymptote as Le→∞, as
shown in the diagram on the right in Figure 3.21. On the other hand, fixing Le, the
diagram on the left in Figure 3.22 shows that as k increases, the Hopf bifurcation
moves down for small values of k but moves up for larger values of k. As illustrated
in diagram on the right of Figure 3.22, this case is different from the previous one,
F ′(θ∗) fixed, as k monotonically increases with F ′(θ∗) for larger values of k. The
moving down Hopf curve narrows the region with stable solutions. Thus a pos-
sible resulting change from spectral stability to spectral instability, due to lateral
perturbation, occurs for relatively small k, rather than for large k.
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Figure 3.20: Bifurcation diagram for D(0, k) = 0 in (Le, F ′)-plane for µ = 2.09,
χ = 2 and α = 0.3. Left diagram: k = 0 (solid), k = 0.05 (dashed) and k = 0.1
(dotted). Right diagram: k = 0.5 (solid), k = 1 (dashed) and k = 2 (dotted).
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Figure 3.21: Hopf bifurcation curves in (Le, k)-plane for F ′ = 7.08, µ = 2.09,
χ = 2 and α = 0.3.
 6.5
 7
 7.5
 8
 8.5
 9
 0  0.2  0.4  0.6  0.8  1
k
F ′
 0
 10
 20
 30
 40
 50
 60
 0  2  4  6  8  10  12
k
F ′
Figure 3.22: Hopf bifurcation curves in (F ′, k)-plane for Le = 2, µ = 2.09, χ = 2
and α = 0.3.
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Figure 3.23: Bifurcation diagram for k = 0 in (Le, F ′)-plane: Dkk(0, 0) = 0
(solid) and Hopf bifurcation (dashed) for µ = 2.09, χ = 1 and α = 0.3.
Next we examine the behaviour of the Hopf curve and the curve D(0, k) = 0 in
the absence of turning points, i.e. g′(µ) < 0. We recall that the curve D(0, k) = 0
approaches the curve D(kk) = 0 in the limit k → 0. Starting from k = 0, Figure
3.23 shows that the values for Le for the line D(kk) = 0 and the Hopf bifurcation
line, tend to two different asymptotes as F ′(θ∗) → ∞. Increasing the value of k
the area between the asymptotic values for Le for D(0, k) = 0 and the Hopf curve
decreases, see Figure 3.24. As depicted in Figures 3.25, increasing the value of k
further, e.g. k = 0.5, we see that the Hopf curve terminates at a point on the curve
D(0, k) = 0.
Finally, we look at a self-intersecting Hopf bifurcation for changing k. As
shown in Figure 3.26, starting from a loop for k = 0, we see that it shrinks as k
increases (on the left of Figure 3.26), and increasing the value of k further the loop
disappears (on the right in Figure 3.26).
86
The two-dimensional problem
 0
 50
 100
 150
 200
 250
 300
 0  1  2  3  4  5
Le
F ′
 0
 50
 100
 150
 200
 250
 300
 0  1  2  3  4  5
Le
F ′
Figure 3.24: Bifurcation diagram for k = 0.01 (left) and k = 0.05 (right) in
(Le, F ′)-plane: D(0, k) = 0 (solid) and Hopf bifurcation (dashed) for µ = 2.09,
χ = 1 and α = 0.3.
 0
 50
 100
 150
 200
 250
 300
 0  1  2  3  4  5
Le
F ′
 0
 10
 20
 30
 40
 50
 0  1  2  3  4  5
Le
F ′
Figure 3.25: Bifurcation diagram for k = 0.1 (left) and k = 0.5 (right) in (Le, F ′)-
plane: D(0, k) = 0 (solid) and Hopf bifurcation (dashed) for µ = 2.09, χ = 1 and
α = 0.3.
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Figure 3.26: Hopf bifurcation curves in (Le, F ′)-plane for α = 0.049, χ = 1 and
µ = 4: Left diagram: k = 0 (solid), k = 0.01 (dashed) and k = 0.02 (dotted);
Right diagram: k = 0.03 (solid), k = 0.05 (dashed) and k = 0.1 (dotted) .
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3.A Appendix: algebraic intermezzo
The expansion of D(λ) involves the roots a1, a2, a3 of (3.1.9), in a way which is
symmetric in a1 and a2. Using the relations between a1, a2, a3, which read (with
3α2 = A)
a1 + a2 + a3 = µ, a1a2 + a2a3 + a3a1 +A+ χ = 0, a1a2a3 +Aµ = 0,
we express all the coefficients as rational functions of a3 only. Since a3 solves a
cubic, all these functions may then be rewritten as quadratics in a3, or as linear
expressions of the form
s(1)a3 + s
(0) +
s(−1)
a3
.
We have
a1,2 =
−a23 + µa3 ± S
2a3
,
where
S2 = (A+ χ) a23 + µ (2A− χ) a3 +Aµ2.
The cubic equation for a3 is equivalent to
1
a3
=
−a23 + µa3 + χ+A
Aµ
. (3.A.1)
In view of (3.4.4) and the similar expansions for b1 and b2, we need analogous
procedure for A1, A2, A3 and B1, B2, B3. Note that, as ak solves (3.1.9) for
k = 1, 2, 3, Ak and Bk simplify as
Ak = µa
2
k + 2 (A+ χ) ak − 3µA, (3.A.2)
Bk =
(
5A− µ2 − χ) a2k − µ (4A+ χ) ak −A (χ− µ2 +A) . (3.A.3)
We identify a cubic polynomials of which the roots are, respectively, A1, A2, A3,
using the expressions for A1+A2+A3, A1A2+A2A3+A3A1, A1A2A3, in which
we eliminate a1,2 and then convert the resulting expressions with a3 in quadratics,
which by standard algebraic considerations, in particular the fundamental theorem
of symmetric functions (polynomials), must be trivial, i.e., be of degree zero in a3.
All this can be done using the above expressions for a1,2 and the inverse of a3. We
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obtain
A1 +A2 +A3 =µ
(
µ2 + 4χ− 5A) ,
A1A2 +A2A3 +A3A1 =− 4A3 + 4
(
2µ2 − 3χ)A2
− 4 (3χ2 + µ4 + 5µ2χ)A− χ2 (4χ− µ2) ,
A1A2A3 =µAC,
where
C = 4A3 + 4
(
3χ− 2µ2)A2 + 4 (3χ2 + µ4 + 5µ2χ)A+ χ2 (4χ+ µ2) > 0,
(3.A.4)
in view of Ai = P ′4(ai) if λ = 0, i.e., A1 > 0, A2 < 0 and A3 < 0.
These relations determine a cubic of which A1, A2, A3 are the roots. The
inverse of A3 may then be expressed as a quadratic in A3 and subsequently also as
a quadratic in a3 or as a linear expression in a3, 1/a3 and 1. This gives
1
A3
=
1
C
((
6A+ 2µ2 + 6χ
)
a3 − µ
(−2A+ 2µ2 + 7χ))
− 4χ
2 + 4µ2A+ 8χA+ µ2χ+ 4A2
Ca3
. (3.A.5)
3.B Appendix: dependence on the wave speed
The Evans function contains
θ′(0+)
F (θ∗)
= −a+ = a3(a1 − µ)(µ− a3)
µ(a1 − a3)(a2 − a3) =
a3
µ
g(µ),
which depends on µ. Below we compute the derivatives of this and other relevant
quantities with respect to the speed µ. We recall that C is defined by (3.A.4).
By the implicit function theorem and the same algebraic methods as before we
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have
C
da3
dµ
=
(−4µA2 + 2µ (2µ2 + 3χ)A+ χ2µ) a3 + 2χA2 + 2χ (3µ2 + 2χ)A
+ 2χ3 +
4µA3 + 2µ
(
χ− 2µ2)A2 − 2µχ2A
a3
,
Cg(µ) = −2µ (χ2 − 2A2 + 2µ2A− χA) a3 + χµ2 (χ− 8A)
− 2µA
(
2χ2 + µ2χ− 2µ2A+ 4χA+ 2A2)
a3
,
Ca+ = µ
(
χ2 − 4A2 + 4µ2A+ 6χA) a3 + 2χ (χ2 + 2χA+A2 + 3µ2A)
− 2µA
(
χ2 − 2A2 + 2µ2A− χA)
a3
,
C2g′(µ) = −32µχA4 − 92χ2µA3 − 4µχ (21χ2 − 8µ4)A2
− 4χ2µ (5χ2 + µ4)A+ 4χ5µ
−
[
8χA4 + 16χ
(
2χ+ 9µ2
)
A3 + 4χ
(
45µ2χ+ 26µ4 + 12χ2
)
A2
+ 4χ2
(
8χ2 − µ4 + 9µ2χ)A+ 8χ5]a3
+
104A4µ2χ+12µ2χ(12µ2+17χ)A3+4µ2χ(2µ4+9µ2χ+24χ2)A2−4Aµ2χ4
a3
.
3.C Appendix: the expansion of the Evans’ function
In this section we use Appendix 3.A to expand F4, Φ and Γ, see (3.3.19), the terms
appearing in the Evans’ function. Writing
F4 = (b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4) = f0 + f1λ+ f2λ2 + · · · , (3.C.1)
and using the methods in Appendix 3.A,
f0 = a2a1 (a1 − a3) (a2 − a3) = −3Aµa3 + 2µ2A+ µA (χ+A)
a3
,
and similarly but slightly more tediously,
f1 =
1
µC
(
f
(1)
1 a3 + f
(0)
1 +
f
(−1)
1
a3
)
,
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where
f
(−1)
1 = −24µ2A4 − 16µ2
(
3χ− 2µ2)A3 − 8µ2 (µ4 + 5µ2χ+ 3χ2)A2,
f
(0)
1 = 32A
4µ+ 8µ
(
13χ− 8µ2)A3 + 4µ (8µ4 + 27µ2χ+ 30χ2)A2
+ 2µχ
(
28χ2 + 6µ4 + 33µ2χ
)
A+ 2µχ3
(
µ2 + 4χ
)
,
f
(1)
1 = −16A4 − 16
(−3µ2 + 4χ)A3 − 4 (13µ2χ+ 24χ2 + 8µ4)A2
− 4χ (5µ4 + 16χ2 + 26µ2χ)A− 16χ4 − 4µ2χ3,
and
f2 =
1
µ3AC2
(
f
(1)
2 a3 + f
(0)
2 +
f
(−1)
2
a3
)
,
where
f
(−1)
2 = −64A8µ2 − 16µ2
(
22χ− 17µ2)A7
− 16µ2 (27µ4 − 19µ2χ+ 48χ2)A6
− 16µ2 (−78µ4χ− 19µ6 + 50χ3 + 30µ2χ2)A5
− 4µ2 (427µ4χ2 + 20µ8 + 180µ6χ+ 80χ4 + 132µ2χ3)A4
+ 2µ2χ
(
µ2 + 4χ
) (
12χ3 + 29µ2χ2 + 70µ4χ+ 16µ6
)
A3
+ 2µ2χ3
(
4χ+ 7µ2
) (
µ2 + 4χ
)2
A2 + 2µ2χ5
(
µ2 + 4χ
)2
A,
f
(0)
2 = −32A7µχ− 32µχ
(
7χ− 2µ2)A6 − 16µχ (9µ4 + 2µ2χ+ 42χ2)A5
− 16µχ (−19µ4χ− 6µ6 + 70χ3 + 49µ2χ2)A4
− 2µχ (193µ4χ2 − 8µ8 − 24µ6χ+ 560χ4 + 768µ2χ3)A3
− 2µχ2 (µ2 + 4χ) (84χ3 + 127µ2χ2 + 89µ4χ+ 16µ6)A2
− µχ4 (14χ+ 15µ2) (µ2 + 4χ)2A− 2µχ6 (µ2 + 4χ)2 ,
f
(1)
2 = 64A
8 + 256
(−µ2 + 2χ)A7 + 16 (−42µ2χ+ 23µ4 + 112χ2)A6
+ 16
(
224χ3 + 32µ2χ2 − 13µ6 − 26µ4χ)A5
+ 4
(−24µ6χ− 39µ4χ2 + 4µ8 + 1120χ4 + 920µ2χ3)A4
+ 4
(
1280µ2χ4 + 672µ4χ3 + 40µ8χ+ 896χ5 + 4µ10 + 197µ6χ2
)
A3
+ 4χ2
(
µ2 + 4χ
) (
112χ3 + 166µ2χ2 + 105µ4χ+ 18µ6
)
A2
+ 32χ4
(
χ+ µ2
) (
µ2 + 4χ
)2
A+ 32µ2χ7 + 4µ4χ6 + 64χ8.
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For the second term in D1(λ), see (3.3.18), we expand
Φ = 2 (b3b4 +A) (b3 + b4 − µ) = β0 + β1λ+ β2λ2 + · · · ,
where
β0 = 2A (−µ+ a3) ,
β1 =
1
µC
(
β
(−1)
1 a3 + β
(0)
1 +
β
(−1)
1
a3
)
,
β2 =
1
µ3AC2
(
β
(−1)
2 a3 + β
(0)
2 +
β
(−1)
2
a3
)
,
with
β
(−1)
1 = 16A
4µ+ 8µ
(−3µ2 + 5χ)A3 + 4µ (2µ4 + 11µ2χ+ 8χ2)A2
+ 2µ
(
µ2 + 4χ
)
χ2A,
β
(0)
1 = −16A4 − 8
(
7χ− 4µ2)A3 − 8 (2µ4 + 9χ2 + 6µ2χ)A2
− 2χ (4µ4 + 23µ2χ+ 20χ2)A− 2µ2χ3 − 8χ4,
β
(1)
1 = −8µA3 − 4µ
(
χ− 2µ2)A2 + 4µχ2A,
and
β
(−1)
2 = −64A8µ− 32µ
(−6µ2 + 13χ)A7 − 32µ (−5µ2χ+ 36χ2 + 6µ4)A6
− 16µ (−4µ6 − 7µ4χ+ 110χ3 + 60µ2χ2)A5
− 4µχ (400χ3 + 24µ6 + 179µ4χ+ 484µ2χ2)A4
− 2µχ (8µ8 + 405µ4χ2 + 664µ2χ3 + 98µ6χ+ 432χ4)A3
− 4µχ3 (µ2 + 4χ) (16χ2 + 17µ2χ+ 3µ4)A2
− 2µχ5 (µ2 + 4χ)2A,
β
(0)
2 = 64A
8 + 32
(
15χ− 8µ2)A7 + 32 (−18µ2χ+ 49χ2 + 12µ4)A6
+ 16
(−11µ4χ+ 36µ2χ2 + 182χ3 − 16µ6)A5
+ 16
(
210χ4 + 4µ8 + 29µ4χ2 + 185µ2χ3 + 14µ6χ
)
A4
+ 2χ
(
1760µ2χ3 + 268µ6χ+ 1232χ4 + 24µ8 + 1021µ4χ2
)
A3
+ 2χ2
(
5χ+ µ2
) (
112χ3 + 160µ2χ2 + 83µ4χ+ 12µ6
)
A2
+ 2χ4
(
µ2 + 4χ
) (
36χ2 + 39µ2χ+ 7µ4
)
A
+ 32χ8 + 16µ2χ7 + 2µ4χ6,
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β
(1)
2 = 64A
7µ+ 32µ
(−6µ2 + 11χ)A6 + 32µ (−µ2χ+ 25χ2 + 6µ4)A5
+ 4µ
(−16µ6 + 187µ2χ2 − 32µ4χ+ 240χ3)A4
+ 4µχ
(
210µ2χ2 + 103µ4χ+ 160χ3 + 16µ6
)
A3
+ 2µχ2
(
134µ2χ2 + 4µ6 + 112χ3 + 43µ4χ
)
A2
+ 2µχ4
(
µ2 + 4χ
)2
A.
For the third term in D1(λ), see (3.3.18),
Γ = −A
(
χ−A+ (b3 − b4)2
)
+ 2 (χ+ λ) (b3b4 +A) + 3b3
2b4
2
= γ0 + γ1λ+ γ2λ
2 + · · · ,
where
γ0 = Aµ
(
−a3 + A
a3
)
,
γ1 =
1
µC
(
γ
(−1)
1 a3 + γ
(0)
1 +
γ
(−1)
1
a3
)
,
γ2 =
1
µ3AC2
(
γ
(−1)
2 a3 + γ
(0)
2 +
γ
(−1)
2
a3
)
,
with
γ
(−1)
1 = −8µ2A4 − 4µ2
(
χ− 2µ2)A3 + 4µ2A2χ2,
γ
(0)
1 = 8A
4µ+ 4µ
(−4µ2 + 5χ)A3 + 4µ (7µ2χ+ 4χ2 + 2µ4)A2
+ 2µχ2
(
µ2 + 2χ
)
A,
γ
(1)
1 = −8A4 − 8
(−3µ2 + 4χ)A3 − 4 (12χ2 + 4µ4 + 9µ2χ)A2
− 4χ (2µ4 + 11µ2χ+ 8χ2)A− 2µ2χ3 − 8χ4,
and
γ
(−1)
2 = −64A8µ2 − 80µ2
(−3µ2 + 5χ)A7 − 16µ2 (21µ4 − 20µ2χ+ 65χ2)A6
− 8µ2 (−26µ6 − 98µ4χ+ 93µ2χ2 + 180χ3)A5
− 16µ2 (3µ8 + 28µ6χ+ 83µ4χ2 + 96µ2χ3 + 70χ4)A4
− 2µ2χ2 (20µ6 + 161µ4χ+ 380µ2χ2 + 232χ3)A3
− µ2χ4 (20χ+ 7µ2) (µ2 + 4χ)A2,
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γ
(0)
2 = 32A
8µ+ 16µ
(
15χ− 8µ2)A7 + 64µ (12χ2 + 3µ4 − 5µ2χ)A6
+ 8µ
(
31µ2χ2 − 12µ4χ+ 170χ3 − 16µ6)A5
+ 8µ
(
16µ6χ+ 4µ8 + 177µ2χ3 + 31µ4χ2 + 180χ4
)
A4
+ 4µχ
(
315µ4χ2 + 12µ8 + 108µ6χ+ 370µ2χ3 + 228χ4
)
A3
+ µχ3
(
243µ4χ+ 320χ3 + 32µ6 + 536µ2χ2
)
A2
+ µχ5
(
12χ+ 5µ2
) (
µ2 + 4χ
)
A,
γ
(1)
2 = 32A
8 + 32
(−3µ2 + 8χ)A7 + 16 (5µ4 − 9µ2χ+ 56χ2)A6
+ 16
(−20µ4χ+ 112χ3 + 45µ2χ2 + µ6)A5
+ 16
(
151µ2χ3 − 3µ8 + 26µ4χ2 + 140χ4 − 15µ6χ)A4
+ 2
(
896χ5 + 995µ4χ3 + 428µ6χ2 + 1472µ2χ4 + 96µ8χ+ 8µ10
)
A3
+ 4χ2
(
µ2 + 4χ
) (
56χ3 + 91µ2χ2 + 60µ4χ+ 10µ6
)
A2
+ χ4
(
16χ+ 17µ2
) (
µ2 + 4χ
)2
A
+ 16µ2χ7 + 32χ8 + 2µ4χ6.
3.C.1 Second order terms of the expansions of D(λ)
Recalling, see (3.4.6),
D
(2)
0 = D˜
(2)
0 +
D¯
(2)
0
Le
, D
(2)
1 = D˜
(2)
1 +
D¯
(2)
1
Le
,
in which the coefficients of Le are simple:
D¯
(2)
0 =
A
µ2
(
3a3 − 2µ− A+ χ
a3
)
, D¯
(2)
1 =
2A (µ− a3)
µ3
.
The other two coefficients are complicated. We have
D˜
(2)
0 =
1
µ2C
(
d˜
(1)
0 a3 + d˜
(0)
0 +
d˜
(−1)
0
a3
)
,
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C given by (3.A.4) and d˜(1,0,−1)0 by
d˜
(1)
0 = −16A4 − 16
(−3µ2 + 4χ)A3 − 4 (13µ2χ+ 24χ2 + 8µ4)A2
− 4χ (5µ4 + 16χ2 + 26µ2χ)A− 16χ4 − 4µ2χ3,
d˜
(0)
0 = 32A
4µ+ 8µ
(
13χ− 8µ2)A3 + 4µ (8µ4 + 27µ2χ+ 30χ2)A2
+ 2µχ
(
28χ2 + 6µ4 + 33µ2χ
)
A+ 2µχ3
(
µ2 + 4χ
)
,
d˜
(−1)
0 = −24µ2A4 − 16µ2
(
3χ− 2µ2)A3 − 8µ2 (µ4 + 5µ2χ+ 3χ2)A2.
Finally,
D˜
(2)
1 =
1
µ3C2
(
d˜
(1)
1 a3 + d˜
(0)
1 +
d˜
(−1)
1
a3
)
,
C given by (3.A.4) and d˜(1,0,−1)1 by
d˜
(1)
1 = 32A
7 + 32
(
7χ− 4µ2)A6 + 96 (−3µ2χ+ 7χ2 + 2µ4)A5
+ 16
(−8µ6 − 9µ4χ+ 9µ2χ2 + 70χ3)A4
+ 8
(
24µ6χ+ 4µ8 + 112µ2χ3 + 31µ4χ2 + 140χ4
)
A3
+ 8χ
(
2µ8 + 84µ4χ2 + 108µ2χ3 + 23µ6χ+ 84χ4
)
A2
+ 2χ3
(
µ2 + 4χ
) (
28χ2 + 29µ2χ+ 4µ4
)
A
+ 2µ4χ5 + 32χ7 + 16χ6µ2,
d˜
(0)
1 = −32A7µ− 16µ
(
15χ− 8µ2)A6 − 192µ (4χ2 + µ4 − µ2χ)A5
− 16µ (−8µ6 − 17µ4χ+ 33µ2χ2 + 85χ3)A4
− 8µ (4µ8 + 180χ4 + 28µ6χ+ 184µ2χ3 + 57µ4χ2)A3
− 8µχ2 (156µ2χ2 + 114χ3 + 104µ4χ+ 17µ6)A2
− µχ4 (320χ2 + 75µ4 + 384µ2χ)A− µχ5 (µ2 + 4χ) (12χ+ µ2) ,
d˜
(−1)
1 = 48χA
6µ2 + 16µ2χ
(
15χ− µ2)A5
+ 16µ2χ
(−7µ4 + 16µ2χ+ 30χ2)A4
+ 16µ2χ
(
5µ6 + 29µ4χ+ 36µ2χ2 + 30χ3
)
A3
+ 16µ2χ3
(
15χ2 + 4µ4 + 20µ2χ
)
A2
+ µ2χ4
(
µ2 + 4χ
) (
12χ+ µ2
)
A.
In view of Appendix 3.B, the terms of the second order term in the expansion
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of D(λ) in a turning point
D(2) = D˜(2) +
D¯(2)
Le
,
are obtained as
D¯(2) =
1
µ3C
(
d¯(1)a3 + d¯
(0) +
d¯(−1)
a3
)
,
where d¯(1,0,−1) are given by
d¯(1) = −8χ3A− 2 (12A+ µ2)Aχ2 − 8A2 (5µ2 + 3A)χ− 8A2 (A− µ2)2,
d¯(0) = 4χ3µA+ 2µ
(
8A+ µ2
)
Aχ2 + 4µA2
(
7µ2 + 5A
)
χ+ 8µA2
(
A− µ2)2,
d¯(−1) = −4χµ2A2 (3χ+ 3A+ µ2) .
In view of d¯(0) > 0, d¯(1) < 0, d¯(−1) < 0, we conclude that D¯(2) > 0.
As for D˜(2), we write
D˜(2) =
1
µ3C2
(
d˜(1)a3 + d˜
(0) +
d˜(−1)
a3
)
,
in which we will use that a3 < −α, where α > 0 is defined by A = α2 (and not
A = 3α2). We have
d˜(−1) = 16χA6µ2 + 80µ2χ
(
χ− 2µ2)A5 + 40µ2χ (−µ2χ+ 4χ2 + 2µ4)A4
+ 8µ2χ
(
8µ6 + 20χ3 + 37µ4χ+ 51µ2χ2
)
A3
+ 8µ2χ2
(
5χ+ µ2
) (
2χ2 + 7µ2χ+ 2µ4
)
A2
+ µ2χ4
(
µ2 + 4χ
)2
A,
d˜(0) = −32A7µ− 16µ (13χ− 8µ2)A6 − 16µ (−7µ2χ+ 36χ2 + 12µ4)A5
− 8µ (−16µ6 − 24µ4χ+ 75µ2χ2 + 110χ3)A4
− 8µ (10µ6χ+ 4µ8 + 150µ2χ3 + 41µ4χ2 + 100χ4)A3
− 16µχ (µ8 + 39µ4χ2 + 50µ2χ3 + 12µ6χ+ 27χ4)A2
− µχ3 (128χ3 + 8µ6 + 192µ2χ2 + 75µ4χ)A− µχ5 (µ2 + 4χ)2 ,
d˜(1) = 2 (χ+A)C2 > 0.
The last term has the right sign. In what follows we establish the negativity of d˜(0)
and then use a3 < −α to obtain the negativity of D˜(2).
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Writing
d˜(0) = −µχ7σ, µ2 = χy, A = χxy,
it follows that
σ =
7∑
n=0
σny
n,
with
σ0 = 16, σ1 = 8 + 128x, σ2 = 1 + 432x
2 + 192x,
σ3 = 25x
(
32x2 + 3 + 32x
)
, σ4 = 8x
(
1 + 110x3 + 150x2 + 78x
)
,
σ5 = 8x
2
(
75x2 + 72x3 + 41x+ 24
)
,
σ6 = 16x
2 (x− 1) (13x3 + 6x2 − 6x− 1) , σ7 = 32x3 (x− 1)4 .
Thus σ > 0 if x ≥ 1. We can also write
σ =
7∑
n=0
ρny
n,
with
ρ0 = (y + 4)
2 , ρ1 = y
(
192y + 75y2 + 128 + 8y3
)
,
ρ2 = 16y
2
(
39y2 + 12y3 + 50y + 27 + y4
)
,
ρ3 = 8y
3
(
41y2 + 10y3 + 150y + 100 + 4y4
)
,
ρ4 = −8y4
(−75y + 24y2 − 110 + 16y3) ,
ρ5 = 16y
5
(
36− 7y + 12y2) , ρ6 = −16y6 (−13 + 8y) , ρ7 = 32y7.
Since
ρ7 > 0, ρ5 − ρ6 = 16y5
(
36− 7y + 12y2) > 0,
and
ρ0 + ρ1 + ρ2 + ρ3 − ρ4 > 952y4 − 80y5 + 288y6 > 0,
it follows that σ > 0 also for 0 ≤ x < 1. Thus d˜(0) < 0 for all values of the
parameters.
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Finally we write, in view of both d˜(1) and d˜(0) being positive, −a3 > α, α2 =
A, and setting x = ξ2, x and y as above,
a3µ
3C2D˜(2) = d˜(1)a23 + (−a3)(−d˜(0)) + d(−1) > d˜(1)α2 − αd˜(0) + d˜(−1)
= d˜(1)α2 +
α
µ
µ2χ7σ + d˜(−1)
= 16χ8ξ (1 + 2ξ) y + 8χ8ξ
(
28ξ3 + 1 + 4ξ + 16ξ2
)
y2
+ χ8ξ
(
1 + 672ξ5 + 432ξ4 + 464ξ3 + 10ξ + 192ξ2
)
y3
+ χ8ξ2
(
75ξ + 442ξ2 + 1 + 1408ξ4 + 800ξ3 + 1120ξ6 + 800ξ5
)
y4
+ 8χ8ξ3
(
204ξ5 + 110ξ6 + 78ξ2 + 19ξ + 150ξ4 + 189ξ3 + 1 + 140ξ7
)
y5
+ 8χ8ξ4
(
59ξ4 + 75ξ5 + 84ξ8 + 79ξ2 + 76ξ6 + 41ξ3 + 24ξ + 2 + 72ξ7
)
y6
+ 16χ8ξ5 (ξ + 1)
(
14ξ6 + 27ξ5 + 30ξ4 + 36ξ3 + 13ξ2 + 7ξ + 1
)
(ξ − 1)2 y7
+ 32χ8ξ7 (ξ − 1)4 (ξ + 1)5 y8 > 0,
so that indeed D˜(2) < 0.
3.D Appendix: expansion of D(λ, k) around λ = k = 0
The expansion of D(λ, k) around λ = k = 0 is of the form
D(λ, k) = D(0) +D(λ)λ+D(kk)k2 + · · ·
The coefficients of λ and k2 depend algebraically on the roots a1, a2 and a3 of the
cubic polynomial for λ = k = 0. It reads
P3(a) = (a−A)(a− µ)− χa,
and has roots a1 > a2 > 0 > a3. Note that we have set 3α2 = A.
The expansion of the b0 is given by
b0 = µLe +
λ
µ
+
k2
µLe
− λ
2
µ3Le
+ · · · ,
while
b3 = −λ
µ
− (A+ χ) k
2
Aµ
+
(A+ χ)λ2
Aµ3
− 2(A+ χ)
2 λ3
A2µ5
+ · · · , (3.D.1)
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which is the root coinciding with 0 when λ = k = 0 in (3.8.19). The other roots
b1, b2 and b4 coincide with, respectively, a1, a2 and a3.
We obtain the negative root b4 as
b4 = a3 +
(
a23 −A
)
λ
A3
−
(
A+ χ− 2a23 + µa3
)
k2
A3
+
(
a23 −A
)
β3λ
2
A33
+ · · · ,
(3.D.2)
where A3 is given by (3.A.2).
Similar to (3.D.2) we can obtain the expansions of positive roots b1 and b2 after
replacing the subscript 3 by, respectively, 1 and 2.
Recalling (3.8.22,3.8.23,3.8.24), we can write
D0(λ, k) = D
(0)
0 +D
(λ)
0 λ+D
(kk)
0 k
2 + · · · ,
D1(λ, k) = D
(0)
1 +D
(λ)
1 λ+D
(kk)
1 k
2 + · · · . (3.D.3)
In Section 3.4 we have shown that
D
(0)
0 = D
(0)
1 = 0,
as a consequence of the fact that the problem is translation invariant and, in view
of the travelling wave depending only on F (θ∗) and not on F ′(θ∗).
The coefficient of λ is already computed in Appendix 3.C. Taking into account
the notational differences, we have
D
(λ)
0 = D
(1)
0 , D
(λ)
1 = D
(1)
1 .
In the following we compute the coefficients of k2, which is Le dependent. We use
the information obtained in Appendix 3.A. In view of (3.D.3) we write
D
(kk)
0 = D˜
(kk)
0 +
D¯
(kk)
0
Le
, D
(kk)
1 = D˜
(kk)
1 +
D¯
(kk)
1
Le
,
in which the coefficients of 1Le are simple. First we look at sign of D¯
(kk)
0
D¯
(kk)
0 = A
(
−3a3 + 2µ+ A+ χ
a3
)
= A(−2a3 + µ+ Aµ
a23
) > 0,
while
D¯
(kk)
1 =
2A (a3 − µ)
µ
< 0.
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Finally we look at the Le independent coefficients,
D˜
(kk)
0 = 0.
The other coefficient D˜(kk)1 is rather complicated. We write it as
D˜
(kk)
1 =
1
µC
(
κ˜(1)a3 + κ˜
(0) +
κ˜(−1)
a3
)
,
where C is given by (3.A.4), and κ˜(1,0,−1)1 are
κ˜(1) = −2(χ+A)C
κ˜(0) = 8A4µ+ 4µ
(−4µ2 + 7χ)A3 + 4µ (6µ2χ+ 9χ2 + 2µ4)A2
+ µχ
(
23µ2χ+ 4µ4 + 20χ2
)
A+ µχ3
(
µ2 + 4χ
)
,
κ˜(−1) = −4A3χµ2 − 4µ2χ (2χ+ µ2)A2 − µ2χ2 (µ2 + 4χ)A.
The first term κ˜(1) has a negative sign. In the following we show the positivity of
κ˜
(0)
1 and the negativity of κ˜(−1).
Writing
µ2 = xy, A = χxy,
it follows that
κ˜(0)
µχ4
= 4 + 8x2 (x− 1)2 y4 + 4x (7x2 + 1 + 6x) y3
+ x (23 + 36x) y2 + (20x+ 1) y > 0,
κ˜(−1)
χ4
= −8− 8x2 (x− 1)2 y4 − 8x (3x+ 1 + 4x2) y3
− 6x (8x+ 7) y2 − 2 (16x+ 1) y < 0.
Thus D˜(kk)1 > 0.
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Chapter 4
Evans’ function for travelling
waves using the wedge product
4.1 Introduction
In this paper we study the stability of travelling wave solutions of a reaction-
diffusion-radiation model, describing a radiative flame propagating in gaseous mix-
tures of fuel and dust. The propagating flame front is modeled by a free boundary.
The region where the reaction takes place is assumed to be confined to an infinites-
imally narrow reaction zone. This reaction zone separates the fresh region, where
the fuel mass fraction is greater than zero, from the burnt region, where the fuel
mass fraction is identically zero. The presence of dust results in thermal radiation
which enhances the reaction. We assume the radiation field is governed by the
Eddington equation
−∇(∇ ·Q) + 3α2Q = −α∇Θ4, (4.1.1)
where Q is the radiative flux, Θ is the temperature, and α is the opacity of the
medium. The temperature appears in (4.1.1) with power 4 due to the fact that
the radiation is modeled by black body radiation. To overcome the complexity of
the vector equation (4.1.1), we work with the equation for the divergence of the
radiative flux Ψ = ∇ ·Q:
−△Ψ+ 3α2Ψ = −α△Θ4.
The radiative free boundary model, see e.g. [6, 39], is formulated for the mass
fraction Y (x, y, t) and the temperature Θ(x, y, t) which are coupled to the diver-
gence of the radiative flux Ψ(x, y, t), all as functions of space (x, y) and time t,
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and for the flame front x = s(y, t). The equations in nondimensional form are then
written in two spatial dimensions as
Yt =
1
Le
△Y x < s(y, t), (4.1.2)
Θt = △Θ− βΨ x 6= s(y, t), (4.1.3)
0 = △Ψ− 3α2Ψ− α△Θn x 6= s(y, t). (4.1.4)
The fuel is absent in the burnt region, i.e Y (x, y, t) ≡ 0 for x ≥ s(y, t). The
first equation (4.1.2) contains Le, the Lewis number, which is the ratio between the
diffusivities of Θ and Y . Equation (4.1.3) contains the divergence of the thermal
flux as well as the divergence of the radiative flux. The latter appears with a co-
efficient β, called the Boltzmann number, which measures the ratio between the
radiative and the diffusive flux. Note that in (4.1.4) we choose the nonlinearity of
Θ to contain the general parameter n ≥ 1, the reason for which will be explained
shortly. Next, we rescale the divergence of the radiative flux Ψ by β, which results
in moving β to equation (4.1.7). It is convenient to put αβ = χ. Since our goal
is to study the stability of travelling waves, we adopt the co-moving frame, with
speed µ, and the governing equation then read
Yt =
1
Le
△Y − µYx x < s(y, t), (4.1.5)
Θt = △Θ− µΘx −Ψ x 6= s(y, t), (4.1.6)
0 = △Ψ− 3α2Ψ− χ△Θn x 6= s(y, t). (4.1.7)
The jump conditions at the free boundary x = s(y, t) are [10, 24, 41]
[Y ] = [Θ] = 0,
[Ψ] = 0,
1
Le
[
∂Y
∂n
]
= −
[
∂Θ
∂n
]
= F (Θ),[
∂Ψ
∂n
]
= χ
[
∂Θn
∂n
]
. (4.1.8)
The square brackets denote the jump across the free boundary, n denotes the out-
ward normal to the surface s = (y, t) and F (Θ) is the reaction. The jump condi-
tions state that the reaction rate F (Θ) is proportional to the mass flux going into the
flame, which in turn balances the heat flux coming out of the flame. We consider
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solutions which satisfy
Y → y−; Θ→ θ−; Ψ→ 0 as x→ −∞,
Θ→ θ+; Ψ→ 0 as x→ +∞, (4.1.9)
where y− is the amount of fuel in the fresh region far ahead of the flame front, and
θ− and θ+ are the temperatures far ahead and behind the flame front, respectively.
The existence of travelling wave solutions of the described model was proved
in [6] under the (necessary) condition that θ+ = θ− + y−. An extensive analyti-
cal study of the stability of travelling waves for the “linear” problem (n = 1) was
done using the Evans’ function [41]. Here we continue with the analysis for the
nonlinear radiation model, in particular we are interested in the physical problem
(n = 4), and we turn from analytic considerations towards numerical computa-
tions. We adopt the linearisation techniques from [4, 39, 41] to formulate a lin-
earised problem, which we analyse (also) by means of an Evans’ function D(λ, k),
where k > 0 is the lateral wave number, k = 0 corresponding to one-dimensional
perturbations. The Evans’ function takes the form
D(λ, k) = D0(λ, k) + F ′(θ∗)D1(λ, k).
Eigenvalues of the problem correspond to zeros ofD(λ, k). To obtain an expression
for D(λ, k), we extend the work [2] and use the wedges formulation to define two-
dimensional spaces of bounded solutions of the equations corresponding to Θ and
Ψ in the eigenvalue problem, on the left and on the right of the free boundary, which
have to be treated differently for the nonlinear problem (n = 4) compared to the
linear one. For n = 1 we compare this Evans’ function, constructed via the wedge
product formulation, with the Evans’ function that was derived previously in [40].
For n = 4 we have to resort to numerical computations, which we perform using
the continuation software Auto [17] for ordinary differential equations. We derive
all the formulas for general n in order to make a numerical continuation from n = 1
(analytical solutions) to n = 4.
4.2 The eigenvalue problem
In this section we linearise the free boundary problem posed in a co-moving frame,
i.e. (4.1.5,4.1.6,4.1.7,4.1.8), around a steady state (corresponding to a travelling
wave solution in the original variables). We use the linearisation method developed
in [8] and applied in [4]. Denoting the travelling wave solution by their lower
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case correspondence (y(x), θ(x), ψ(x)), where x is the spatial variable in the co-
moving (with speed µ) frame, the linearisation procedure fixes the free boundary
using xˆ = x− s(t) as new spatial variable. We introduce U(xˆ, y, t), V (xˆ, y, t) and
W (xˆ, y, t) via
Y (x, y, t) = y(xˆ) + s(y, t)y′(xˆ) + U(xˆ, y, t),
Θ(x, y, t) = θ(xˆ) + s(y, t)θ′(xˆ) + V (xˆ, y, t),
Ψ(x, y, t) = ψ(xˆ) + s(y, t)ψ′(xˆ) +W (xˆ, y, t).
As we linearise around a steady state with s(y, t) = 0, the quantities U(xˆ, y, t),
V (xˆ, y, t), W (xˆ, y, t), and s(y, t) are all assumed to be small.
The linear system for the perturbations U(xˆ, y, t), V (xˆ, y, t) and W (xˆ, y, t) is
obtained as (after dropping the hats)
Ut =
1
Le
△U − µUx x < 0, (4.2.1)
Vt = △V − µVx −W x 6= 0, (4.2.2)
0 = △W − 3α2W − χn△(θn−1(x)V ) x 6= 0. (4.2.3)
Notice that U ≡ 0 for x ≥ 0. To reduce the dimensionality of the linearised system,
we substitute
(U(x, y, t), V (x, y, t),W (x, y, t)) = (U(x, t), V (x, t),W (x, t)) exp (iky)
in (4.2.1,4.2.2,4.2.3), where k is the lateral wave number. The reduced system reads
Ut =
1
Le
(Uxx − k2U)− µUx x < 0, (4.2.4)
Vt = Vxx − k2V − µVx −W x 6= 0, (4.2.5)
0 = Wxx − (3α2 + k2)W − χn(θn−1V )xx + χnθn−1k2V x 6= 0. (4.2.6)
After fixing the flame front there are no jumps in Y , Θ, Ψ and their derivatives
along the transversal direction y. The linearised jump conditions at x = 0 are,
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see [41],
[V ] = − 1
Le
[U ], (4.2.7)
[Vx] = µ(1− Le)[V ]− 1
Le
[Ux], (4.2.8)
[W ] = χnθ∗n−1[V ], (4.2.9)
[Wx] = χnθ
∗n−1[Vx]
+χn(n− 1)θ∗n−2
(
(θ′(0+) + θ′(0+))[V ] +
F (θ∗)
F ′(θ∗)
[Vx − µV ]
)
, (4.2.10)
[Vx] = µ[V ] +
F ′(θ∗)
F (θ∗)
(θ′(0+)V (0−)− θ′(0−)V (0+)), (4.2.11)
where θ∗ is the flame temperature at the flame front of the travelling wave. The
square brackets denote the jumps at the origin.
Substituting (U(x, t), V (x, t),W (x, t)) = (U(x), V (x),W (x)) exp(λt), the
eigenvalue problem for the linearised problem (4.2.4,4.2.5,4.2.6) can be written as
U ′′ = µLeU ′ + (λLe + k2)U x < 0,
(4.2.12)
V ′′ = µV ′ + (λ+ k2)V +W x 6= 0,
(4.2.13)
W ′′ = (3α2 + k2 + χγ)W + χ(λγ + γ′′)V + χ(2γ′ + µγ)V ′ x 6= 0,
(4.2.14)
where λ ∈ C, γ(x) = nθ(x)n−1, with the jump conditions (4.2.7)-(4.2.11). We
have used (4.2.13) to simplify (4.2.14).
We are looking for well behaved eigenfunctions, namely, eigenfunctions that
vanish as x goes to infinity. In particular they must be bounded. We find the
eigenfunctions by integrating the eigenvalue problem (4.2.12)-(4.2.14) from x =
−∞ up to x = 0, and from x = ∞ down to x = 0. Then imposing the jump
conditions at x = 0 leads to an expression of the Evans’ function.
Equation (4.2.12) decouples from the system and is explicitly solved as
U(x) = C0e
b0x, x < 0, (4.2.15)
where C0 is a constant and
b0 =
µLe +
√
µ2Le2 + 4(λLe + k2)
2
. (4.2.16)
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The remaining coupled equations, (4.2.13) and (4.2.14), define a linear system of
differential equations in C4. Writing
u =


u1
u2
u3
u4

 =


V
V ′
W
W ′

 ,
equations (4.2.13) and (4.2.14) can be written as
u
′ = A(x, λ)u, x 6= 0, u ∈ C4, λ ∈ C, (4.2.17)
with A(x, λ) ∈ C4×4 given by
A(x, λ) =


0 1 0 0
λ+ k2 µ 1 0
0 0 0 1
H1(x) H2(x) H3(x) 0

 , (4.2.18)
where, with γ(x) = nθ(x)n−1,
H1(x) = χ(λγ(x) + γ
′′(x)),
H2(x) = χ(2γ
′(x) + µγ(x)),
H3(x) = 3α
2 + k2 + χγ(x).
Using (4.2.15), the jump conditions at the origin in terms of the components of u
read
[u1] =
C0
Le
, (4.2.19)
[u2] = C0
{
µ
(
1
Le
− 1
2
)
+Ω
}
, (4.2.20)
[u3] = C0
{
nχθ∗n−1
Le
}
, (4.2.21)
[u4] = C0
{
χnθ∗n−1
(
µ
(
1
Le
− 1
2
)
+Ω
)
+χn(n− 1)θ∗n−2
(
θ′(0+) + θ′(0+)
Le
+
F (θ∗)
F ′(θ∗)
(
Ω− µ
2
))}
, (4.2.22)
F ′(θ∗)(a−u1(0+) + a+u1(0−)) = C0
{µ
2
− Ω
}
, (4.2.23)
where Ω =
√
µ2
4 +
λ
Le +
k2
Le2
, a+ = −θ
′(0+)
F (θ∗) and a
− = θ
′(0−)
F (θ∗) .
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4.3 Asymptotic behaviour at infinity
The asymptotic behaviour at infinity will define two-dimensional subspaces of so-
lutions, as we will see shortly, hence solving (4.2.17) numerically will require nu-
merical integration of two-dimensional subspaces.
In the limits x→ ±∞, the matrix A(x, λ) is constant, i.e. independent on x:
lim
x→±∞A(x, λ) = A±(λ), λ ∈ C, (4.3.1)
where
A±(λ) =


0 1 0 0
λ+ k2 µ 1 0
0 0 0 1
χλγ± χµγ± 3α2 + k2 + χγ± 0

 , (4.3.2)
where γ− = n(θ−)n−1 and γ+ = n(θ+)n−1.
The eigenvalues of A−(λ) are given by the roots of the fourth order polynomial
W−(b) = (b2 − 3α2 − k2)(b2 − µb− λ− k2)− γ−χb2 + χk2. (4.3.3)
For real positive λ and χ = 0, the polynomial (4.3.3) has two positive and two
negative roots. For λ and χ both positive, one can see that this remains true, and
that all roots are simple. Thus the subspace of the bounded solutions of (4.2.17)
as x → −∞ is two-dimensional. We denote the positive roots of (4.3.3) by b1 >
b2 > 0.
Similarly, the eigenvalues of A+(λ) are given by the roots of the fourth order
polynomial
W+(b) = (b
2 − 3α2 − k2)(b2 − µb− λ− k2)− γ+χb2 + χk2, (4.3.4)
which again has two positive and two negative simple roots for χ and λ both pos-
itive. This implies that the subspace of bounded solutions as x → +∞ is also
two-dimensional. We denote the negative roots of (4.3.4) by 0 > b3 > b4.
We extend these exponents, and later also the solutions, to a maximal open set
in the complex plane. Considering (4.3.3), from the theory of ordinary differential
equations (cf. [16]) we know that only the solution corresponding to the eigen-
value with the largest positive real part, i.e. b1, can be identified (and uniquely
constructed) as an analytic function of λ. To overcome this problem we define an
extended system of equations, such that its eigenvalues are the sums of all pairs of
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eigenvalues of A−(λ). As we will explain in Section 4.5, this induced system has a
unique simple eigenvalue with largest positive real part. The associated eigenvector
corresponds to the two-dimensional subspace of bounded solutions spanned by the
solutions u′ = A−u that decay as x→ −∞. This gives, see [2], a well-defined de-
scription of the bounded solutions of the linear, non-autonomous, problem (4.2.17)
for x < 0. The case x > 0, i.e. (4.3.4), is treated similarly.
4.4 Construction of the subspaces of the bounded solu-
tions
To define two-dimensional subspaces that are spanned by the bounded solutions
of (4.2.17) on the left and on the right we follow the approach in [2] and use the
wedge product. For solutions u1 and u2 of (4.2.17) we write
u1 =
4∑
i=1
ui1ei, u2 =
4∑
j=1
uj2ej ,
where e1, . . . , e4 is an orthonormal basis for C4. The wedge product, ∧, of u1 and
u2 defines a 2-form, represented by w ∈ C6, given by
w = u1 ∧ u2 (4.4.1)
=
∑
1≤i<j≤4
(ui1u
j
2 − uj1ui2)ei ∧ ej =
∑
1≤i<j≤4
wijei ∧ ej .
We use the letter w both for the 2-form and for the vector w ∈ C6
The derivative of the product of u1 and u2 satisfies
d
dx
(u1 ∧ u2) =
4∑
i,j=1
(
dui1
dx
uj2 + u
i
1
duj2
dx
)
ei ∧ ej .
Using (4.2.17) and writing A(x, λ) =∑4i,k=1 aik we then obtain
d
dx
(u1 ∧ u2) =
4∑
i,j,k=1
(aiku
k
1u
j
2 + u
i
1a
j
ku
k
2)ei ∧ ej ,
= Au1 ∧ u2 + u1 ∧Au2 def= A(2)u1 ∧ u2, (4.4.2)
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where A(2)(λ, x) ∈ C6×6. The components of A(2)(λ, x) are computed via
A(2)ei ∧ ej = Aei ∧ ej + ei ∧Aej
=
4∑
k=1
aki ek ∧ ej + akjei ∧ ek, 1 ≤ i < j ≤ 4. (4.4.3)
The upshot of [2] is that we cannot define u1 and u2 as two linearly independent
bounded solutions as x→ −∞, satisfying
lim
x→−∞u1(x, λ)e
−b1x = ζ1; lim
x→−∞u2(x, λ)e
−b2x = ζ2, (4.4.4)
where ζ1 and ζ2 are eigenvectors corresponding, respectively, to the positive roots
b1 and b2 of (4.3.3), in such way that u1 and u2 depend analytically on λ. Likewise,
we cannot define u3 and u4 as two linearly independent bounded solutions with,
as x→ +∞,
lim
x→+∞u3(x, λ)e
−b3x = ζ3; lim
x→+∞u4(x, λ)e
−b4x = ζ4, (4.4.5)
where ζ3 and ζ4 are eigenvectors correspond to the negative roots b3 and b4 of
(4.3.4).
However, we can define the two-dimensional subspaces of bounded solutions
(for x < 0 and x > 0)
w− = u1 ∧ u2 and w+ = u3 ∧ u4.
in which w− and w+ depend analytically on λ.
Denoting
w(x) =
{
w−(x) if x < 0,
w+(x) if x > 0,
(4.4.6)
by (4.4.2), the 2-form w satisfies
w
′ = A(2)(x, λ)w, x 6= 0 w ∈ C6, (4.4.7)
where the matrix A(2)(x, λ) is given by (using (4.4.3))
A(2)(x, λ) =


µ 1 0 0 0 0
0 0 1 1 0 0
H2(x) H3(x) 0 0 1 0
0 λ+ k2 0 µ 1 0
−H1(x) 0 λ+ k2 H3(x) µ 1
0 −H1(x) 0 −H2(x) 0 0


. (4.4.8)
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4.5 The limit conditions at infinity
In the previous section we introduced the alternative system (4.4.7) that uses the
wedge product to define subspaces of bounded solutions in order to avoid the ob-
structions of computing the solutions of the original system (4.2.17). In this section,
we discuss the numerical strategy to compute the solutions of (4.4.7).
At infinity the matrix A(2)(x, λ) is constant
lim
x→±∞A
(2)(x, λ) = A
(2)
± (λ), λ ∈ C6. (4.5.1)
The definition A(2)w− = Au1 ∧ u2 + u1 ∧ Au2 implies that the six eigenvalues
of A(2)− (λ) are the sums of pairs of eigenvalues of A−(λ). Thus the eigenvalue of
A
(2)
− (λ) with the largest positive real part is given by
σ− = b1 + b2,
where b1 and b2 are the positive roots of (4.3.3). Similarly, the eigenvalue of
A
(2)
+ (λ) with the smallest negative real part is given by
σ+ = b3 + b4,
where b3 and b4 are the negative roots of (4.3.4). The eigenvalues σ− and σ+ can
also be obtained directly from A(2)± (λ). They represent the decay rates of the entire
two-dimensional subspace of bounded solutions as x → ±∞. Note that b1, b2, b3
and b4 are analytic functions of (eigenvalues) λ, and therefore this also holds for
both σ− and σ+, as long as they are, respectively, maximal and minimal, in terms
of their real parts.
Let η± be eigenvectors associated with σ±, and let the solutions w− and w+
of (4.4.7) satisfy
lim
x→−∞w−(x, λ)e
−σ−x = η−; lim
x→−∞w+(x, λ)e
−σ+x = η+. (4.5.2)
These solutions can be defined as analytic functions of λ, under the restriction
above, see [2]. To compute w− and w+ numerically we approximate the infinite
domain of x by the finite domain [L−, L+], and then we integrate (4.4.7) from
x = L− up to x = 0 and from x = L+ down to x = 0, using the eigenvectors
η± as starting solutions. To “normalize” the eigenvectors (starting solutions) we
choose the first coordinate of η± identically equal to 1.
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One can see that at large values ofL±, the values w±(L±) = ξ±eσ
±L± become
very small, and thus very hard to resolve numerically. To solve this problem we
scale w± by e−σ
±x
. Thus the system we have to solve for w˜±(x) = w±(x)e−σ
±x
becomes
w˜
′ = (A(2)(x, λ)− σ±I6)w˜ x 6= 0, (4.5.3)
where I6 is 6× 6 the identity matrix.
4.6 Evans’ function
In Sections 4.4 and 4.5 we defined the two-dimensional subspaces w− for x < 0,
and w+ for x > 0, which solve (4.4.7). In this section we apply the jump conditions
(4.2.19)−(4.2.23) at x = 0. This leads to an expression of to the Evans’ function
D(λ, k), which is an analytic function of λ in this setting, and its zeros correspond
to eigenvalues of (4.2.17).
In the standard application to reaction diffusion equations [2], there are no jump
conditions, i.e., the solutions, w− and w+ connect smoothly at x = 0 in order to
obtain an eigenvalue λ. In this case the Evans’ function is just a measure of w−
and w+ intersecting nontrivially at the origin, and one asks for a solution u in
the intersection w− ∩ w+ of the two planes, which implies that w− ∧ w+ = 0.
Denoting
w− =
∑
i<j
wij−ei ∧ ej , w+ =
∑
i<j
wij+ei ∧ ej i, j = 1, . . . , 6,
this condition reads
D(λ, k) = w+ ∧w− = 0
= w12− w
34
+ − w13− w24+ + w14− w23+ + w23− w14+ − w24− w13+ + w34− w12+ .
(4.6.1)
However, this is not the Evans’ function we need, because we still have to take
(4.2.12) into account, as well as the fact that we are dealing with jump conditions
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(4.2.19)-(4.2.23) in x = 0. Let us define the vector q as
q =


q1
q2
q3
q4
q5

=


1
Le
µ( 1Le − 12) +
√
µ2
4 +
λ
Le +
k2
Le2
χnθ∗n−1
Le
χnθ∗n−1q2 + χn(n− 1)θ∗n−2
(
θ′(0+)+θ′(0−)
Le +
F
F ′ (q
2 − µLe)
)
µ
2 −
√
µ2
4 +
λ
Le +
k2
Le2


.
(4.6.2)
Thus q contains the coefficients of C0 in (4.2.19)-(4.2.23). Given four linearly
independent solutions of (4.2.17), u1 and u2 for x < 0 and u3 and u4 for x > 0,
the jump conditions (4.2.19)-(4.2.23) lead to the linear system:

−u11 −u12 u13 u14 −q1
−u21 −u22 u23 u24 −q2
−u31 −u32 u33 u34 −q3
−u41 −u42 u43 u44 −q4
a+F ′u11 a
+F ′u12 a
−F ′u13 a
−F ′u14 −q5




C1
C2
C3
C4
C0

 = 0, (4.6.3)
for the following to be an eigenfunction of the linearised problem:
U(x) = C0e
b0x; V (x) = C1u
1
1 + C2u
1
2; W (x) = C1u
3
1 + C2u
3
2 for x < 0,
V (x) = C3u
1
3 + C4u
1
4; W (x) = C3u
3
3 + C4u
3
4 for x > 0.
For (4.6.3) to have a nontrivial solution its determinant has to be zero, which gives
an expression for the Evans’ function of the form
Dw(λ) = D
0
w(λ) + F
′(θ∗)D1w(λ), (4.6.4)
where the subscript w is used to distinguish the wedge formulation Evans function
form the “direct” Evans’ function that can be constructed for n = 1 only, see [41]
and Section 4.7. Here the two component D0w and D1w are given by
D0w(λ, k) = −q5s
D1w(λ, k) = a
+s1+ − a−s1−,
and
s = det(u1, u2, u3, u4)
s1+ = u
1
1 det(q, u2, u3, u4) + u
1
2 det(u1, q, u3, u4),
s1− = u
1
3 det(u1, u2, q, u4) + u
1
4 det(u1, u2, u3, q).
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Since we do not have u1,u2,u3,u4 at our disposal, but only w− and w+, we
next rewrite the above ingredients of the Evans’ function in terms of w− and w+.
Notation 4.1. Consider the permutations for i = (i1, i2, i3, i4). We define a func-
tion δ(i) such that δ(i) = 1 if i1 < i2 < i3 < i4, and the function δ(i) is anti-
symmetric in exchanging adjacent variables, which means that each adjacent swap
changes the sign.
Denoting the indices for i by il, l = 1, . . . , 4, and using notation 4.1, we can
write
s = det(u1, u2, u3, u4) =
4∑
il=1
δ(i)ui11 u
i2
2 u
i3
3 u
i4
4 .
=
∑
i1<i2,i3<i4
δ(i)(ui11 u
i2
2 − ui21 ui12 )(ui33 ui44 − ui43 ui34 ),
=
∑
i1<i2,i3<i4
δ(i)wi1i2− w
i3i4
+
= w12− w
34
+ − w13− w24+ + w14− w23+
+ w23− w
14
+ − w24− w13+ + w34− w12+ . (4.6.5)
Using the same notation we compute s− as
s+ =
4∑
il,k=1
δ(i)qi1ui22 u
i3
3 u
i4
4 u
k
1ek + δ(i)u
i1
1 q
i2ui33 u
i4
4 u
k
2ek,
=
∑
δ(i)qi1ui33 u
i4
4 (u
k
1u
i2
2 − uk2ui21 )ek,
=
∑
i3<i4
δ(i)qi1(ui33 u
i4
4 − ui43 ui34 )(uk1ui22 − uk2ui21 )ek,
=
∑
k<i2,i3<i4
δ(i)qi1wi3i4+ w
ki2− ek.
Similarly we find
s− =
∑
i1<i2
δ(i)qi3(ui11 u
i2
2 − ui21 ui12 )(uk3ui44 − uk4ui43 )ek,
=
∑
i1<i2,k<i4
δ(i)qi3wi1i2− w
ki4
+ ek.
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However, we only need to compute the first component of s− and s+, i.e., k = 1 in
the above expressions:
s1+ = q
1(w12− w
34
+ − w13− w24+ + w14− w23+ ) + q2(w13− w14+ − w14− w13+ )
+ q3(w14− w
12
+ − w12− w14+ ) + q4(w12− w13+ − w13− w12+ ), (4.6.6)
s1− = q
1(w34− w
12
+ − w24− w13+ + w23− w14+ ) + q2(w14− w13+ − w13− w14+ )
+ q3(w12− w
14
+ − w14− w12+ ) + q4(w13− w12+ − w12− w13+ ). (4.6.7)
4.7 Comparison between Dw(λ, k) and the Evans’ func-
tion for the linear problem
For linear case n = 1 in (4.5.3), we compare the obtained Evans’ functionDw(λ, k)
with the one that was derived previously in [41] for the linear problem. Putting
n = 1 yields γ− = γ+ = 1, hence
A = A− = A+ =


0 1 0 0
λ+ k2 µ 1 0
0 0 0 1
χλ χµ 3α2 + χ+ k2 0

 . (4.7.1)
The eigenvalues of (4.7.1) are then given by the zeros of the fourth order polynomial
P4 = (b
2 − 3α2 − k2)(b2 − µb− λ− k2)− χ(b2 − k2), (4.7.2)
which has the roots b1 > b2 > 0 > b3 > b4 for k > 0 small and both χ and λ ∈ R
positive. Similarly, we have that A(2)− = A
(2)
+ = A
(2)
. Therefore, the eigenvalue of
A(2) with the largest positive real part and the one with the smallest negative part
are
σ− = b1 + b2; σ+ = b3 + b4.
The Evans’ function that has been derived formerly in [41] was written as
D(λ, k) = D0(λ, k) + F
′(θ∗)D1(λ, k), (4.7.3)
where
D0(λ, k) = (b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)(b0 − µLe),
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and
D1(λ, k) =
1
2
(a− − a+)(b1 − b3)(b1 − b4)(b2 − b3)(b2 − b4)
− 2(b1 + b2)(b3b4 + 3α2 + k2)(b0 − µ(Le− 1))
+
1
2
(3α2 + χ+ λ+ 2k2)(b1b2 − b3b4)
− 1
2
b1b2(b
2
3 + b
2
4) +
1
2
b3b4(b
2
1 + b
2
2)
+ (3α2 + k2)(b21 + b1b2 + b
2
2 − b23 − b3b4 − b24),
with a+ = −θ
′(0+)
F (θ∗) , a
− = θ
′(0−)
F (θ∗) and b0 given by (4.2.16).
To simplify the above expression for D1(λ, k), the following relations between
the roots and coefficients of (4.7.2) were used:
b1b2 + b1b3 + b1b4 + b2b3 + b2b4 + b3b4 = −(3α2 + χ+ λ+ 2k2), (4.7.4)
b1b2b3 + b1b2b4 + b1b3b4 + b2b3b4 = −µ(3α2 + k2). (4.7.5)
When we calculate the components of w± in term of b1, b2, b3, b4, we find that
D0w(λ, k) =
3α2(b1−b3)(b1−b4)(b2−b3)(b2−b4)(b1+b2)(b3+b4)(b1+b2−b3−b4)2
Le ,
and hence
Dratio =
D0w
D0
=
3α2(b1 + b2)(b3 + b4)(b1 + b2 − b3 − b4)2
Le
6= 0,
(positive if λ > 0).
Using (4.7.4), (4.7.5), and the relations
b1 + b2 + b3 + b4 = µ,
b1b2b3b4 = (3α
2 + k2)(λ+ k2)− χk2,
as well as the fact that a+ + a− = 1, we find that DratioD1(λ, k) −D1w(λ, k) = 0
as expected, i.e., for n = 1 Dw(λ, k) is a multiple of D(λ, k) indeed.
4.8 Numerical results
After constructing the Evans’ function for general parameter (nonlinearity) n, we
are able to compare the numerical results for the Evans’ function for n = 4 to the
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analytical results (for n = 1) that we have obtained in [40]. As we mentioned
earlier, the numerical calculation are performed using Auto [17].
For our calculation the reaction rate is given by an Arrhenius law:
F (θ∗) = exp
(
1
ε
(
1
θc
− 1
θ∗
))
,
where ε is the inverse activation energy and θc is the characteristic temperature.
As we consider the problem for n = 1 as a linearisation of the problem for
n = 4, we have to take different values of χ for both cases. We choose the burnt
temperature θ+ to be the reference temperature. Hence, linearising χθ4 around
θ = θ+, with θ+ = 1 in our numerics, we take the values of χ for n = 1 four times
as large as the values of χ for n = 4.
4.8.1 Evans’ function for the one-dimensional problem
In this subsection we show pictures for the one-dimensional problem (k = 0).
In particular, we compare the bifurcation diagram of the Evans’ function in the
(Le, F ′) parameter plane (see [41]) for n = 1 and n = 4. We choose the values
of the parameters such that the resulting bifurcation diagrams show the different
possible structures found in [41].
Figure 4.1 shows the Hopf bifurcation curve for travelling waves for which
there is the possibility of a vertical turning point, while Figure 4.2 shows the case
where there is no vertical turning point. In Figure 4.3 we plot Hopf curves for
values of the parameters in which they appear with self-intersections. From the
Figures 4.1, 4.2, 4.3, and as we discuss next, for both the linear case n = 1 and the
nonlinear case n = 4, the obtained stability diagrams differ quantitatively, but not
qualitatively.
For both n = 1 and n = 4, stable solutions are only found in the region lying
below both the Hopf curve and the turning point line. In the region between the
turning point line and the Hopf curve (or above the Hopf curve if there is no turning
point), there are at least two eigenvalues with positive real part. Above the turning
point there is always a real positive eigenvalue.
4.8.2 Evans’ function for the two-dimensional problem
Finally, we compare the Evans’ function for the two-dimensional problem, i.e. in-
cluding k > 0, for n = 1 and n = 4. We show pictures of the Hopf bifurcation
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Figure 4.1: Bifurcation diagrams in the (Le, F ′)-plane: Hopf bifurcation for n = 4
(solid), Hopf bifurcation for n = 1 (dashed), vertical turning point (dotted). Values
of parameters: α = 0.3, θ+ = 1, θ− = 0.5, χ = 4 (n = 1) and χ = 1 (n = 4).
Flame speed µ = 2.09.
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Figure 4.2: Hopf bifurcation curves in the (Le, F ′)-plane: for n = 4 solid and for
n = 1 dashed, with parameter values α = 0.3, θ+ = 1, θ− = 0.5, χ = 1 (n = 1)
and χ = 0.25 (n = 4) and flame speed µ = 2.09.
117
Evans’ function for travelling waves using the wedge product
 16
 18
 20
 22
 24
 26
 28
 0  1  2  3  4  5  6  7  8
Le
F ′
Figure 4.3: The Hopf bifurcation curves in the (Le, F ′)-plane: for n = 1, χ =
1.146, long dashed; n = 2, χ = 0.573, short dash-short dash; n = 3.2, χ = 0.358,
dash-dot; n = 3.4, χ = 0.337, dotted; n = 3.5, χ = 0.327, short dashed; n = 4,
χ = 0.286, solid. The other parameter values are α = 0.047, θ+ = 1, θ− = 0.5
and the flame speed µ = 2.09. One can see that the loop in the Hopf curve tightens
as n increases.
curve and of the curve D(0, k) = 0, where the eigenvalues pass through the ori-
gin. For a thorough discussion of all aspects of the stability diagram we refer to
[41], where the n = 1 case is examined. Here we just highlight similarities and
differences between the n = 1 case and the nonlinear case n = 4.
In Figure 4.4 we plot Hopf curves and the curve D(0, k) = 0 for k = 0.001 and
for parameter values for which (at k = 0) there is a turning point. Zooming in, one
can see that for n = 1 and n = 4, Hopf curves terminate exactly at points on the
corresponding D(0, k) = 0 curve after crossing them once. Spectral stability holds
only for the region lying below both the Hopf curves and the curves D(0, k) = 0
for all allowed k, see [41].
Fixing the value of F ′(θ∗), Figure 4.5 depicts the behaviour of the Hopf bifur-
cation in the (k,Le)-plane. In both cases, i.e. n = 1 and n = 4, for small k the
values of Le decreases with increasing k until it reaches a minimum (left diagram
in Figure 4.5). Then the values of Le start to increase before going to an asymp-
tote for larger values of k (right diagram in Figure 4.5). Figure 4.6 depicts the
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Figure 4.4: Bifurcation diagrams in the (Le, F ′)-plane: Hopf for n = 4 solid, Hopf
for n = 1 long dashed, D(0, k) for n = 4 dotted and D(0, k) for n = 1 short-
dashed. Parameters values k = 0.001, α = 0.3, θ+ = 1, θ− = 0.5, χ = 4 (n = 1),
χ = 1 (n = 4) and flame speed µ = 2.09. The magnifications (n = 1 on the
left and n = 4 on the right) show the intersections of the Hopf curve and the curve
D(0, k) = 0.
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Figure 4.5: The Hopf bifurcation curves in the (k,Le)-plane: for n = 4 solid and
for n = 1 dashed, with parameter values F ′ = 6.78 (n = 1), F ′ = 6.2378 (n = 4)
α = 0.3, θ+ = 1, θ− = 0.5, χ = 4 (n = 1) and χ = 1 (n = 4) and flame speed
µ = 2.09.
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Figure 4.6: The Hopf bifurcation curves in the (k,Le)-plane: for n = 4 solid and
for n = 1 dashed, with parameter values Le = 2, α = 0.3, θ+ = 1, θ− = 0.5,
χ = 4 (n = 1) and χ = 1 (n = 4) and flame speed µ = 2.09.
behaviour of the Hopf bifurcation in the (k, F ′(θ∗))-plane for a fixed value of Le.
One can see that for n = 1 and n = 4, both Hopf curves move down for increasing
(but small) k, before starting to move up.
In these figures, curves that move down with k in the (Le, F ′(θ∗))-plane in-
dicate a narrowing of the stability region for two-dimensional (plane) waves com-
pared to the one-dimensional problem, see [40]. The differences between the linear
and nonlinear cases are again only quantitative in nature.
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Fire is one of the classical “elementary” phenomena in nature. It has a wide variety
of applications such as in engines and as a heat source, but also appears naturally in
less controlled situations such as forest fires and tunnel accidents. For combustion
to occur one needs a fuel, a source of oxygen and an igniting “spark”. A combustion
process can be regulated by controlling the amount of fuel (fed to the process), the
amount of available oxygen or the heat source. The different physical and chemical
aspects of combustion have been modelled extensively in the past. These models
are often complicated and difficult to analyse mathematically.
In this thesis we study a combustion-radiation model that incorporates the rel-
evant physical aspects, but is simple enough from a mathematical point of view to
be investigated analytically and numerically. In particular we focus on the stabil-
ity of travelling waves in a combustion-radiation free boundary model. The model
describes premixed flames propagating in a gaseous mixture with inert dust. The
model is based on the hypotheses of simple chemistry and high activation energy,
and was suggested first by Buckmaster and Joulin.
Without radiative effects the model is known as the thermo-diffusive model for
premixed flames, and consists of diffusion equations for the temperature and the
fuel mass fraction. An important role is played by the Lewis number, the ratio
between the diffusivities of the temperature and the fuel mass fraction. After ig-
nition, the reaction is assumed to be confined to an infinitesimally narrow reaction
zone (the flame front), which separates the fresh region in front of the flame from
the burnt region behind the flame. At the flame front the mass flux going into the
flame balances the heat flux coming out of the flame, with a temperature depen-
dent Arrhenius type reaction rate. In this model, planar flames are one-dimensional
travelling wave solutions. The natural control parameters for the travelling waves
are the amount of fuel fed to the flame and the ambient temperature.
The radiative transfer of energy emitted and absorbed by dust particles is mod-
elled using the Eddington approximation, which contains two radiative parameters,
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the opacity of the medium and the Boltzmann number (measuring the relative im-
portance of the radiative energy flux compared to the heat flux). Radiative transfer
may significantly influence the flame speed and the temperature profile, depending
on the opacity of the medium. An important feature of the radiative model is the
Joulin effect: due to the radiative effects the flame temperature is higher than the
adiabatic temperature (the temperature of the thermo-diffusive model), the flame
propagates with a larger speed, and the ignition temperature is lowered.
Existence of travelling waves for the radiation-diffusion model, also referred
to as the Eddington model, was proved by Brauner, Hulshof, and Ripoll using a
Schauder type fixed point argument. The model features several physically inter-
esting limit cases for the radiative parameters, including the adiabatic case. The
limit case where the opacity of the medium goes to zero and the pre-heated zone
becomes large, was investigated in detail by Baconneau et al. The amount of the
fuel ahead of the flame (in the fresh region) was taken as a control parameter. There,
the existence of travelling wave solutions curve with turning points was established.
The analysis was restricted to the case that the Lewis number is equal to 1, because
the bifurcation diagram (of the solutions) is independent of this number. Further-
more, the analysis of the stability of these waves suggested that stability was related
mainly to changes of stability in the turning points.
A more difficult limit case, namely the transparent and weakly radiation domi-
nated limit, in which the Joulin effect is most pronounced, was investigated by Van
den Berg et al. More precisely, the law that describes the relation between the flame
speed and the control parameters was determined. For this asymptotic regime the
flame temperature reaches its upper bound.
In this thesis, we extend the result of the limit cases, and study the radiative
combustion model for general Lewis number and general radiative parameters. We
start with a linear version of the Eddington equation (replacing the nonlinear tem-
perature dependence by a linear one) and investigate the bifurcation (solution) dia-
gram. Moreover, we study extensively the stability both in the one-dimensional and
two-dimensional setting. Finally, we examine the stability of the nonlinear version
of the Eddington model numerically.
In Chapter 2, we study the travelling waves in the case that the Eddington equa-
tion is replaced by its linear version, but we keep the nonlinear reaction rate. We
show that, dropping the reaction rate, there exists a travelling wave profile for every
value of the flame speed. Taking the reaction rate into account, in the parameter
plane where we use the burnt temperature on the horizontal axis and the speed of
the flame on the vertical axis, we show that travelling waves are given by a single
smooth curve which is parameterised by the flame temperature. This curve may
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have turning points and exhibit S-shaped parts. The bifurcation diagram does not
depend on the Lewis number. Finally, we determine the solution curve for physi-
cally interesting asymptotic regimes of the radiative parameters.
We continue the analysis of the linear version Eddington model and investigate
the stability of the travelling waves in Chapter 3. We adopt the linearisation tech-
nique developed by Brauner et al, and linearise the free boundary model around
the travelling wave solutions. The linearised problem is analysed by means of the
Evans’ function. Eigenvalues of the linearised problem correspond to zeros of the
Evans’ function. For stability of the travelling waves, it turns out that the Lewis
number is of great importance. The other influential parameter is the derivative of
the reaction rate with respect to the flame temperature. Changing the derivative
of the reaction rate, while keeping the value of the reaction rate fixed, we change
the tangent of the solution curve in the bifurcation diagram as well as the spectral
stability of the travelling waves. Thus, using analytical and numerical methods we
present the stability results in terms of the Lewis number and the derivative of the
reaction rate.
We first consider the one-dimensional problem. We determine in detail the be-
haviour of the Evans’ function for small values of the eigenvalues. Because of the
translation invariance, zero is always an eigenvalue. We show that the solution dia-
gram having a vertical turning point is equivalent to the first derivative of the Evans’
function vanishing at zero. This condition is independent of the Lewis number. A
triple zero of the Evans’ function in the origin occurs for a unique critical value
of the Lewis number, from which a Hopf curve emanates. For some parameter
values, the Hopf curve has a self-intersection, leading to a rich stability diagram.
Only below the Hopf curve and below the turning point line spectral stability for
the one-dimensional problem holds.
We conclude Chapter 3 with the stability analysis of the two-dimensional prob-
lem, where a lateral wave number appears. We first determine in detail the be-
haviour of the Evans’ function for small eigenvalues and small lateral wave num-
bers. We then describe how eigenvalues pass through zero on a “neutral dispersion
curve” for each lateral wave number. Numerically we also examine the behaviour
of the Hopf bifurcation curve as the lateral wave number is perturbed away from
zero. It turns out that, for small values of the lateral wave number, Hopf curves
move down and narrow the region of stable solutions. Thus, changes from spec-
tral stability to spectral instability occur through small values of the lateral wave
number, rather than for larger values.
Summing up, considering the plane with the Lewis number on the horizontal
axis and the derivative of the reaction rate on the vertical axis, two-dimensional
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spectral stability holds in the region lying below, firstly, all wave number dependent
neutral dispersion curves, secondly, all wave number dependent Hopf curves, and
thirdly, the turning point line corresponding to wave number zero (if relevant).
In Chapter 4, we continue with the analysis of the model with the nonlinear
Eddington equation, and we turn from analytic considerations towards numeri-
cal computations. To study the stability problem, we linearise around numerically
computed travelling waves. To construct the Evans’ function we extend the work
by Allen and Bridges and others, and we use the wedges (exterior products) for-
mulation to define two-dimensional spaces of bounded solutions on the left and on
the right of the free boundary. Applying the jump conditions at the free boundary
then leads to an (analytic) Evans’ function. Comparing the stability diagrams of
the linear problem and the nonlinear problem, the differences are only quantitative
in nature.
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Vuur is een van de klassieke “elementaire” fenomenen in de natuur. Het heeft
een grote variatie aan toepassingen, zoals in motoren en als warmtebron, maar het
komt ook van nature voor in minder gecontroleerde situaties zoals bosbranden en
tunnelongelukken. Voor verbranding heeft men brandstof nodig, een zuurstofbron
en een ontbrandingsvonk. Een verbrandingsproces kan gecontroleerd worden door
de hoeveelheid brandstof (toegevoegd aan het systeem), de hoeveelheid beschik-
bare zuurstof, of de warmtebron te reguleren. De verschillende natuurkundige en
chemische aspecten van verbranding zijn in het verleden uitgebreid gemodelleerd.
Deze modellen zijn vaak gecompliceerd en moeilijk wiskundig te analyseren.
In dit proefschrift bestuderen we een gecombineerd verbranding-straling model
dat de relevante fysische aspecten in zich heeft, maar vanuit wiskundig oogpunt
simpel genoeg is om analytisch en numeriek te onderzoeken. In het bijzonder con-
centreren we ons op de stabiliteit van lopende golven in een verbranding-straling
model met vrije rand. Het model beschrijft voorgemengde vlammen die zich ver-
spreiden in een gasvormig mengsel met inerte stof. Dit model is gebaseerd op
een hypothese van simpele scheikunde en hoge activeringsenergie en is als eerst
voorgesteld door Buckmaster en Joulin. Zonder stralingseffecten staat het model
bekend als het thermo-diffusief model voor voorgemengde vlammen en bestaat uit
diffusie vergelijkingen voor de temperatuur en de massafractie van de brandstof. In
het model komt het Lewis-getal voor, de verhouding tussen de diffusiviteit van de
temperatuur en de massafractie van de brandstof. We nemen aan dat na ontbranding
de reactie beperkt is tot een infinitesimaal dunne zone (het vlamfront), die het verse
gedeelte voor de vlam scheidt van het verbrande gedeelte achter de vlam. Op het
vlamfront wordt de inkomende massaflux gebalanceerd door de uitgaande warmte-
flux, met een Arrhenius-achtige temperatuurafhankelijke reactiesnelheid. In dit
model zijn vlakke golven e´e´n-dimensionale lopende golf oplossingen. In ons model
worden de natuurlijke controleparameters van de lopende golven gegeven door de
hoeveelheid brandstof toegevoegd aan de vlam en de omgevingstemperatuur.
125
Samenvatting
Het uitzenden en de absorptie van straling door de stofdeeltjes wordt gemodel-
leerd met de Eddington-benadering, die twee stralingsparameters bevat, namelijk
de opaciteit van het medium en het Boltzmann-getal (een maat voor het relatieve
belang van de stralingsenergie-flux ten opzichte van de warmteflux). Afhankelijk
van de opaciteit van het medium kan straling de snelheid van de vlam en het profiel
van de temperatuur aanzienlijk beı¨nvloeden. Een belangrijke eigenschap van het
stralingsmodel is het Joulin effect: ten gevolge van de stralingseffecten is de tem-
peratuur van de vlam hoger dan de adiabatische temperatuur (de temperatuur van
het thermo-diffusief model), beweegt de vlam met een hogere snelheid, en wordt
de ontbrandingstemperatuur lager.
Het bestaan van lopende golven voor het stralings-diffusief model, ook wel het
Eddington-model genoemd, is bewezen door Brauner, Hulshof en Ripoll door mid-
del van een Schauder dekpuntstelling. Het model bevat enkele fysisch interessante
limietgevallen voor de stralingsparameters, waaronder het adiabatische geval. De
limiet waarin de opaciteit van het medium naar nul gaat, en waarin het voorver-
hitte gedeelte groot wordt, is in detail onderzocht door Baconneau et al. Hierbij
is de hoeveelheid brandstof vo´o´r de vlam (in het verse gedeelte) gebruikt als con-
troleparameter. Voor dit geval is het bestaan van een kromme van lopende golf
oplossingen, met omkeerpunten, bewezen. De analyse is beperkt tot het geval dat
het Lewis-getal 1 is, omdat het bifurcatiediagram (van de oplossingen) onafhanke-
lijk is van dit getal. Verder wordt door analyse van de stabiliteit van deze golven,
gesuggereerd dat stabiliteit hoofdzakelijk gerelateerd is aan de verandering van sta-
biliteit in de omkeerpunten.
Een ingewikkelder geval, namelijk de doorzichtige en zwakke stralingslimiet,
waar het Joulin effect het meest uitgesproken is, is onderzocht door van den Berg
et al. In het bijzonder is de wet afgeleid die de relatie tussen de snelheid van de
vlam en de controleparameters beschrijft. In dit asymptotische regime bereikt de
temperatuur van de vlam zijn bovengrens.
In dit proefschrift breiden we de resultaten voor de limietgevallen uit en bestu-
deren we het verbranding-straling model voor algemeen Lewis-getal en algemene
stralingsparameters. We beginnen met een lineaire versie van de Eddington-verge-
lijking (waar we de niet-lineaire temperatuurafhankelijkheid vervangen door een
lineaire) en onderzoeken het bifurcatiediagram (oplossingsdiagram). Bovendien
bestuderen we uitgebreid de stabiliteit in zowel het e´e´n-dimensionale als het twee-
dimensionale kader. Uiteindelijk bekijken we de niet-lineaire versie van het Ed-
dington-model numeriek.
In Hoofdstuk 2 bestuderen we de lopende golven in het geval dat de Eddington-
vergelijking is vervangen door zijn lineaire versie, maar behouden we de niet-
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lineaire reactiesnelheid. We laten zien dat, als we de reactiesnelheid negeren, er
een lopende golf profiel voor elke snelheid van de vlam bestaat. Als we de reactie-
snelheid wel meenemen, laten we zien dat, in het parametervlak waar we de tempe-
ratuur achter de vlam op de horizontale as uitzetten en de snelheid van de vlam op
de verticale as, de lopende golven gegeven worden door een enkele gladde curve die
geparametriseerd wordt door de temperatuur van de vlam. Deze curve kan omkeer-
punten hebben en S-vormige gedeelten bevatten. Het bifurcatiediagram hangt niet
van het Lewis-getal af. Tenslotte bepalen we in dit hoofdstuk de oplossingscurve
voor fysisch interessante asymptotische regimes van de stralingsparameters.
We vervolgen de analyse van de lineaire versie van het Eddington-model en
onderzoeken de stabiliteit van de lopende golven in Hoofdstuk 3. We gebruiken
de linearisatietechnieken, ontwikkeld door Brauner et al, en lineariseren het vrije
rand model om de lopende golf oplossingen. Het gelineariseerde probleem hebben
we geanalyseerd door middel van de Evans-functie. Eigenwaarden van het geli-
neariseerde probleem corresponderen met de nulpunten van de Evans-functie. Voor
de stabiliteit van de lopende golven blijkt het Lewis-getal erg belangrijk te zijn. De
andere parameter is de afgeleide van de reactiesnelheid ten opzichte van de tempe-
ratuur van de vlam. Als we de afgeleide van de reactiesnelheid veranderen, terwijl
we de reactiesnelheid zelf vasthouden, veranderen we zowel de richtingscoe¨ffie¨nt
van de curve in het bifurcatiediagram als ook de spectrale stabiliteit van de lopende
golven. Aldus, gebruik makend van zowel analytische als numerieke methoden,
presenteren we resultaten voor de stabiliteit van de lopende golven in termen van
het Lewis-getal en de afgeleide van de reactiesnelheid.
Eerst beschouwen we het e´e´n-dimensionaal probleem. We bepalen in detail
het gedrag van de Evans-functie voor kleine waarden van de eigenwaarden. Van-
wege translatie-invariantie is nul altijd een eigenwaarde. We laten zien dat een
verticaal omkeerpunt in het bifurcatiediagram equivalent is met het nul zijn van de
afgeleide van de Evans-functie in de oorsprong. Deze voorwaarde is onafhanke-
lijk van het Lewis-getal. Een drievoudig nulpunt van de Evans-functie in de oor-
sprong, waar een Hopf-curve uit ontstaat, komt bij een unieke kritieke waarde van
het Lewis-getal voor. Voor sommige waarden van de parameter heeft de Hopf-
curve zelfdoorsnijdingen, wat tot een rijk stabiliteitsdiagram leidt. Alleen onder de
Hopf-curve en onder de lijn van het omkeerpunt geldt spectrale stabiliteit voor het
e´e´n-dimensionale probleem.
We sluiten Hoofdstuk 3 af met de stabiliteitsanalyse van het twee-dimensionale
probleem, waar een lateraal golfgetal verschijnt. Eerst bepalen we in detail het
gedrag van de Evans-functie voor kleine waarden van de eigenwaarden en kleine
laterale golfgetallen. Dan beschrijven we hoe de eigenwaarden, voor elk lateraal
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golfgetal, door nul gaan op een “neutrale dispersie curve”. Verder bestuderen we
numeriek het gedrag van de Hopf-bifurcatie als we het laterale golfgetal weg van
nul continueren. Het blijkt dat, voor kleine waarden van het laterale golfgetal, de
Hopf-curve daalt en het gebied van stabiele oplossingen verkleint. Dus, veran-
deringen van spectraal stabiel naar spectraal instabiel komen met name door lage
waarden van het golfgetal, en minder door hoge waarden.
Samenvattend, in het vlak met het Lewis-getal op de horizontale as en de
afgeleide van de reactiesnelheid op de verticale as, geldt twee-dimensionale spec-
trale stabiliteit in het gebied dat onder de volgende drie typen van curves ligt: ten
eerste, alle golfgetal-afhankelijke neutrale dispersie curves, ten tweede, alle golf-
getal-afhankelijke Hopf-curves, en ten derde, de omkeerpuntenlijn (zadel-knoop
bifurcaties) behorend bij het golfgetal nul (mits relevant).
In Hoofdstuk 4 gaan we verder met het bestuderen van het model via de niet-
lineaire Eddington-vergelijking en stappen we over van analytische beschouwin-
gen naar numerieke berekeningen. Om de stabiliteit van het probleem, die middels
Evans-functie technieken wordt geanalyseerd, te bestuderen, lineariseren we om
numeriek berekende lopende golven. Om de Evans-functie te borduren we voort
op het werk van Allen en Bridges en anderen, en gebruiken we de wig-formulering
(uitwendige produkten) om twee-dimensionale ruimten van begrensde oplossingen
links en rechts van de vrije rand te definie¨ren. Door de sprongcondities op de vrije
rand te gebruiken vinden we een (analytische) Evans-functie. Als we de stabiliteits-
diagrammen van het lineaire en het niet-lineaire probleem met elkaar vergelijken,
zien we dat de verschillen enkel kwantitatief van aard zijn.
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