Comparison principle for non - cooperative elliptic systems by Boyadzhiev, Georgi
ar
X
iv
:m
at
h/
07
02
89
5v
1 
 [m
ath
.A
P]
  2
8 F
eb
 20
07 Comparison principle for non - cooperative elliptic
systems
G. Boyadzhiev
28.02.2007
1 Introduction
In this paper are considered weakly coupled linear elliptic systems of the
form
(1) LMu = 0 in a bounded domain Ω ∈ R
n with smooth boundary
and boundary data u(x) = g(x) on ∂Ω, where LM = L+M , L is a matrix
operator with null off-diagonal elements L = diag (L1, L2, ...LN ), and matrix
M = {mik(x)}
N
i,k=1. Scalar operators
Lkuk = −
∑n
i,j=1Dj
(
a
ij
k (x)Diuk
)
+
∑n
i=1 b
i
k(x)Diuk + ckuk in Ω
are uniformly elliptic ones for k = 1, 2, ...N , i.e. there are constants λ,Λ > 0
such that
(2) λ |ξ|2 ≤
∑n
i,j=1 a
ij
k (x)ξiξj ≤ Λ |ξ|
2
for every k and any ξ = (ξ1, ...ξn) ∈ R
n.
Coefficients ck andmik in (1) are supposed continuous in Ω, and a
ij
k (x), b
i
k(x) ∈
W 1,∞(Ω) ∩ C(Ω).
Quasi-linear weakly coupled elliptic systems
(3) Ql(u) = −dival(x, ul,Dul) + F l(x, u1, ...uN ,Dul) = f l(x) in Ω
1
(4) ul(x) = gl(x) on ∂Ω
l = 1, ...N are considered as well.
System (3) is supposed uniformly elliptic one, i.e. there are continuous
and positive functions λ(|u|),Λ(|u|), |u| =
((
u1
)2
+ ...+
(
uN
)2)1/2
, such
that λ(s) is monotone-decreasing one, Λ(s) is monotone increasing one and
λ(|u|)
∣∣∣ξl∣∣∣2 ≤∑ni,j=1 ∂ali∂pl
j
(x, t, u1, ...uN , pl)ξliξ
l
j ≤ Λ(|u|)
∣∣∣ξl∣∣∣2
for every ul and ξl = (ξl1, ...ξ
l
n) ∈ R
n, l = 1, 2, ...N.
The coefficients al(x, u, p), F l(x, u, p), f l(x), gl(x) are supposed to be
at least measurable functions with respect to the x variable and locally
Lipschitz continuous on ul, u and p, i.e.
∣∣∣F l(x, u, p)− F l(x, v, q)∣∣∣ ≤ C(K) (|u− v|+ |p− q|) ,
∣∣∣al(x, ul, p)− al(x, vl, q)∣∣∣ ≤ C(K)(∣∣∣ul − vl∣∣∣+ |p− q|)
for every (x) ∈ Ω, |u|+ |v|+ |p|+ |q| ≤ K, l = 1, ...N.
Hereafter by f−(x) = min(f(x), 0) and f+(x) = max(f(x), 0) are de-
noted the non-negative and, respectively, the non-positive part of the func-
tion f. The same convention is valid for matrixes as well. For instance, we
denote by M+ the non-negative part of M , i.e.M+ = {m+ij(x)}
N
i,j=1
.
This paper concerns the validity of the comparison principle for weakly-
coupled elliptic systems. Let us briefly recall the definition of the comparison
principle in a weak sense for linear systems.
The comparison principle holds in a weak sense for the operator LM
if (LMu, v) ≤ 0 and u|∂Ω ≤ 0 imply (u, v) ≤ 0 in Ω for every v > 0,
v ∈
(
W 1,∞(Ω) ∩ C0(Ω)
)N
and u ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
.
As it is well-known, there is no comparison principle for an arbitrary elliptic
system /see Theorem 6 below/. On the other hand, there are broad classes of
elliptic systems, such that the comparison principle holds for their members.
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According to Theorem 1 below, one of these classes can be constructed using
the following condition:
(6) There is real-valued principal eigenvalue λΩ0 of LM and its adjoint
operator L∗M for every Ω0 ⊆ Ω, such that the corresponding eigenfunctions
w˜Ω0 , wΩ0 ∈
(
W 2loc(Ω0)
⋂
C0(Ω0)
)N
are positive ones.✷
Remark 1: By adjoint operator we mean L∗M = L
∗+M t, L∗ = diag (L∗1, L
∗
2, ..., L
∗
N ),
and L∗k are L
2-adjoint operators to Lk. The principal eigenvalue is the first
one, or the smallest eigenvalue.
More precisely, the class is C6 = {LM satisfies (6) and λΩ0 > 0 for every
Ω0 ⊆ Ω} i.e. C
6 contains the elliptic systems possessing a positive principal
eigenvalue with positive corresponding eigenfunction in Ω0. In this case the
necessary and sufficient condition for the validity of the comparison principle
for systems (Theorem 1) is the same as the one for a single equation (See
[2]).
Theorem 1: Assume that (2) and (6) are satisfied. The comparison
principle holds for system (1) if the principal eigenvalue λΩ0 > 0, where λΩ0
is the principal eigenvalue of the operator LM on Ω0 ⊆ Ω. If the principal
eigenvalue λ = λΩ ≤ 0, then the comparison principle does not hold.
If we consider classical solutions, then comparison principle holds if and
only if λ = λΩ ≤ 0.
Proof: 1.Assume that the comparison principle does not hold for LM . Let
u, u ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
be an arbitrary weak sub- and super-solution
of LM . Then u = u − u ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
is a weak sub-solution of
LM , i.e. (LM (u), v) ≤ 0 in Ω for any v ∈
(
W 1,∞(Ω) ∩ C0(Ω)
)N
, v > 0 and
u+ ≡ 0 on ∂Ω. Suppose u+ 6= 0. Then
0 ≥
(
LMu
+, wΩ0
)
=
(
u+, L∗MwΩ0
)
= λ
(
u+, wΩ0
)
> 0
for λΩ0 , wΩ0 defined in (6).
Therefore u+ ≡ 0, i.e for any sub- and super-solution of LM we obtain
u ≤ u.
2. Suppose λ ≤ 0 and w˜ is the corresponding positive eigenfunction of
LM . Then w˜ > 0 but LM (w˜) = λw˜ ≤ 0. Therefore the comparison principle
3
does not hold for (1).✷
Unfortunately, there are some odds in the application of this general
theorem since the condition (6) is uneasy to check. First of all, the system
(1) may have no principal eigenvalue at all (See [10]). Another obstacle is
the computation of λ even when it exists.
Comparison principle holds for members of another broad class, so-called
cooperative elliptic systems, i.e. the systems with mij(x) ≤ 0 for i 6= j (See
[9]). Most results on the positivity of the classical solutions of linear elliptic
systems with non-negative boundary data are obtained for the cooperative
systems (See [6,7,13,15,16,18,19,21]). As it is well known, the positiveness
and the comparison principle are equivalent for linear systems. As for the
non-linear ones, the positiveness of the solutions is a weaker statement than
the comparison principle; positiveness can hold without ordering of sub-and
super-solutions or uniqueness of the solutions at all.
Comparison principle for the diffraction problem for weakly coupled
quasi-linear elliptic systems is proved in [3].
The spectrum properties of the cooperative LM are studied as well. A
powerful tool in the cooperative case is the theory of the positive operators
(See [17]) since the inverse operator of the cooperative LM− is positive in the
weak sense. Unfortunately, this approach cannot be applied to the general
case M 6= M− since (LM )
−1 is not a positive operator at all. Nevertheless
in [20] is proved the validity of the comparison principle for non-cooperative
systems obtained by small perturbations of cooperative ones.
Using unconventional approach, an interesting result is obtained in [14]
for two-dimensional system (1) with m11 = m22 = 0 and mij = pi(x) > 0 for
i 6= j, i = 1, 2. Theorem 6.5 [14] states the existence of a principal eigenvalue
with positive principal eigenfunction in the cone CU = PU × (−PU ), where
PU is the cone of the positive functions in W
1
∞(Ω). In the same paper,
Theorem 6.3, are provided sharp conditions for the validity of the comparison
principle with respect to the order in CU = PU × (−PU ), i.e. (u1, u2) ≤
(v1, v2) if and only if u1 ≤ v1 and u2 ≥ v2.
In [12] are studied existence and local stability of positive solutions of
systems with Lk = −dk∆, linear cooperative and non-linear competitive
part, and Neumann boundary conditions. Theorem 2.4 in [12] is similar to
Theorem 2 in the present article for Lk = −dk∆.
Let us recall that the comparison principle was proved in [11] for the
viscosity sub-and super-solutions of general fully non-linear elliptic systems
Gl(x, u1, ...uN ,Dul,D2ul) = 0, l = 1, ...N /See also the references there/.
The systems considered in [11] are degenerate elliptic ones and satisfy the
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same structure-smoothness condition as the one for a single equation. The
first main assumption in [11] guarantees the quasi-monotonicity of the sys-
tem. Quasi-monotonicity in the non-linear case is an equivalent condition
to the cooperativeness in the linear one.
The second main assumption in [11] comes from the method of doubling
of the variables in the proof.
This work extends the results obtained for cooperative systems to the non-
cooperative ones. The general idea is the separation of the cooperative and
competitive part of system (1). Then using the appropriate spectral prop-
erties of the cooperative part, in Theorems 3 and 4 are derived conditions
for the validity of the comparison principle for the initial system. In partic-
ular in Theorem 3 is employed the fact that irreducible cooperative system
possesses a principal eigenvalue and the corresponding eigenfunction is a
positive one, i.e. condition (6) holds. This way are obtained some sufficient
conditions for validity of the comparison principle for the non-cooperative
system as well. Analogously, in Theorem 4 are derived the corresponding
conditions for the validity of comparison principle for competitive systems.
The conditions derived in Theorems 3 and 4 are not sharp.
Since predator-prey systems are basic model example for non-cooperative
systems, in Theorem 5 is adapted the main idea of Theorem 4 to systems
which cooperative part is a triangular matrix. Sufficient condition for the
validity of comparison principle for predator-prey systems is derived in The-
orem 5.
In Theorems 6 and 7 are given conditions for failure of the comparison
principle.
The results of Theorems 3 and 4 are adapted to quasi-linear systems in
Theorem 8.
2 Comparison principle for linear elliptic systems
As a preliminary statement we need the following well known fact
Theorem 2: Every irreducible cooperative system LM− has unique prin-
cipal eigenvalue and the corresponding eigenfunction is positive .
The principal eigenfunction for linear operators is unique up to positive
multiplicative constants, but for our purpose the positiveness is of impor-
tance.
In fact, Theorem 2 is in the scope of Theorems 11 and 12 in [1]. Theorems
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11 and 12 in [1] concern second order cooperative linear elliptic systems with
cooperative boundary conditions and are more general then Theorem 2. In
sake of completeness, a sketch of the proof of Theorem 2 follows. It is based
on the idea of adding a big positive constant to the operator. The same idea
appears for instance in [16] and many other works.
Skatch of tne proof: Let us consider the operator Lc = LM− + cI where
c ∈ R is a constant and I is the identity matrix in Rn. Then Lc satisfies the
conditions of Theorem 1.1.1 [16] if c is large enough, namely
1. Lc is a cooperative one;
2. Lc is a fully coupled;
3. There is a super-solution ϕ of Lcϕ = 0.
Conditions 1 and 2 above are obviously fulfilled by Lc, since LM− is a
cooperative and a fully coupled one, and Lc inherits these properties from
LM− .
As for the condition 3, we construct the super solution ϕ using the
principal eigenfunctions of the operators Lk − ck. More precisely, ϕ =
(ϕ1, ϕ2, ..., ϕN ), where (Lk − ck)ϕk = λkϕk, and λk, ϕk > 0 in Ω. The
existence of ϕk is a well - known fact.
We claim that if c is large enough then ϕ is a super - solution of Lc , i.e.
ϕ ∈
(
W
2,n
loc (Ω)
⋂
C(Ω)
)N
and ϕ ≥ 0, Lcϕ ≥ 0 and ϕ is not identical to null
in Ω.
Since we have chosen ϕk being the principal eigenfunctions of Lk−ck, we
have ϕk ∈
(
C2(Ω)
⋂
C(Ω)
)
and ϕk > 0. It remains to prove that Lcϕ ≥ 0.
Let
Ak = (Lcϕ)k = −
n∑
i,j=1
Dj
(
a
ij
k (x)Diϕk
)
+
n∑
i=1
bik(x)Diϕk+
n∑
i=1
mki(x)ϕi+(ck+c)ϕk =
= (λk + ck + c)ϕk +
n∑
i=1
mki(x)ϕi.
Then Ak ≥ 0 for every i.
First of all, if we denote by n the outer unitary normal vector to ∂Ω,
then
dAk
dn
|∂Ω = (λk + ck + c)
dϕk
dn
+
n∑
i=1
mki(x)
dϕi
dn
since ϕi|∂Ω = 0. Therefore there is a constant c
′, such that dAkdn |∂Ω < 0 for
c > c′ since dϕidn < 0 on ∂Ω (See [14], Theorem 7, p.65) and λi is independent
on c.
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Hence there is a neighbourhood Ωε = {x ∈ Ω : dist(x, ∂Ω) < ε} for some
ε > 0, such that
dAk
dn
|Ωε < 0
.
Since Ak = 0 on ∂Ω, then Ak > 0 in Ωε
The set Ω \Ωε is compact, therefore there is c” > 0 such that Ak > 0 in
the compact set Ω \ Ωε for c > c”, since ϕk > 0 in Ω \ Ωε.
Considering c > max(c′, c”) we obtain Ak > 0 in Ω, therefore ϕ is indeed
a super - solution of Lc.
The rest of the proof follows the proof of Theorem 1.1.1 [16].✷
A reasonable question is: could the non-cooperative part of the system
”improve” the spectral facilities of the cooperative system? In other words,
if the cooperative part of the system has non-positive principal eigenvalue,
what are conditions on the competitive part, such that the comparison prin-
ciple holds for the system? An answer of this question is given in the fol-
lowing
Theorem 3: Let (1) be a weakly coupled system with irreducible cooper-
ative part of L∗M− such that (2) is satisfied. Then the comparison principle
holds for system (1) if there is x0 ∈ Ω such that
(7)
(
λ+
∑N
k=1m
+
kj(x0)
)
> 0 for j = 1...N
and
(8) λ+m+jj(x) ≥ 0 for every x ∈ Ω and j = 1...N
where λ = infΩ0⊆Ω{λΩ0 : λΩ0 is the principal eigenvalue of the operator
LM− on Ω0}.
It is obvious, that if λ > 0, then the comparison principle holds. More
interesting case is λ < 0. Then m+kj can ”improve” the properties of LM
with respect to the validity of the comparison principle. Furthermore, if
λ +m+jj(x) > 0, then (7) is consequence of (8). Condition (7) is important
when λ+m+jj(x) ≡ 0.
Remark 2: If L∗M− is irreducible, then LM− is irreducible as well. In
fact L∗M− = L
∗ +M−
t
and if M−
t
is irreducible, then such is M−.
Proof: Suppose all conditions of Theorem 3 are satisfied by LM but the
comparison principle does not hold for LM . Let u, u ∈
(
W 1,∞(Ω) ∩C(Ω)
)N
7
be an arbitrary weak sub- and super-solution of LM . Then u = u − u ∈(
W 1,∞(Ω) ∩C(Ω)
)N
is a weak sub-solution of LM as well, i.e. (LM (u), v) ≤
0 in Ω for any v ∈
(
W 1,∞(Ω) ∩C0(Ω
)N
, v > 0 and u+ ≡ 0 on ∂Ω.
Assume u+ 6= 0. Let Ωsupp(u+) ⊆ supp(u
+) has smooth boundary. Then
for any v > 0, v ∈
(
W 1,∞(Ωsupp(u+)) ∩C(Ωsupp(u+))
)N
(9) 0 ≥ ( LMu
+, v) =
(
u+,  L∗M−v
)
+ (M+u+, v)
is satisfied since LM (u
+) ≤ 0.
Since LM− is a cooperative operator, such is (LM−)
∗ = L∗ + (M−)t as
well. According to Theorem 2 above, there is a unique positive eigenfunction
w ∈
(
W
2,n
loc (Ωsupp(u+))
⋂
C0(Ωsupp(u+))
)N
such that w > 0 and L∗M−w = λw
for some λ > 0.
Then w is a suitable test-function for (9). Rewriting the inequality (9)
for v = w we obtain
0 ≥
(
u+,  L∗M−w
)
+ (M+u+, w) = (u+, λw) + (M+u+, w)
or componentwise
(10) 0 ≥
(
u+k , λwk
)
+
(∑N
j=1m
+
kju
+
j , wk
)
for k = 1, ...n.
The sum of inequalities (10) is
0 ≥
∑N
k=1
((
u+k , L˜
∗
kwk
)
+
(∑N
j=1m
+
kju
+
j , wk
))
=
=
∑N
k=1
(
u+k , λwk
)
+
∑N
k,j=1
(
u+j ,m
+
kjwk
)
=
=
∑N
j=1
(
u+j ,
∑N
k=1
(
δjkλ+m
+
kj
)
wk
)
> 0
since u+ > 0, wk > 0, (7) and (8). Condition (8) is used in
(
u+k , (λ+m
+
kk)wk
)
≥
0.
The above contradiction proves that u+ ≡ 0 and therefore the comparison
principle holds for operator LM .✷
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Since in [1] and [18] are considered only systems with irreducible co-
operative part, the ones with reducible LM− are excluded of the range of
Theorem 3. Nevertheless the same idea is applicable to some systems with
reducible cooperative part as well, as it is given it Theorem 4.
Theorem 4: Assume m−ij ≡ 0 for i 6= j and (2) is satisfied. Then the
comparison principle holds for system (1) if there is x0 ∈ Ω such that
(11)
(
λj +
∑N
k=1m
+
kj(x0)
)
> 0 for j = 1...N
and
(12) λj +m
+
jj(x) ≥ 0 for every x ∈ Ω j = 1...N ,
where λj = infΩ0⊆Ω{λjΩ0 : λjΩ0 is the principal eigenvalue of the operator
Lj +m
−
jj on Ω0}.
Theorem 4 is formulated for diagonal matrixM−. The statement is valid
with obvious modification if M− has block structure, i.e.
M− =


M−1 0 ... 0
0 M−2 ... 0
... ... ... ...
0 0 ... M−r


where M−k are dk-dimensional square matrixes,
∑
dk ≤ N .
Proof: Let all conditions of Theorem 4 be satisfied by LM but the com-
parison principle does not hold for L˜M+. Let u, u ∈
(
W 1,∞(Ω) ∩C(Ω)
)N
be an arbitrary weak sub- and super-solution of L˜M+. Then u = u − u ∈(
W 1,∞(Ω) ∩C(Ω)
)N
is a weak sub-solution of L˜M+ as well, i.e. (L˜M+(u), v) ≤
0 in Ω for any v ∈
(
W 1,∞(Ω) ∩C0(Ω)
)N
, v > 0 and u+ ≡ 0 on ∂Ω.
Suppose that u+ 6= 0. Let Ωsupp(u+) ⊆ supp(u
+) has smooth boundary.
Then for any v > 0, v ∈W 1,∞2 (Ωsupp(u+)) ∩ C(Ωsupp(u+))
(13) 0 ≥
(
L˜M+u
+, v
)
=
(
u+, L˜∗v
)
+ (M+u+, v)
9
is satisfied since L˜M+u
+ ≤ 0.
According to Theorem 2.1 in [2], there is a positive principal eigenfunc-
tion for the operator L˜∗k in Ωsupp(u+), i.e. ∃ wk(x) ∈ C
2(Ωsupp(u+)
⋂
R1)
such that L˜∗kwk(x) = λkwk(x) and wk(x) > 0. Note that wk are classical
solutions.
Then the vector-function w(x) = (w1(x), ..., wn(x)), composed of the
principal eigenfunctions wk(x), is suitable as a test-function in (13).
Writing componentwise inequality (13) for v = w we obtain
(14) 0 ≥
(
u+k , L˜
∗
kwk
)
+
(∑N
j=1m
+
kju
+
j , wk
)
for k = 1, ...N .
The sum of inequalities (14) is
0 ≥
∑N
k=1
((
u+k , L˜
∗
kwk
)
+
(∑N
j=1m
+
kju
+
j , wk
))
=
=
∑N
k=1
(
u+k , λkwk
)
+
∑N
k,j=1
(
u+j ,m
+
kjwk
)
=
=
∑N
j=1
(
u+j ,
∑N
k=1
(
δjkλj +m
+
kj
)
wk
)
> 0
since u+ > 0, wk > 0, (11) and (12).
The above contradiction proves that u+ ≡ 0 and therefore the comparison
principle holds for operator L+M .✷
Remark 3: It is obvious that conditions (7),(8), and respectively, (11),
(12), can be substituted by the sharper condition
∑n
k=1 (δjkλk +mkj)wk > 0
for every x ∈ Ω and every j = 1...N , which is useful only if the exact values
of the eigenfunctions wk can be computed.
The main idea in Theorem 4 could be modified for systems with tri-
angular cooperative part, for instance with null elements above the main
diagonal. For instance predator-prey systems have triangular cooperative
part. Of course, if m−ij(x) > 0 for every x ∈ Ω and i = 1, ...N , j < i, then
the system is in the scope of Theorem 3. In Theorem 5 this condition is not
necessary, i.e. some of the species can extinguish in some subarea of Ω.
Theorem 5: Assume (2) is satisfied and the cooperative part M− is
triangular for the system (1), i.e. m−ij = 0 for i = 1, ...N , j > i. Then the
comparison principle holds for system (1), if there is ε > 0 such that
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(15)
(
λj − (1− δ1j)ε+
∑N
k=1m
+
kj(x0)
)
> 0 for j = 1...N for some x0 ∈
Ω
and
(16) λj − (1− δ1j)ε+m
+
jj(x) ≥ 0 for every x ∈ Ω and j = 1...N ,
where λj = infΩ0⊆Ω{λjΩ0 : λjΩ0 is the principal eigenvalue of the operator
Lj +m
−
jj on Ω0}.
Note that the condition for triangular cooperative part does not exclude
m−ij(x0) = 0 for some x0 ∈ Ω, i, j = 1, ...N .
Proof: 1. The first equation in LM− is not coupled, and there are prin-
cipal eigenvalue λ1 and principal eigenfunction w1 > 0 of L1 + m
−
11 (See
Theorem 2.1 in [2]). We put w˜1 = w1.
2. The equation (L2 +m
−
22)w˜2 − λw˜2 = m21w˜1 with null boundary con-
ditions has unique solution for λ < λ2, where λ2 is the principal eigenvalue
of L2+m
−
22. We put λ = λ2−ε. Since the right-hand side m21w˜1 is positive,
the solution w˜2 is positive as well.
3. By induction we construct positive functions w˜j , j = 3, ...N as so-
lutions of (Lj + m
−
jj)w˜j − (λj − ε)w˜j =
∑j−1
i=1 mjiw˜i with null boundary
conditions. As usual λj are the principal eigenfunctions of Lj +m
−
jj.
4. The rest of the proof follows the proof of Theorem 4 where λj is
substituted with λj − ε and wj is substituted with w˜j .
For the simplest predator-prey system, N = 2, m11 = m22 = 0, m12 > 0
and m21 < 0, conditions (15) and (16) are λ1 ≥ 0, λ2 > 0, where λj is the
principal eigenvalue of the operator Lj , j = 1, 2.
Condition (12) in Theorem 2 is useful for construction of counter-example
for the non-validity of comparison principle in general.
Theorem 6: Let (1) be a weakly coupled system with reducible coopera-
tive part LM− and (2) be satisfied. Suppose that (12) is not true, i.e there is
some j ∈ {1...N} such that
(
λj +m
+
jj(x)
)
< 0 for any x ∈ Ω, and m+jl = 0
for l 6= j, l = 1, ...N . Then comparison principle does not hold for system
(1).
Proof: Let us suppose for simplicity that j = 1 and m−1,j = 0 for j =
2, ...N . We consider vector-function w(x) = w1(x), 0, ..., 0, where w1(x) is
the principal eigenfunction of L1 +m
−
11.
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Then for the first component (LM )1 of LM is valid (LMw)1 = λw1(x) +
m+11w1(x) < 0 in Ω, where λj is the principal eigenvalue of L1, and (LMw)k =
0 for k = 1, ...N . Therefore, LMw ≤ 0 but w(x) ≥ 0 and comparison
principle fails. ✷
The simplest case to illustrate Theorems 4 and 6 is N = 2. Let us
consider irreducible competitive system
(17) Ljuj +
∑2
j,k=1mjkuk = fj, j = 1, 2,
where m11 = m22 = 0, m12 > 0, m21 > 0.
Suppose λj is the principal eigenvalue of L
∗
j , j = 1, 2. If λj ≥ 0 and there
is x0 ∈ Ω such that λ1+m21(x0) > 0 and λ2+m12(x0) > 0, then according
to Theorem 4 the comparison principle holds for system (1), i.e. if f1 > 0,
f2 > 0, then u1 > 0 and u2 > 0, where u = u− u is defined in the proof of
Theorem 3.
If λ2 +m12(x) < 0 for every x ∈ Ω, then according to Theorem 6 there
is no comparison principle for system (1) in the lexicographic order, used in
this paper.
More detailed analysis of the validity of the comparison principle for
system (1) could be done if we consider order in the cone CU = PU ×(−PU ),
i.e. (u1, u2) ≤ (v1, v2) if and only if u1 ≤ v1 and u2 ≥ v2. Then Theorem
6.5 [14] states the existence of a principal eigenvalue λ of L∗ with positive
in CU principal eigenfunction w1(x) > 0, w2(x) < 0.
If λ > 0, then according to Theorem 6.3 [14] the comparison principle
holds in the order in CU , i.e. if f1 > 0, f2 < 0, then u1 > 0 and u2 < 0.
If λ < 0, then (L1(−u1)+m12u2, w1)+(L2u2+m21(−u1), w2) = (−u1, λw1+
m21w2) + (u2,m21w1 + λw2) > 0. Hence u1 < 0 and u2 > 0 for f1 > 0,
f2 > 0.
A statement analogous to Theorem 6 is valid for irreducible systems as
well.
Theorem 7: Let (1) be a weakly coupled system with irreducible coop-
erative part LM− and (2) be satisfied. Suppose that (7) is not true, i.e there
is some j ∈ {1...N} such that
(
λ+m+jj(x)
)
< 0 for any x ∈ Ω, and m+jl = 0
for l 6= j, l = 1, ...N . Then comparison principle does not hold for system
(1).
Note that in Theorem 6 and Theorem 7 we need the violation of condition
(12) and, respectively, condition (7) in all Ω. The proof of Theorem 7 follows
the proof of Theorem 6 with obvious adaptation.
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3 Comparison principle for quasi-linear elliptic sys-
tems
Considering quasi-linear system (3), (4), we use the results of the previous
section to derive conditions for the validity of comparison principle.
Let u(x) ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
be a sub-solution and v(x) ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
be a super-solution of (3), (4). Comparison principle holds for (3), (4), if
Q(u) ≤ Q(v) in Ω, u ≤ v on ∂Ω imply u ≤ v in Ω. Last three inequalities
are considered in the weak sense.
Recall that the vector-function u(x) is a weak sub-solution of (3), (4) if
∫
Ω
(
ali(x, ul,Dul)ηlxi + F
l(x, u1, ...uN ,Dul)ηl − f l(x)ηl
)
dx ≤ 0
for l = 1, ...N and for every nonnegative vector function η ∈
(
◦
W
1,∞
(Ω) ∩ C(Ω)
)N
(i.e. η = (η1, ...ηN ), ηl ≥ 0, ηl ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
∩C(Ω) and ηl = 0 on
∂Ω.
Analogously, v(x) ∈
(
W 1,∞(Ω) ∩ C(Ω)
)N
is a super-solution of (3), (4),
if ∫
Ω
(
ali(x, vl,Dvl)ηlxi + F
l(x, v1, ...vN ,Dvl)ηl − f l(x)ηl
)
dx ≥ 0
for l = 1, ...N and for every nonnegative vector function η ∈
(
◦
W
1,∞
(Ω) ∩ C(Ω)
)N
.
Since u(x) and v(x) are sub-and super-solution respectively, then w˜(x) =
u(x)− v(x) is a weak sub-solution of the following problem
−
∑n
i,j=1Di
(
Blij Djw˜
l +Bli0 w˜
l
)
+
∑N
k=1E
l
kw˜
k +
∑n
i=1H
l
iDiw˜
l = 0 in Ω
with non-positive boundary data on ∂Ω. Here
Blij =
∫ 1
0
∂ali
∂pj
(x, P l)ds, Bli0 =
∫ 1
0
∂ali
∂ul
(x, P l)ds, Elk =
∫ 1
0
∂F l
∂uk
(x, Sl)ds,
H li =
∫ 1
0
∂F l
∂pi
(x, Sl)ds, P l =
(
vl + s(ul − vl),Dvl + sD(ul − vl)
)
,
Sl =
(
v + s(u− v),Dvl + sD(ul − vl)
)
.
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Therefore, w˜+(x) = max (w˜(x), 0) is a sub-solution of
(18)
∑n
i,j=1Di
(
Blij Djw˜
l
+ +B
li
0 w˜
l
+
)
+
∑N
k=1E
l
kw˜
k
+ +
∑n
i=1H
l
iDiw˜
l
+ = 0
in Ω
with zero boundary data on ∂Ω.
Equation (18) is equivalent in terms of matrix to
(19) BEw˜+ = (B + E)w˜+ = 0 in Ω,
whereB = diag(B1, B2, ...BN ), Bl =
∑n
i,j=1Di
(
Blij Djw˜
l
+ +B
li
0 w˜
l
+
)
+
∑n
i=1H
l
iDiw˜
l
+
and E = {Elk}
N
l,k+1.
If we denote Bkji by a
ij
k , B
ki
0 +H
k
i by b
i
k,
∑n
i=1DiB
ki
0 +E
k
k by mkk(x) for
i, j = 1...n, k = 1...N and Elk by mlk(x) for k, l = 1...N , k 6= l, system (18)
looks like system (1). Hereafter we follow the notations for system (1).
Suppose now that w˜+(x) is not identical equal to zero in Ω, i.e. compar-
ison principle fails for (3), (4). Suppose LM− is irreducible. Then
0 ≥ (LM w˜+, w) =
(
w˜+,  L
∗
M−w
)
+ (M+w˜+, w) = (w˜+, λw) + (M
+w˜+, w)
where λ is the principal eigenvalue of L∗M− and w is the corresponding
eigenfunction.
Suppose aijk andmlk(x) satisfy the conditions (2), (7) and (8) in Theorem
3. Following the proof of Theorem 3, we obtain that w˜+ ≡ 0 in Ω, i.e.
comparison principle holds for the system (3), (4).
If LM− is reducible, then
0 ≥ (LM w˜+, w) = (w˜+,  L
∗w) + (M+w˜+, w) =
(
w˜+, λ˜w
)
+ (M+w˜+, w)
where λ˜w = (λ˜1w1, λ˜2w2, ...λ˜NwN ), λ˜k is the principal eigenvalue of L
∗
k and
wk is the corresponding eigenfunction for k = 1, ...N .
Suppose aijk and mlk(x) satisfy the conditions (2), (11) and (12) in The-
orem 4. Following the proof of Theorem 4, we obtain that w˜+ ≡ 0 in Ω, i.e.
comparison principle holds for the system (3), (4).
We have sketched the proof the following
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Theorem 8: Suppose (3), (4) is a quasi-linear system and the corre-
sponding system BE− in (19) is elliptic. Then the comparison principle
holds for system (3), (4) if
(i) BE− in (19) is irreducible and for every j = 1...n
(ii) λ+
(∑N
k=1
∂F k
∂pj
(x, p,Dpl) +
∑N
i=1Di
∂aji
∂pj
(x, pj ,Dpj)
)+
> 0,
(iii) λ+
(∑n
i=1Di
∂aji
∂pj
(x, pj ,Dpj) + ∂F
j
∂pj
(x, p,Dpj)
)+
≥ 0
where x ∈ Ω, p ∈ Rn and λ = infΩ0⊆Ω{λΩ0 : λΩ0 is the principal eigenvalue
of the operator BE− on Ω0};
or
(i’) BE− in (19) is reducible and for every j = 1...n
(ii’) λj +
(∑n
k=1
∂F k
∂pj
(x, p,Dpj) +
∑n
i=1Di
∂aji
∂pj
(x, pj ,Dpj)
)+
> 0,
(iii’) λj +
(∑n
i=1Di
∂aji
∂pj
(x, pj ,Dpj) + ∂F
j
∂pj
(x, p,Dpj)
)+
≥ 0
where x ∈ Ω, p ∈ Rn and λl = infΩ0⊆Ω{λlΩ0 : λlΩ0 is the principal eigen-
value of the operator Bl on Ω0.
4 Final remarks
The sufficient conditions in Theorems 3 and 4 are derived from the spectral
properties of the cooperative part of (1) - the operator LM−, or, in other
words, comparing the principal eigenvalue of LM+ with the quantities in
M+. In fact the positive matrix M+ causes a migration of the principal
eigenvalue of LM− to the left.
Theorems 3 and 4 provide a huge class of non-cooperative systems such
that the comparison principle is valid for. The idea of migrating the spectrum
of a positive operator on the right works in this case, though the spectrum
itself is not studied in this article. The results for non-cooperative systems
in this paper are not sharp and the validity of the comparison principle is to
be determined more precisely in the future.
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