This paper addresses the problem of time-varying channels in speech-recognition-based human-robot interaction using Locally-Normalized Filter-Bank features (LNFB), and training strategies that compensate for microphone response and room acoustics. Testing utterances were generated by re-recording the Aurora-4 testing database using a PR2 mobile robot, equipped with a Kinect audio interface while performing head rotations and movements toward and away from a fixed source. Three training conditions were evaluated called Clean, 1-IR and 33-IR. With Clean training, the DNN-HMM system was trained using the Aurora-4 clean training database. With 1-IR training, the same training data were convolved with an impulse response estimated at one meter from the source with no rotation of the robot head. With 33-IR training, the Aurora-4 training data were convolved with impulse responses estimated at one, two and three meters from the source and 11 angular positions of the robot head. The 33-IR training method produced reductions in WER greater than 50% when compared with Clean training using both LNFB and conventional Mel filterbank features. Nevertheless, LNFB features provided a WER 23% lower than MelFB using 33-IR training. The use of 33-IR training and LNFB features reduced WER by 64% compared to Clean training and MelFB features.
Introduction
Robustness in real environments is one of the key features that must be provided by robot audition for successful human-robot interaction. Several challenges must be addressed in such environments, including but not limited to channel variability due to relative motion between the sound sources and the robot's microphones [1] . Despite the importance of this issue, little has been done toward this end. Recently, the second "CHiME" speech separation and recognition challenge [2] has defined a task to be addressed that includes movements of the speaker. However, they are limited to small head movements and the datasets were generated by convolving clean utterances with time-varying Binaural Room Impulse Responses (BRIRs) that mimic those movements. Baseline results for the ASR system used show that speaker motion has an impact over the keyword accuracy, degrading it by 4% on average with clean training, and improving it by 2% on average with reverberant training. Available speech databases that include relative motion between speaker and microphone are reviewed in [3] and a method of collecting large amounts of realistic noisy speech recordings with mobile robots was proposed. In the review, the databases that contain recordings with movements are limited to head movements only. In [1] several methods were proposed to improve the performance of robot audition in dynamically-changing acoustic environment, i.e., moving sound sources, environmental changes caused by robot's motions, dynamical changes of the number of sound sources, and intrinsic variations in the sound sources themselves. While the study includes changes of the speaker's position between utterances, it does not consider data in which a speaker is moving within an utterance.
In scenarios where ASR is performed by moving robots, the corruption of speech by the additive noise of the robot's motors must be taken into account. In [4] , the problem of motor noise in robot movement is addressed, and the authors introduced a new method for improving ASR in the presence of robot motor noise. The method is based on multi-condition training, maximum-likelihood linear regression (MLLR), and missing feature theory (MFT). In [5] [6] egonoise suppression algorithms were employed. Also, sound localization and beam forming methods exploiting microphone arrays can be used to address the problem of additive noise in mobile robotics with multiple sound sources [7] .
Distant speech recognition is also a challenge that has to be addressed in real environment and leads to degradation of speech recognition systems due to the effects of reverberation. Several authors have performed or proposed distant speech database recording for developing and testing techniques in real data. The development of an application for recording distant speech database, along with the actual recording using Kinect is described in [8] . Different techniques have been proposed or adapted to address the reverberation effect in automatic speech recognition (ASR): Wavelet Thresholding [9] , Spectral Subtraction [10] , Wiener Filtering [11] , among others. In [12] a method in optimizing the speech enhancement techniques mentioned above is described. The optimization is specifically design to improve ASR. For evaluating the proposed method, the authors recorded real reverberant data in a multi-party conversation at different reverberation times in the Japanese and English languages. Word accuracy results show an improvement as great as 12% for a reverberation time of 80 ms, and 224% for a reverberation time of 940 ms, when compared to the results with no enhancement techniques.
Reference [13] describes the recording of a distant speech database recording in a multiroom smart home for evaluating combinations of techniques that operates at independent levels of the speech processing. The database is recorded in 8 channels and the nearest microphone is 2 meters away from the speaker. The utterances correspond to predefined expressions and phrase readings. The fusion of three enhancement techniques was evaluated: Beamforming, a technique that operates at the acoustic level [14] ; the Driven Decoding Algorithm (DDA) [15] , which operates at the decoding level by taking advantage of the availability of auxiliary transcripts; and ROVER (Recognizer Output Voting Error Reduction) [16] which operates at the ASR combination level, that is expected to improve the recognition results by providing the best agreement between the most reliable sources. The word error rate (WER) is reduced from 18.3% to 8.8%. Acoustic vectors were composed of 12 PLP (Perceptual Linear Predictive) coefficients, the energy, and the first and second order derivatives of these 13 parameters.
Since distant microphones are sensitive to speakers' body movements, the effects of distant speech and movement between the speaker and microphone produces a further degradation of ASR performance. The recognition rates are better when the speaker sits or moves only a little [17] .
The present authors developed a novel set of speech features called Locally-Normalized Cepstral Coefficients (LNCC), which were initially proposed for robust Speaker Verification (SV) [18] and ASR [19] . LNCC features were inspired by Seneff's Generalized Synchrony Detector (GSD) [20] which performs a local normalization in the frequency domain in each auditory channel. LNFB features are LNCC features before the final DCT computation. The local normalization is achieved in the filter-bank space by dividing the output of a triangular frequency-weighting filter (which is similar to the triangular filter in conventional MFCC coefficients) by the output of a second frequency-weighting filter [18] . This normalization removes very coarse variations in the spectral shape that can be considered constant within both filters, such as overall tilt, which we assume arise mostly from channel variability. We refer to these two filters as the "numerator filter" and the "denominator filter," and their shape is an approximation to the frequency response of the numerator and denominator of the Seneff GSD operator:
where the frequency variable f is in the Bark scale [21] . The shapes of these filters are shown in Figure 1 . Given a channel m with center frequency f m C and bandwidth B, the LNFB feature m is defined as the log of the locally-normalized energy for channel m, LNm:
where LNNumm is the numerator filter energy, and LNDenm is the denominator filter energy. The parameter dmin prevents division by zero at the center frequency of each pair of numerator and denominator filters. One of the motivations behind the LNCC or LNFB features was to provide a set of parameters that were robust to time-varying channels such as those found in HRI environments. In these cases, temporaltrajectory filtering techniques, such as RASTA or CMN, are not applicable. In [21] LNCC was shown to reduce time-varying spectral tilt in a speaker verification task. In [19] , the use of LNFB features provided significant reductions in WER in a DNN-HMM ASR system with channel mismatch.
Robotic platform and database recording
Our experimental platform makes use of the PR2 (Personal Robot 2) shown in Figure 2 . The PR2 is a state-of-the-art mobile manipulation robot equipped with a Microsoft Kinect among other sensors. We re-recorded the testing utterances of the Aurora-4 database in a meeting room ( Figure 3 ) including different specifications of the relative motion between the robot and the speaker. The audio source used for reproducing the audios was a Monitor TANOY 501a. The recording was performed by the PR2's Kinect, which contains a fourmicrophone array. The channels of the four-channel audio recorded by the Kinect were summed, generating a single-channel speech signal. The recording procedure considers the relative movements of the robot microphones with respect to the source by simultaneously applying translational movement to the robot body and angular rotation to the robot head upon which the Kinect is mounted.
Robot Displacement
Three velocities, , , and , of displacement of the PR2 Robot from the Point P1 to the Point P3 shown in Figure 3 were Those velocities were motivated by the discussions in [22] , where a robot approached to a seated person at 0.2 m/s and 0.4 m/s. In that work, none of the human participants found those velocities too fast. In order to perform smooth movements that do not provoke some kind of rejection by humans, a speed factor function was established along with the robot movement. By doing so, the actual velocity of the robot is given by (4): 
Head movement
For each of the four displacement conditions described above, the robot makes turns with the head as shown in Figure 4 (a). The head moves repeatedly from -150º to 150º and back at different angular velocities. The source is located at 0°. For the motion described above, three angular velocities for the robot head were set: 0.14 rad/s, 0.28 rad/s, and 0.42 rad/s. The selected angular velocities correspond to the angular speed of the head rotation necessary for the Robot to follow with the head a target located two meters away from it and moving with tangential velocities of 2 km/h, 3 km/h and 4 km/h, respectively, as shown in Figure 4 (b). The fourth motion condition was zero, fixing the robot's head at 0° (i.e., oriented towards the source) for each robot displacement described above. The combination of four conditions for robot displacement and four robot head movements produces 16 test database recording conditions.
Experiments
Speech recognition experiments were performed using the Kaldi Speech Recognition Toolkit [23] . Three training sets were employed, referred to as Clean, 1-IR, and 33-IR. The Clean training dataset consisted of the original utterances of the Aurora-4 database. The Clean training set consists of 7138 utterances from 83 speakers and contains only clean data recorded with a Sennheiser HMD 414 microphone. For the 1-IR and 33-IR training data, the robot was turned off so that the recordings capture the characteristics of the room and the Kinect microphones, but not the effects of the additive noise produced by the motors of the robot. (We will address this issue in future work.) Using Farina's sine sweep method [24] , an Impulse Response (IR) was computed with the robot placed at 1m from the source (Point P1) and with the Kinect microphones oriented toward the source. A 4-channel sweep was recorded and the individual channels were mixed as described above to generate a single channel sweep used to generate the IR. The 1-IR training set was generated by convolving the 7138 utterances from the clean training set of the Aurora-4 database with the estimated IR. Also using the Farina's sine sweep method [24] , several IRs were computed with the robot placed at different distances from the source and with different orientations of the Kinect microphones with respect to the source. The robot was placed in Points P1, P2 and P3, located at 1m, 2m and 3m from the source, respectively (Figure 3) . For each point, the head was oriented at 11 different angles with respect to the source. The head angle was varied from -150º to 150º in steps of 30º. Angle 0º corresponds to the Kinect microphones oriented towards the source. For each of the 33 configurations, a 4-channel sweep was recorded with the Kinect, and the individual channels were mixed as described above to generate the single-channel sweep used to generate each of the 33 IRs. For creating the 33-IR training set, 25% of the clean training set of the Aurora-4 database was convolved with the estimated IRs at 1m distance and angle 0º with respect to the source. The remaining 75% of the clean training set was convolved with the remaining 32 IRs in such a way that the 32 IRs were evenly distributed across the signals.
In this paper, we compare results obtained using the MelFB and LNFB feature vectors. The DNN-HMM system is composed of DNNs with seven hidden layers and 2048 units per layer each, using a context window of 11 frames. The DNN-HMM systems were trained using alignments from a GMM-HMM recognizer trained with the same data. The GMM-HMM systems were trained using MFCC features, linear discriminant analysis (LDA), and maximum likelihood linear transforms (MLLT), according to the tri2b Kaldi Aurora-4 recipe. First, a monophone system was trained; second, the alignments from that system were employed to generate an initial triphone system; and finally, the triphone alignments were employed to train the final triphone system. The number of units of the output DNN layer was equal to the number of Gaussians in the corresponding GMM-HMM system. The standard 5K lexicon and trigram language model were used.
Results and Discussion
Results were obtained for a total of 96 experimental conditions consisting of all permutations of the four displacement velocities (0, 0.3, 0.45, and 0.6 m/s), four head angular velocities (0, 0.28, 0.42, 0.56 rad/s), two types of feature extraction procedures (MelFB and LNFB), and three sets of training data (Clean, 1-IR, and 33-IR). Table 1 describes the WER obtained for each experimental condition. The lowest WER for each testing condition is highlighted in bold. As can be seen in Table 1 , the best results are observed for LNFB in all cases for each training condition. Note that 1-IR training achieves the best WER only for the case of a static robot, where test and training conditions match perfectly. Otherwise, the use of 33-IR training condition with LNFB features leads to a WER reduction greater than 54% when compared with a baseline system with MelFB features and Clean training.
On average, LNFB features outperform MelFB over all training conditions. The WER for LNFB is 19% (relative) less than for MelFB, in the Clean training condition, and 23% less in the 1-IR and 33-IR training conditions. A comparison of training conditions reveals that the use of 1-IR training leads to 35% and 32% WER reductions for LNFB and MelFB, respectively, compared to Clean training. This improvement most likely reflects the incorporation of the room and Kinect microphones responses in the training data. For the 33-IR training conditions, the WER is reduced by 56% and 53% with respect to Clean training, for LNFB and MelFB, respectively. These greater reductions in WER are due to additionally incorporating into the training data the three source-microphone distances and 11 head angles for each distance. In this way, the DNN-HMM system can also compensate for the channel variability caused by the robot movements.
As can be seen, the WER obtained when the robot is in motion is worse than when the robot is static at 1 m from the source. This degradation increases linearly with the displacement velocity, and can be as high as 202% and 253% for LNFB and MelFB, respectively, for the greatest velocity. We believe that part of the degradation is caused by the robot motors noise, which was found to increase linearly with velocity. The effect of channel variability given by the robot movement towards and away from the source also increases with the displacement velocity, leading to an additional degradation. It is worth mentioning that the use of LNFB features reduces the WER respect to the WER obtained with conventional MelFB, confirming the natural robustness of the LNFB features with channel variability and channel mismatch.
WER is also worse when the robot head is undergoing rotational motion compared to when it is static. Nevertheless, this degradation is relatively independent of angular velocity, and can be as high as 151% and 116% for LNFB and MelFB, respectively, for the greatest velocity. It is worth mentioning that the percentage of occluded frames in each testing condition, i.e. frames for which the path from the source to the Kinect microphones is blocked by the Kinect encasement, is the same for each head angular velocity, except for the static head condition which does not produce any occluded frames. Moreover, the noise power of the head motors was found to be independent of the head angular velocity, except for the static head condition which produces no head motor noise.
Conclusions
Locally-Normalized Filter-Bank features (LNFB) and DNN-HMM training strategies were employed to address the problem of time-varying channels in speech recognition based human-robot interaction. Time-varying channels were generated by performing displacement movements and head rotations at different speeds with respect to a source location that remained fixed. The use of 33-IR training produced reductions in WER greater than 50% compared to Clean training with both LNFB and MelFB. However, LNFB provided a WER 23% lower than MelFB with 33-IR. When compared with Clean training and MelFB, 33-IR and LNFB led to a reduction in WER equal to 64%. The reduction of the additive noise effect due to the robot engine and the application of beam forming methods are proposed for future research.
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