Abstract-We study how correlations in the design matrix influence Lasso prediction. First, we argue that the higher the correlations, the smaller the optimal tuning parameter. This implies in particular that the standard tuning parameters, that do not depend on the design matrix, are not favorable. Furthermore, we argue that Lasso prediction works well for any degree of correlations if suitable tuning parameters are chosen. We study these two subjects theoretically as well as with simulations.
I. INTRODUCTION
A LTHOUGH the Lasso estimator is very popular and correlations are present in many of its diverse applications, the influence of these correlations is still not entirely understood. Correlations are surely problematic for parameter estimation and variable selection. The influence of correlations on prediction, however, is far less clear.
Let us first set the framework for our study. We consider the linear regression model (1) where is the response vector, is the design matrix, is the noise, and is the noise level. We assume in the following that the noise level is known and that the noise obeys an -dimensional normal distribution with covariance matrix equal to the identity. Moreover, we assume that the design matrix is normalized, that is, for . Three main tasks are then usually considered: estimating (parameter estimation), selecting the nonzero components of (variable selection), and estimating (prediction). Many applications of the above regression model are high dimensional, that is, the number of variables is larger than the number of observations but are also sparse, that is, the true solution has only few nonzero entries. A computationally feasible method for the mentioned tasks is, for instance, the widely used Lasso estimator introduced in [23] : M. Hebiri is with the Université Paris-Est Marne-la-Vallée, 77454 Champssur-Marne, France (e-mail: mohamed.hebiri@univ-mlv.fr).
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In this paper, we focus on the prediction error of this estimator for different degrees of correlations. The literature on the Lasso estimator has become very large; we refer the reader to the wellwritten books [2] , [8] , [15] and the references therein. Two types of bounds for the prediction error are known in the theory for the Lasso estimator. On the one hand, there are the so-called fast rate bounds (see [4] , [7] , and [25] , and references therein). These bounds are nearly optimal but imply restricted eigenvalues or similar conditions and therefore only apply for weakly correlated designs. On the other hand, there are the so-called slow rate bounds (see [17] , [18] , [20] , and [22] ). These bounds are valid for any degree of correlations but-as their name suggests-are usually thought of as unfavorable.
Regarding the mentioned bounds, one could claim that correlations lead in general to large prediction errors. However, recent results in [26] suggest that this is not true. It is argued in [26] that for (very) highly correlated designs, small tuning parameters can be chosen and favorable slow rate bounds are obtained. In this paper, we provide more insight into the relation between Lasso prediction and correlations. We find that the larger the correlations, the smaller the optimal tuning parameter. Moreover, we find both in theory and simulations that Lasso performs well for any degree of correlations if the tuning parameter is chosen suitably.
We finally give a short outline of this paper: we first discuss the known bounds on the Lasso prediction error. Then, after some illustrating numerical results, we study the subject theoretically. We then present several simulations, interpret our results, and finally close with a discussion.
II. KNOWN BOUNDS FOR LASSO PREDICTION
To set the context of our contribution, we first discuss briefly the known bounds for the prediction error of the Lasso estimator. We refer to the books [2] and [8] for a detailed introduction to the theory of the Lasso.
Fast rate bounds, on the one hand, are bounds proportional to the square of the tuning parameter . These bounds are only valid for weakly correlated design matrices. We first recall the corresponding assumption. Let be a vector in , a subset of , and finally the vector in that has the same coordinates as on and zero coordinates on the complement . Denote the cardinality of a given set by . For a given integer , the Restricted Eigenvalues (RE) assumption introduced in [4] 
reads then
Assumption RE( ):
where the infimum with respect to is taken over all subsets of with cardinality less or equal to and the infimum in over all vectors in such that .
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The integer plays the role of a sparsity index and is usually comparable to the number of nonzero entries of . More precisely, to obtain the following fast rates, it is assumed that , where . Also, we notice that corresponds to correlations. Under the above assumption, it holds (see, for example, [4] and more recently [18] ): (2) on the set . Similar bounds, under slightly different assumptions, can be found in [1] , [5] , [16] , and [25] . Usually, the tuning parameter is chosen proportional to . For fixed , the above rate then is optimal up to a logarithmic term (see [6, Th. 5.1] ) and the set has a high probability (see Section III-B2). For correlated designs, however, this choice of the tuning parameter is not suitable. This is detailed in the following section.
Slow rate bounds, on the other hand, are bounds only proportional to the tuning parameter . These bounds are valid for arbitrary designs, in particular, they are valid for highly correlated designs. The result [18, Eq. (2. 3) in Th. 1] yields in our setting (3) on the set . Similar bounds can be found in [17] (for a related work on a truncated version of the Lasso), in [20, Th. 3 .1] (for estimation of a general function in a Banach space), and in [22, Th. 4 .1] (which also applies to the nonparametric setting; note that the corresponding bound can be written in the form above with arbitrary tuning parameter ). We note that these bounds depend on instead of . Moreover, they depend on to the first power, and these bounds are therefore considered unfavorable compared to the fast rate bounds.
The mentioned bounds are only useful for sufficiently large tuning parameters such that the set has a high probability. This is crucial for the following. We show that the higher the correlations, the larger the probability of . Correlations thus allow for small tuning parameters; this implies for correlated designs, via the factor in the slow rate bounds, favorable bounds even though no fast rate bounds are available.
Remark II.1:
The slow rate bound (3) can be improved if is large. Indeed, we prove in the Appendix that on the set . That is, the prediction error can be bounded both with and with the estimation error restricted on the sparsity pattern of . The latter term can be considerably smaller than (in particular for weakly correlated designs). A detailed analysis of this observation, however, is not within the scope of the present paper.
III. LASSO AND CORRELATIONS
We show in this section that correlations strongly influence the optimal tuning parameters. Moreover, we show that-for suitably chosen tuning parameters-Lasso performs well in prediction for different levels of correlations. For this, we first present simulations where we compare Lasso prediction for an initial design with Lasso prediction for an expanded design with additional impertinent variables. Then, we discuss the theoretical aspects of correlations. We introduce, in particular, a simple and illustrating notion about correlations. Further simulations finally confirm our analysis.
A. Lasso on Expanded Design Matrices
Does Lasso prediction become worse when many impertinent variables are added to the design? Regarding the bounds and the usual value of the tuning parameter described in the last section, one may expect that many additional variables lead to notably larger optimal tuning parameters and prediction errors. However, as we see in the following, this is not true in general.
Let us first describe the experiments.
1) Algorithm 1:
We simulate from the linear regression model (1) and take as input the number of observations , the number of variables , the noise level , the number of nonzero entries of the true solution , and finally a correlation factor . We then sample the independent rows of the design matrix from a normal distribution with mean zero and covariance matrix with diagonal entries equal to 1 and off-diagonal entries equal to , and we normalize such that for . Then, we define for and ; otherwise, sample the error from a standard normal distribution and compute the response vector according to (1) . After calculating the Lasso solution , we finally compute the prediction error for different tuning parameters and find the optimal tuning parameter, that is, the tuning parameter that leads to the smallest prediction error.
2) Algorithm 2: This algorithm only differs from the above algorithm in one point. In an additional step after the initial design matrix is sampled, we add for each column of the initial design matrix columns sampled according to . We finally normalize the resulting matrix. The parameter controls the correlation among the added columns and the initial columns and is a standard normally distributed random vector. Compared to the initial design, we have now a design with additional impertinent variables. Several algorithms for computing a Lasso solution have been proposed: for example, using interior point methods [9] , using homotopy parameters [12] , [21] , [24] , or using a so-called shooting algorithm [11] , [13] , [14] . We use the LARS algorithm introduced in [12] , since, among others, Bach et al. [3, Sec. 1.7.1] have confirmed the good behavior of this algorithm when the variables are correlated.
3) Results: We did 1000 iterations of the above algorithms for different and with , , , , , and with (see Fig. 1 ) and (see Fig. 2 ). We plot the means of the prediction errors as a function of . The blue-dashed curves correspond to the initial designs (Algorithm 1), and the red solid curves correspond to the extended designs (Algorithm 2). The confidence bounds are plotted with faint lines in the according color, and finally, the mean values of the optimal tuning parameters are plotted with vertical lines. We find in both examples that the minimal prediction errors, that is, the minima of the red and blue curves, do not differ significantly. Additionally, in the first example, corresponding to highly correlated added variables ( , see Fig. 1 ), also the optimal tuning parameters do not differ significantly. However, in the second example ( , see Fig. 2 ), the optimal tuning parameter is considerably larger for the extended designs.
4) First Conclusions:
Our results indicate that tuning parameters proportional to (cf., [4] and most other contributions on the subject) independent of the degree of correlations are not favorable. Indeed, for Algorithm 2, this would lead to a tuning parameter proportional to , whereas for Algorithm 1 to . But regarding Fig. 1 , the two optimal tuning parameters are nearly equal, and hence, these choices are not favorable. In contrast, the results illustrate that the optimal tuning parameters depend strongly on the level of correlations: for Algorithm 2 (red solid curves), the means of the optimal tuning parameters corresponding to the highly correlated case ( , see Fig. 1 ) are considerably smaller than the ones corresponding to the weakly correlated case ( , see Fig. 2 ). Our results indicate additionally that the minimal mean prediction errors are comparable for all cases. This implies that a suitable tuning parameters lead to good prediction even with additional impertinent parameters. We only give two examples here but made these observations for any values of , , and .
B. Theoretical Evidence
We provide in this section theoretical explanations for the above observations. For this, we first discuss results derived in [26] . They find that high correlations allow for small tuning parameters and that this can lead to bounds for Lasso prediction that are even more favorable than the fast rate bounds. Then, we introduce and apply new correlation measures that provide some insight for (in contrast to [26] ) arbitrary degrees of correlations. For no correlations, in particular, these results simplify to the classical results.
1) Highly Correlated Designs:
First results for the highly correlated case are derived in [26] . Crucial in their study is the treatment of the stochastic term with metric entropy.
The bound on the prediction error for Lasso reads as follows:
Lemma III.1 [26, Th. 4 
.1 and Corollary 4.2]:
On the set we have for and
We show in the following that for high correlations, the stochastic term has a high probability even for small , and thus, favorable bounds are obtained. The parameter can be thought of as a measure of correlations: small corresponds to high correlations, and large corresponds to small correlations.
The stochastic term is estimated using metric entropy. We recall that the covering numbers measure the complexity of a set with respect to a metric and a radius . Precisely, is the minimal number of balls of radius with respect to the metric needed to cover . The entropy numbers are then defined as . In this framework, we say that the design is highly correlated if the covering numbers (or the corresponding entropy numbers) increase only mildly with , where are the columns of the design matrix and denotes the symmetric convex hull. This is specified in the following lemma.
Lemma III.2 [26, Corollary 5.2]:
Let and be fixed constants. Then, assuming (4) there exists a value depending on and only such that for all for all , and for the following bound is valid:
We observe indeed that the smaller the is, the higher the correlations are. We also mention that Assumption (4) only applies to highly correlated designs (cf. Example III.4). An example is given in [26] : the assumption is met if the eigenvalues of the Gram matrix decrease sufficiently fast. Lemmas III.1 and III.2 can now be combined to the following bound for the prediction error of the Lasso.
Theorem III.1: With the choice of as in Lemma III.1 and under the assumptions of Lemma III.2, it holds that with probability at least . High correlations allow for small values of and lead, therefore, to favorable bounds. For sufficiently small, these bounds may even outmatch the classical fast rate bounds. For moderate or weak correlations, however, Assumption (4) is not met, and therefore, the above lemma does not apply.
2) Arbitrary Designs: In this section, we introduce bounds that apply to any degree of correlations. The correlations are in particular allowed to be moderate or small and the bounds simplify to the classical results for weakly correlated designs. We first introduce two measures for correlations that are then used to bound the stochastic term. These results are then combined with the classical slow rate bound to obtain a new bound for Lasso prediction. We finally give some simple examples.
a) Two measures for correlations:
We introduce two numbers that measure the correlations in the design. For this, we first define the correlation function as
where denotes the unit sphere in . We observe that for all and that is a decreasing function of . A measure for correlations should, as the metric entropy above, measure how close to one another the columns of the design matrix are. Indeed, for moderate , for uncorrelated designs, whereas may be considerably smaller for correlated designs. This information is concentrated in the correlation factors that we define as , and as
Since
, it holds that , . We also note that similar quantities could can be defined for (removing the normalization). In any case, large and correspond to uncorrelated designs, whereas small and correspond to correlated designs.
b) Control of the stochastic term:
We now show that small correlation factors allow for small tuning parameters and thus lead to favorable bounds for Lasso prediction. Crucial in our analysis is again the treatment of a stochastic term similar to the one above.
We prove the following bound in the Appendix.
Theorem III.2:
With the definitions above, as defined in Section II and for all and , it holds that Additionally, independently of the choice of For small correlation factors and , the minimal tuning parameters and the expectation of the stochastic term are small. For , the minimal tuning parameters simplify to (cf., [4] ). Similarly, for , the expectation of the stochastic term simplifies to . Together with the slow rate bound introduced in Section II, this permits the following bound.
Corollary III.1: For
, it holds that with probability at least . Our contribution to this result concerns the tuning parameters: for the classical value , the bound simplifies to the classical slow rate bounds. Correlations, however, allow for smaller and thus lead to more favorable bounds.
Let us have a look at some general aspects of the above bound. Most importantly, Corollary III.1 applies to any degree of correlations. In contrast, Theorem III.1 only applies for highly correlated designs, and the classical fast rate bounds only apply for weakly correlated designs. We also observe that the sparsity index , which appears in the classical fast rate bounds, does not appear in Corollary III.1. Hence, Corollary III.1 can be useful even if the true regression vector is only approximately sparse. However, for very large , the bound is unfavorable. An example in this context can be found in [10, Sec. 2.2]. (However, we do not agree with their conclusions corresponding to this example. We stress, in contrast, that correlation is not problematic in general.) We finally refer to Remark II.1 and to [20] for some additional considerations on the optimality of this kind of bounds.
Remark III.1 (Weakly Correlated Designs): Corollary III.1 holds for any degree of correlations because it follows directly from the classical slow rate bound and the properties of the refined tuning parameter. However, for weakly correlated designs, we can also make use of the refined tuning parameter to improve the classical fast rate bound by a factor . Usually, the gain is moderate, but in special cases such as sparse designs (see Example III.2), the gain can be large. Finally, we note that optimal rates, that is, lower bounds for the prediction error , are available for weakly correlated designs. The optimal rate is then and is deduced from Fano's Lemma (see [6, Th. 5.1, Lemma A.1]). For similar results in matrix regression, we refer to [18] , where the assumptions on the design needed for such lower bounds are explicitly stated (see, in particular, their Assumption 2). c) Examples: In this final section, we illustrate some properties of the correlation numbers and for various settings. We consider, in particular, design matrices with different geometric properties and with different degrees of correlations. 
Example III.3 (Weakly Correlated Design):
We consider a weakly correlated design with . It turns out that the results in Section III-B1 lead to a tuning parameter . This implies in particular that the results in Section III-B1, unlike the results in this section, do not simplify to the classical results for uncorrelated designs. We give a sketch of the proof in the Appendix.
Example III.4 (Highly Correlated Design):
We illustrate with an example that highly correlated designs indeed involve small correlation factors . This implies, in accordance to the simulation results, that tuning parameters depending on the design rather than tuning parameters depending only on , , and should be applied.
Let us describe how the design matrix is chosen: Fix an arbitrary -dimensional vector of Euclidian norm . Then, we add columns sampled according to where is a positive (but small) constant and is a standard normally distributed random vector. We finally normalize the resulting matrix.
For simplicity, we do not give explicit constants but present a coarse asymptotic result that highlights the main ideas. For this, we consider the number of variables as a function of the number of observations and impose the usual restrictions in high-dimensional regression, that is, for a . If the correlations are sufficiently large, more precisely , it holds that as with probability tending to 1. This implies especially that the standard tuning can be considerably 
C. Experimental Study
We consider Algorithm 1 with different sets of parameters to make statements about the influence of the single parameters on Lasso prediction. In particular, we are interested in the influence of the correlations .
1) Results:
We collect in Table I the means of the optimal tuning parameters and the means of the minimal prediction errors for 1000 iterations and different parameter sets. Let us first highlight the two most important observations: first, correlations ( large) lead to small tuning parameters. Second, correlations do not necessarily lead to high prediction errors. In contrast, the prediction errors are mostly smaller for the correlated settings. Let us now make some other observations. First, we find that the optimal tuning parameters do not increase considerably when the number of observations is increased. In contrast, the means of the minimal prediction errors decrease for the correlated case as expected, whereas this is not true for the uncorrelated case.
Second, increasing the number of variables leads to increasing optimal tuning parameters as expected (interestingly by factors close to ; cf., Corrollary III.1). The means of the minimal prediction errors do, surprisingly, not increase considerably.
Third, as expected, increasing the sparsity does not considerably influence the optimal tuning parameters but leads to increasing means of the minimal prediction errors.
Fourth, for both the optimal tuning parameter and the mean of the minimal prediction error increase approximately by a factor 3. The mean of the minimal prediction errors for and is an exception and remains unclear.
We finally mention that we obtained analogous results for many other values of and sets of parameters.
2) Conclusions:
The experiments illustrate the good performance of the Lasso estimator for prediction even for highly correlated designs. Crucial is the choice of the tuning parameters: we found that the optimal tuning parameters depend highly on the design. This implies in particular that choosing proportional to independent of the design is not favorable.
IV. DISCUSSION
Our study suggests that correlations in the design matrix are not problematic for Lasso prediction. However, the tuning parameter has to be chosen suitable to the correlations. Both the theoretical results and the simulations strongly indicate that the larger the correlations, the smaller the optimal tuning parameter. This implies, in particular, that the tuning parameter should not be chosen only as a function of the number of observations, the number of parameters, and the variance. The precise dependence of the optimal tuning parameter on the correlations is not known, but we expect that cross validation provides a suitable choice in many applications. Next, on the set , we have . Additionally, by the definition of Combining these two arguments and using the triangular inequality, we get On the other hand, using the triangular inequality, we also get This completes the proof.
Proof of Theorem III.2:
We first show that for a fixed , the parameter space can be replaced by the -dimensional parameter space . Then, we bound the stochastic term in expectation and probability and eventually take the infimum over to derive the desired inequalities. and . That is, we can replace the -dimensional parameter space by a -dimensional parameter space at the price of an additional factor . We now bound the stochastic term in expectation. First, we obtain by Cauchy-Schwarz's inequality Next (cf., the proof of [27, Lemma 3]), we obtain for where denotes the Orlicz norm with respect to the function (see [27] for a definition). Since is standard normally distributed, we obtain (see for example [28, p. 100] ). Moreover, one may check that . Consequently
One can then derive the second assertion of the theorem by taking the infimum over . As a next step, we deduce similarly as above (compare also to [4]) where is a standard normally distributed random variable. Setting
, we obtain
The first assertion can finally be derived taking the infimum over and applying monotonous convergence.
Proposition 1: It holds for all
Proof: If a collection of balls covers the set , the volume covered by these balls is at least as large as the volume of . Thus and the left inequality follows. The right inequality can be deduced similarly. Proof for Example III.4: The realizations of the random vectors are clustered with high probability and can thus be described (in the sense of the definition of ) by much less than vectors.
To see this, consider and a rotation such that . Moreover, let be a standard normally distributed random vector in , . The measure corresponding to the random vector is denoted by . We then obtain with the triangle inequality and the condition on Now, we can bound the distance of the vector generated according to our setting to the vector :
It can be derived easily from standard results (see for example [8, p 254] ) that Consequently (6) Finally, define for any the set in :
These vectors will play the role of the vectors in Definition (5) . It holds that (7) and (8) Moreover, elementary geometrical considerations yield (9) Inequality (6) and inclusion (9) imply that with probability at least Thus, using equality (7) and inclusion (8), we have with probability at least .
