Abstract. This paper concerns the structure that can be achieved by feedback in descriptor systems that lack controllability at in nity. Staircase and double staircase condensed forms obtained through a sequence of orthogonal state transformations display when and how feedback can be used to achieve minimal index. Furthermore, they reveal that the modes that are uncontrollable at in nity have a xed minimal index that can not be reduced by feedback. However, this xed higher index part of the control system is constrained to be zero in an appropriate coordinate system, provided the initial conditions are consistent. The remainder is a reduced order system that is controllable at in nity which can be made to have index one by feedback.
(1) y = Cx with system matrices E 2 C n n , A 2 C n n , B 2 C n m , C 2 C p n , state x = x(t) 2 C n , input u = u(t) 2 C m , and output y = y(t) 2 C p . Descriptor systems arise naturally in circuit design, mechanical multi-body systems and a variety of other applications 25, 32, 33] . They have recently attracted the attention of many authors to all aspects of control including pole placement, ltering, stabilization, controllability, observability, optimal control problems, invertibility, duality, realization etc. See for example 6, 14, 13, 27] and the references therein. In contrast to standard systems in which E = I, continuous inputs to a descriptor system can give rise to discontinuities or impulsive modes in the state trajectories. A detailed analysis of solvability aspects of the distributional version of (1) Here the inputs v(t) and the resulting state trajectories exhibit the same impulsive behavior, and thus x will be impulse-free if v is. In addition if v is q-times continuously di erentiable for t > 0, then x is as well.
Notice that the closed loop system matrices (3) have a stronger robustness property than the ones in (2) . If the closed loop system is perturbed by some unmodeled dynamic forcing function f(t) giving E _ x = (A + BFC)x + Bv + f(t); Hence, x = x 1 (t) x 2 (t) has indeed as many derivatives for t > 0 as f v , even if x(0 ? ) 6 = x(0 + ). We call this property index-one-robustness, because it is shared by regular descriptor systems of index at most one. (Regularity and index are de ned in the next section.) Even smooth perturbations f in (2) will in general give rise to extra pulses in the solution, whereas this cannot happen in systems that are index-one-robust. It is implicit in the results of 4, 3] that systems that are controllable and observable at in nity can be made to be index-one-robust by feedback.
In several applications including mechanical multibody systems 19, 29, 28, 33, 34 ] the assumptions of controllability and/or observability at in nity do not hold. This system is not controllable at in nity. With output y = C 1 C 2 0 it is not observable at in nity either. Due to the special structure of this mechanical multibody system, however, the part 2 of the system that is characterized by the uncontrollable modes at in nity is inactive. The remaining system can be made index-one-robust. 28]. If this simpli cation is not carried out, then undesired phenomena as in the following example may occur. Let 
In this case, the rst two components of the state obey (2), while the second two components of the state are con ned to be zero (assuming consistent initial conditions). Choosing an appropriate feedback causes the rst two components of the state to obey (3) while the second two remain zero. However, regardless of what feedback is chosen, the closed loop system does not have index-one-robustness. If the forcing function f(t) = f 1 (t); f 2 (t); f 3 (t); f 4 (t) T were added to the closed loop system, then the third state component is x 3 (t) = ?f 3 (t) ? _ f 4 . In the third component of the state, we will obtain an impulse of the form (?f 4 (0 + ) ? x 04 ) , where x 04 = x 4 (0 ? ). Lack of di erentiability in f 4 (t) may translate into lack of continuity in x 3 . A jump discontinuity in f(t) may cause an impulse.
This paper concerns the properties that can be achieved without controllability and observability at in nity, including when and how feedback can be used to achieve minimal index by numerically stable methods. All these properties are displayed by the Kronecker-like feedback canonical form introduced in 24] . Extracting this canonical form may, however, require ill-conditioned transformations which are sensitive to rounding errors. For this reason, following the approaches of 4, 3, 37, 36], we derive condensed staircase and double staircase forms through a sequence of unitary state space transformations. They display when and how feedback can be used to achieve minimal index. They also reveal that (4) is typical of systems which lack controllability at in nity. The parts of the state which are uncontrollable at in nity are constrained to be zero in an appropriate coordinate system, provided the initial conditions are consistent. and may be decoupled from the rest of the system. This leaves a reduced order system that is controllable at in nity to which the work of 4, 3] applies. A similar argument applies to parts of the state which are not observable at in nity. By chosing an appropriate basis, these parts can be decoupled from the rest and, since they cannot be observed they can be removed without changing the dynamics of the system. 
where J is a matrix in Jordan form whose diagonal elements are the nite eigenvalues and N is a nilpotent matrix also in Jordan form. J and N are unique up to permutation of Jordan blocks. 3 The index of the pencil E ? A and of the descriptor system (1) is the index of nilpotency of the nilpotent block N in the WCF, i.e., the index of the pencil is if and only if N ?1 6 = 0 and N = 0.
By convention, if E is nonsingular, then the pencil is said to have index zero. We denote the index of the pencil E ? A by index( E ? A). If E is a nilpotent matrix and A nonsingular, then we write index(E) instead of index( E ? A).
Most of the information displayed by the Weierstra canonical form is also easily obtained from triangular pencils or block triangular pencils. It often simpli es derivations to use triangular or block triangular pencils. Furthermore, numerical algorithms that transform pencils to triangular form are usually more reliable than those that reduce to the WCF form (6){ (7) (10) In particular, (8) is regular if and only if (9) and (10) are regular.
Moreover, if (9) and (10) have disjoint eigenvalues, then the Jordan and nilpotent parts of the WCF of (8) are the union of the Jordan and nilpotent parts of the WCF's of (9) and (10).
The next lemma gives a useful characterization of regular, index one pencils. If E ? A is regular, then in terms of the WCF (6){(7), the solutions of (5) take the form x(t) = X r z 1 (t) + X 1 z 2 (t) where
From this we see that in order to have a smooth solution x(t), the initial condition x(0 ? ) must be a member of the set of admissible initial conditions ( X r z 1 + X 1 z 2 z 1 2 C r ; z 2 = ?
It may be worth while to use feedback to minimize the index of a control system even when it can not be reduced to index one in order to minimize the e ect of discontinuities in the derivatives of unmodeled or perturbing forcing functions. One of the goals of this study is to determine what is the minimal index that can be achieved and to determine a feedback that achieves it. It turns out 4 that according to the linear model (1), the modes that can not be made to be index one by feedback are constrained to be zero in an appropriate coordinate system, provided the initial conditions are consistent. The remaining active modes may be made to have index one. We now introduce some further de nitions and notation. A system of the form (1) A regular, index at most one descriptor system is a fortiori controllable at in nity. Systems that are controllable at in nity admit a state feedback control which makes the closed loop system be regular and have index at most one 4, 3] . Moreover, the system transformations may be chosen to minimize the e ects of rounding error 3, 10].
Let P 2 C n n , Q 2 C n n , R 2 C m m and S 2 C p p be nonsingular. If E = PEQÃ = PAQB = PBR (12)C = SCQ ; then the descriptor systemẼ _ x =Ãx +Bũ y =Cx is equivalent to (1) in the sense that x = Qx u = Rũ y = Sỹ: The transformation (12) is a generalized state transformation. Such transformations establish an equivalence relation among descriptor systems. Controllability at in nity, observability at in nity, regularity, eigenvalues, and index are preserved by generalized state transformations. Canonical forms under these and other state transformations are discussed in 24, 31] . However, these canonical forms are not easily computed, because modeling errors, measurement errors, or rounding errors may sometimes change them completely. In the next section we use a sequence of state transformations via unitary matrices to bringẼ,Ã,B, andC into a staircase-like form in the style of 4, 3, 37, 36]. Although our canonical forms display less information than those of 24, 31], they are less sensitive to data perturbations and rounding errors.
The proofs of the staircase-like form in this paper are constructive and form the basis of a numerically stable algorithm for computing the factorization. In what follows, it is convenient to allow partitioned matrices which in some special cases may have submatrices with no rows or no columns. In this case, of course, those submatrices are vacuous and simply to not appear. By convention, \0?by?0 matrices" are nonsingular.
Lemma 3.1. There exists a state transformation of (1) by unitary matrices P 2 C n n and Q 2 C n n such that PEQ = (17) and Q = KQK T satisfy the statement of the lemma.
Note that E 11 in (13) is not necessarily of full row rank. To achieve this we apply the lemma recursively to construct the following staircase-like condensed form, which generalizes the staircase form in 37] to three and four matrices. Theorem 3.2. There exists a state transformation of (1) by unitary matrices P 2 C n n and Q 2 C n n which puts the system pencil in the form PEQ = (1) and Q (1) such that and Q (k) such that the transformed system is in the form of (18){(21) with the exception that rank(E is nonsingular, then the pencil is in the required form. Otherwise, Lemma 3.1 may be applied again to further re ne in the block structure. Each application of Lemma 3.1 reduces t 1 by at least one. After at most n steps either the (1; 1) block of the transformed E is nonsingular or t 1 = 0. In either case, the pencil reaches the required form in at most n steps. Theorem 3.2 essentially separates the uncontrollable in nite modes from the others. We have the following corollary: Corollary 3.3. In Theorem 3.2, the subsystem obtained from the rst two block rows and columns of (18) The state transformation given byP = P 2 P 1 andQ = Q 1 Q 2 achieves the condensed from of (22){ (25) . Properties 1{4 come directly from Theorem 3.2 applied to the subsystem. Properties 5 and 6 also follow from Theorem 3.2, because when the second state transformation P 2 , Q 2 is applied to (18) (22) is just E 33 in (19) . Property 7 follows because the rst three block rows and columns in (22){(25) are a state transformation byP andQ of the rst two block rows and columns of (18){(21).
We have the following corollary.
Corollary 3.5. The subsystem obtained by deleting the last two block rows and columns from (22){ (25) The rst factor on the right-hand-side of (26) Pencil (29) has only nite eigenvalues, because E 11 is nonsingular. Pencil (30) has only in nite eigenvalues, because the left-hand-side is nilpotent and the right-hand-side is nonsingular. Lemma 2. Here we have used Properties 3 and 4 of Theorem 3.2.
The index of nilpotency of 0 E 23 0 E 33 can be displayed by applying another staircase algorithm. The Kronecker-like feedback canonical form of 24] also displays this minimal index, but this canonical form is not suitable for numerical computation.
An obvious consequence of Theorem 4.2 is that the index of nilpotency of E 33 di ers from the minimal obtainable index by at most one. 
is regularizable, then for t > 0, x 3 (t) = 0 independent of the control u. If E 33 x 3 (0 ? ) = 0, then x 3 is impulse free.
Proof. The third equation of (31) The in nite uncontrollable modes play no role in the system dynamics. With consistent initial conditions, they are constrained to be zero. Only the modes involved in (32) are active. The subsystem (32) is controllable at in nity, so the results of 4, 3] apply. It follows that those modes constrained to be zero may be eliminated from the system. In this way, all regularizable descriptor systems may be made to be controllable at in nity. Hence, the methods designed for linear quadratic control, pole assignment, stabilization, etc : : :under the assumption of controllability at in nity may be used 27].
A similar result in the context of linear quadratic control of a particular mechanical multibody system was obtained by explicit transformation in 28].
5. Geometric Proofs. In this section we will provide geometric proofs for the results in the previous sections. 
we obtain the closed loop system E _ x = (A + BF)x + Bv (35) for which E ? (A + BF); B is right invertible. This implies (ii).
Conversely (ii) implies that M( ) is right invertible. Hence, Y 4 = f0g and we have (i).
Statement (i) implies statement (iii), because the feedback (34) makes the pencil (35) regular. The converse is clear. If (i) did not hold, then for every feedback F, the pencil of the closed loop system would be singular, which contradicts (iii).
From this we see that for regularizable systems the condensed form (18) The conclusion of Theorem 6.1 also holds if both state and derivative feedback are used. An extra hypothesis is needed to obtain the same results in the output feedback case. It follows immediately from Theorem 3.4 that the part of the system which is unobservable at in nity can be completely decoupled from the rest of the system. This part of the system can be removed, because, according to the linear model, it does not in uence the dynamics of the system and the possible impulsive behavior cannot be observed. subject to the descriptor system (1). After transforming to the reduced form of Theorem 3.2, we may just omit the components which are uncontrollable at in nity from the cost functional and the constraint to obtain a reduced order problem which is controllable at in nity. For such systems, the methods described in 27] apply. For a detailed analysis of general linear quadratic optimal control problems for descriptor systems see 15]. 8 . Conclusions. According to the linear model (1), problems associated with uncontrollable in nite modes in a regularizable system do not occur. With consistent initial conditions, they are constrained to be zero. The only active dynamics in (1) are controllable at in nity. The active dynamics may be made to be index one by state feedback and the entire system may be treated as if it were controllable at in nity as in 4, 3] . However, the resulting system is not index-one-robust. If there is an unmodeled forcing function that excites modes that are uncontrollable at in nity, then it may generate impulses.
