Abstract: This paper is concerned with inverse evaluation of the wavenumber for a Helmholtz equation. It is assumed that the wavenumber is composed of a known uniform background and an unknown separable part. This function can closely model an unhealthy abnormality in a healthy domain. The algorithm assumes an initial guess for the unknown perturbation part and obtains corrections to the guessed value. Numerical results indicate that the algorithm can recover close estimates of the unknown wavenumber based on boundary measurements. 
Introduction
In this paper, we consider an inverse reconstruction algorithm for the Helmholtz equation. This problem appears very naturally in various applications including biomedical imaging (National Research Council, 1996) and references therein. In this paper, we consider inverse identification of the wave number in which the unknown function is composed of a uniform background and a non-zero perturbation part with compact support (Klibanov and Romanov, 2016; Bao and Li, 2005) . A small anomaly can also be modelled by a separable perturbation. Separable wavenumbers also appear in underwater acoustics (Zhuang and Sun, 2000) . The topic of this note is the evaluation of a sub-surface material property for an elliptic system (Pourgholi et al., 2014; Bao and Li, 2005) . It is well-known that this class of problems are highly ill-posed (Solodky and Mosentsova, 2009; Johansson, 2010 ) (references therein) and various methods have been developed to overcome it.
We have considered a similar problem in Tadi et al. (2011) , however in this note; we assume that the unknown function is composed of a uniform known background value and a separable part. This formulation can closely model an abnormality within an otherwise uniform (and healthy) domain. The formulation presented in Tadi et al. (2011) was global and required the collection of a large number of measurements at different frequencies and different angles of incident. If the wave number is separable, then it is possible to significantly reduce the number of needed measurements. The computational methods presented in this note require one set of measurement at one frequency only. The method is based on the combination of the methods in Tadi et al. (2011) and the method of quazi-reversibility (Lattes and Lions, 1960) and requires less computational resources. In Section 2, we present the algorithm which is iterative and updates an initially guessed value for the unknown function. The updating is done sequentially in one coordinate at a time. The updating formulation is a combination two different methods. In Section 5 we use a number of numerical examples to study the applicability of the method.
Problem statement and the inversion algorithm
Let Ω R 2 be a closed bounded set. Consider a 2-D Helmholtz equation given by
where Dirichlet and Neumann boundary conditions are given at the boundary of Ω, denoted by ∂. The above formulation assumes that measurements in the form of normal derivative at the boundaries can be collected and provided for the purpose of inversion. The variable u(x) denotes the electric field, the parameter κ(k = κ 2 for simplicity) denotes the frequency of the incident wave and the function p(x) is a physical parameter. The goal is to recover the function p(x) based on boundary measurements. It is assumed that this function is composed of a uniform and known part and an abnormality that can be modelled by a separable function according to p(x) = 1 + g(x)f(y). Our goal is to recover the functions g(x), f(y). The proposed algorithm is iterative in nature and is composed of three steps. 1 assuming initial guesses for the unknown functions, i.e., ˆ( ) g x and ˆ( ) f y and using the Dirichlet conditions, it is possible to obtain a background field satisfying the system
2 By subtracting the background field from equation (1), it is possible to obtain the error field,
The boundary conditions for the error field are given by e = 0, ∀x ∈ ∂Ω, and ˆ,
where ∇n denotes the normal derivative.
3 The assumed values of the functions are related to the actual values according to ( ) ( ) ( ) g x g x σ x = + and ( ) ( ) ( ), f y f y ν y = + where σ(x) and v(y) are still unknown. In this step the error field is linearised around the background field and the correction terms are solved for one function at a time. The algorithm solves for σ(x) first and then v(y). After computing these corrections terms, it is possible to update the assumed values in Step 1, and repeat the algorithm.
The third step is the new feature of the present method. The two correction terms are computed one function at a time. In both cases, the algorithm formulates linear systems in terms of the correction terms σ(x) and v(y). These linear systems are highly ill-conditioned. But, it is possible to formulate over-specified linear systems of the form
and obtain the least-square solution for the correction terms. We next present the method.
To recover σ(x)
Consider a unit square mesh shown in Figure 1 and assume that (
Substituting for the unknown functions in equation (3) and linearising leads to ˆˆ( ) ( ) ( ) ( ) ( , ) 0. 
Substituting the assumed form in equation (5) 
where (*) (*)
.
Using the orthogonality of the sine functions leads to
for ℓ = 1, 2,…,N. The boundary conditions are given by A ℓ (0) = A ℓ (1) = 0, and
for ℓ = 1,2,…,N. The above system of equations are ill-posed in a sense that the second order differential equations are required to satisfy two conditions at each end and the function σ(x) is unknown. In addition, the unknown function σ(x) in the underbraced term in equation (8) is multiplied by a term that is relatively small and includes the error associated with the linearisation of the error equation around the background field. As indicated in the previous section, our approach to the inverse evaluation of the function is to formulate a number of finite dimensional linear systems of the form Π j σ = i℘ j and consider the least-square solution as formulated in equation (4). In what follows, we use two different approaches to formulate three different linear systems for the unknown function σ(x) and place them in equation (4). The key is to use all of the available boundary conditions. 
Imposing the boundary conditions at y = 0 and y = 1
Our first approach is to formulate two well-posed problems that satisfy (8) and impose the boundary conditions (10) separately. These problems are given by 
The above problems are both well-posed and are fully coupled due to the terms involving the summation sign. If one divide the domain x ∈ [0, 1] into n e equal intervals ∆x, (i.e., n e ∆x = 1), it leads to L = n e + 1 nodes for each component of A ℓ (x), ℓ = 1,2,…,N. Finite-difference approximation of equation (11) 
where the square matrix H 1 ∈ R (L×N)×(L×N) is the finite-dimensional approximation of the problem 1 in equation (11) along with its appropriate boundary conditions, and the square matrix H 2 ∈ R (L×N)×(L×N) is the approximation of the problem 2 in equation (12) 
where B 1 , B 2 ∈ R L×(L×N) are non-square matrices. Since H 1 and H 2 are both invertible, we can solve for r in equation (14) 
The above equations are the first two matrix equations in the system discussed in equation (4).
Imposing the boundary conditions at x = 0 and x = 1
In this section we consider equations (8), (9), and (10) and develop a formulation that uses the boundary conditions at x = 0 and x = 1 and leads to additional equations that can be placed in equation (4). If one considers equation (8), it is noted that without the summation term, the equations are decoupled for each ℓ = 1,2,…,N. It is possible to solve for σ(x) in two steps.
1 neglect the underbraced term in equation (8) and obtain the solutions for A j (x) that satisfy all of the given boundary conditions and denote them by ˆ( ), Aj x j = 1,2,…,N.
2 rewrite the decoupled version of equation (8) 
where ˆ( ) Aj x is the solution in step 1, and the over-specified boundary conditions are A j (0) = A j (1) = 0 and 
The next two sub-sections present our approach to these two steps in details.
Neglecting the term kσ(x)Q ℓ (x)
By (temporarily) neglecting the underbraced term in equation (8), it can be rewritten in the form 
where L* is the adjoint of L. The unknown function Aj(x) appears on both sides of the above equation and, the solution can be readily obtained after iterating according to Lattes and Lions (1960) ˆ* 1 * 0, ( ) ( )Γ , 1 , , 1 ,2, , .
Expanding the above equation leads to 
Solving the decoupled system of equations (19)
After obtaining a close estimate of the right hand side of equation (19), one can consider the decoupled system of equations given in (19) and the boundary conditions in equation (10). The above systems are ill-posed in the sense that they include the unknown function σ(x) and in addition, they are required to satisfy two boundary conditions at each end. It is possible to consider two well-posed problems (Tadi et al., 2011) given by 
where the vector a ℓ is the values of A ℓ (x j ) at finite difference nodes, and the vector s is the value of the unknown function σ(x j ) at finite difference nodes. The vectors b ℓ and c ℓ are the left hand sides of (24) and (26). Both of the above problems are well-posed and the above matrices can be uniquely inverted. It is possible to eliminate the unknown vector a ℓ from equations (28) 
The above equations provide N linear systems for the unknown vector s which is the unknown function σ(x) at the finite difference nodes. The underbraced coefficient matrices N ℓ are singular. They are additional linear systems that can be added in (4).
The least-square solution to the above system provides the correction term s (or σ(x) ).
To recover η(y)
After obtaining σ(x) and updating ˆ( )
f y v y = + and apply the same procedure and obtain the correction v(y).
Numerical experiments
We next use a number of numerical examples to study the applicability of the method. If one divides the domain in each direction into n e = 50 equal intervals, using a second-order accurate finite-difference, it is possible to accurately solve equation (1) for low frequencies (κ).
Example 1: consider evaluating a wavenumber in equation (1) 
where ϒ is the first derivative operator, and β is a positive constant set by the designer. Consider the case where β = 0. As linear systems are added to the above equation, the number of relatively non-zero eigenvalues of the coefficient matrix increase. Figure 2 shows the normalised eigenvalues of the symmetric matrix Σ Σ. The eigenvalues are normalised with respect to the largest eigenvalue. The figure depicts the eigenvalues when only equation (29) is used. It also shows that as additional conditions are added, i.e., equation (18), the number of non-zero eigenvalues are increased. We set β = 0.008 and proceed to recover the unknown function. For our examples in this note, constant value of 0.08 is introduced to ensure stability of iterations. Figure 3 shows the actual unknown function and Figure 4 shows the recovered function after 3,000 iterations. Figure 5 shows the actual function and Figure 6 shows the recovered function after 10,000 iterations. In both examples the error is reduced by four orders of magnitude. 
Conclusions
In this paper we presented a computational algorithm for the evaluation of an unknown function for Helmholtz equation. The unknown function is assumed to be the sum of a known uniform value and a separable part. The algorithm is iterative in nature. It updates initially assumed values for each coordinate separately. The algorithm shows reasonable robustness to noise. Two numerical examples were used to study the applicability of the proposed algorithm.
