The total domination number of a graph G without isolated vertices is the minimum number of vertices that dominate all vertices in G. The total bondage number b t (G) of G is the minimum number of edges whose removal enlarges the total domination number. This paper considers grid graphs. An (n, m)-grid graph G n,m is defined as the cartesian product of two paths P n and P m . This paper determines the exact values of b t (G n,2 ) and b t (G n,3 ), and establishes some upper bounds of b t (G n,4 ).
Introduction
For notation and graph-theoretical terminology not defined here we follow [27] . Specifically, let G = (V, E) be an undirected graph without loops and multi-edges, where V = V (G) is the vertex-set and E = E(G) is the edge-set, which is a subset of {xy| xy is an unordered pair of V }. A graph G is nonempty if E(G) = ∅. Two vertices x and y are adjacent if xy ∈ E(G). For a vertex x, we call the vertices adjacent to it the neighbors of x. We use P n and C n to denote a path and a cycle of order n throughout this paper.
A subset D ⊆ V (G) is called a dominating set of G if every vertex not in D has at least one neighbor in D. The domination number of G, denoted by γ(G), is the minimum cardinality among all dominating sets.
The domination is so an important and classic conception that it has become one of the most widely studied topics in graph theory, and also is frequently used to study properties of interconnection networks. The early results on this subject have been surveyed and detailed in the two excellent domination books by Haynes, Hedetniemi, and Slater [11, 12] . In the recent decade, a large number of research papers on domination as well as related topics appear in many scientific journals because of their applications in many fields such as networks and so on.
which we obtain the following results. The proofs of these results are in Section 3, Section 4 and Section 5, respectively. In Section 2, we give two preliminary results to be used in our proofs.
Preliminary results
Throughout this paper, we assume that a path P n has the vertex-set V (P n ) = {1, · · · , n}. An (n, m)-grid graph G n,m is defined as the Cartesian product G n,m = P n × P m with vertex-set V (G n,m ) = {x ij | 1 ≤ i ≤ n, 1 ≤ j ≤ m} and two vertices x ij and x i ′ j ′ being linked by an edge if and only if either i = i ′ ∈ V (P n ) and jj ′ ∈ E(P m ), such an edge is called a vertical edge, or j = j ′ ∈ V (P m ) and ii ′ ∈ E(P n ), such an edge is called a horizontal edge. The graph shown in Figure 1 is a (4, 3) -grid graph G 4,3 . It is clear, as a graphic operation, that the cartesian product satisfies commutative associative law if identify isomorphic graphs, that is, G n,m ∼ = G m,n . x 12
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The following notations continually appear in our proofs. For a given integer t with t < n, G t,m is a subgraph of G n,m . We use the notation H n−t,m to denote G n,m − G t,m , that is, H n−t,m is a subgraph of G n,m induced by the set of vertices {x ij | t + 1 ≤ i ≤ n, 1 ≤ j ≤ m}. Clearly, H n−t,m ∼ = G n−t,m . For example, the graph shown in Figure 1 by heavy lines is a subgraph H 2,3 of G 4,3 , where n = 4, t = 2 and m = 3.
Note that both G 0,m and H n−n,m are nominal graphs. For convenience of statements, we allow G 0,m and H n−n,m to appear in our proofs. If so, we specify their total dominating sets are empty.
In Addition, let
We state some useful results on γ t (G n,m ) to be used in our proofs.
Lemma 2.1 (Gravier [6] ) Let n be a positive integer. Then
By the definition of a total dominating set, it is possible that a vertex in
Lemma 2.3 (Kulli and Patwari [21] ) For a path P n with n 4,
Since G 1,m ∼ = P m and G n,1 ∼ = P n , by Lemma 2.3, we assume that if one of n and m is 1, then the other is at least 4 when we consider the existence of b t (G n,m ).
3 The total bondage number of G n,2
In this section, we determine the exact value of b t (G n,2 ) for n ≥ 2. Since the computation of b t (G n,2 ) strongly depends on the value of γ t (G n,2 ) in Lemma 2.1, the process of our proofs consists of several lemmas according to the value of n modulo 3.
Proof. By Lemma 2.1, we have
, and let H = G n,2 − B. By (3.1), we have
Proof. Without loss of generality, we only consider the case j = 1. By the hypothesis, n ≥ 4. It can be direct check that the lemma holds for n = 4. Assume n ≥ 7 below. Let D be a minimum total dominating set of G n,2 − x n1 . We need to show |D| = γ t (G n,2 ) − 1.
We consider a subgraph G n−4,2 and let D ′ be a minimum total dominating set of G n−4,2 . By Lemma 2.1,
We now prove that |D| ≥ γ t (G n,2 ) − 1. If one of x (n−1)1 and x n2 belongs to D, then D is a total dominating set of G n,2 . By (3.2), we can deduce a contradiction as follows.
It follows that neither of x (n−1)1 and x n2 belongs to D. Since D is a total dominating set of G n,2 − x n1 , the vertex x (n−1)2 must be in D to dominate x n2 . Thus D ∪ {x (n−1)1 } is a total dominating set of G n,2 , and so
The lemma follows.
Proof. We only need to show
Let H = G n,2 − x (n−1)1 x n1 and D be a minimum total dominating set of H. Then the vertex x n2 must be in D otherwise D can not dominate the vertex x n1 in H. Moreover, D is either a total dominating set of G n+1,2 if x n1 is in D or a total dominating set of
⌋. By Lemma 2.1 and Lemma 3.2, we have
Proof. To prove the lemma, we only need to show b t (G n,2 ) ≥ 2 by Lemma 3.1. To this end, we only need to show γ t (G n,2 −e) = γ t (G n,2 ) for any edge e in G n,2 . Let e be any edge in G n,2 . We only need to prove that
clearly. We attain this aim by constructing a total dominating set D of G n,2 − e such that |D| = 2 n+2 3
, which means |D| = γ t (G n,2 ) by Lemma 2.1. We consider two cases according as that e is vertical or horizontal.
Suppose that e is a vertical edge e = x i1 x i2 , where
Then D is a total dominating set of G n,2 − e and |D| = 2 n+2 3
. Suppose now that e is a horizontal edge, maybe e = x i1 x (i+1)1 or e = x i2 x (i+1)2 , where 1 ≤ i ≤ n − 1. Without loss of generality, set e = x i1 x (i+1)1 . We consider two subcases to construct D, respectively.
Assume i ≡ 1 (mod 3). Let
Then D is a total dominating set of G n,2 − e and |D| = 2⌊ n+2 3
⌋.
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Assume now i ≡ 1 (mod 3). We consider G i−1,2 and H n−(i+1),2 (see Figure 2 ). Let D ′ and D ′′ be minimum total dominating sets of G i−1,2 and H n−(i+1),2 , respectively. Then
Thus, by Lemma 2.1,
Proof. Since n ≡ 1 (mod 3), n−1 ≡ 0 (mod 3). By (3.3), for the edge e 0 = x (n−2)1
Choose other two edges e 1 , e 2 in G n,2 , where e 1 = x (n−1)1 x n1 and e 2 = x (n−1)2 x n2 . Let H = G n,2 − {e 0 , e 1 , e 2 }. Then H = (G n−1,2 − e 0 ) + H n−(n−1),2 and any total dominating set of H must contain vertices x n1 and x n2 . By (3.4) and Lemma 2.1, we have
Now we prove b t (G n,2 ) ≥ 3. To the end, let e 1 and e 2 be any two edges in G n,2 , and H = G n,2 − {e 1 , e 2 }. We only need to prove γ t (H) ≤ γ t (G n,2 ). We consider three cases.
Case 1 Both e 1 and e 2 are vertical edges.
Let e 1 = x i1 x i2 , e 2 = x j1 x j2 , i < j, and let
Then D is a total dominating set of H and γ t (H) ≤ |D| = 2 n+2 3
. By Lemma 2.1, |D| = γ t (G n,2 ). Thus, for two vertical edges e 1 and e 2 , we have
Case 2 One of e 1 and e 2 is horizontal and the other is vertical. Without loss of generality, suppose that e 1 is horizontal and e 2 is vertical, and let e 1 = x i1 x (i+1)1 and e 2 = x j1 x j2 , 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n. We will prove
Consider G i,2 and H n−i,2 . Then both G i,2 and H n−i,2 do not contain the edge e 1 .
There are several subcases.
No matter which case arises, by Lemma 2.1, we have
Thus, the inequalities (3.6) hold.
If i ≡ 0 (mod 3) and j ≥ i + 1, then n − i ≡ 1 (mod 3) and e 2 is in H n−i,2 . Since H n−i,2 ∼ = G n−i,2 , by (3.5), we have γ t (H n−i,2 − e 2 ) ≤ γ t (H n−i,2 ). Thus, the inequalities (3.6) hold.
The remainder is the case either i ≡ 1 (mod 3) and j ≥ i + 1 or i ≡ 0 (mod 3) and j ≤ i. Essentially, the two cases are the same by replacing n − i for i. We only consider the latter case, that is, i ≡ 0 (mod 3) and j ≤ i.
D is a total dominating set of H, and so,
We now assume j < i. Consider G i−1,2 and H n−(i+1),2 . Let D ′ be a minimum total dominating set of G i−1,2 − e 2 , and D ′′ be a minimum total dominating set of 2 contains neither e 1 nor e 2 . By Lemma 2.1, we have
Case 3 Both e 1 and e 2 are horizontal edges.
Without loss of generality, let e 1 = x i1 x (i+1)1 and e 2 = x kj x (k+1)j are two distinct horizontal edges, where 1 ≤ j ≤ 2 and i ≤ k < n, and j = 2 if i = k. To prove γ t (H) ≤ γ t (G n,2 ), we consider three subcases.
In this subcase, e 2 = x i2 x (i+1)2 , H is disconnected and has exact two connected components G i,2 and H n−i,2 . Since both G i,2 and H n−i,2 contain neither of e 1 and e 2 , we have γ t (H) = γ t (G i,2 ) + γ t (H n−i,2 ) = γ t (G n,2 ) by Lemma 2.1.
In this subcase, G i,2 and H n−i−1,2 contain neither e 1 nor e 2 . If i ≡ 0 or 1 (mod 3), let D ′ be a minimum total dominating set of G i−1,2 , and D ′′ be a minimum total dominating set of
If i ≡ 2 (mod 3), let D ′ be a minimum total dominating set of G i−2,2 , and D ′′ be a minimum total dominating set of 
In this case, e 2 is in H n−i,2 . If i ≡ 2 (mod 3), then n−i ≡ 2 (mod 3) as n ≡ 1 (mod 3). Thus, b t (H n−i,2 ) = 2 by Lemma 3.4, which implies γ t (H n−i,2 − e 2 ) = γ t (H n−i,2 ). If i ≡ 0 (mod 3), then n − i ≡ 1 (mod 3). Since e 2 is a horizontal edge in H n−i,2 , by Subcase 3.1, we also have γ t (H n−i,2 − e 2 ) = γ t (H n−i,2 ). Thus, when i ≡ 1 (mod 3), we have
If k ≡ 0 (mod 3) then, by replacing G k,2 and H n−k,2 by H n−i,2 and G i,2 , respectively, we still have
Now, we assume i ≡ 1 (mod 3) and k ≡ 0 (mod 3). We consider three sub-
Let D ′ be a minimum total dominating set of G i−1,2 , D ′′ be a minimum total dominating set of H n−(k+1),2 , and D ′′′ be a minimum total dominating set of
By Lemma 2.1, we have
Summing up all cases, we prove the lemma.
According to the above lemmas, we can state our results in this section as follows. 
The total bondage number of G n,3
In this section, we will determine b t (G n,3 ) = 1 for n ≥ 2. In this case, Proof. Without loss of generality, we only show |D ∩Y n | ≤ 2. By contradiction, suppose that there exists a minimum total dominating set D of G n,3 such that |D ∩ Y n | = 3. Then D is still a total dominating set of G n+1, 3 . By Lemma 2.1, Proof. Let D be a total dominating set of G n, 3 .
We first consider that both x n1 and x n3 are in D. If X n2 ∈ D, then |D ∩ Y n | = 3. By Lemma 4.1, D is not a minimum total dominating set of G n,3 . Thus, by Lemma 2.1, we have |D| ≥ γ t (G n,3 ) + 1 = n + 1.
Assume x n2 / ∈ D below. Since x n2 is not in D, both x (n−1)1 and x (n−1)3 must be in D, which dominate x n1 and x n3 , respectively. Let
′ is still a total dominating set of G n,3 , and
We now consider that only one of x n1 and x n3 is in D. Without loss of generality, we can assume x n1 ∈ D and x n3 / ∈ D. We prove |D| ≥ n + 1 by induction on n. It is clear that |D| ≥ 3 for n = 2. Suppose |D| ≥ k+1 for any integer k < n. We prove that |D| ≥ n + 1 for n ≥ 3. We can assume that |D ∩ Y i | ≤ 2 for each i = 2, 3, . . . , n − 1
is still a total dominating set of G n,3 with the cardinality at most |D|.
If x i2 / ∈ D for each i = 2, 3, . . . , n − 1, then each vertex in D \ {x n1 } can totally dominate at most three vertices, and x n1 can dominate only two vertices. Thus, D can totally dominate at most 2 + 3(|D| − 1) vertices. On the other hand, D can totally dominate all 3n vertices. From the two facts, we can deduce 3n ≤ 2 + 3(|D| − 1), which yields |D| ≥ n + 1.
Now assume x i2 ∈ D for some i with 2 ≤ i ≤ n − 1. Let i 0 be the largest index such that x i 0 2 ∈ D for 2 ≤ i 0 ≤ n − 1. If x n2 ∈ D and i 0 = n − 1, then D \ {x n1 } is still a total dominating set of G n,3 . Thus, |D| ≥ γ t (G n,3 ) + 1 = n + 1 by Lemma 2.1. We assume i 0 = n − 1 if x n2 ∈ D in the following discussion. There are two cases
In this case, since
Figure 3: Two subgraphs G i0, 3 and
) is a total dominating set of H n−(i 0 −2),3 , and Figure 3) . Since H n−(i 0 −2),3 ∼ = G n−(i 0 −2),3 and D 2 satisfies the condition in the lemma (i.e., x n1 ∈ D 2 ), by the induction hypothesis
Since both of D 3 and D 4 satisfy the condition in the lemma, by the induction hypothesis, |D 4 | ≥ i 0 and |D 3 | ≥ n − (i 0 − 2) + 1. Thus, 
The proof of the lemma is complete.
Proof. Let H = G n,3 − x (n−1)2 x n2 and D be a minimum total dominating set of H. Whether x n2 is in D or not, at least one of two vertices x n1 and x n3 is in D, which dominates x n2 in H. By Lemma 4.2, |D| ≥ n + 1. Combining this fact with Lemma 2.1, we have γ t (H) = |D| ≥ n + 1 = γ t (G n,3 ) + 1. Therefore, b t (G n,3 ) = 1.
5 The total bondage number of G n,4
In this section, we determine the exact value of b t (G n,4 ) for n ≡ 1, 4 (mod 5), and establish the upper bounds of b t (G n,4 ) for n ≡ 0, 2, 3 (mod 5).
Lemma 5.1 b t (G n,4 ) = 1 for n ≥ 7 and n ≡ 1 (mod 5).
Proof. Let D be a minimum total dominating set of G n,4 − x n2 x n3 . It is easy to see that
and n − 3 ≥ 4. By Lemma 2.1, we have γ t (G n−3,4 ) = ⌊ 6(n−3)+8 5
⌋ + 1. Thus, by Lemma 2.2, we have
and, hence,
To determine b t (G n,4 ) for n ≡ 4 (mod 5), we state two simple observations, see Figure 4 for n = 9. 
: j ≡ 6 (mod 10), 1 ≤ j ≤ n − 3} are minimum total dominating sets of G n,4 . Lemma 5.2 b t (G n,4 ) = 2 for n ≡ 4 (mod 5).
Proof. We can direct check b t (G 4,4 ) = 2, and assume n ≥ 9 below. For any edge e ∈ E(G n,4 ), it is easy to verify that D or D ′ defined in Proposition 5.1 or Proposition 5.2 is also a minimum total dominating set of G n,4 − e. Thus, b t (G n,4 ) ≥ 2. We now prove that b t (G n,4 ) ≤ 2.
Let H = G n,4 − x (n−1)1 x n1 − x (n−1)2 x n2 and let S be a minimum total dominating set of H. Then the vertex x n2 must be in S to dominate x n1 , and at least one of x n1 and x n3 must be in S to dominate x n2 in H, that is, |Y n ∩ S| ≥ 2.
If |Y n ∩ S| ≥ 3 then |S| ≥ |S ∩ V (G n−1,4 )| + 3. By Lemma 2.2 and Lemma 2.1, we have
If |Y n ∩ S| = 2, then Y n ∩ S can totally dominate at most one vertex in G n−1,4 , that is, x (n−1)3 if so. Thus, (S ∩ V (G n−1,4 )) ∪ {x (n−1)2 } is a total dominating set of G n−1,4 , which implies |S| ≥ |(S ∩ V (G n−1,4 )) ∪ {x (n−1)2 }| + 1 ≥ γ t (G n−1,4 ) + 1. By Lemma 2.1, we have
Proof. b t (G 4,2 ) = 3 by Theorem 3.1, and b t (G 4,7 ) ≤ 3 by checking direct. Assume n ≥ 12 below. Let H = G n,4 − x (n−1)1 x n1 − x (n−1)2 x n2 − x n2 x n3 and let S be a minimum total dominating set of H. Since x n1 x n2 is an isolated edge in H, both x n1 and x n2 must be in S. To dominate the three vertices x (n−1)1 , x n3 and x n4 , we need at least three other vertices in S. In other words, Summing up the above lemmas, we can state our result, in this section, as follows. 
Concluding Remarks
In this paper, we investigate the total bondage number b t (G n,m ) of an (n, m)-grid graph G n,m for 2 ≤ m ≤ 4, completely determine the exact values of b t (G n,2 ) and b t (G n,3 ). We also partially determine the exact values of b t (G n,4 ), and establishes the upper bounds of b t (G n,4 ) for otherwise. We have attempted to decrease the two upper bounds given in Theorem 5.1 for n ≡ 2 (mod 5) and n ≡ 0, 3 (mod 5) or to prove that they are tight when n is large enough, but we have not been able to bring home the bacon. Noting the two upper bounds are tight for some small n's, we guess that the two upper bounds are tight for n ≥ 7. To prove this conjecture, it may be necessary to find a new method since, according to our way, the removal of any three edges results in many complicated cases. We also have tried to discuss b t (G n,m ) for general n and m, but it strongly depends on the value of γ t (G n,m ), which has not been determined as yet. Thus, it may also be necessary to determine the value of γ t (G n,m ) for general n and m. These questions are our further work.
