Abstract. A list of seventy conditions on an n {by{ n complex matrix A , equivalent to its being normal, published nearly ten years ago by Grone, Johnson, Sa, and Wolkowicz has proved to be very useful. Hoping that, in an extended form, it will be even more helpful, we compile here another list of about twenty conditions. They either have been overlooked by the authors of the original list or have appeared during the last decade.
Introduction.
A square complex matrix A is called normal if (1) A A = AA where A is the adjoint of A . If this relation is taken as condition 0, then the seventy conditions 1{70 equivalent to (1) constitute Section II of 6].
At the end of the introduction to their list, the authors of 6] say: "Re ecting the fact that normality arises in many ways, it is hoped that not only will it be useful now, but its utility will grow over time as conditions are added."
Nearly a decade after 6] was published, one can say that it (called henceforth the GJSW list) has indeed proved to be very useful. It is perhaps the right time to increase its utility, as the authors suggest, by supplementing the original list with additional conditions equivalent to the normality of A .
Section 2 of this paper contains nearly twenty such conditions. They either have been overlooked by the authors of 6] or have appeared during the last decade. Since our list is meant to be a continuation of that in 6], our rst condition is numbered 71. The outline of proofs and/or comments to most of the conditions are given in Section 3. In nearly all cases, we point to a publication where the corresponding condition has rst appeared. Our proofs are, up to minor details, the original proofs in these publications. As in 6], proofs in an obvious direction are omitted.
We conclude this section by introducing the notation, which does not in all cases coincide with that of 6]. Also, those conditions in the original GJSW list are given explicitly which are used in the body of our paper.
Our matrices belong (almost) invariably to the set C n;n of complex n n {matrices. It is sometimes bene cial to regard C n;n as a unitary space equipped with the inner product (2) < A; B >= tr (B A) where tr( ) stands for the trace of a matrix.
C n denotes the set of all complex column vectors with n components. If necessary, C n is also considered as a unitary space with the usual inner product ( ; e t n A is normal for a sequence ft n g , converging to zero. 80 16] . tr (e A e A ) = tr (e A +A ):
The function f x (t) = ln jje tA xjj is convex on R for any vector x 2 C n .
82 1]. The functions f j (t) = ln j (e tA ); j = 1; : : : ; n , are convex on R . 83 7] . A is diagonalizable as in (11), and a nonzero perturbation B exists such that for some eigenvalue 0 of the perturbed matrix A + B the closest eigenvalue 0 of A is uniquely de ned, and (12) j 0 ? 0 j = jjBjj cond X: 84 12] . j(Au; u)j (jAju; u) 8 u 2 C n : 85 12] . j(Au; u)j (jA ju; u) 8 u 2 C n : 86 12] . (Generalization of conditions 84 and 85) (13) j(Au; u)j (jAju; u) (jA ju; u) For k = 1; 2; : : : ; n ? 1 (14) jjC k (A)jj = (C k (A)):
89.
The matrix Lyapunov operator on C n;n de ned by the formula (15) L A X = AX + XA 8 X 2 C n;n is normal.
Proofs and comments.
Condition 71 is immediate from (1) and (5), and condition 72 from condition 11, if one takes into account that matrices with the spectral condition number 1 are scalar multiples of unitary matrices. The second version of condition 72 implies that A has a full orthonormal set of eigenvectors, hence condition 14 is applicable. Assume that p > 2 in condition 77 (otherwise, it coincides with condition 76). The idea is to show that condition 77 with the exponent p implies the same condition with the exponent p ? 1 For condition 79, the su ciency is obvious from the relation A = lim t n !0 (e t n A ? I)=t n :
The proof of condition 80 relies on the following product exponential formula which is valid for any n n matrices X and Y : with the projection of B t on H 1 being a scalar matrix. Then the argument above can be applied to H 2 . Continuing in this way, we nally obtain that B t is normal. Since this holds for any positive t , the normality of A follows from condition 79. We mention that condition 81 has rst appeared in 5]. However, the proof above is adapted from 1].
Turning to condition 82, we observe that its necessity can be established with the help of the previous condition. In fact, let A be a normal matrix with the orthonormal eigenvectors v 1 ; : : : ; v n . Then, for any real t , the matrix e tA is normal as well, and (see condition 58), with the appropriate numbering, (27) j (e tA ) = j j (e tA )j; j = 1; : : : ; n: Letting x = v j in the de nition of f x (t) , we have f v j (t) = ln jje tA v j jj = ln j j (e tA )j = ln j (e tA ) = f j (t):
Hence, f j (t) must be convex on R (j = 1; : : : ; n) . Now, again for a normal A , it is always possible to perturb A along its eigendirections in such a way that (29) becomes an equality for at least some 's, and for at least one of those 's (say 0 ) the corresponding nearest (possibly, multiple) 0 is de ned uniquely. Condition 83 found by O. Hald in 7] essentially says that the property above is characteristic for normal matrices. Now we turn to the proof of the su ciency of this condition. Finally, using (12) and (33), we have
cond X jjBjj jjxjj = j 0 ? 0 j jjxjj jjBjj jjxjj:
Recall that cond X 1 for any nonsingular matrix X . Therefore, (34) implies cond X = 1;
and the normality of A follows from condition 72.
We mention a nice corollary of condition 83 also given in 7]: if A is not normal, then the Bauer{Fike inequality is strict for small perturbations B . Indeed, if 2 cond X jjBjj is smaller than the minimal distance between eigenvalues of A , then, for each , the closest (simple or multiple) is de ned uniquely. Since A is nonnormal, equality in (28) is impossible.
Conditions 84, 85 are two particular cases of condition 86 found in a recent publication 12]. They have been singled out just for the reason that a much simpler proof is possible for these cases compared with that for a basic condition.
The necessity part is the same for all three conditions. Let A = UjAj be the polar for a nonzero . For inequality (13) to be valid for all u 2 , we must have 8 u 2 C n ; we obtain 1 2 . Hence, = 1 2 which contradicts the assumption.
Condition 87 is an immediate consequence of the following assertion that can be found on page 426 of 10]: Lemma 2. A necessary and su cient condition for matrices A 1 and A 2 to be simultaneously diagonalizable is that both products A 1 A 2 and A 2 A 1 are normal matrices.
We mention that, while the unitary character of Q is vital for the validity of condition 87, the triangular form of R has no signi cance at all. Therefore, similar conditions may be stated for other decompositions of A with one of the factors unitary.
Condition 88 is a slightly disguised version of condition 59. One only needs to recall that the eigenvalues of C k (A) are the ? n k products i 1 : : : i k where 1 i 1 < i 2 < : : : < i k n 14, p. 24] , and the similar expressions hold for the singular values of C k (A) .
To prove condition 89, we begin with the following observation. In the orthonormal basis of the unitary space C n;n composed of the matrices E ij = ( ki j`) n k;`=1 ; i; j = 1; : : : ; n; the operator L A is described by the matrix M A = I n A + A I n (see 14, p. 9] ). Thus L A is normal i M A is.
Assume that A ! R = U AU is the unitary similarity which transforms A into its (upper triangular) Schur form.
Then M A is unitary similar to the upper triangular matrix M R = I n R + R I n :
We conclude that A; M A , and L A are simultaneously normal (or not normal).
