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1. Introduction  
Advances in electro-optic technologies have made optical communication a promising 
networking alternative to meet the ever increasing demands of high-performance 
computing communication applications for high channel bandwidth, low communication 
latency and parallel processing as well. Optical Multistage Interconnection Network 
(OMIN) is popular in switching and communication applications and has been studied 
extensively as an important interconnecting scheme for communication and parallel 
computing systems. The OMIN is frequently proposed as connections in multiprocessor 
systems or in high bandwidth network switches. A major problem in OMIN is optical 
crosstalk. It is caused by coupling two signals within a Switching Element (SE). Crosstalk 
problem in a switch is the most prominent factor, which reduces the signal-to-noise ratio 
and restricts the size of a network. 
Various methods to decrease the undesirable effect of crosstalk have been proposed, that 
apply the concept of dilation in either the space, time or wavelength domains. With the 
space domain approach, additional SE(s) and links are used to certify that at most only one 
input and one output of every SE will be active at any given time. With the time domain 
approach, two connections will be activated at different time slots if they share the same SE 
in any stage of the network. The last approach, the wavelength domain, different 
wavelengths are used for routing active connections by ensuring two wavelengths entering 
an SE to be far apart by routing or using wavelength converters. Whenever the limitation of 
the network size is reached, the time domain method may be used as a feasible way to trade 
the maximal bandwidth available to each particular input and output pair for enhanced 
connectivity. Again, it is useful when future technology let the transmission rate to expand 
faster than the network size or when the cost of expanding the bandwidth of each 
connection becomes as “cheap” as the cost of building a network of twice its original size. 
The chapter covers the development of crosstalk-free scheduling algorithms for routing in 
an OMIN. The interest is on how to efficiently schedule messages using the time domain 
approach in order to avoid crosstalk. In the time domain approach, messages to be sent to 
the network are distributed into several groups for routing at different time slots. There are 
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two phases involved in the algorithm development; permutation decomposition phase to 
find messages with conflicting path (shares an SE) in the network and mapping these 
conflicts into some array before it can be selected for scheduling and scheduling algorithm 
phase to schedule messages according to some order for routing in the OMIN.  
We begin this chapter with a brief introduction of MIN and OMIN, particularly the Optical 
Omega Network (OON) topology that will be used to represent OMIN, and the problem 
associated with routing permutations in OON in general and crosstalk as the main 
prominent factor that effect the performance of OON and OMIN at large. Next, we will also 
discuss commonly used approaches to solve crosstalk in OON including the strength and 
weaknesses of each approach. At the end of this chapter, we present recent research in 
crosstalk-free scheduling and their development based on the time domain approach. 
 
2. Optical Multistage Interconnection Network 
Multistage Interconnection Network (MIN) are a class of dynamic interconnection network 
that connects input devices to output devices through a number of switch stages, each stage 
consists of a set of SEs arranged in cascaded order, where each switch is a crossbar network 
(Feng, 1981). Frequently proposed as interconnection schemes in multiprocessor systems or 
in high bandwidth network switches, MIN has assumed importance in recent times, because 
of their cost-effectiveness. While crossbar networks have the advantage of establishing 
connections between every input port to any free output port, it requires N2 switches to 
construct the network where N is the network size. MIN requires only N(log2N)/2 switches 
for the same N (Dally, et al., 2004 and Abdullah, et al., 2006). 
Depending on the interconnection scheme employed between two adjacent stages and the 
number of stages, various MINs have been proposed. MIN can be one-sided, where both 
inputs and outputs are on the same side, or two-sided, which usually have an input side and 
output side on opposite sides of the network. The two-sided MIN are generally divided into 
three classes, called blocking, rearrangeable and nonblocking network. In blocking 
networks, simultaneous connections of more than one input and output pair may result in 
link contention. Examples of blocking MIN are Baseline, Cube and Omega networks. 
Rearrangeable networks are a class of MIN where all possible connections can be performed 
between inputs and outputs by rearranging existing connections so that a connection path 
for a new input/output pair can always be established. The Benes network is an example of 
rearrangeable networks. The non-blocking class of MIN is a network that can handle all 
possible connections without blocking. The Clos network is an example of this class of MIN. 
As optical technology advances, there are considerable interests in using optical technology 
for implementing interconnection networks and switches. As far as speed is concerned, with 
the introduction of optical switching, it is most feasible to apply MIN in the architecture for 
building electro-optical switches with a capacity at the rate of terabits per second. An OMIN 
can be implemented with either free-space optics or guided wave technology (Yang, et al., 
2000). It involve the switching of optical signals, rather than electronic signals as in 
conventional electronic systems. A hybrid OMIN can be built from electro-optic SEs such as 
common Lithium Niobate (LiNbO3) directional coupler with two inputs and two outputs 
(Yang, et al., 2000 and Lu, et al., 2003). OMIN has been an attractive solution that offers a 
combination of high bandwidth, low error probability, and large transmission capacity in 
the design of high-speed communication networks and switches (Lu, et al., 2003). 
 
3. Optical Omega Network 
An Optical Omega Network (OON) topology has altogether N inputs, N outputs and n 
stages where n=log2N. Each stage has N/2 SEs with each SE has two inputs and two outputs 
connected in a certain pattern (Wu, et al., 1980; Feng, 1981 and Dally, et al., 2004). The inter-
stage connection pattern in an Omega network is of shuffle-exchange connection pattern 
(Wu, et al., 1981). To connect the source address to the destination address, the address is 
shifted one bit to the left circularly in each connection such as source to the first stage, one 
stage to the next stage. For instance, to connect between each stage in an 8 x 8 optical Omega 
network, each connection is shuffle-exchanged as shown in Figure 1(a).  
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Fig. 1. (a) Shuffle-Exchange Inter-Stage Connection Pattern, and (b) An 8 x 8 Optical Omega 
Network 
 
The shuffle-exchange connections have to be considered when scheduling a permutation for 
routing in the OON. The inter-stage connection pattern determines the routing mechanism 
in a network. It also limits the number of messages that can be routed simultaneously in a 
single time slot or pass, since no two signals are allowed to share an SE at any given time or 
crosstalk will occur. Figure 1(b) illustrates the general layout of the Omega network 
topology. OON is topologically equivalent to many other topologies such as the Baseline, 
Butterfly and Cube networks (Wu, et al., 1980 and Feng, 1981). Since many other topologies 
are equivalent to the Omega network topology, performance results obtained for the Omega 
network are also applicable to other OMIN topologies (Abdullah, 2005). 
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Suppose an n-bit binary numbers from 0 to N – 1 (where n=log2N and N is the network size) 
is used to label the addresses of N input or output ports from top to bottom of the OON, the 
shuffle-exchange interconnection connects output port s0s1s2…sn – 1 from stage i to the input 
port s1s2…sn – 1s0 of stage i + 1, 0 ≤ i < n – 1. Every stage of switches in the OON is preceded 
by the shuffle-exchange interconnection including the N source inputs connected to the 
switches of the first stage. The switching connections in each SE can be of either straight or 
cross connection. 
To route a message in an OON, the destination tag which is binary equivalent of the 
destination address, (dn – 1dn – 2…d1d0) is used. The ith bit di is used to control the routing at 
the ith stage counted from the right with 0 ≤ i ≤ n – 1. If di = 0, the input is connected to the 
upper output. Otherwise, if di = 1, it is connected to the lower output. In other words, 
message routing can be achieved simply by relaying messages to either the upper switch 
output link or the lower output link of the SEs according to the destination address. This 
unique characteristic of the OON are often referred to as self-routing (Chau, et al., 2005 and 
Chao, et al., 2007). 
 
4. Optical Crosstalk in Optical Omega Network 
Although electronic MIN and OMIN have many similarities, there are some fundamental 
differences between them. An SE can be connected using two types of logic states, namely 
the straight or cross connection as shown in Figure 2(a). Depending on the amount of 
voltage at the junction of the two waveguides, optical signals carried on either of the two 
inputs can be coupled to either of the two outputs. Figure 2(b) shows an illustration of the 
optical crosstalk occurrence within an SE connected with straight logic state. In the event of 
optical crosstalk occurrence, a small fraction of the input signal power may be detected at 
another output disregard of the actual signal injected to the appropriate output port. 
Consequently, the input signal will be distorted at the output due to loss and crosstalk 
accumulated along the connection path. 
 
 Fig. 2. (a) Straight or Cross Logic State of a 2x2 SE, and (b) Optical Crosstalk Effect in an 
Electro-Optic SE 
 
Because routing in OON make use of both SE configuration shown in Figure 2(a), optical 
crosstalk has been the major drawback in achieving the most of network performance when 
routing permutations simultaneously. Therefore, it is not possible to route more than one 
message simultaneously, without optical crosstalk, over an SE in OON. Reducing the effect 
of optical crosstalk has been a challenging issue considering trade-offs between performance 
and hardware and software complexity. To solve optical crosstalk, many scheduling 
algorithms have been proposed for routing in OMIN based on a solution called the time 
domain approach, which divides the N optical inputs into several groups such that 
crosstalk-free connections can be established. In this chapter, we propose a solution that can 
further optimize and improve the performance of message scheduling for routing in OON 
using the time domain approach. 
 
5. Time Domain Approach  
In order to avoid crosstalk in OONs, several approaches based on network dilation have 
been proposed. The three approaches include the the space domain (Qiao, 1996), time 
domain (Qiao, et al., 1994) and wavelength domain (Lu, et al., 2004) dilation. 
Space domain approach duplicates and combines a MIN to avoid crosstalk within 
individual SE. Using this approach, an N x N network is dilated into a network that is 
essentially equivalent to a 2N x 2N network, but only half of the input and output ports used 
for routing. Based on this approach, a dilated Benes network has been proposed 
(Padmanabhan, et al., 1987), where up to N connections can be established without sharing 
any SE. However, it uses more than double of the number of switches required for the same 
connectivity. 
The wavelength domain (Vaez, et al., 1998) implements an approach where the crosstalk 
between two signals passing through the same SE is suppressed. It is done by ensuring two 
wavelengths to be far apart by routing (Sharony, et al., 1993) or by using wavelength 
converters (Qin, et al., 2001). Thus, limits the efficiency of bandwidth utilization and/or 
increases cost and complexity (Lu, et al., 2003 and Yang, et al., 2004). 
The time domain approach avoids optical crosstalk via network partitioning across the time 
dimension. The approach solves the crosstalk problem by allowing only one input and 
output link to be active at a time within each SE. A set of permutation connection is 
partitioned into several scheduling groups called semi-permutations in such a way that the 
entries within each group are crosstalk-free (Yang, et al., 2000 and Lu, et al., 2003). Each  
group is routed to its corresponding destination independent of the other groups in a 
different time slot. The main advantage of the time domain approach is that it does not 
involve additional cost of having more SEs as well as the cost for wavelength conversion as 
does the space and wavelength domain approaches. 
 
5.1 Time Domain Approach Framework 
Because routing messages simultaneously across the OON causes crosstalk, it is important 
to make sure a permutation is decomposed and scheduled in crosstalk-free order for routing 
messages. The general framework of the time domain approach consists of two phases 
including permutation decomposition in the first stage and message scheduling in the 
second as illustrated in Figure 3.  
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In permutation decomposition phase, the primary goal is to identify conflicts among all 
messages in the network. Permutation decomposition involves source and destination address 
generations, building the conflict matrix in order to discover message conflict for the 
permutation.  In the message scheduling phase, based on the array of conflict generated, the 
messages are sorted and selected for scheduling into crosstalk-free groups called passes for 
routing to the intended destination, one group per time slot. Typically, messages are selected 
for scheduling according to some order unique to a particular scheduling algorithm. The 
output of each scheduling algorithm is the execution time for scheduling permutations and 
number of passes to route a permutation. Both the execution time and the number of passes 
are used to measure the performance of time domain scheduling algorithms. 
 
 Fig. 3. Time Domain Approach Framework 
 
5.2 Permutation Generation 
Before a permutation can be divided into its crosstalk-free subsets, the source and 
destination addresses of the permutation are randomly generated. A permutation refers to a 
one-to-one mapping from a source node to a destination node in the OON. The network 
size, N is defined as a base-2 integer, 2n where n=log2N, ranging from the smallest size 4 to 
the largest size 1024 that represents the number of source nodes and destination nodes of 
the network. In each permutation generation, each source is connected to a random 
destination via unique one-to-one mapping. For example, when N = 16 it specifies that there 
are 16 unique source nodes mapped to 16 unique random destination nodes. This arbitrary 
source and destination address of the permutation generated is then combined in its binary 
form to build a combination matrix. 
 
5.3 The Combination Matrix 
To build the combination matrix, each source and destination address pair of a permutation 
will be represented separately in their n-digit binary structure, where n = log2N. Then, both 
source and destination addresses from the pair are combined; with the source address put 
on the left followed by the destination address on the right. For example, combining the 
address of source ‘0’ and destination ‘5’ will result in binary 000101 with the first three digits 
from the left represent the source address while the last three digits represent the 
destination address. The combination matrix is useful when identifying conflicts in OON. 
 
5.4 Conflict Discovery 
 
5.4.1 Window Method 
Based on the combination matrix, conflict patterns are checked using some pattern-checking 
method. Window Method (WM) is one example of a pattern-checking method where the 
combination matrix is divided into windows of the same size; and if any two messages have 
the same bit pattern between them in any of the windows, then it implies conflict between 
the message pair. Thus, the two messages must not be scheduled in the same group. In WM, 
an optical window of size m – 1 where m=log2N and N is the size of the optical network is 
applied to the columns of the combination matrix, from left to right excluding the first and 
the last columns. For each optical window, the bit pattern for each message is compared for 
similarity with the bit pattern of the rest of the other N – 1 message(s) sequentially starting 
from message 0 to N – 1. If the bit pattern is the same, it will be mapped into the array of 
conflict pattern. 
 
5.4.2 Improved Window Method 
Sequentially comparing bit patterns among all messages in each optical window was found 
to be time consuming especially when the network size, N is large and the number of optical 
window increases. To reduce the execution time contributed by the WM, the Improved WM 
(IWM) was proposed that eliminates checking for conflicts in the first optical window 
(Abdullah, 2005). This is because the first optical window has the same conflict pattern 
where the first N/2 inputs in sequence uses the same SEs as the second half of the other N/2 
inputs. Therefore, inputs 0 to (N/2 – 1) will have conflict with inputs N/2 to (N – 1), which 
is always true for any size of network, N. The execution time is reduced approximately by 
1/S as compared to the standard WM where S is the number of stages (Abdullah, 2005; 
Abdullah, et al., 2005). In addition, the parallel IWM was developed on shared memory 
multiprocessors and the results shown drastic improvement in execution time (Othman, et 
al., 2008). 
 
5.4.3 Bitwise Window Method 
Based on comparative analysis performed in (Abed, et al., 2007), it was concluded that the 
time spent for identifying conflicts is very high compared to routing the messages. Table 1 
shows the execution time of WM compared to the time executed for scheduling and routing. 
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Network Size Routing + WM WM Routing 
8 0.032 0.031 0.001 
16 0.078 0.063 0.015 
32 0.219 0.204 0.015 
64 1.031 1.000 0.031 
128 4.797 4.656 0.141 
256 25.329 24.187 1.142 
512 110.750 108.906 1.844 
1024 519.922 499.046 20.876 
Table 1. WM Execution Time (ms) (Abed, et al., 2007) 
 
Based on the analysis, (Abed, 2007) then proposed the Bitwise Window Method (BWM) that 
significantly reduces the execution time of the WM. In the new BWM, each (n - 1)-bit binary 
optical window of the standard WM where n=log2N and N is the network size, be 
transformed into its equivalent decimal representation using bitwise operations. As a result, 
the number of columns used to compare each message for similar bit pattern is reduced to n, 
instead of (n2 – n) for an N x N Omega network. Figure 4 illustrates the transformation steps 
for each optical window in BWM implementation. 
 
 Fig. 4. Optical Window Transformation in BWM 
 
5.5 Conflict Mapping 
 
5.5.1 Conflict Graph 
The conflict graph is one of the foremost technique proposed to map conflicts discovered 
using WM. By definition, the conflict graph of an N-permutation π (where N is the network 
size) is the graph G(V, E) where V is a set of vertices {v0v1v2…vN – 1} and E is a set of edges 
{(v0, v1),...,(vi, vj),...,(vN-2, vN-1)} (Shen, et al., 2001). Each vertex, V = {v0v1… vN – 1} in the conflict 
graph represents a source node’s address i.e. v0 for source 000, v1 for source 001 and so on 
for all nodes in the network. In the conflict graph, any two vertices vi and vj are connected 
by an edge, E to indicate conflict, if and only if they share a common SE at certain stage of 
the network. 
 
5.5.2 Conflict Matrix 
Another conflict-mapping technique that can be used to map conflict pattern identified 
using WM is called the conflict matrix, proposed by (Al-Shabi, 2005). The conflict matrix is 
defined as a square matrix, M with matrix size of N x N where N is the network size. Similar 
to the conflict graph, the conflict matrix can be generated based on the results from the WM, 
IWM or BWM. However, if there is an edge from some vertex i to some vertex j in the 
conflict graph, then the element Mi,j in the conflict matrix is set to a value 1 to indicate 
conflict between the intersected messages, otherwise it is set to a value 0.  
The conflict matrix is illustrated in Figure 5. Since the message 000 has conflict with 
messages 010, 100 and 111, elements M000,010, M000,100 and M000,111 are set to the value 1 to 
indicate conflict in the conflict matrix. The rest of the intersections for message 000 i.e. the 
intersections between message 000 and messages 001, 011, 101 and 110 are set to 0 value, 
which means that these messages will not cause crosstalk with the message 000 during 
routing in the network. 
 
 Fig. 5. The Conflict Matrix 
 
6. Message Scheduling Algorithms 
Among the algorithms developed by previous researchers to perform scheduling of the 
messages into crosstalk-free groups for routing in OON include the standard four Heuristic 
algorithms; Sequential Increasing, Sequential Decreasing, Degree Ascending and Degree 
Descending algorithm, Simulated Annealing (SA) algorithm, Genetic Algorithm (GA), Ant 
Colony Optimization (ACO) algorithm, Remove Last Pass (RLP) algorithm, Zero algorithm, 
Improved Zero (IZero) algorithm and Bitwise-Based algorithm. To evaluate the performance 
of the time domain scheduling algorithm, researchers have used two main parameters; the 
total execution time for scheduling permutations and the total number of passes to route a 
permutation (Katangur, et al., 2002; Katangur, et al., 2004; Chau, et al., 2005; Abdullah, et al., 
2006 and Al-Shabi, et al., 2008). Based on these parameters, we listed a summary of the 
performance analysis of the algorithms below: 
 
 Among the four Heuristic algorithms, the Degree Descending algorithm gives the 
best result while the Degree Ascending algorithm gives the worst result in terms of 
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the number of passes obtained for a permutation (Katangur, et al., 2002; Katangur, 
et al., 2004 and Al-Shabi, et al., 2008). In terms of the execution time, the Sequential 
Increase and Sequential Decrease algorithms gives best result compared to Degree 
Ascend and Degree Descend algorithms (Al-Shabi,  et al., 2008, Othman, et al., 
2008). It can be summarised that scheduling the messages based on their order of 
degrees achieved best results in the number of passes but consumes more time to 
calculate the degree for each message in the network. On the other hand, both 
Sequential Increase and Sequential Decrease algorithms achieve best in execution 
time but higher in the number of crosstalk-free passes obtained to route a given 
permutation. 
 
 The SA algorithm is one of the time domain algorithms that perform best in terms 
of the number of passes for message routing without crosstalk. It is the second best 
among all time domain algorithms where the number of passes obtained by the SA 
algorithm result closely to that of the GA (Katangur, et al., 2002) but slightly higher 
than the RLP algorithm (Chau, et al., 2005). However, as much as the reduction in 
the execution time compared to the GA as demonstrated in (Katangur, et al., 2002), 
the SA algorithm is also considered as one of the algorithms that consume longer 
time to compute a solution (Al-Shabi, et al., 2008).  
 
 Due to the complex procedures involved in the algorithm, the GA takes a very long 
time to calculate the number of passes especially for large network sizes and 
therefore considered less appropriate for message routing particularly in OON by 
previous researchers (Katangur, et al., 2002; Chau, et al., 2005 and Al-Shabi, et al., 
2008). 
 
 The ACO algorithm successfully reduces the number of passes when limited 
crosstalk is allowed in the network. Unfortunately, when zero crosstalk is 
concerned, the number of passes is higher than the rest of the other algorithms 
(Katangur, et al., 2004). 
 
 RLP algorithm gives the best result when the number of passes is considered 
(Chau, et al., 2005). However, the algorithm consumes longer execution time than 
other time domain algorithms. Apart from the algorithm’s dependency to other 
algorithm to obtain the initial solution, the RLP algorithm also involves complex 
procedures when making scheduling decisions (Shahida, et al., 2008d, Shahida, 
2009). 
 
 Based on the experimental results shown in (Al-Shabi, 2005; Al-Shabi, et al., 2005 
and Al-Shabi, et al., 2008), Zero algorithms perform best in terms of the execution 
time for scheduling the permutations and result very closely to the Degree 
Descending algorithm in terms of the number of passes generated to route a 
permutation. However, it was found in (Abed, 2007) that crosstalk may still occur 
between messages scheduled in the same pass of a particular time slot using the 
original Zero algorithm. 
 
 
 Improved the weaknesses found in the original Zero algorithm, IZero algorithm 
performed slightly higher in terms of its execution time for scheduling 
permutations compared to the original algorithm while maintaining the same 
result in the total number of passes to route a permutation (Abed, et al., 2008; 
Shahida, et al., 2008b; Shahida, et al., 2008c).  
 
 All Bitwise-Based algorithms have shown to successfully reduce the execution time 
of the original algorithm (Abed, 2007; Abed, et al., 2007 and Abed, et al., 2008), 
except that the number of passes obtained by the new algorithm is the same as 
before it is implemented using the Bitwise approach. Among all Zero-based 
algorithms, none of the previous researchers improved the performance of the 
algorithm in terms of the number of passes to route a permutation. Furthermore, 
since the Bitwise-Based algorithms used the same framework and procedures from 
the original algorithm, the BIZero algorithm is also not crosstalk-free. 
 
7. Fast Zero Algorithm 
Fast Zero (FastZ) algorithm (Shahida, et al., 2008a; Shahida, et al., 2008b and Shahida, et al., 
2008c), is among the latest time domain scheduling algorithm proposed to optimally 
minimize the execution time of Zero-based algorithms. Although various developments 
have been made towards the original Zero algorithm including the IZero and Bitwise IZero 
algorithms to refine the algorithm in different aspects, none of these developments affects 
the steps involved in the algorithm itself to improve the execution time of the algorithm. 
Through analysis, Zero-based algorithms involve a lot of iterative procedures in the 
algorithm’s function for the summation of rows or columns, finding the intersections to 
refine the conflict matrix, multiple conflict-checking to ensure no conflicts when adding 
successful intersections to a group, reducing the matrix and calculating new summation for 
the reduced matrix. 
FastZ algorithm consist of three algorithms namely Fast ZeroX (FastZ_X), Fast ZeroY 
(FastZ_Y) and Fast ZeroXY (FastZ_XY) algorithms. FastZ algorithm is also combined with 
the RLP algorithm to reduce the total number of passes obtained for a particular 
permutation and will be described in section 7.4. 
 
7.1 Permutation Decomposition 
Based on the time domain approach, scheduling depends very much on the pattern of 
conflicts among the messages. Conflict-mapping technique i.e. the conflict graph provides 
an easy access to refer conflicts between messages in the network before scheduling the 
messages. For instance, to determine if a message is routable in a particular group is as 
simple as referring to the conflict graph and check whether there is an edge connecting the 
message to the messages that is already scheduled in the same group. An efficient conflict-
mapping technique affects the total execution time of an algorithm. Therefore, we proposed 
another technique called symmetric Conflict Matrix (sCM) to map conflicts in the network 
discovered using BWM. The new sCM is implemented in FastZ algorithm replacing the 
conflict matrix. 
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2008c), is among the latest time domain scheduling algorithm proposed to optimally 
minimize the execution time of Zero-based algorithms. Although various developments 
have been made towards the original Zero algorithm including the IZero and Bitwise IZero 
algorithms to refine the algorithm in different aspects, none of these developments affects 
the steps involved in the algorithm itself to improve the execution time of the algorithm. 
Through analysis, Zero-based algorithms involve a lot of iterative procedures in the 
algorithm’s function for the summation of rows or columns, finding the intersections to 
refine the conflict matrix, multiple conflict-checking to ensure no conflicts when adding 
successful intersections to a group, reducing the matrix and calculating new summation for 
the reduced matrix. 
FastZ algorithm consist of three algorithms namely Fast ZeroX (FastZ_X), Fast ZeroY 
(FastZ_Y) and Fast ZeroXY (FastZ_XY) algorithms. FastZ algorithm is also combined with 
the RLP algorithm to reduce the total number of passes obtained for a particular 
permutation and will be described in section 7.4. 
 
7.1 Permutation Decomposition 
Based on the time domain approach, scheduling depends very much on the pattern of 
conflicts among the messages. Conflict-mapping technique i.e. the conflict graph provides 
an easy access to refer conflicts between messages in the network before scheduling the 
messages. For instance, to determine if a message is routable in a particular group is as 
simple as referring to the conflict graph and check whether there is an edge connecting the 
message to the messages that is already scheduled in the same group. An efficient conflict-
mapping technique affects the total execution time of an algorithm. Therefore, we proposed 
another technique called symmetric Conflict Matrix (sCM) to map conflicts in the network 
discovered using BWM. The new sCM is implemented in FastZ algorithm replacing the 
conflict matrix. 
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7.2 Symmetric Conflict Matrix  
The sCM is defined as a square matrix, Si,j with matrix size of N x N where N is the network 
size. The sCM has the same data structure as the conflict matrix to indicate conflict or no 
conflict between a message pair, only that the entries in the sCM are symmetric to that of the 
conflict matrix with respect to the matrix’s main diagonal of all 0’s value. In other words, if 
an entry Mi,j = 1 (where i = 0 and j = 4) in the conflict matrix, see Figure 5, then entries Si,j = 
Sj,i = 1 in the sCM as shown in Figure 6. 
A great advantage using sCM compared to the conflict matrix is that the sCM provides a 
complete mapping of all possible conflicts in the network similar to the conflict graph.  
Scheduling algorithm can be simplified and more straightforward by comparing the 
intersection value of intersected messages to determine routability thus eliminates time-
consuming procedures associated with multiple summation of the conflict matrix, finding 
intersections, and reducing the conflict matrix in Zero-based algorithms. 
 
 Fig. 6. The Symmetric Conflict Matrix, sCM 
 
7.3 Message Scheduling 
The basis of Zero-based algorithms lies in the Unique Case and Refine functions executed 
after obtaining the row or column summations of the conflict matrix. However, these 
procedures are time-consuming, thus contribute to longer execution time to schedule 
messages for routing in the network. Using sCM, scheduling of messages is more 
straightforward simply by checking through the intersections between the entries in the 
sCM, without prior row or column summation of the conflict matrix.  
For instance, to check if message 100 is routable in a group already scheduled with messages 
000 and 101 based on the sCM in Figure 6, it is sufficient to make sure that M100,000 = M100,101 
= 0. In this case, message 100 is not routable in the group since M100,000 = 1. Therefore, both 
the Unique Case and Refine functions are no longer necessary and can be removed in FastZ 
algorithm. Furthermore, the sCM need not be reduced to smaller matrix size since the sCM 
provides all the information needed for scheduling. Figure 7 shows the general flowchart of 
the FastZ algorithm.  
 
 
 Fig. 7. General FastZ Algorithm Flowchart 
 
FastZ algorithm consists of three algorithms; FastZ_X, FastZ_Y and FastZ_XY algorithms. 
The difference between these algorithms is in the selection of which message to be added to 
the first scheduling group during group initialization. For initialization, FastZ_X algorithm 
selects the first message in the network to the first group. The rest of the messages are 
selected for scheduling ascendingly, starting from the second message based on the 
message’s source address. On the contrary, FastZ_Y algorithm chooses the last message, N 
in the network for initialization. FastZ_Y algorithm schedules the other messages 
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FastZ algorithm consists of three algorithms; FastZ_X, FastZ_Y and FastZ_XY algorithms. 
The difference between these algorithms is in the selection of which message to be added to 
the first scheduling group during group initialization. For initialization, FastZ_X algorithm 
selects the first message in the network to the first group. The rest of the messages are 
selected for scheduling ascendingly, starting from the second message based on the 
message’s source address. On the contrary, FastZ_Y algorithm chooses the last message, N 
in the network for initialization. FastZ_Y algorithm schedules the other messages 
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descendingly based on their addresses until all messages are scheduled into crosstalk-free 
groups. To schedule a permutation in the FastZ_XY algorithm, messages are scheduled 
using both FastZ_X and FastZ_Y algorithms sequentially. After both results are obtained, 
FastZ_XY algorithm compares both results and chooses whichever result that has the lowest 
total number of passes as its final result. 
Apart from the algorithm’s simplicity in routability and scheduling, FastZ algorithm is also 
crosstalk-free and therefore solved the weaknesses in Zero-based algorithms. Although 
IZero algorithm solved optical crosstalk in Zero algorithm, our analysis found that for some 
permutation involving the IZero algorithm’s Unique Case function, crosstalk may still occur 
between messages scheduled in the same group. Therefore, the IZero algorithms and its 
predecessors are not crosstalk-free and only applicable for message scheduling in OMIN 
architecture where limited crosstalk is allowed. 
 
7.4 Fast Zero Algorithm with RLP 
We introduced the latest development of Zero-based algorithms; the FastZ algorithm with 
RLP or FastRLP in short. The algorithm is designed by integrating FastZ algorithm with the 
RLP algorithm proposed by (Xiao, 2004), with attempt to minimize the total number of 
passes for routing a given permutation. Based on analysis performed in (Chau, et al., 2005), 
the RLP algorithm has shown to successfully schedule a permutation with less number of 
passes, than the Maximal Conflict Number (MCN) required for the permutation. 
In FastRLP algorithm, messages are scheduled using FastZ algorithm to obtain initial 
scheduling groups called the initial solution. Depending on which algorithm used to obtain 
the initial solution, FastRLP algorithm can be divided into two algorithms. If the FastZ_X 
algorithm is used to obtain the initial solution, it is referred as the FastXRLP algorithm. 
Otherwise, if the FastZ_Y algorithm is used, then it is referred as the FastYRLP algorithm. 
After the initial solution is derived, RLP algorithm is used to remove the last pass by 
relaying messages to the unused paths of the previous passes. The RLP algorithm is 
executed if and only if the number of initial scheduling groups generated is more than two. 
This is because there is not a permutation that can be scheduled for routing in less than two 
groups without crosstalk in an OON regardless of the network size. 
 
8. Numerical Results and Discussions 
This section presents the experimental results obtained from the proposed algorithms. Each 
of the algorithms is simulated 10,000 times for each execution on different network sizes, N 
and presented in average for comparative analysis. Performance evaluation will be based on 
two types of parameters; the execution time and number of passes. 
The execution time is defined as the time elapsed between the beginning and the end of its 
execution on a sequential computer measured in milliseconds (ms). The execution time 
calculated for each algorithm includes the time taken to generate random permutation 
addresses, execute window transformation, check for conflicts between the messages, 
mapping conflicts into the sCM and finally schedule the messages into the crosstalk-free 
groups for each permutation set. Minimum execution time reflects better performance of an 
algorithm. 
Based on the time domain approach, transferring messages from source nodes to the 
intended destination nodes without crosstalk involves dividing the messages into 
 
independent crosstalk-free groups called passes. These passes can be routed in one group at 
any given time. Less number of passes implies that more messages can be scheduled in the 
same pass for routing. Therefore, the number of passes obtained for an algorithm reflects the 
efficiency of the algorithm in terms of better scheduling strategy employed. 
We divided and clustered the results of each algorithm into three categories; ZeroX, ZeroY 
and ZeroXY since they differ between each other in scheduling. Figure 8 and Figure 9 
present the results for ZeroX algorithm, Figure 10 and Figure 11 present the result for ZeroY 
algorithm, while Figure 12 and Figure 13 present the result for ZeroXY algorithm in terms of 
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When the execution time is considered, it is evident that FastZ algorithm performs the best 
with the lowest average execution time consistently for all N, compared to all Zero-based 
algorithms (refer Figure 8, Figure 10 and Figure 12). Integrating FastZ and RLP algorithm 
result in higher execution time especially in large network, N = 1024 nodes. This is 
contributed by the RLP function embedded in the algorithm in order to reduce the number 
of passes.  
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result in higher execution time especially in large network, N = 1024 nodes. This is 
contributed by the RLP function embedded in the algorithm in order to reduce the number 
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  Fig. 9. Number of Passes vs. Network Sizes of the ZeroX Algorithm 
 
 Fig. 10. Execution Time vs. Network Sizes of the ZeroY Algorithm 
 
In terms of the number of passes generated for permutation routing, FastZ algorithm results 
closely to the IZero and BIZero algorithms. The increase in the number of passes of the 
FastZ algorithm compared to the original Zero algorithm was as expected. In terms of the 
elimination of crosstalk, the results in the number of passes are almost equal to that of the 
FastZ algorithm. This is mainly because the number of passes generated by FastZ algorithm 
may be the same as IZero and BIZero algorithms except which message(s) scheduled in each 
pass may be different when using FastZ algorithm.  
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 Fig. 11. Average Number of Passes vs. Network Sizes of the ZeroY Algorithm 
 
 Fig. 12. Execution Time vs. Network Sizes of the ZeroXY Algorithm 
 
Integrating the FastZ algorithm with RLP algorithm known as FastRLP algorithm has 
shown to successfully reduce the number of passes generated for a permutation starting 
from N = 16 onward (refer to Figure 9 and Figure 11). The results are not as significant for 
network size with small N (<16) because in the time domain approach no more than one 
input/output link can be active at any given time. Therefore, the minimum number of 
passes for these network ranges is limited to two passes for a permutation where in this case 
the RLP algorithm will not be executed at all.  
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 Fig. 13. Average Number of Passes vs. Network Sizes of the ZeroXY algorithm 
 
When compared to FastZ_XY algorithm, FastRLP algorithm reduced the number of passes 
only when N > 16 as shown in Figure 13. This is because in FastZ_XY algorithm, it compares 
and chooses the minimum number of passes generated between FastZ_X and FastZ_Y 
algorithms in each execution. It was also proven in (Shahida, et al., 2008a) that FastZ_XY 
algorithm has less number of passes compared to individual FastZ_X and FastZ_Y 
algorithm. 
 
9. Conclusion and Future Works 
Throughout this chapter, we have presented the development of crosstalk-free scheduling 
algorithms for routing in OON, a type of OMIN topology. We also presented two latest 
developments in crosstalk-free scheduling algorithms; FastZ and FastRLP algorithms. Using 
the proposed sCM to map conflicts in the network, both algorithms have proven to improve 
scheduling in terms of the execution time as well as the number of passes. Through 
simulation technique, FastZ algorithm reduced the execution time by 32% compared to 
previous Zero, IZero and BIZero algorithms without much difference in the number of 
passes generated. On the other hand, FastRLP algorithm reduced the number of passes by 
11% in average compared to all Zero-based algorithms despite significant increase shown in 
the algorithm’s execution time. 
In future, we would suggest that the execution time of FastRLP algorithms be reduced using 
bitwise operations. The idea of sCM can also be applied to any other time domain 
algorithms to map conflicts identified between the messages in the network. Next, FastZ 
and FastRLP algorithms can be implemented in parallel to achieve exponential 
improvement in the algorithm’s execution time. Finally, it is worth to consider the design to 
support for multicast communication in the network. In this case, the multilayer architecture 
can be incorporated with the single layer design of the OON topology. 
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