We investigate two-photon, selective excitation of diatomic molecules with intense, ultrafast laser pulses. The method involves transfer of a vibrational population between two electronic states by shaping of light-induced potentials ͑LIPs͒. Creation and control of the LIPs is accomplished by choosing pairs of transform-limited pulses with proper frequency detunings and time delays. Depending on the sequence of pulses ͑intuitive or counter-intuitive͒ and on the sign of the detuning ͑below or above the first transition͒ four schemes are possible for population transfer by LIP shaping. We develop a simple analytic model to predict the optimal laser pulses, and to model the adiabatic dynamics in the different schemes. Based on a harmonic, three-state model of the sodium dimer we demonstrate numerically that all four schemes can lead to efficient, selective population transfer. A careful analysis of the underlying physical mechanisms reveals the varying roles played by the adiabatic and diabatic crossings of the LIPs. The detailed mechanisms influence the robustness and experimental applicability of the schemes.
I. INTRODUCTION
Excitation of molecules with intense laser pulses has revealed a number of exotic and unexpected effects. [1] [2] [3] [4] [5] [6] In the strong response regime, an adiabatic representation is often appropriate to describe the dynamics of quantum systems. This representation has been employed extensively to model population transfer in atoms. 7, 8 One example of the success of this approach is the description of population dynamics in STIRAP ͑stimulated Raman adiabatic passage͒. However, the adiabatic representation is not limited to systems with a few discrete levels. It has also been used to describe such effects as bond softening 1, 3 and stabilization. 9 The spectroscopy of these systems can often be explained in a dressed state picture by analyzing the ͑static͒ structure of the lightinduced potentials ͑LIPs͒.
The concept of LIPs has been used previously to predict the existence of bound states trapped in light-induced adiabatic wells.
1 These states were subsequently observed experimentally via photoelectron 2 and photodissociation 6 spectroscopy. Recent work has also considered the dynamical properties of the LIPs, which can influence the final state of chemical species, as well as the transient molecular changes ͑which disappear after the laser pulse is over͒ studied previously. In this context, time-gating of light-induced avoided crossings has been proposed as a method for performing vibrational population inversion by Raman processes. 1 The idea in this method is to create a desired final state by using femtosecond pulses to selectively open and close lightinduced avoided crossings between two electronic potentials.
Recently Garraway and Suominen proposed a novel method known as APLIP ͑adiabatic passage by light-induced potentials͒ to perform selective population transfer from a single vibrational level on a ground electronic state to a single vibrational level on an excited electronic state. 10 We have shown that a simple Landau-Zener model can be invoked to predict the pulse parameters required to achieve robust population transfer via APLIP. 11 The selectivity of the method is guaranteed by the use of strong picosecond pulses and adiabatic deformation of the light-induced potentials. We also showed that selective excitation, in which the vibrational quantum number on the initial state is conserved on the final state, requires both temporal and spatial adiabaticity.
In a previous letter we extended the APLIP method to consider alternative schemes of LIP shaping, using both counter-intuitive and intuitive pulse sequences. 12 Here we analyze in detail the physical mechanisms underlying the general LIP shaping method. We clarify the role of the adiabatic and diabatic transitions required for optimal performance of the various schemes. We find that under appropriate conditions the requirement of full adiabaticity can be relaxed without affecting the population transfer significantly. Therefore, the scenarios that produce selective population transfer are more general than expected, which allows for a broader range of parameters than considered previously. However, the schemes in which full adiabaticity is relaxed are more sensitive to the pulse parameters, and are thus less robust than those in which the conditions of full adiabaticity are obeyed.
Finally, we demonstrate the possibility of selective population transfer in which the vibrational number of the initial state is not conserved, again by breaking certain adiabatic conditions. In this case, the population transfer is extremely sensitive to the pulse parameters, so formal control theory [13] [14] [15] [16] [17] may be useful to design the shapes of subpicosecond pulses required for successful excitation of a particular vibrational state.
The outline of this paper is as follows. In Sec. II we review the essential features and approximations employed in our method. We predict in general terms the expected outcome of the four scenarios with fully adiabatic dynamics. In Sec. III we present the results of calculations on a model system based on the Na 2 dimer. For each scenario we study the dynamics of the diabatic observables, and analyze the underlying mechanisms in the adiabatic representation. This allows us to predict the optimal pulse parameters and to classify the schemes with respect to their robustness and selectivity. Finally, in Sec. IV we summarize the main results of the paper and discuss some issues related to the possible experimental implementation of the method.
II. THE WORKING BASIS OF THE METHOD
In this paper we concentrate on selective excitation of a single vibrational level on an excited electronic state via a pair of non-resonant laser pulses. The system is composed of three potentials, V 1 (x), V 2 (x), and V 3 (x). The potentials are coupled by two intense, ultrafast, transform-limited laser pulses, E 1 (t) and E 2 (t). The pulses are arranged such that E 1 (t) couples the ground state, V 1 (x), to the intermediate state, V 2 (x), and E 2 (t) couples V 2 (x) to a second excited electronic state, V 3 (x). We assume that the direct coupling between V 1 (x) and V 3 (x) is forbidden by symmetry ͑which is the usual situation with electronic states of diatomic molecules with the same parity͒. Therefore, the process involves vibrational population transfer between V 1 and V 3 , and the model neglects all other multiphoton processes involving additional electronic states. The model also neglects ionization.
The selectivity of the method derives from the ability to use laser pulses of sufficient intensity that the potentials are strongly modified. Modulating the topology of the potentials on the time and length scale of the dynamics allows the outcome of the process to be controlled over a wide range. We refer to the procedure as light-induced potential ͑LIP͒ shaping. The implementation described here requires two intense laser pulses that are time-delayed and off-resonance. To understand how the method operates, and to predict the optimal pulse parameters, this section reviews the adiabatic representation and the dynamics of adiabatic passage. Simple analytical models are used to evaluate the intensity, time delay and detuning requirements. This model allows us to make simple predictions, which can be tested via numerical simulations, or in experiments.
A. Adiabatic passage of the wave packet
The Schrödinger equation for a three-state system coupled by two laser pulses, in the Born-Oppenheimer and rotating-wave ͑RWA͒ 18 approximations is
where T is the kinetic-energy operator; U i (x) are the bare electronic potentials, V i (x), dressed by the energy of the photons as U 1 (x)ϭV 1 (x)ϩប( 1 ϩ 2 ), U 2 (x)ϭV 2 (x) ϩប 2 , and U 3 (x)ϭV 3 (x). The Rabi frequencies of the laser pulses E 1 (t) and E 2 (t) are ⍀ 1 (x,t)ϭE 1 (t) 12 (x)/ប and ⍀ 2 (x,t)ϭE 2 (t) 23 (x)/ប, respectively. From a mathematical viewpoint, the LIPs are the potentials obtained by diagonalizing the terms in the Hamiltonian consisting of the dressed potentials and the laser couplings. After computing the matrix, R(x,t), such that
the Schrödinger equation in this new ͑quasi-adiabatic͒ representation reads
where ⌽(x,t) are the wave packets in the quasi-adiabatic representation, ⌽͑x,t ͒ϭR Ϫ1 ͑x,t͒. ͑4͒
Since the LIPs cannot cross ͑while the laser pulses are on͒, we label the components of ⌽(x,t) as ⌽ ϩ (x,t), ⌽ 0 (x,t) and ⌽ Ϫ (x,t), in order of decreasing energy. The dynamics are spatially adiabatic when the kinetic coupling induced by the term R Ϫ1 T R is small, and temporally adiabatic when the last term in Eq. ͑3͒ can be neglected. If the dynamics are both spatially and temporally adiabatic, the representation can be properly termed adiabatic, and the following diagonal equation is valid,
͑5͒
Therefore, if the system is prepared initially on a single LIP ͑as is usually the case͒ such that U ␣ LIP (x,0) ϷV 1 (x) and ⌽ ␣ (x,0)Ϸ 1 (x,t), and if the dynamics are fully adiabatic, the initial wave function evolves on the initially populated LIP. Moreover the ''quasi-static'' aspect of the adiabatic theorem 19 ensures the vibrational selectivity of the method. If the initial wave function is a single vibrational state, such that 1 (x,t)ϭ j
where U is the time-propagator, and j ␣ (x,t) is a vibrational wave function of the LIP that correlates at initial times with
, and the eigenfunction is termed a vibrational dressed state, and the eigenvalue a quasi-energy. Therefore, during the entire evolution, the adiabatic wave packet ⌽ ␣ (x,t) is always a single vibrational dressed state of the LIP, which is adiabatically connected to the original wave function. This does not mean that at intermediate times the wave packet remains in a single vibrational state, since ⌽ ␣ (x,t) overlaps with vibrational levels of various electronic potentials as the propagation proceeds. However, at the end of the propagation, the final vibrational population depends only on the structure and dynamics of a single LIP, which is modulated by the laser field. If the process is not fully adiabatic, as discussed below, the dynamics can differ considerably.
B. Intensity requirements: The static view
Let us first consider the diabatic and adiabatic representations of the system shown in Fig. 1͑a͒ . When the bare potentials V i (x) are dressed by the laser fields, U 2 (x) is either below or above both U 1 (x) and U 3 (x) depending on whether the frequency of the first photon is shifted above or below the resonance with the intermediate electronic state V 2 (x). The detuning, ⌬, is defined as the minimum energy of U 2 (x) minus the minimum energy of U 1 (x) ͓or U 3 (x)]. The potentials U 1 (x) and U 3 (x) cross at the energy E bar . If ⌬ is larger than E bar , as it is for a nonresonant transition, the crossings between U 1 (x) and U 2 (x) ͓or U 2 (x) and U 3 (x)] occur well outside of the dynamical region of interest, and can be neglected. In the schemes considered here, the twophoton coupling between U 1 (x) and U 3 (x) must provide all of the energy required for the initial wave function to surmount the energy barrier and cross from the initial state to the final state.
Alternatively the process can be viewed in an adiabatic picture. In this case, the initially populated LIP ͓which, in the example of Fig. 1͑b͒ , is U 0 LIP (x,t)] has a double-well structure, and the object is for the wave packet to move from the left well to the right well. Figure 1͑b͒ shows the LIPs at the time of maximum overlap of the two pulses. Notice that at this time, the internal barrier in U 0 LIP (x,t) is smaller than E bar . This is due to the repulsion between the potentials, U ϩ LIP (x,t) and U 0 LIP (x,t). Using stronger pulses can depress the barrier on U 0 LIP (x) completely, thus allowing the wave packet to move from one well to the other. This is the essence of the static aspect of LIP-shaping. A simple Landau-Zener formula can be used to provide an estimate of the energetic requirements for LIP-shaping to succeed. Imagine that the wave packet is moving as a point particle at speed v c from U 1 (x) to U 3 (x). The probability of crossing the barrier is given by 20, 21 
.
͑8͒
For a non-resonant, two-photon transition, with ⌬ ӷ⍀ 1 (t c ),⍀ 2 (t c ), the effective Rabi frequency, ⍀ eff , is approximately ⍀ 1 (t c )⍀ 2 (t c )/2⌬, 22 where t c is the time of the crossing. The parameter can be evaluated by a number of means. For example, consider that U 1 (x) and U 3 (x) are displaced harmonic potentials with the same fundamental frequency, . Then
where m is the reduced mass of the molecule and d the distance between the potential minima. In this case, v c can be estimated roughly as the average speed, which is equal to the distance the wave packet travels divided by time. For the process to be effective, the time of the crossing must be smaller than , the time duration of the pulse. In the remaining sections of the paper, both criteria are used to estimate the degree to which adiabaticity is obeyed. The first criterion can be compared directly to that for nonresonant adiabatic passage in a three-level system. If the frequency bandwidth is sufficient to overlap all of the excited levels, and the Rabi frequencies do not exceed the energy spacing, the three-level system is a reasonable representation of the three-state system discussed here. In the three-level system, the adiabatic parameter can be estimated as lev ϭ⍀ 1 (t c )⍀ 2 (t c )/4⌬. 22 Thus, in the case of light-induced potentials, the field must provide an additional factor of 4E bar ⌬/ប⍀ 1 (t c )⍀ 2 (t c ), compared to the three-level system to attain adiabaticity. We have observed that the second criterion is generally a more rigorous test of the adiabaticity of the dynamics. Moreover, since in most of the cases considered in this work ӷ1/ ͑which is a requirement for the process to be selective͒, the second criterion is in practice more restrictive than the first.
C. The time dependence of the LIPs
The previous section discussed the static, or intensity, requirements for successful LIP-shaping. Another fundamental element of the working basis of the method is the use of time-delayed and frequency-detuned lasers. The temporal profile of the laser pulses is critical in producing the required dynamical changes in the LIPs. Mathematically, the LIPs are the time-and coordinate-dependent eigenvalues of the matrix Û in Eqs. ͑1͒ and ͑2͒. Although the exact eigenvalues of this matrix are difficult to obtain analytically, they can be estimated qualitatively in three regimes. The first is when ⍀ j ӷ⍀ i , the second is when ⍀ j Ϸ⍀ i and the third is when ⍀ i ӷ⍀ j . An analysis of these three regimes gives important clues to the underlying mechanism of the method. As a specific example, consider the case of a counter-intuitive pulse sequence, in which ⍀ 2 (x,t) precedes ⍀ 1 (x,t) and a negative detuning, as depicted in Fig. 1 .
In regime 1, ⍀ 1 (x,t)Ϸ0. In the limit in which the Rabi frequency ⍀ 2 (x,t) is large, and ⌬ is larger than the vibrational spacing on U 2 (x), the dependence of U 2 (x) on the nuclear coordinate can be neglected. In this situation, U 2 (x)Ϸ⌬ and the following LIPs are obtained:
2 (x,t)/4⌬; and U Ϫ (x,t) ϷU 2 (x)ϩ⍀ 2 2 (x,t)/4⌬. Since ⌬ is negative, the Stark shift induces the potential U 3 (x) to rise, and U 2 (x) to fall, due to the energy repulsion between the potentials. For ⌬Ͼ0, the same formulas apply but the labels of the LIPs are inverted. That is, the subscripts for U ϩ (x,t) and U Ϫ (x,t) are interchanged.
In regime 2, ⍀ 1 (x,t)Ϸ⍀ 2 (x,t), and the LIPs have the approximate form of those in Fig. 1 . If the coordinate dependence of the LIPs is neglected, the eigenvalues of the matrix Û are U Ϯ (t)ϭ⌬Ϯͱ⍀ 1 2 ϩ⍀ 2 2 ϩ⌬ and U 0 (t)ϭ0. Thus U ϩ (x,t) and U Ϫ (x,t) split with an energy difference depending on the intensity and the detuning, while for U 0 LIP (x,t), the Stark shifts cancel exactly. Note, in this case, that U 0 LIP (x,t) is a superposition involving only U 1 (x) and U 3 (x), and has no contribution from the electronic potential U 2 (x). Therefore, at intermediate times any wave packet moving on U 0 LIP (x,t) does not overlap with any vibrational levels on U 2 (x), and the electronic population on U 2 (x) is locked. Although physically realistic fields are far from the limiting conditions in which the above argument applies ͑and, in fact, the coordinate dependence of the two-photon detuning cannot be neglected͒ numerical experiments verify that the electronic population on the second level is considerably reduced if the process occurs on U 0 LIP (x,t) rather than U Ϫ LIP (x,t). Finally, in regime 3, the reverse situation of regime 1 occurs. Therefore
2 (x,t)/4⌬ and U 0 (x,t)ϷU 3 (x). For negative detuning U 1 (x) rises and U 2 (x) falls as they are coupled by ⍀ 1 (x,t), with ⍀ 2 (x,t)Ϸ0. The labels for U ϩ (x,t) and U Ϫ (x,t) are interchanged if the first transition has ⌬Ͻ0. If ⍀ 1 (x,t) precedes ⍀ 2 (x,t) ͑the intuitive pulse sequence͒ then the results for regimes 3 and 1 are inverted.
D. Combining the static and temporal viewpoints: Adiabatic passage by LIP shaping
The previous sections considered the static and temporal aspects of the LIP-shaping process independently. They also neglected the nuclear coordinate dependence of the coupling. In this section we unify the material presented above, and consider the coordinate dependence in detail. This will allow us to analyze the general features of the four distinct APLIP schemes, and to predict the conditions under which each scheme operates optimally.
First we must consider the nuclear coordinate dependence, and how it affects the local topology of the LIPs. Since the initially populated LIP is a double-well potential that correlates to U 1 (x) on the left side of the internal barrier, and to U 3 (x) on the right side of the barrier, raising or lowering of the diabatic potential corresponds to a spatially localized change in the energy of the LIP. This, in turn, explains from a dynamical viewpoint when and where the energy barrier of the LIP is suppressed, provided of course that the laser pulses are sufficiently intense. In particular, a simple analysis shows that, depending on the time delay and frequency detuning, the energy barrier in the initially populated LIP may be suppressed once, allowing the crossing of the wave packet to the outer well, or twice, allowing a recrossing of the wave packet to the inner well.
With three potentials and two laser pulses, four scenarios for population transfer via LIP-shaping exist. The pulses can be applied in an intuitive ordering ͓E 1 (t) preceding E 2 (t)] or a counter-intuitive ordering ͓E 2 (t) preceding E 1 (t)]. These orderings are labeled I and C, respectively. The frequency detuning can be either positive ͓U 2 (x) above U 1 (x) and U 3 (x)] or negative ͓U 2 (x) below U 1 (x) and U 3 (x)]. These detunings are labeled ϩ and Ϫ, respectively. Thus the four scenarios are ͑I,ϩ͒, ͑I,Ϫ͒, ͑C,ϩ͒ and ͑C,Ϫ͒. The ordering of the pulses determines the sequence of events, while the ordering of the energy levels is governed by the detuning. Figure 2 illustrates the four scenarios pictorially, in ''cartoon'' form. In this figure the dynamics are assumed to be both spatially and temporally adiabatic. Therefore, the wave packet must remain on the initially populated LIP, and the final results depend only on the time-dependent structure of this LIP. Similarly, the final state is determined by the state to which the initially populated LIP correlates. In the following analysis, we concentrate for simplicity on the local structural changes in the topology of the LIPs that derive from the time-delayed, one-photon couplings, and do not consider additional changes in the overall energy of the LIPs stemming from a two-photon coupling of the three potentials ͑as occurs at intermediate times͒. Figure 2͑a͒ shows the ͑C,Ϫ͒ case. The initially prepared LIP is U 0 LIP (x,t) and U 2 (x) is the dressed state with the lowest energy. The second laser pulse, E 2 (t), is switched on first, coupling U 2 (x) with U 3 (x), which corresponds roughly to the right well of U 0 LIP (x,t). The coupling induces a repulsion between the LIPs, causing the right well to rise in energy, which raises the energy barrier. Consequently, the wave packet does not move. As time proceeds, ⍀ 2 (t) decreases while ⍀ 1 (t) increases, causing the left well to rise and the right well to fall. At a certain time the barrier is suppressed and the wave packet moves to the right well. When both pulses are switched off, the energy barrier is restored and the wave packet is trapped in the right well. If the dynamics is spatially adiabatic, the shape of the wave function is preserved, and only the ground vibrational level of U 3 (x) will be populated. Figure 2͑b͒ illustrates the ͑C,ϩ͒ scenario. In this case, U ϩ LIP (x,t)ϷU 2 (x), and the wave function begins on U Ϫ LIP (x,t). Initially, ⍀ 2 (t) tends to separate U 3 (x) from U 2 (x), thus lowering the energy of the right well and the energy barrier. As a result, the wave packet moves from the left well to the right well. At intermediate times, the barrier rises again and at final times the Stark shift induced by ⍀ 1 (t) lowers the energy of the left well and the internal barrier, thus allowing a re-crossing of the wave packet to the original potential. Selective population transfer in this case is not expected, because the final wave packet is distributed over many levels of the ground and final states.
Using the same arguments we can predict that the ͑I,Ϫ͒ scenario in Fig. 2͑c͒ should not be selective either. In this case the initial wave function is prepared in U 0 LIP (x,t), but the sequence of Stark shifts enables two crossings of the wave packet, thus returning part of the wave packet to the initial well. In contrast, the ͑I,ϩ͒ scenario, Fig. 2͑d͒ , is perfectly suited for selective population transfer. The wave function is originally on U Ϫ LIP (x,t). The Stark shift induced by ⍀ 1 (t) causes the energy of the internal barrier of U Ϫ LIP (x,t) to rise, because the repulsion between the LIPs makes the initial well deeper. At intermediate times, the barrier is suppressed and the wave packet is transferred to the right well, which correlates to U 3 (x).
To summarize, in the simplified view of APLIP, assuming full temporal and spatial adiabaticity, two of the scenarios result in selective population transfer from V 1 (x) to V 3 (x), while the other two result in a re-crossing of part of the wave packet to the original potential, and a concomitant loss of selectivity. However, we show below that in fact all four schemes can in fact be used to perform selective population transfer, by relaxing the conditions of perfect adiabaticity. Selectivity requires modifications of the simple dynamics depicted in Fig. 2 . The remaining sections of the paper present numerical examples for each scenario, and an analysis of their relative performances.
III. NUMERICAL EXAMPLES
To test and analyze the four possible APLIP schemes we use a model of three displaced harmonic oscillators with force constants and equilibrium positions corresponding roughly to the X, A, and B electronic states of Na 2 . In the simulations presented below we integrate the time dependent Schrödinger equation ͑TDSE͒ ͓Eq. ͑1͔͒ numerically within the Condon approximation and the rotating wave approximation ͑RWA͒. The laser fields are chosen to have the form E 1 (t)ϭE 0 sin 2 (t/2), and E 2 (t)ϭE 0 sin 2 ((tϮ)/2). The peak Rabi frequency is ⍀ 0 ϭE 0 /2, where is the Scenario ͑a͒ uses a counter-intuitive pulse sequence and a negative detuning; scenario ͑b͒ uses a counter-intuitive pulse sequence and a positive detuning; scenario ͑c͒ uses an intuitive pulse sequence and a negative detuning; scenario ͑d͒ uses an intuitive pulse sequence and a positive detuning. For each case, three snapshots represent schematically the population transfer dynamics. The dynamics are assumed to be fully adiabatic, and so the wave packet evolves on a single LIP.
temporal width of the pulse, and the time delay between the pulses. The reasons for this choice of pulse shape and its consequences on the dynamics are discussed below. The numerical procedure used to solve the TDSE has been described previously. 23 The mechanisms implicit in the population transfer can be inferred by following the wave function in time within the diabatic and adiabatic representations. Solving the TDSE gives the wave packets 1 (t), 2 (t), and 3 (t). The electronic populations, P ␣ (t)ϭ͉͗ ␣ (x,t)͉ ␣ (x,t)͉͘ 2 and the vibronic populations, P ␣ j (t)ϭ͉͗ j (␣) (x)͉ ␣ (x,t)͉͘ 2 ͓where j (␣) (x) is the jth vibrational eigenfunction of V ␣ (x)] can be used to monitor the dynamics. The adiabatic representation is obtained by solving Eq. ͑2͒ numerically. The wave functions are transformed to the adiabatic representation by Eq. ͑4͒. Finally, the selectivity of the dynamics can be analyzed in terms of the vibrational quasi-energies, that is, the eigenvalues of the Hamiltonian in the adiabatic representation. To do this, we assume that the kinetic term is diagonal and use the numerical LIPs to obtain the eigenvalues by applying the Fourier Grid Hamiltonian ͑FGH͒ method.
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A. The counter-intuitive, negative detuning scenario Figure 2͑a͒ depicts the evolution of the wave packet for the ͑C,Ϫ͒ case. The numerical results for this system are displayed in Fig. 3 , using the pulse parameters, ⍀ 0 ϭ0.03 a.u. and ϭϭ2.5 ps. For the chosen potentials and pulses, the adiabaticity parameters are
(1) ϳ250 and (2) ϳ7. Both parameters indicate that the nonresonant two-photon absorption dynamics are fully adiabatic, from a Landau-Zener viewpoint. Figure 3͑a͒ illustrates the population dynamics, Fig. 3͑b͒ shows snapshots of the LIPs and the adiabatic wave packets, and Fig. 3͑c͒ shows the evolution of the quasienergies.
The snapshots in Fig. 3͑b͒ reproduce perfectly those of the simplified scheme. In the first stage of the dynamics, the energy of the right well rises and the adiabatic wave packet resides in the left well. Hence, the diabatic representation shows no signature of this process, since there is no flow of population. This stage can be considered a preparation step. As time proceeds, the adiabatic wave packet shifts its position to the right well in less than 1 ps, as the energy of the left well energy rises, and the energy of the right left well falls. As the adiabatic wave packet moves from the left well to the right well, the population flows from the ground vibrational level to higher vibrational levels of the same potential. The population then flows from these levels to high vibrational levels of U 3 (x) and finally to the ground vibrational level of the final potential, where it remains. Following the flow of vibrational population amounts to following the system in the diabatic representation, in which the process can be described as a sudden sequence of Raman transitions in U 1 (x) followed by two-photon absorption, and then Raman transitions in U 3 (x). During the entire process, the probability of populating U 2 (x) is small, because the dynamics occur on U 0 LIP (x,t), a LIP with very few levels overlapping U 2 (x).
The spectacular selectivity of the ͑C,Ϫ͒ scenario is a consequence of the spatial adiabaticity of the wave packet.
The dynamics are quasi-static and hence the wave packet is frozen at each instant of time at the bottom of U 0 LIP (x,t). The minimum of the potential moves from the left well to the right well, carrying the wave packet along with it.
From the viewpoint of the wave packet dynamics, spatial adiabaticity is responsible for the selectivity. However, the vibrational dressed states provide an important alternative perspective. Figure 3͑c͒ shows the lowest quasi-energies of U 0 LIP (x,t). Since the vibrational quantum in U 1 (x) is larger than that in U 3 (x), the initial state is the second vibrational dressed state of the LIP. While the second pulse is on, the quasi-energy of the first vibrational dressed state, corresponding to the ground vibrational level of U 3 (x), rises with all of the other states of this diabatic potential. A nonadiabatic crossing occurs with the initial vibrational dressed state, and for the remainder of the process the population remains in the lowest dressed state of the LIP, which corre- lates at asymptotic times ͑after the pulses are over͒ to the ground vibrational energy of V 3 (x).
As shown in Fig. 3͑c͒ , the process requires at least one fully nonadiabatic crossing. Otherwise, if the process is fully adiabatic, the wave packet remains in 0 (1) (x,t), the second vibrational dressed state of U 0 LIP (x,t). This state ͑assuming no diabatic crossings͒ correlates to the vϭ0 level of V 1 (x) at early and late times. This result is in accord with the fact that in a double-well potential, fully adiabatic passage from one well to the other is impossible. 25 The nonadiabatic crossing required for this scenario to succeed is also a potential source of instability. The crossing occurs only if the vibrational levels of the diabatic states are essentially noncoupled at the time of the crossing, which is indeed the case with time-delayed pulses. This can be understood with arguments based on a simple Landau-Zener formula. 20, 21 The probability of remaining in the same state is P 1→1 ϭexp(Ϫ⍀ eff 2 /2). In this formula, ⍀ eff is the effective coupling, which is related to the two-photon coupling between the levels and is, therefore, proportional to ⍀ 1 (t)
•⍀ 2 (t). The variable is the ''angle'' at which the levels cross, which is related to the one-photon process induced by the second pulse ͓the pulse responsible for raising the energy of U 3 (x)] and is proportional to ⍀ 2 (t). If ⍀ 2 (t)ӷ⍀ 1 (t), then ӷ⍀ eff 2 and the crossing is fully nonadiabatic. In short, selectivity requires adiabatic evolution of the wave packet, in concert with at least one diabatic crossing of the vibrational dressed states in the early ͑or late͒ stages of the process. For this to occur, the precise sequence of events induced by the time delay is critical.
On the basis of the calculations, the ͑C,Ϫ͒ scenario is robust and selective. The results are not overly sensitive to the shapes or parameters of the pulses, once the adiabatic regime is established. The robustness of this scheme is remarkable in that it does not require a two-photon resonance. Moreover, if the process is initiated in a different vibrational level of V 1 (x), the dynamics are similar, and the corresponding vibrational level of V 3 (x) is populated efficiently. Figure 2͑b͒ predicts that the counter-intuitive (Ͼ0), positive detuning (⌬Ͼ0) scheme, ͑C,ϩ͒ induces a recrossing of the wave packet to the original potential, V 1 (x), which should lead to a loss of selectivity. The numerical results for this case, with the same pulse parameters as the ͑C,Ϫ͒ case, are depicted in Fig. 4 . Once again, the adiabatic parameters indicate that the dynamics are fully adiabatic.
B. The counter-intuitive, positive detuning scheme
As the population dynamics in Fig. 4 reveal, the ͑C,ϩ͒ scenario result in selective excitation of the ground vibrational level of V 3 (x) at asymptotic times, following a dynamical sequence that is similar to that of the ͑C,Ϫ͒ case. This result is at first surprising, based on the intuition developed in Fig. 2 . To understand the physical mechanism underlying the population transfer, we must follow the detailed time evolution of the LIPs and the corresponding adiabatic wave packets. As Fig. 4͑b͒ shows, at initial times the energy of the right well falls and the barrier is suppressed. At this time, only the second pulse is operating, and so the bottom of U 0 LIP (x,t) is nearly in resonance with the energy of the wave packet. A nonadiabatic crossing at this time allows the wave packet to transfer completely from U Ϫ LIP (x,t) to U 0 LIP (x,t). On this LIP, the displacement of the wave packet occurs. As the energy of the right well rises and the energy of the left well lowers, the minimum of U 0 LIP (x,t) is displaced, together with the wave packet, from close to the equilibrium position of U 1 (x) to close the equilibrium position of U 3 (x), in much the same way as it does in the ͑C,Ϫ͒ case. Moreover, since the process occurs on U 0 LIP (x,t), the electronic population on U 2 (x) is nearly locked. Finally, the wave packet is transferred nonadiabatically to the right well of U Ϫ LIP (x,t). In accord with our previous nomenclature, the process is temporally nonadiabatic at two different instants of time, but the spatial adiabaticity is preserved and the wave packet does not distort, leading to selective excitation of the ground vibrational level of V 3 (x). The population transfer involves many diabatic crossings between the vibrational dressed states at early times and late times. An intense field ⍀ 2 (t) ͓much more intense than ⍀ 1 (t) at early times͔ induces the diabatic crossings, and prevents the wave packet from distorting. At late times ⍀ 1 (t) is much more intense than ⍀ 2 (t) and a second diabatic crossing occurs. The parameters for the simulation are listed in the text.
As can be seen in Figs. 3 and 4 , although the final results for the ͑C,Ϫ͒ and ͑C,ϩ͒ scenarios are virtually the same, the dynamics in these two cases are quite different. Following the quasi-energies provides an alternative viewpoint. As Fig.  4͑c͒ reveals, lowering the energy of the right well causes a decrease in energy of the dressed states that correlate to U 3 (x). The process involves many nonadiabatic crossings that terminate with a nonadiabatic crossing with the lowest vibrational dressed state of U 0 LIP (x,t). The transfer will be fully nonadiabatic only if ⍀ 2 (t)ӷ⍀ 1 (t). Otherwise the population will split into several dressed states of U Ϫ LIP (x,t). This can be detected by a distortion of the wave packet ͑both in the diabatic and adiabatic representations͒. Nevertheless, if ⍀ 2 (t) is large enough, all of the dressed states in U Ϫ LIP (x,t) will cross with U 0 LIP (x,t) at an early stage of the dynamics, inducing a fully nonadiabatic crossing with the ground vibrational state, 0 (0) (x,t). In addition to the curve-crossing dynamics at early times, the selectivity of the ͑C,ϩ͒ case has a critical stage at late times in the dynamics. At this time, the reverse process takes place, inducing fully nonadiabatic crossings between 0 (0) (x,t) and higher energy vibrational dressed states of U Ϫ LIP (x,t). If ⍀ 1 (t) is large enough and ⍀ 1 (t)ӷ⍀ 2 (t), the dressed states of U Ϫ LIP (x,t) split into states that correlate to V 1 (x), whose energy is increasing, and states that correlate with V 3 (x), whose energy remains constant. This splitting induces the nonadiabatic crossings that lead to selective excitation of the ground vibrational level of V 3 (x). Since the process involves many nonadiabatic crossings, only strong fields with large time delays will produce the desired selectivity.
As this discussion illustrates, selectivity in the ͑C,ϩ͒ scenario relies on optimal conditions during two different stages of the dynamics. At early and late times, the dynamics must be predominantly nonadiabatic, which requires a large ratio between the Rabi frequencies. However, during intermediate times, the dynamics must be adiabatic, with all of the population transported on a single LIP. This requires a large product of the Rabi frequencies at times when both pulses overlap. Moreover, if the pulses are not sufficiently strong, the dynamics take place on the initial LIP, U Ϫ LIP (x,t), resulting in population of several vibrational dressed states whose energies lie above the internal diabatic barrier. When this occurs, the final outcome is difficult to predict, and likely to be nonselective.
The additional nonadiabatic crossings required for the ͑C,ϩ͒ scenario to succeed makes it less robust than the ͑C,Ϫ͒. This is reflected in the sensitivity of the scheme with respect to the pulse shapes. For pulse shapes with longer leading and trailing edges, the ratio between ⍀ 1 (t) and ⍀ 2 (t) decreases at both critical times of the process. For example, with all other parameters the same, using Gaussian pulses rather than sin 2 pulses causes a small reduction (ϳ2%͒ in the population of the ground vibrational level of V 3 (x). However, using cosh Ϫ2 (t) pulse shapes ͑with much longer leading and trailing edges͒ causes the population to drop to ϳ29%. Moreover, with the cosh Ϫ2 pulses, the dominant process is the re-crossing of the wave packet to V 1 (x), which populates high-lying vibrational levels. 12 Avoiding the re-crossing requires more intense fields with considerably larger time delays. This increases the overlap of both the leading and trailing edges of the pulses, but also increases the product of the Rabi frequencies when both pulses overlap. Above this threshold the scheme is both efficient and robust, but the threshold depends strongly on the pulse shape and is minimized for pulses whose leading and trailing edges increase more rapidly, as the sin 2 (t) pulses used in this work. The increased sensitivity of the ͑C,ϩ͒ scheme may have distinct advantages, if the desired final state is not the adiabatic final state. As an example, Fig. 5 shows the adiabatic wave packets and LIPs that lead to the ͑approximately͒ selective excitation of various vibrational levels. Figure 5͑a͒ shows the results with sin 2 (t) pulses with parameters ⍀ 0 ϭ0.02 a.u. and ϭϭ5 ps ͑adiabaticity parameters (1) ϳ100, (2) ϳ1.4). The population transfer occurs on U 0 LIP (x,t), but the final crossings are not fully diabatic and much of the population re-crosses to V 1 (x), with more than 80% in vϭ18. Figure 5͑b͒ shows the results of a calculation with sin 2 (t) pulses and parameters ⍀ 0 ϭ0.015 a.u., ϭ5 ps, and ϭ8.5 ps. (
(1) ϳ55, (2) ϳ0.45). The transfer occurs on the initial LIP, and the final wave packet crosses mainly to V 3 (x) with 35% in vЉϭ1% and 30% in vЉϭ2. For the same parameters, the ͑C,Ϫ͒ scheme results in perfect selection of vЉ ϭ0 even though the dynamics are not fully adiabatic, according to the second ͑more restrictive͒ adiabatic criterion. Although modifications to the ͑C,ϩ͒ scheme allow breaking of the adiabatic vibrational correlation, even with intense fields, the feasibility of implementing this less robust case requires additional study. FIG. 5 . Population transfer in the ͑C,ϩ͒ scheme with partial adiabaticity. Panel ͑a͒ shows the results with ⍀ 0 ϭ0.02 a.u. and ϭϭ5 ps. The intensity is high enough for the wave packet to transfer from U Ϫ LIP to U 0 LIP , but not high enough to prevent distortion of the wave packet during the last series of diabatic crossings. The result is re-crossing of the wave packet to populate high vibrational levels (ϳvϭ18) of the initial electronic state. Panel ͑b͒ shows the results with ⍀ 0 ϭ0.015 a.u., ϭ5 ps, and ϭ8.5 ps. The intensity of ⍀ 2 (t) at early times is not high enough to transfer the wave packet completely to U 0 LIP . During the diabatic crossings the wave packet is distorted and at final times the state populated is mainly vЉϭ1. At the final time, the diabatic potentials and wave packets are depicted, rather than the adiabatic ones.
C. The intuitive, negative detuning scenario
On the basis of the simple model depicted in Fig. 2͑c͒ , the ͑I,Ϫ͒ scenario should exhibit a crossing and then a recrossing of the adiabatic wave packet evolving on U 0 LIP (x,t). As in the ͑C,ϩ͒ scheme, this re-crossing would be expected to spoil the selectivity of the final population on the V 1 (x) potential.
The numerical results for a sin 2 (t) pulse shape with parameters ⍀ 0 ϭ0.03 a.u. and ϭϭ2.5 ps are displayed in Fig. 6 . Once again, it is surprising that the population transfer is in fact selective, with efficient population of the ground vibrational level of V 3 (x) at asymptotic times. The population dynamics exhibit two main differences with respect to the counter-intuitive cases. First, the three steps in the diabatic energy representation are now more clearly separated in time. The Raman transitions on U 1 (x) are followed by a two-photon transition and then Raman transitions on U 3 (x). This well-separated sequence of events produces a slow displacement of the wave packet from the left well to the right well on the LIP. The preparation stage of the dynamics is also much shorter with the intuitive sequence because the first pulse, ⍀ 1 (t), acts directly on the left well of U 0 LIP (x,t) in the region in which the wave packet is located initially. A second difference compared to the counter-intuitive cases can be seen by observing the transient electronic population on U 2 (x). This population is much larger than in the previous cases, and is contrary to what might be expected based on the character of the initially prepared LIP. To explain this observation, as well as the selective excitation of the overall process, we must analyze the dynamics in the adiabatic representation. Figure 6͑b͒ shows the numerical LIPs and adiabatic wave packets at four different instants of times, and Fig. 6͑c͒ shows the quasi-energies of the vibrational dressed states.
At initial times the energy of the left well, which correlates to U 1 (x), rises. The potential drags the wave packet placed at the bottom of U 0 LIP (x,t) with it, until the barrier is suppressed. During this stage, the quasi-energies of U 0 LIP (x,t) corresponding to U 1 (x) cross the quasi-energies corresponding to U 3 (x). As a result, the wave packet is transferred to U ϩ LIP (x,t), where it remains in the bottom of the potential, since all of the vibrational dressed states of U 0 LIP (x,t) corresponding with U 1 (x) cross with the ground vibrational dressed state of U ϩ LIP (x,t). The wave packet evolves adiabatically on the potential U ϩ LIP (x,t), which does not have an internal barrier. This displacement is only slightly sensitive to the structural changes of U 0 LIP (x,t) and results in an overlap with the states of U 2 (x) at intermediate times. At the final stage of the dynamics the process is reversed. The wave packet is first transferred back to U 0 LIP (x,t), on which the vibrational dressed states corresponding to U 1 (x) cross with those corresponding to U 3 (x), as the energy of the right well falls and the energy of the left well rises.
As in the ͑C,ϩ͒ case, the dynamics of ͑I,Ϫ͒ in the adiabatic representation exhibits three stages. At early and late times the dynamics is diabatic, while during intermediate times the evolution is fully adiabatic. As in the ͑C,ϩ͒ case, the selective excitation of the ground vibrational level in V 3 (x) requires the use of clearly separated pulses, with intensities sufficient to make the intermediate regime ͑where the pulses overlap͒ adiabatic. For pulses with longer leading and trailing edges, or pulses that are not sufficiently intense, this process might be used to selectively target different final vibrational levels. Again, though, this process is not expected to be robust. We have verified numerically that the adiabatic threshold for this case is smaller than that for the ͑C,ϩ͒ case. This may be due to the fact that the ͑I,Ϫ͒ scheme uses an intuitive sequence and as a result more time is available to produce the required diabatic crossings to populate U ϩ LIP (x,t).
D. The intuitive, positive detuning scheme
Finally, we consider the ͑I,ϩ͒ scenario. For this scheme, Fig. 2͑d͒ and the accompanying discussion predicts selective population transfer on U Ϫ LIP (x,t). The numerical results obtained using the same parameters as in the previous cases confirm that this is indeed the case.
The population dynamics, adiabatic LIPs and wave packets, and quasi-energies of the vibrational dressed states for the ͑I,ϩ͒ case are shown in Fig. 7 . The dynamical observables are very similar to the ͑I,Ϫ͒ case. The main reason for this similarity is that both schemes use an intuitive pulse sequence, and therefore do not require a long preparation stage. Nevertheless, the adiabatic fingerprints of the dynamics are quite different, since the topology of the LIP on which the transfer occurs is not exactly the same, nor is the detailed sequence of events that leads to this transfer.
In the ͑I,ϩ͒ case the process is almost completely adiabatic, although, as in the ͑C,Ϫ͒ case, crossing the barrier requires at least one fully diabatic crossing. If the initial wave function is in a higher vibrational level, selective excitation of the corresponding final state on U 3 (x) requires additional diabatic crossings, as shown in Fig. 7͑c͒ . The required crossing occurs at the very beginning of the dynamics, when the vibrational dressed states correlating with U 1 (x) and those correlating with U 3 (x) split. As a result, the constraints on the pulse shape and time delay are minimal. In fact, since the duration of the process is longer than in the ͑C,Ϫ͒ case, the ͑I,ϩ͒ scheme is the most robust strategy for selective transfer of vibrational population.
IV. SUMMARY AND CONCLUSIONS
This paper shows that selective population transfer can be accomplished by using pairs of intense, ultrafast laser pulses to delicately shape electronic potentials. For transform-limited pulses, the driving forces that shape the LIPs are the time delay between the pulses and the detuning with respect to an intermediate excited state. Since these parameters induce a spatio-temporal orientation, four possible arrangements exist with positive and negative detunings and intuitive and counter-intuitive pulse sequences. We have analyzed all four arrangements using a model system of displaced harmonic oscillators that corresponds roughly to the lowest three electronic potentials of the Na 2 molecule. Using more realistic potentials would not be expected to alter the conclusions of this work significantly, since the Rabi frequencies are much larger than the vibrational energy spacing. However, if the topology of the initial and target potentials differ considerably, intensities required to ensure the spatial adiabaticity of the process may increase dramatically. 26 The results presented here, which are in some cases nonintuitive, show that all four APLIP schemes can selectively populate a single vibronic state on the desired final potential. From the viewpoint of the dynamic observables ͑which are cast in the diabatic representation by measurement͒ the schemes are divided by the temporal sequence of events. The counter-intuitive schemes require a longer preparation stage than the intuitive schemes. This leads to very little transient population on the intermediate potential, in contrast to the intuitive schemes.
However, a full understanding of the physical mechanisms underlying the dynamics requires analysis in the adiabatic representation. In this representation the mechanism of the ͑C,Ϫ͒ case is most similar to that of the ͑I,ϩ͒ case, because they both exploit the adiabaticity of the dynamics more completely by using the initially populated LIP to transfer the population. In contrast, the ͑C,ϩ͒ case and the ͑I,Ϫ͒ case require an preparatory stage and a final stage in which the wave packet is switched diabatically to a different LIP, on which the transfer actually occurs.
The consequences of the differing physical mechanisms of the four scenarios are clearly seen in analysis of their relative robustness. The two schemes that exploit adiabaticity more completely are the most robust and selective, since the selectivity is guaranteed by an adiabatic postulate that requires conservation of the vibrational quantum number. 19 The other two schemes are more sensitive to the shape of the pulses, essentially because they require the pulses to obey two constraints. First, the ratio of the Rabi frequencies must be large at the beginning and end of the process, and second, their product must be large when both pulses overlap. Since these schemes require many diabatic crossings, the selectivity is not well preserved, a fact that can be exploited to break the conservation of the vibrational quantum and select a different final vibrational state, if so desired.
A major challenge of the LIP-shaping method is its experimental implementation. The advantages of using strong fields are clear from the analysis of the robustness of the schemes. However, intense fields may result in ionization or additional multiphoton processes, which are loss mechanisms. The method also relies on the assumptions implicit in the use of the RWA, mainly in a clear separation between the carrier frequencies of both pulses. The use of the RWA may be questionable in certain cases, however numerical tests of the validity of this approximation are encouraging. 11, 23, 26 An additional difficulty might be the presence of nearby electronic potentials. In this context the availability of several schemes ͑in particular those with both positive and negative detuning͒ is a distinct advantage. For any given molecule, one scheme or another might prove in practice to be more or less effective.
To test some of these issues, we have made preliminary tests of the effect of an additional electronic potential on the population transfer efficiency and selectivity. The results indicate that ͑I,ϩ͒ is clearly the most robust scheme. In some cases the selectivity of the method persists even in the limit in which the frequency bandwidths of the pulses are on the order of ͑or exceed͒ the energy spacing between adjacent vibrational levels. This scheme is likely to be the most effective in experiments, even though it creates a larger transient population on an intermediate electronic state than in the counter-intuitive scenarios. Since the density of electronic states increases as the energy increases, the positive detuning schemes tend to favor the decoupling of the additional potentials, provided that the target electronic potential is not in near resonance with another electronic state. Another possibility that should be considered is adapting the method to the case of three electronic potentials in a ⌳ configuration ͑as opposed to the ladder configuration used here͒. This would increase the validity of the assumptions of the RWA. Additionally, large negative detuning schemes could be implemented using lasers operating in the far ultraviolet ͑UV͒.
Finally, the light-induced potential shaping method can be implemented using frequency chirped pulses in addition to transform-limited pulses. Recently we have analyzed such a method, 23 and showed that the laser intensities required are considerably lower with chirped pulses. Moreover, the chirp provides an additional degree of freedom that breaks the spatio-temporal symmetry, so time-delayed pulses are not required. Nor is the method sensitive to the pulse synchronization. The advantage of using transform-limited pulses is the potential for population transfer with ultrafast pulses, which may be important if one or more of the states involved have short lifetimes. Although very short pulses ͑with large frequency bandwidths͒ may not be as selective, 100% population transfer to the target electronic state can still be attained using pulses with temporal widths of a few femtoseconds. 
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