This paper proposes a novel approach to multiple input and multiple output (MIMO) simulation metamodeling using Bayesian networks (BNs). A BN is a probabilistic model that represents the joint probability distribution of a set of random variables and enables the efficient calculation of their marginal and conditional distributions. A BN metamodel gives a non-parametric description for the joint probability distribution of random variables representing simulation inputs and outputs by combining MIMO data provided by stochastic simulation with available background knowledge about the system under consideration. The BN metamodel allows various what-if analyses that are used for studying the marginal probability distributions of the outputs, the input uncertainty, the dependence between the inputs and the outputs, and the dependence between the outputs as well as for inverse reasoning. The construction and utilization of BN metamodels in simulation studies are illustrated with an example involving a queueing model.
INTRODUCTION
Simulation is an analysis methodology where the operation of a real-world or conceptual system is imitated by generating a sample of artificial histories of the system (Law 2006) . Simulation models are applied to the study of systems whose analysis would otherwise be overly difficult, expensive, or dangerous. This paper focuses on stochastic simulation where systems with internal uncertainties and random factors are studied. In particular, discrete event simulation (DES, see, e.g., Law 2006 ) is discussed. In a simulation model, inputs describe the factors affecting the system, i.e., system settings and configurations as well as operating environments. Simulation outputs, on the other hand, are artificial observations of the system produced by the simulation model. In a simulation study, simulations are performed with alternative values of the inputs and the observed outputs are recorded. The data are then used to draw inferences concerning the operating characteristics of the system.
A simulation model, although simpler than a real-world system, can still be complex. The repetition of simulations may be time consuming and the sheer size of simulation data sets can make them unwieldy. To avoid this inconvenience, simulation metamodels (see, e.g., Friedman 1996 , Barton 1998 , Kleijnen 2008 are used to represent the dependence between simulation inputs and outputs. The most commonly used metamodels are input-output mappings that project the values of simulation inputs to the expected values of outputs. They include, e.g., regression models (Kleijnen 2008) , spline models (Barton 1998) , neural networks (Fonseca, Navaresse, and Moynihan 2003) , Kriging models (Ankenman, Nelson, and Staum 2010) , response surfaces (Kleijnen and Sargent 2000) , and game theoretic models Virtanen 2010a, Pousi, Poropudas, and Virtanen 2010) . There also exists other metamodeling approaches such as dynamic Bayesian networks describing the time evolution of DES models Virtanen 2007, Poropudas and Virtanen 2011) and influence diagrams used for studying the consequences of decision alternatives in simulation based decision making and optimization (Poropudas and Virtanen 2009) .
In this paper, Bayesian networks (BNs, Pearl 1991) are used as probabilistic multiple input and multiple output (MIMO) simulation metamodels. A BN metamodel is a representation for the joint probability distribution of random variables associated with simulation inputs and outputs. The BN metamodel is used to calculate marginal and conditional probability distributions as well as expected values and other descriptive statistics related to the inputs and the outputs. That is, the complete probability distributions are modeled -not just expected values as is the case with the existing metamodels. The BN metamodel enables various what-if analyses that are used for studying the marginal probability distributions of the outputs, the input uncertainty, and the dependence between the inputs and the outputs. Additionally, the BN metamodel is used to examine the dependence between the outputs and perform inverse reasoning. As far as the authors know, such analyses are beyond the scope of the existing MIMO simulation metamodels.
Unlike many existing metamodels, BNs are non-parametric, i.e., they do not involve assumptions about the forms of the probability distributions. On the other hand, the accurate construction of the BN metamodels necessitates large data sets, which limits their utilization in the context of expensive simulations. In addition, the BN metamodels discussed involve only discrete random variables and, therefore, they cannot be used for prediction of outputs similarly to, e.g., regression metamodels. Yet, the BNs allow effective what-if analyses which could be time consuming if conducted based on raw simulation data. Overall, the BNs offer a flexible approach to MIMO metamodeling. Furthermore, the construction and utilization of the BNs are aided by numerous available BN software (e.g., Andersen, Olesen, and Jensen 1990 , Decision Systems Laboratory 2010).
As stated above, BN metamodels enable the modeling of uncertainty related to simulation inputs. Here, the input uncertainty (see, e.g., Henderson 2003, Biller and Gomez 2010) refers to imperfect information regarding the values of the simulation inputs that represent, e.g., alternative structures of simulation models, different functional forms of probability distributions included in the simulation models, or unknown values of the parameters of these distributions. Such sources of variability are taken into account by including the input uncertainty in, e.g., the confidence intervals of simulation outputs. There are various approaches to the analysis of the input uncertainty (see, e.g., Barton, Nelson, and Xie 2010) such as the Bayesian method (Chick 1997, Zouaoui and Wilson 2004) , bootstrapping (Barton and Schruben 1993, Cheng and Holland 1997) , the delta method (Cheng and Holland 2004) , and the interval based method (Batarseh and Wang 2008) . One alternative is to conduct a sensitivity analysis for the simulation inputs (see, e.g., Law 2006) . In this paper, the input uncertainty is analyzed by performing simulations with different values of the inputs and assigning prior probability distributions to the values of the inputs. The joint probability distribution of the inputs and the outputs is then represented with a BN metamodel. This enables the calculation of the probability distributions of the outputs for both fixed and uncertain values of the inputs which allows one to distinguish the effect of the input uncertainty from the inherent randomness of the simulation model (see, e.g., Barton, Nelson, and Xie 2010) .
The paper is structured as follows. A short introduction to BNs is given in Section 2. The process for constructing BN metamodels based on simulation data is also presented. Section 3 introduces the utilization of such metamodels in simulation studies. The analysis capabilities are further explored and illustrated in Section 4 by presenting an example analysis of a queueing model. Finally, the paper is summarized and conclusions are given in Section 5.
CONSTRUCTION OF BAYESIAN NETWORK METAMODELS
A Bayesian network (BN, Pearl 1991 ) is a probabilistic model that presents the joint distribution of a set of discrete random variables on three levels: relational, functional, and numerical. On the relational level, the BN is a graphical representation of dependencies between the random variables using nodes and arcs. Conditional probability distributions and the chain rule (Pearl 1991) are used for the functional representation for the joint distribution of the variables. Finally, efficient algorithms (e.g., Jensen 2001 , Neapolitan 2004 , are used to calculate marginal and conditional probability distributions of the variables on the numerical level. The definition of a BN is based on a directed acyclical graph consisting of chance nodes that represent the random variables. Each chance node of the BN has a discrete set of values and a probability table that contains the conditional probabilities of these values when the values of the parents of the node, i.e., the nodes with an arc pointing to the node of interest, are known.
Figure 1: Example BN representing the joint probability distribution of four random variables X 1 , X 2 , X 3 , and X 4 .
For example, Figure 1 illustrates a BN representing the joint probability distribution of four random variables X 1 , X 2 , X 3 , and X 4 , i.e., the probabilities P(X 1 = x 1 , X 2 = x 2 , X 3 = x 3 , X 4 = x 4 ) for all possible combinations of values x 1 , x 2 , x 3 , and x 4 . The arcs of the BN show the dependencies between the variables. The BN also includes conditional probability tables consisting of the conditional probabilities P(X 1 = x 1 ), P(X 2 = x 2 |X 1 = x 1 ), P(X 3 = x 3 |X 2 = x 2 ), and P(X 4 = x 4 |X 1 = x 1 , X 3 = x 3 ) for all possible combinations of values x 1 , x 2 , x 3 , and x 4 . Note that there is no direct dependence between X 2 and X 4 .
Next, the construction of a BN metamodel representing the joint probability distribution of simulation inputs and outputs is discussed. The construction consists of collection of simulation data, determination of the network structure, estimation of conditional probability tables, and validation. The determination of the structure and the estimation of the conditional probability tables are assisted by available BN software, such as HUGIN (Andersen, Olesen, and Jensen 1990) and GeNIe (Decision Systems Laboratory 2010), that include graphical user interfaces for inclusion of expert knowledge as well as readily implemented algorithms for analysis of data.
Simulation data are collected by performing simulations according to a suitable experimental design (Kleijnen 2008) . BN metamodels represent discrete random variables and, therefore, continuous input variables are discretized. The uniform discretization is the most straightforward but also other discretization techniques, e.g., emphasizing the most interesting values of the variables, can be employed. On the other hand, some variables may be worthy of more detailed description and a finer discretization grid. Then, all combinations of the values of the input variables with positive probabilities are simulated and the corresponding values of outputs are recorded into the simulation data set.
The structure of a BN metamodel is determined in two phases. First, the initial structure of the BN is obtained by including the apparent dependencies into the network, i.e., by connecting the interdependent nodes with arcs. The initial structure determines dependencies between the inputs and obvious dependencies between the inputs and the outputs. Then, the simulation data are searched for dependencies between the variables using statistical tests and various algorithms (e.g., Spirtes, Glymour, and Scheines 2001) that are available in BN software. If significant dependencies are found, the initial structure is refined with additional arcs (Heckerman 1997) . The structure of the BN can also be determined entirely based on the simulation data without specifying any dependencies initially but the inclusion of the known dependencies simplifies the construction. If there are numerous potential dependencies to be tested, the multiple comparisons needed for testing them all are time consuming and may lead to incorrect findings. Furthermore, the structure of a BN representing a given set of dependencies is not necessarily unique and more easily interpretable structures are obtained by designing the network using expert knowledge. On the other hand, it may be informative to initially omit all the arcs between the outputs and augment the network with additional arcs if such dependencies are evident in the data.
Once the structure of the BN is determined, conditional probability tables are defined. The input uncertainty is described by the probability distributions of the inputs. These distributions cannot be estimated from the simulation data and they are defined using other means. Any means for simulation input modeling are applicable as the distributions can be based on real-world data, expert assessment, or combination of the two. For independent inputs, marginal probability distributions are defined. If an input depends on other inputs, a conditional probability distribution is defined for all combinations of the values of other inputs. If there are any excluded combinations of inputs, i.e., combinations with zero probability, the corresponding simulation replications need not be performed in the collection of data. For the simulation outputs, conditional probability tables are calculated from the simulation data using maximum likelihood (ML) estimators, i.e., the relative frequencies of the observed combinations of the values (Poropudas and Virtanen 2011) .
Finally, the constructed BN metamodel is validated in order to ascertain that it gives an adequate representation for the simulation model. The validation is performed by comparing the probability distributions given by the BN with those estimated from an independent simulation data set. The comparison is based on the c 2 -test for goodness of fit as well as on the confidence intervals of the probability estimates. In practice, the validation follows the same principles as the validation of dynamic BN metamodels detailed in Poropudas and Virtanen 2011.
UTILIZATION OF BAYESIAN NETWORK METAMODELS
Now, the utilization of BN metamodels is introduced by discussing a BN representing the joint probability distribution P(
where X 1 , . . . , X n and Y 1 , . . . ,Y m denote simulation input variables and output variables, respectively, and x 1 , . . . , x n and y 1 , . . . , y m are their values. The BN is used for probabilistic inference regarding marginal and conditional probability distributions of the variables as well as joint distributions of subsets of the variables. This inference is based on what-if analyses concerning the marginal probability distributions of the outputs, the input uncertainty, the dependence between the inputs and the outputs, and the dependence between the outputs as well as inverse reasoning.
The marginal distribution of an output given by the BN, e.g., the probabilities P(Y j = y j ), gives a complete description of the output of the simulation model. It is used to calculate, e.g., the expected value of the output, i.e., E(Y j ) = j y j P(Y j = y j ). The BN metamodel can also be used to calculate descriptive statistics other than expected values. These statistics include, e.g., variances, quantiles, and medians of the probability distributions. The accuracy of the estimates of probabilities and expected values obtained with the BN is assessed using confidence intervals that are based on the asymptotic normality of ML estimators (Poropudas and Virtanen 2011) .
The joint probability distribution of the inputs, i.e., P(X 1 = x 1 , . . . , X n = x n ), reflects the input uncertainty. The effects of this uncertainty are studied by comparing the distribution of the outputs with fixed and uncertain values of the inputs. In practice, the impact of the input uncertainty is revealed by the conditional distribution where the value of the input is fixed, e.g., P(Y j = y j |X i = x i ), and the marginal distribution of the output, e.g., P(Y j = y j ). Now, the difference between these distributions is an explicit representation of the consequences of the input uncertainty.
The joint distributions of subsets of variables, e.g., P(X i = x i ,Y j = y j ), include information about the dependencies between the inputs and the outputs. These dependencies are studied by calculating the conditional distributions of the outputs, e.g., 
, and present them as a function of the inputs. This inspection is congruent with regression metamodels (e.g., Kleijnen 2008 ) that map the values of the inputs to the expected values of the outputs.
In addition to these analyses, interdependencies between the simulation outputs are examined by calculating the conditional probability distributions of the outputs, e.g., P(Y j = y j |Y = y ) and
can be calculated in order to display the average dependence between the outputs.
With BN metamodels, one can also employ an inverse approach where the conditional probability distributions of the inputs, e.g., P(X i = x i |Y j = y j ), are studied. In this reasoning, the probabilities P(X i = x i ) Poropudas, Pousi, and Virtanen correspond to the prior distribution of an input. Then, the conditional probabilities P(X i = x i |Y j = y j ) yield its posterior distribution, i.e., its updated probability distribution after the value of Y j has been observed.
EXAMPLE ANALYSIS
The construction and utilization of BN metamodels are illustrated with an example related to a queueing model (e.g., Law 2006) . A BN metamodel is constructed based on simulation data and analyzed following the principles presented in Sections 2 and 3 using the GeNIe software (Decision Systems Laboratory 2010).
The simulation model under consideration represents a single queue with Poisson arrivals (intensity L) and two servers with exponential service times (service intensities M 1 and M 2 ). The intensities related to the arrivals and the service times are the inputs of the simulation model. Now, they are treated as random variables whose values are determined at the beginning of a day, i.e., the intensities change from day to day but remain constant during any given day. In the example, three alternative cases are studied:
• Case 1: The inputs have known values, i.e., L = 7, M 1 = 3, and M 2 = 3.
• Case 2: The inputs are independent random variables with the marginal distributions given in Figure  2 .
• Case 3: The inputs are dependent random variables with same marginal distributions as in Case 2 and the conditional distributions illustrated in Figure 3 .
Note that Case 1 is a special case of Case 2 where the probability associated with a single combination of values of the inputs is equal to one. In the example, the ranges of the inputs are set as [0, 10] and they are discretized uniformly so that l , m 1 , m 2 ∈ {0, 1, . . . , 10}. For each combination of the values of the inputs, 10000 simulation replications are performed. The suitable number of replications is detailed in Poropudas and Virtanen 2011. In each replication, the queue is simulated for T = 1 time unit and the values of the simulation outputs are recorded. The outputs are the average number of customers in the system, the maximum number of customers in the system, and the number of customers in the system at the end of the simulation, denoted byȲ , Y max , and Y T , respectively. The simulation outputs Y max and Y T are discrete and, after performing the simulations, their ranges are set as y max ∈ {0, 1, . . . , 15, 17.8} and y T ∈ {0, 1, . . . , 15, 17.9}. The outputȲ , on the other hand, is a continuous variable. For the construction of the BN metamodel, it is discretized so thatȳ ∈ {0, 0.5, 1.5, . . . , 12.5, 13.4} where the values refer to the middle points of the uniformly spaced discretization bins. Note that the bins containing the highest values are represented by the mean of the observations falling into the bin.
E(L) = 7.36
Var(L) = 3.17 In the construction of the BN metamodel, the initial structure of the network is first determined by making all the outputsȲ , Y max , and Y T dependent on all the inputs L, M 1 , and M 2 . In Figure 4 , this structure is depicted by black arcs. In Case 3, there are also dependencies between the inputs illustrated by dashed arcs in Figure 4 (b). The structure is finalized based on additional dependencies found in the simulation data. Statistically significant dependencies between all the outputs are discovered in the simulation data in both cases which is pointed out by white arcs in Figures 4(a) and 4(b) .
After the structure of the BN is determined, conditional probability tables are defined. Now, for illustration purposes, the marginal probability distributions for the inputs (Figure 2) are assessed by the authors but they could also be estimated from real-world data. In Case 3, the conditional probability distributions of the inputs (Figure 3 ) are defined so that there is a positive correlation between the service intensities M 1 and M 2 while both of these variables are negatively correlated with the arrival intensity L. Note that conditional probability distributions similar to Figure 3(b) are determined for all values of L. For the outputs, conditional probability distributions are estimated from the simulation data. The validation of the BN metamodel is conducted by comparing the probability estimates given by the model with an independent simulation data set. The independent estimates are denoted by crosses in all the following figures and they match the confidence intervals obtained using the BN which is a positive finding related to the validity of the metamodel. Here, a more detailed discussion of the validation is omitted. For details of validation analysis, see Poropudas and Virtanen 2011. refer to the 95% confidence intervals of the individual probability estimates. The red markers denote the expected values of the variables and the horizontal error bars denote the range [l, u] between the distributions' 2.5% and 97.5% quantiles. The crosses denote the estimates obtained from the independent data set in order to validate the metamodel.
Once the BN metamodel is completed, it is used to conduct what-if analyses regarding the properties of the simulated queue. Figure 5 presents the marginal probability distributions of the output variables for all the three cases. The BN retains all the available information about the distributions of the outputs which enables the calculation of any descriptive statistics. For example, the expected values, variances, 2.5% and 97.5% quantiles of the output distributions are displayed in Figure 5 .
The effect of the input uncertainty is studied by comparing the probability distributions of the outputs in Case 1 with the other cases. The expected values of the distributions are smaller in Case 1 and the distributions in Figures 5(a) -(c) have smaller variances than those in Figures 5(d)-(f) , i.e., the input uncertainty increases the variances of the outputs. The effect is amplified in Case 3 where the dependence The dependence between the inputs and the outputs is further studied by calculating the conditional expected value of the outputȲ as a function of the inputs M 1 and M 2 for Cases 2 and 3, see Figure 6 . The conditional expected values imply that the average number of customers in the system decreases with the increase in the service intensities. In Case 3, the arrival intensity L is dependent on the service intensities M 1 and M 2 . Therefore, the dependence betweenȲ and the service intensities is stronger, i.e., the large values of M 1 and M 2 imply smaller values of L which results in more drastic effects on the average number of customers compared to Case 2.
With BN metamodels, one can also examine the dependence between simulation outputs. In Figures  7(a)-(b) , the value of Y max is fixed at 7 and the conditional probability distributions are updated for the other output variables. The consequences of the observed maximum number of customers are studied by comparing On the other hand, the probabilities P(Y T = y t |Y max = 7) are equal to zero, if y t > 7. Notably, the conditional variances of both outputs are smaller, i.e., the observed value of one output decreases the uncertainty about the other outputs' values.
The dependence between the outputs is further studied by calculating the expected value ofȲ as a function of Y max and Y T which is described in Figure 8 The BN metamodel is also employed for inverse reasoning where the value of one or more outputs is fixed and the probability distributions of the inputs are updated. The probability distributions of the inputs conditional on the observation that Y max = 7 are shown in Figures 7(c) -(e). The conditional expected value of the arrival intensity is larger and the conditional expected values of the service intensities are smaller than their unconditional counterparts in Figures 2(a)-(c) . Furthermore, the conditional variances of the inputs are smaller than their unconditional variances, which means that the observed value of the output reduces the uncertainty related to the inputs.
In this example, a BN metamodel is used as a MIMO metamodel for a queueing model and its analysis capabilities are demonstrated. The example illustrates that the BN can be used in variety of ways to study the queueing system using the joint probability distribution of the inputs and the outputs. Note that only a fraction of potential analyses are presented and, most importantly, with the aid of the constructed BN and the available BN software further analyses require little additional effort. For example, various 
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what-if analyses can be conducted or the effects of alternative probability distributions of the inputs can be examined.
CONCLUSIONS
This paper presented the construction of BN metamodels based on simulation data and their utilization in simulation studies. The BNs serve as MIMO simulation metamodels that provide a non-parametric representation for the joint probability distribution of the simulation inputs and outputs. The presented example demonstrated that BN metamodels can be used for the efficient calculation of marginal and conditional probability distributions which allows analyses regarding the marginal probability distributions of the outputs, the effect of the input uncertainty, the dependence between the inputs and the outputs, and the dependence between the outputs as well as inverse reasoning. The BN retains complete information about the distributions of the simulation outputs and their interdependencies which enables flexible analyses and calculation of any descriptive statistics for the outputs. These analyses are beyond the scope of existing simulation metamodels and, without the help of BNs, they would necessitate the repeated re-screening of the simulation data requiring more computational effort than the use of the BNs. BN metamodels allow the probabilistic modeling and analysis of uncertainty related to simulation inputs. The inputs are represented by random variables whose distributions are estimated using real-world data and/or expert assessment. Furthermore, the effects of possible dependencies between the inputs are easily quantified with BN metamodels. Note that if the joint probability distribution of the inputs is to be estimated from real-world data, all the inputs have to be observed simultaneously in order to capture their dependencies. Alternatively, independent data sets can be employed to estimate the marginal distributions of the individual inputs. Then, the dependencies between the inputs can be defined using expert knowledge and, e.g., copula models (Nelsen 2006) .
Considering the input uncertainty, BN metamodels fulfill three of the four main requirements posed in (Henderson 2003) , i.e., they are transparent, valid, and implementable. Unfortunately, their construction requires large data sets which may limit their applicability to expensive simulations. Therefore, one of the main topics of future research is the reduction of the number of required simulation replications by developing more advanced sampling schemes and/or discretization methods. For example, the simulation effort could be better concentrated by discretizing the most interesting inputs in full detail while using only a few alternative values for the less interesting inputs. On the other hand, sequential sampling where additional simulations are performed for some of the value combinations of inputs could be employed. The number of necessary simulations could also be reduced by using a similar approximative interpolation scheme as in Poropudas and Virtanen 2010b that would allow the prediction of conditional probability distributions of outputs related to values of inputs that have not been simulated.
Influence diagrams are an extension of BNs that have been used as metamodels in the context of simulation based decision making and optimization (Poropudas and Virtanen 2009) . In future, MIMO metamodels presented in this paper could be used as a basis for multi-criteria influence diagrams utilized in simulation studies dealing with decision problems with multiple objectives. The BNs could also be used as tools for model selection and parameter estimation. In such tools, the inputs included in a BN would correspond to alternative models or values of parameters with uninformative prior distributions. Then, simulations are performed and the BN is built for some outputs that are observable in real-world. Finally, the real-world observations are fed to the BN and the distributions of the inputs are updated. The posterior distributions can then be used for comparing the likelihood of the alternative models or the values of the parameters.
To summarize, BN metamodels enable analyses that are beyond the capabilities of the existing simulation metamodeling techniques. They remove the need for the repetitive re-screening of simulation data in the estimation of conditional probabilities which expedites simulation studies. The BNs allow various alternative what-if analyses that provide additional insight to the behavior of the simulation model. Finally, the construction and use of the BN metamodels are made easy by the available BN software.
