Background About 5.7 million individuals in the United States have heart failure, and the disease was estimated to cost about $42.9 billion in 2020. This research provides geospatial-temporal incidence models of this disease in the U.S. and explanatory models to account for hospitals' number of heart failure DRGs using technical, workload, financial, and geospatial-temporal variables. The research also provides updated financial and demand estimates based on inflationary pressures and disease rate increases.
approximately $61 billion from 2016 through 2018 (average of two estimates). The increase in the more expensive DRG (DRG 291) has outpaced others with an associated increase of $92 billion in expenditures. With the increase in demand (linked to obesity and other factors) as well as the relatively steady-state supply of cardiologists over time, the costs are likely to balloon over the next decade.
Introduction
Coronary heart disease (CHD), cardiovascular disease (CVD), and coronary artery disease (CAD) are leading causes of death in the US, taking the lives of 647,457 in 2017 [1] . Heart disease is the leading cause of death in most developed countries, causing the deaths of one third of those over the age of 35 [2] and one quarter of deaths in the US [3] . Heart disease does not discriminate between races: of deaths attributable to heart disease, 23 .8% were non-Hispanic whites, 23.8% were non-Hispanic Blacks, 22.2% were Asian or Pacific Islander, and 18.4% were Native American or Alaskan Native [3] . Incidence of total coronary events in the US increases sharply with age [2] . This means that incidence of heart disease increases with age, which makes it even more dangerous for the elderly. An update of heart disease and stroke in 2016 reported 15.5 million people > 20 years old have CHD [4] , which is close to 6% of that population in the U.S. [5] . The risk factors for heart disease are high-blood pressure, high cholesterol, and smoking, and 47% of Americans report at least one of these conditions [3] . It affects men slightly more than women: 1 in 4 male deaths (347,879) versus 1 in 5 female deaths (299,578) [6] , and food insecurity (associated with poverty) is an obvious correlational factor [7] .
Heart disease was not a common cause of death at the turn of the 20th century, but the prevalence of coronary atherosclerosis grew until 1960 [8] . In 1900, heart disease was the fourth cause of death, surpassed by infectious conditions [9] . Longevity in our nation increased after 1900 only due to the decrease in infectious diseases [10] . In 1900, less than 5% of Americans smoked, but in 1960 incidence of smoking was 42% [10] . After the 1950s, Americans decreased smoking and reduced cholesterol levels [8] . Deaths from CHD in 1965 decreased from 466/100,000 to 345/100,000 in 1980: a 26% decrease [11] . From 1980 to 2008, the decrease was 64%: from 345 to 123/100,000 [11] . Since the 1960s, ageadjusted incidence of heart disease has experienced a steady decline, but it is still the number one cause of death in our nation [1] . Mechanisms to track heart disease and predict admissions would be another mechanism to control this killer of Americans:
particularly the elderly who are more susceptible to the condition [12] .
Heart failure as a subset of heart disease is prevalent in about 5.7 million adults in the United States, and one out of 9 deaths in 2009 were attributed at least in part to heart failure. Approximately 50% of individuals diagnosed with heart disease will die within 5 years, and the annualized cost is estimated to be $30.7 billion per year [13] .
A recent study used decision tree algorithms for the prediction of heart disease [14] .
Decision tree algorithms are particularly useful when variable directionality is less important than prediction. Other research has used geospatial analysis to look at several aspects of heart disease such as emergency transport and inter-hospital transfer of myocardial infarction [15] as well as individual and contextual correlates of cardiovascular disease [16] . But so far, researchers have not conducted a geospatial-temporal analysis of heart failure with predictive modeling to provide epidemiological and administrative descriptive and inferential insight as well as economic implications for supply and demand. This research does just that.
Despite the national average of 383 people per physician in the United States, the number of people per cardiologist is 14,572 [17] . There is certainly an element of artificiality in those numbers because while all people in the U.S. seek some medical care, a much smaller number need specialty care from a cardiologist. However, the message is the same: The cardiologist is a highly specialized, highly sought area of care.
While the general trend is up for cardiovascular disease (CVD), the growth of those entering cardiology is relatively flat. It is estimated that 40.5% of the U.S. population will have some form of CVD by 2030. This equates to a 3.1% incidence rate and $818 billion in cost of care [18] . A 2018 study of heart failure incidence from 1990 to 2009 revealed that heart failure with reduced ejection fraction (HFrEF) was down, while heart failure with preserved ejection fraction was up (HFpEF) [19] . More recent studies are not readily available.
While the elderly have already been mentioned, it is also important to note the increased risk associated with minorities and economically depressed populations. A hospital's relative payment system for a given Diagnosis-Related Group (DRG) is directly affected by several factors: 1) relative wages in the area, 2) number of low-income patients because it affects the disproportionate share reimbursement, among others.
Medicare fee-for-service patients are at greater risk for hospital-based health-care costs.
Underserved minority patients and economically repressed areas affect care and cost of care. These populations are less healthy than wealthier, non-minority populations, and less healthy people will take greater intervention to stabilize [20] .
This research seeks to understand the geospatial-temporal incidence of this disease in the U.S. and build explanatory models that might account for hospitals' number of heart failure DRGs using technical, workload, financial, and geospatial-temporal variables. Further, the research provides financial and demand estimates based on inflationary pressures and disease rate increases. Understanding patterns is important to both policymakers, epidemiologists, and health administrators alike for cost control and planning efforts. 
Methods

Geospatial Analysis
Geospatial maps for the rates of heart failure DRGs from 2016 through 2018 were generated at the state level. Rate data adjust for population changes, allowing comparison of incidence rates. Although descriptive in nature only, these maps highlight geographic variation. Heat maps have been used for describing birthing incidence [22] , the opioid epidemic [23] , evaluating back surgery growth over time [24] , and in many other health-related studies. Lasso regression is a constrained regression that penalizes overfitting using an L1-norm penalty function (absolute value), while ridge regression is similar to lasso regression but penalizes using the L2-norm (squared). Elastic Net combines both Lasso and Ridge penalty functions.
While coefficients are easily interpreted in regression-type models, the data, typically need scaling and transformations with no single best solution available. Unlike tree ensemble models (forests), regression models are unable to find polytomous splits of variables automatically and are not scale invariant. To address the concerns of collinearity, multivariate Box-Cox methods are employed on all quantitative variables simultaneously after location adjustments to make them positive definite.
Random forests a ensemble of de-correlated tree models. Every tree produces a forecast, and all trees produced are than averaged to produce the estimate. Trees are "pruned," to prevent overfitting [26]. Figure 1 is an example of a tree with three branches. The tree splits observations by the number of hospital discharges less than or equal to versus greater than or 12,406 initially to obtain the maximum separation (RMSE). 
Software
All analysis was performed in Anaconda Python Release 3.7 [27] , R Statistical Software (inside of Python using the r2py library) [28] , and Microsoft Excel 2016 [29] . Python was used primarily for tree models, while R provided regression analysis. Excel's Bing-based 3D mapping software generated the GIS maps.
Results
Missing Observations
About 2% of quantitative observations were missing, so simple imputation using the mean was employed. This is conservative, as it tends to hide results that might be statistically relevant by reinforcing mean values. For the categorical variables, all but ownership were fully complete. There were only 14 missing observations for this variable, and these were imputed with the mode.
Descriptive Statistics-Quantitative Data
Descriptive statistics for the quantitative data are provided in Year over year, both DRGs and rates of DRGs per 1000 population increased as illustrated in Figure 2 . The significance of the DRG increase is the financial consideration. The significance of the rate of DRG increase is the epidemiological consideration. If the DRG rate is considered a proxy for incidence rate, then there is either a significant increase, a coding issue, or something else. These considerations are found in the discussion section. One might expect the DRG rate graph to remain horizontal (static). Independent Table 3 shows these extrapolated estimates. Another method for estimating these costs involved the use of the Federal Reserve Bank of Saint Louis (FRED) producer price index for general medical and surgical hospitals [30] . The annual accumulation rates for 2013 through 2018 were estimated as {1.022, 1.012, 1,007, 1.013, 1.018, 1.023}, respectively. Applying these to the 2012 total costs from CMS results in Table 4 estimates for 2016 through 2018. In Figure 4 , it is clear that DRG 291, the DRG with the highest average reimbursement rate per case, has increased nonlinearly, while DRG2 292 has seen a small drop, and DRG 293 is flat. In Figure 5 , the total cost estimates for 2018 are nearly $66 billion more than 2016 on average. DRG 291, the most expensive DRG, has seen reimbursement increases of $92 billion on average. Reasons for such an increase are explored in the discussion section.
Descriptive Statistics-Correlational Analysis
Hierarchical clustered correlation analysis of quantitative variables ( Figure 6) illustrate tight relationships among many variables. Hierarchical clustered correlation analysis clusters variables based on distance measures (e.g., Euclidean), so that those which are most highly correlated are close in location. These variables are then placed into a correlation plot or correlogram. Figure 7 illustrates that discharges, acute days, and staffed beds are most closely associated with the number of diagnoses, our primary variable of interest. Figure 6 ). Further, voluntary not-for-profits see a larger number of diagnoses ( Figure 8 ). 
Explanatory Models
Explanatory models were sought to explain the number of diagnoses by facility.
The importance of these models is that we might estimate demand based on workload, technical, financial, and geospatial-temporal variables. A discussion of data preparation and analysis follows.
Box-Cox Multivariate Transformations
To meet required regression assumptions, multivariate transformation using Box- Table 4 for the optimal powers. 
Regression Models
Using the postive definite, Box-Cox transformed data, a regression model was fit hierarchially using the following blocks (in order): technical, workload, financial, geospatial. The multivariate transformation assumes that at least some independent variables cannot be fully observed or that we have incomplete observations on variables that might be fully observed. Thus, the transformations from the Box-Cox methods attempt to achieve multivariate normality rather than univariate normality. Hierarchical models attempt to fit obvious (known) variable blocks first followed by those of mmost interest. In our case, all blocks were statistically relevant to the analysis (see Table 5 ). Given the model's ability to predict, the linear regression model was re-run on the entirety of the dataset after re-estimating the Box-Cost transformations, transformations which were only slight different in magnitude than those produced by the training set. The results again produce R 2 =0.749. The actual versus predicted plot is shown in Figure 14 . Table 6 . Discharges, Medicare percentage, and hospital type are the primary variables of interest. Table 6 . Most importantly, all of these models account for more variance than regression models. The models predict at 97.1% and above in terms of variability capture.
(See Table 7 .) Table 8 . When comparing the regression models with the ensembled forests, we see that the first two terms are congruent (discharges and Medicare percent). Interestingly, no financial models are in the top 10 effect sizes of the regression or tree models. Facility technical and workload variables are the most important determinants of heart failure. In the tree models, there were piecewise linear effects identified for states that were not seen in the regression models.
Discussion
With Figure 2 (DRGs per year), we can see that the number of DRGs for heart failure is increasing over time. We do not have sufficient data or monthly data to run time series analyses such as exponential trend seasonality and auto-regressive integrated moving average models. Even without those models, it is clear that there appears to be an increase in heart failure diagnoses and a change in intensity from 2016. What is most interesting is that intensity changes are largely in the North Central while current incidence rates are highest East of the Texas panhandle.
Further, we see variables that explain the number of DRGs of a facility over time. Some of these are logically associated with the size of facility (e.g., number of discharges). One of these is logically associated with age (Medicare, available to those 65 and older.)
However, the tree model ensembles suggest a significant geographic component for [33] . A comorbidity is a condition that existed before admission. A complication is any condition occurring after admission, not necessarily a complication of care [34] . Although heart failure DRGs represented the largest cause of hospitalizations among Medicare beneficiaries and were among the costliest to Medicare prior to 2016, the results of our study now suggest that total cost estimates for these three diangoses related groups in 2018 are now nearly $61 billion more than 2016 [35] [36] [37] . DRG 291, the most expensive DRG, is associated with $91 billion cost increases from 2016.
Although our research has demonstrated substantial reliability in the explanatory factors associated with the longitudinal growth trajectory, it does not explain the reasons why we see such substantial growth in DRG 291 versus DRGs 292 and 293. Given our study results, there are several potential drivers that could meaningfully contribute to the growth in DRG 291 from 2016 to 2018. First, there may have been a significant increase in patients with cardiac conditions with additional major comorbidities. This cannot be simply dismissed given the rapid increase in Medicare eligible beneficiaries -by some estimates as many as ten thousand per day -and the prevalence of obesity, coronary obstructive pulmonary disease, and other age and lifestyle related conditions [38] [39] [40] . However, given the relatively flat or declining rate in DRGs 292 and 293, we do not believe this is the only driver of our findings. Our findings support other predictions that soon patient demand will outpace the supply [41, 42] .
Second, up until October 2018, all extracorporeal membrane oxygenation (ECMO) cases were assigned to DRG 003, which typically reimburses at a rate of roughly $100,000 per case [43] . In fiscal year 2019, which started in October 2018, that reimbursement methodology changed so that every ECMO case would no longer be assigned to DRG 003.
Rather, the DRG assigned depends on the path of the cannulation. If the ECMO patient is accessed centrally, DRG 003 is still applied. However, if cannulated peripherally, then it falls into another (lower-paying) DRG, on of which is DRG 291 [44, 45] . Although there is only a three month overlap of this change and our study dataset, there is high likelihood this additional volume is reflected in our study in 2018.
Third, since 2010 and the passage of the Affordable Care Act, many cardiologists have sought hospital employment versus private practice. The uncertainty of continued healthcare reform efforts, burdensome electronic health record costs, declining CMS reimbursement rates in physician professional fees for non-invasive testing procedures (e.g., electrocardiograms, nuclear stress tests, etc.), and younger clinicians' different expectations related to work and personal life balance have all combined to prompt cardiology groups to seek ways to stay financially viable. Today more than 70 percent of cardiologists are employed by hospitals or health systems [46, 47] . Hospitals, in turn, seek to maximize utilization and reimbursement from the highly resource intensive cardiology service lines. Prior research from the National Bureau of Economic Research found that hospitals responded to price changes by up-coding patients to diagnosis codes associated with large reimbursement increases. These authors indicate hospitals do not alter their treatment or admissions policies based on diagnosis-specific prices; however, they employ sophisticated coding strategies in order to maximize total reimbursement [48, 49] .
Fourth, we suspect the recent transition from ICD-9 to ICD-10 that occurred in October CM diagnosis codes, representing a nearly 5-fold increase from the 14,025 valid ICD-9-CM diagnosis codes. ICD-10-CM diagnosis codes are structured differently from ICD-9-CM codes and provide more detail [49] . This code expansion allows providers the ability to capture the severity and specificity of the condition in much greater detail -which may prompt increased use of DRG 291.
As we look at the number of times many of the codes are being assigned to any particular patient, we see a significant change in how physicians are diagnosing. Previously, we had an ICD-9 diagnosis code with some generic areas that covered many patients. A very general and generic set of heart failure codes existed under 428.x in ICD-9. There was little specificity as to sidedness of the issue or specifics of the disease. ICD-10 codes allow a very specific diagnosis per codes, and these codes will continue to change over time due to physicians' adaptation of coding in this manner. For example, the I50.8xx codes did not exist in 2016, but they have been used since 2017, with another change adding more subcodes in 2018.
Today, we have very specific codes for very specific diseases and processes which go on within the heart, to include acute on chronic concerns as well. The adjustment to ICD-10 codes has undoubtedly created a learning phase for practitioners on determining the appropriate codes as well as when and how to use them.
We would expect to see some elevation from year to year with the growth of the Baby Boomer population coming into healthcare, without an age adjustment to the population. This is shown in the numbers from 2016-2018 with total diagnoses moving from 5.39M to 5.61M to 5.69M. However, how the diagnosis codes are being applied shows variation from
year to year, to include some years of negative numbers in several codes. Many of the negative values for codes are for "unspecified" types of heart disease. This shows that we are moving away from generic diagnoses and towards diagnoses based in specificity instead, which is one of the purposes of moving to ICD-10.
One could draw a conclusion of upcoding: a monetary free-for-all, assigning diagnoses based on what pays the most. However, in many cases the physician is not billing based on a diagnosis code, but on the level of the visit and the type. This is obviously dependent upon insurance types, contracts, and other inputs outside the discussion level of this paper.
Of curious note, we are seeing an interesting trend looking at the GIS information included in this paper to where heart failure diagnoses are being seen. In the areas which are surrounding oil and gas pipelines, we have seen a growth in the numbers of heart failure diagnoses in those areas. For our purposes here, the conclusion is only empirical, however there is a significant change in the heat maps in the areas surrounding pipelines. If the reader will overlay the route of the Keystone Pipeline from Canada to Galveston, Texas, you will not a curious overlap with incidence of heart failure. Recently, one author also noted an increased use of methamphetamine and cocaine by oil field workers [51] . It is certainly beyond the scope of this research, but it might be something to consider for future research because a consequence of the use of these illicit drugs are differing heart disorders, to include heart failure.
Conclusions
The policy implications of this analysis are several. First, clearly the need to continue to focus on a population health approach to reduce obesity rates across the country is needed, focusing specifically on the geographic states identified with the highest incidence and prevalence across the study timeline. The large increase in the DRGs 291 -293 show that shifting funding to prevention from chronic disease management certainly has the financial evidence to support this approach. The argument is certainly made that education is not sufficient to change lifestyle and behaviors contributing to the rise of heart disease shown here, so it is time to begin exploring a punitive annual health assessment requirement for high-risk individuals who fail to make significant risk factor changes. The health administrator will certainly need to analyze both the volume and scope of services within these analyzed DRGs to ensure the evident increase in demand indicated will be available, specifically in the identified high incidence geographic areas.
In Certificate of Need (CON) states, this analysis will be beneficial in getting the CON approved based on the increased demand. Evidence shows that CON states for cardiac services, of which most of the high incidence and prevalence states in the study are, have higher mortality rates for cardiac services [51] . Map of DRG Rates / 1000 versus obesity prevalence Figure 14 Plot of actual test-set data versus predictions from the training set
