Abstract. We prove the uniqueness of homogeneous blow-up limits of maps minimizing the modified Ericksen energy for nematic liquid crystals in a planar domain. The proof is based on the Weiss monotonicity formula, and a blow-up argument, originally due to Allard and Almgren [1] for minimal surfaces, and L. Simon [16] for energy-minimizing maps into analytic targets, which exploits the integrability of certain Jacobi fields.
Introduction
The uniqueness of homogeneous blow-up limits at zeros, critical or singular points of maps that are minimizing with respect to a particular energy is an important question in geometric analysis. A map that has a unique homogeneous blow-up limit at a point admits a first-order approximation near it. Capturing the local behavior near such a point often yields crucial information regarding the structure of nodal, critical or singular set. We prove the uniqueness of homogeneous blow-up limits at the point defects of minimizers of the modified Ericksen energy for nematic liquid crystals in a planar domain.
1.1. The Ericksen Model. For a probability distribution ℓ of unit vectors for the direction of a symmetric, elongated liquid crystal molecule at a given point in a spatial domain Ω, we can consider its second moment, ℓ ⊗ ℓ , to capture the anisotropy of the liquid crystal sample in Ω. Under the uniaxial assumption that ℓ ⊗ ℓ − 1 3 id has two equal eigenvalues, we can write:
where |n| = 1, s = . For s constant, the Oseen-Frank energy is defined as´Ω W (n)) dx, for:
where κ 1 , κ 2 , κ 3 > 0. The original Ericksen model for nematic liquid crystals was proposed in [7] as a generalization of the Oseen-Frank model with variable s, in order to allow finite enegy configurations with line defects. In [7] and [14] , the Ericksen energý Ω X(s, n)) dx is introduced, where:
X(s, n) = s 2 W (n) + κ 5 |∇s| 2 + κ 6 |∇s · n| 2 + ψ(s),
with an appropriate C 2 -potential ψ to confine s to the range (−1/2, 1). See [14, Fig.1 ].
Under the assumption κ 1 = κ 2 = κ 3 = 1, κ 4 = κ 6 = 0, and κ 5 = k, the Ericksen energy reduces to:
(1.1)ˆΩ κ|∇s| 2 + s 2 |∇n| 2 + ψ(s) dx.
The key result in [11] , [12] is the following: There exists a map u = (u 1 , u 2 ) : Ω → C κ minimizingˆΩ |∇u| 2 + ψ κ −1/2 |u| dx, with respect to Dirichlet boundary data g ∈ H 1/2 (Ω), where:
the minimizer u is locally Hölder continuous in Ω; and the codimension of u −1 {0} is at least 2. (The existence and regularity results also hold for a double-cone version of C κ , corresponding to s ∈ (−1/2, 1), or the case κ < 1. However, u can have wall defects in these cases, cf. [4] , [8] . So we restrict our attention to the case κ > 1, s ≥ 0.) Off the set u −1 {0}, we can define the pair s = κ −1/2 |u|, n = √ κ|u| −1 u 2 , which minimizes (1.1). Moreover, sing(n) = s −1 {0} = u −1 {0}. In other words, up to a lower order perturbation term, the problem of analyzing the minimizers of (1.1), where κ > 1 and s ≥ 0, can be recast as the problem of analyzing minimizing harmonic maps into the cone C κ .
The estimate on the Hausdorff dimension of defects was refined in [8] via a classification of planar tangent maps at isolated defects in R 2 . In particular, it was proved that u −1 {0} is locally discrete, when the target for u is C κ . Also in [8] , the modified Ericksen model was introduced. In this model, the target C κ is replaced with its projectivised version D κ . That is, for [y] = {y, −y}, the sign equivalence class for y ∈ R 3 :
While the results in [11] , [12] hold for the modified Ericksen model as well, the modified Ericksen model has the additional remarkable feature that in dimension 3, it admits minimizing configurations with line defects, cf. [8] , [3] . We also refer to [5] for a comprehensive discussion on modeling liquid crystals with line fields and its relation to understanding defects in Q-tensor theory. Finally, in [3] , the structure of defects in minimizing configurations in the modified Ericksen model was analyzed. Via blow-up arguments, it was proved that the defect set consists of a finite union of isolated points and Hölder continuous arcs with finitely many crossings. It was also proved that off a countable subset of the defect set, the homogeneous blow-ups of minimizing maps depend on two variables only. Hence, at any such point, homogeneous blow-ups are planar tangent maps with respect to a suitable coordinate system. This coordinate system may a priori depend on the blow-up sequence, and its uniqueness is an interesting open problem.
Finally, we remark that the configurations (1.2), which are precisely the planar tangent maps by the classification result in [8] , were the subject of investigation in [10] as well, where their stability was proved within the context of Landau-de Gennes model in Q-tensor theory. Definition 1.1. We call φ : R 2 → D k a homogeneous blow-up limit of u at x 0 ∈ R 2 , if there exists a sequence of positive real numbers ρ i → 0, for which:
The mode of convergence above was discussed in [11] , [12] , [3] . We also recall the classification in [8] and [3] for homogeneous blow-up limits at the point defects of minimizing maps in dimension 2:
where Θ is a rotation in
It is not a priori clear whether there can be two different sequences of scales, and rotations Θ,Θ, giving distinct blow-up limits φ andφ. We will rule out this possibility as a byproduct of the following estimate:
, and φ, a homogeneous blow-up limit of u at 0 ∈ R 2 . Then there exist r 0 > 0, C 0 > 0, µ ∈ (0, 1) such that the estimate,
holds for every |x| ≤ r 0 , where:
An immediate consequence of the estimate (1.3) is the uniqueness of homogeneous blow-up limits:
, which is the unique homogeneous blow-up limit of u at x 0 , and which satisfies (1.3). Remark 1.4. The limit lim ρ→0 + A (ρ) exists, since A(ρ) is monotone increasing in ρ. This follows from the monotonicity formula (4.3) and the fact that
where N is the Almgren frequency function, originally introduced in [2] and defined as:
Furthermore, we have A 0 > 0, whenever u ≡ 0. We can see this as follows: By the definition of tangent maps, there exists a sequence {ρ i } ↓ 0, such that given ǫ > 0, for every i ≥ i(ǫ):
By the triangle inequality:
Hence, for every λ > 0 and λρ i < |x| < 1:
Letting i → ∞, we see that if A 0 = 0, then u ≡ 0 in B 1 (0).
1.
3. An Overview of the Proof. Our strategy for the proof of Theorem (1.2) goes back to the work of Allard and Almgren [1] on the uniqueness of tangent cones at isolated singularities of minimal surfaces. The same idea later found applications in the context of energy-minimizing harmonic maps into analytic targets [16] and maps into S n−1 minimizing the p-energy [9] . This strategy relies on the integrability of the second variation equation in order to construct suitable comparison maps, while making use of an appropriate monotonicity formula to knock out coefficients of nondecaying terms in a certain eigenfunction expansion. Here the Weiss monotonicity formula (4.6), which was originally introduced in [17] to prove the uniqueness of blow-up limits for free boundary problems, is the appropriate monotonicity formula that enables us to carry out a blow-up argument as in [1] , [16] and [9] .
We will prove Theorem 1.2 through proving a series of lemmas. But firstly, we define for 0 < ρ < σ ≤ 1, u r (x) = r −1/2 √ κ u(x), the following weighted C 2 -norm:
For any h(θ) = C κ √ κ − 1, Θ e iθ/2 , 0 , ǫ > 0, and λ ∈ (0, 1/2), we define the set Q(h, ǫ, λ) of all minimizing harmonic maps u :
, and:
The following decay lemma is the key ingredient in proving Theorem 1.2:
Applying Lemma 1.5 repeatedly, we will prove the following result:
2) with rotation Θ, and u ∈ Q(h, ǫ, λ) satisfies the estimate:
then there exists a rotationΘ and a corresponding mapĥ
where µ = µ(λ).
Finally, using Lemma 1.6, we will prove Theorem 1.2. Our plan is as follows: In Section 2, we introduce Jacobi fields along harmonic maps, their integrability, and its consequences, as exploited in [1] , [16] and [9] . In Section 3, we derive the Jacobi field equations along harmonic maps u : R 2 → C k with u −1 {0} = {0}, and prove a classification result, which is a crucial ingredient in proving Lemma 1.5. In Section 4, we prove the important extension result, Lemma 4.1, which corresponds to Remark 6.2, (iii) in [16] . In Section 5, we put together the tools introduced in Sections 2, 3 and 4 to prove Lemma 1.5. Finally, in Section 6, we prove Lemma 1.6 and Theorem 1.2.
Integrability of Jacobi Field Equation and Consequences
We recall some definitions and classical results from [1] , [16] , [13] . For a harmonic map φ ∈ C 2 (M, N ), the Jacobi field equation along φ is defined as:
where τ (φ s ) is the tension field for the C 1 -family of deformation maps φ s ∈ C 1 (−1, 1), C 2 (M, N ) satisfying:
We say that the Jacobi field equation
A key observation utilized in [1] and [16] is the following: When N is a real analytic submanifold isometrically embedded in R n , and φ ∈ C 2 S m−1 , N is a harmonic map such that L φ ψ = 0 is integrable, for δ > 0 suitably small, there is a real-analytic embedding:
and the image of Ψ is a dim (ker (L φ ))-dimensional real-analytic manifold M containing:
Furthermore, when (2.1) is integrable, S δ contains a neighborhood of φ in M, and consequently, for δ > 0 sufficiently small, (2.2) holds uniformly withφ ∈ S δ in place of φ. In more precise terms, there is a δ 0 > 0 such that ifφ ∈ S δ0 and Lφψ = 0 with |ψ| C 2 (S m−1 ) < δ 0 , then there is aφ ∈ S 2δ0 with:
where C = C(φ, N ).
Finally, we remark that the condition τ φ = 0 in the definition of S δ0 guarantees the constancy of the Dirichlet energy along smooth paths in S δ0 , when δ 0 is sufficiently small. In other words, for δ 0 sufficiently small:
Remark 2.1. A simple case in which the integrability of the Jacobi field equation holds is that of geodesics, in other words, harmonic maps depending on a single variable. It is a classical result in differential geometry that for any Jacobi field J along a geodesic γ, there exists a one-parameter family of geodesics Φ t such that Φ 0 = γ and
In particular, for any Jacobi field J along the equator n(θ) = (cos(θ), sin(θ), 0), interpreted as a harmonic map from S 1 to S 2 , we have family of harmonic maps Φ t from S 1 to S 2 such that Φ 0 = n and d dt Φ t t=0 = J. This simple observation, combined with the classification result of Section 3, will play a crucial role in proving the key geometric decay estimate in Section 5.
Euler-Lagrange and Jacobi Field Equations for Maps into C κ
We derive the Jacobi field equations along harmonic maps u : R 2 → C k with u −1 {0} = {0}, and prove a classification result, which is a crucial ingredient in proving Lemma 1.5.
Away from 0 ∈ R 2 , we can define s = 1/ √ k|u| and n : R 2 → S 2 such that u = √ k − 1s, sn . By the regularity theory (cf. [3] ), s and n are locally smooth in R 2 \{0}. By considering the first variations of the target, we obtain the EulerLagrange equations satisfied by s and n in R 2 \{0}:
A straightforward calculation yields that the coupled equations (3.1a) and (3.1b) can be expressed in terms of u as:
where the matrix N κ (u, ∇u) is given by:
, we obtain the Jacobi field equations for ψ :
Letting n(θ) = (cos (θ) , sin (θ) , 0) and ψ = (ψ 1 , ψ 2 ), (3.4) reduces to:
Note that the only geometrically relevant solutions ψ, that is ψ : R 2 \{0} → u * T C κ , are those satisfying the orthogonality relation ψ · J κ u = 0, which is equivalent to
Hence, for such ψ, we can rewrite L u (ψ) as:
By a standard second variation calculation, the Jacobi operator in (3.4) is selfadjoint. Since the first term in (3.5) is clearly self-adjoint as well, we conclude that
For ψ(r, θ) = r
1/
√ κψ (r, θ) solving (3.5),ψ = ψ 1 ,ψ 2 satisfies the following equation on R 2 \{0}:
where:
′ is a self-adjoint, elliptic operator on L 2 S 1 as well. In particular, it has eigenvalues λ 1 ≤ λ 2 ≤ ...λ j ≤ ..., where λ j → +∞, as j → +∞, and admits a
Under the orthogonality assumption above, we can find smooth functions f, g, h such thatψ 2 = f n + gn ⊥ + he 3 , where e 3 = (0, 0, 1). By a straightforward calculation, L ′ ψ = 0 reduces to the following system:
Since κ > 1, the first two equations in (3.9) imply f ≡ 0. Hence, from f ≡ 0 and the first equation, we deduce g ≡ C. Finally, from the last equation, we deduce h(θ) = A cos(θ) + B sin(θ), and conclude thatψ = 0, Cn ⊥ + he 3 . Note that the solutionsψ are contained in the set of Jacobi fields along n, the equator of S 2 . As recalled in Remark 2.1, the Jacobi fields along any geodesic is integrable. In other words, for everyψ solving L ′ ψ = 0, there exists a oneparameter family of geodesics:
such that Φ(0, θ) = n(θ) and d dt Φ(t, θ) t=0 =ψ. Consequently, for anyψ solving L ′ ψ = 0 under the above orthogonality relations, there exists a C 1 -family of locally smooth harmonic maps {u t } from R 2 \{0} into C κ , given by:
such that u 0 = u and
is the matrix of counter-clockwise rotation of angle τ around the e i -axis in R 3 for i = 1, 2, 3.
An Extension Property
We prove the following extension property for Q(h, ǫ, λ), the set of minimizing harmonic maps u : B 2 1 (0) → D κ such that u −1 {0} = {0}, and:
where h(θ) = C κ √ κ − 1, Θ e iθ/2 , 0 . Our proof is based on a contradiction argument and the Weiss monotonicity formula (4.6).
Lemma 4.1. For any h(θ)
, 0 , λ > 0 and µ > 0, there is a positiveǫ =ǫ(µ, h) ∈ (0, 1) such that:
Proof. If u ∈ Q (h,ǫ, λ), then:
Hence, verifying v ∈ Q h, 1, µ 2 is equivalent to verifying u ∈ Q (h, 1, µλ). Thus, we may assume λ = 1 2 . Suppose (4.1) does not hold. Then there exists an h defined as in the hypothesis, µ ∈ (0, 1), and minimizing harmonic maps u i : B 2 (0) → D κ , and ǫ i ↓ 0 such that:
We recall that considering the appropriate domain and target variations for u i , (cf. [3] ,) we get the respective monotonicity formulas:
for almost every r ∈ (0, 2). Using these identities, integrating by parts, and expressing the resulting three terms in the integrand as a square, we arrive at the well-known Weiss monotonicity formula:
dS, for almost every r ∈ (0, 2). Note that the right-hand side is 0, if and only if u i is homogeneous of degree 1/2 √ κ. Integrating the Weiss monotonicity formula on [0, 1] gives:
For φ(r, θ) = r
1/2
√ κ h(θ), by the homogeneity of φ, we have:
By the minimality of u i :´B
since by Remark 1.4 and the normalization´B 1 (0) |φ| 2 dx = 1:
We also claim that for i large enough:
Note that h(θ) = √ κ − 1, h 2 , where h 2 is a harmonic map from S 1 to RP 2 , and the Dirichlet energy on S 1 is uniformly C 2 in a C 2 -neighborhood of constrained maps near h 2 . We expand the Dirichlet energy at h 2 , and observe that the first order term vanishes, due to the harmonicity of h 2 . Therefore, the claim holds.
Hence, we obtain the key estimate:
by the Minkowski inequality, the Cauchy-Schwarz inequality, and (4.7), we have:
Hence, for any η > 0, choosing i sufficiently large so that
by the triangle inequality, (4.8) and (4.2), we obtain:
Note that as µ is fixed, we work uniformly away from 0 ∈ R 2 . Recalling the
, we can adapt the classical regularity theory for harmonic maps (cf. [15] ) in order to conclude that given η small enough, (4.9) implies:
which contradicts (4.2).
Strictly speaking, instead of Lemma 4.1, we will apply an immediate corollary of it in proving Lemma 1.5. In order to state this corollary, firstly we define Q ′ (h, ǫ, λ) as the set of mapsū = u • ζ, where u ∈ Q(h, ǫ, λ) and ζ(r, θ) = r 2 , 2θ . We remark that if u ∈ Q ′ (h, ǫ, λ) and h = h • ζ, then the following estimate holds:
once we modify the definition of the norm w σ,ρ by defining w r (x) = r
and: (4.10)
, 0 , λ > 0 , and µ > 0, there is a positiveǫ =ǫ(µ, h) ∈ (0, 1) such that:
Proof of Lemma 1.5
For u = u • ζ and h ℓ = h ℓ • ζ, ℓ = 1, 2, (1.4) is equivalent to:
when the definition of w σ,ρ is modified as in (4.10). Hence, proving (5.1) suffices. By choosing an appropriate coordinate system for our target, we can also assume:
Suppose there exists a λ ≤ λ 0 , for which (5.1) fails to hold. Then there exist ǫ i ↓ 0 and
, where n i (θ) = Θ i e iθ/2 , 0 , and A 0 h i − h C 2 (S 1 ) ≤ ǫ i , and minimizing harmonic maps {u i } ⊂ Q (h, ǫ i , λ), such that:
We observe that h and h i can be lifted to a map into C κ given by:
Likewise, since all tangent maps of u i at 0 can also be lifted to a map into C κ , u i themselves can be lifted to maps into C κ . We remark that the target C κ is isometrically embedded in R 4 by the inclusion map. Therefore, the lifting operations allow us to explicitly carry out extrinsic calculations with ease. For the remainder of the proof, we relabel the lifted maps h, n, h i , n i , u i into C κ as h, n, h i , n i and u i respectively, and use the modified norm (4.10) in the corresponding estimates.
Note that {u i } ⊂ Q ′ (h, ǫ i , λ) implies that the left-hand side in (5.2) is less than 4ǫ i . Hence, by invoking an appropriately scaled form of Corollary 4.2, we can find a sequence R i ↓ 0 such that:
By the Weiss-type estimate (4.7), we have:
Arguing as in the proof of Lemma 4.1 with (5.4) and (5.3) in hand, we can conclude that for any R ∈ (0, 1), there exists a C(R) > 0 such that:
We set:
By (5.4) and (5.5), w i satisfies the following estimates:
These estimates enable us to assume, by passing to a subsequence if necessary, that
, where:
dx ≤ C,
Furthermore, using β i → 0 and (5.3), it is easy to note that w ∈ C 2 (B 1 (0)\{0}) satisfies the Jacobi field equation
As in (3.7), for w(r, θ) = r
1/
√ κw (r, θ),w satisfies:
where L ′ is the self-adjoint, elliptic operator defined in (3.8). Hence, freezing r and treatingw(r)(θ) as a map defined on S 1 , we can expand it with respect to the orthonormal eigenbasis Ψ j of L ′ for r-dependent coefficients:
Substituting this sum in (5.7), we obtain the following equation for a j , for each j ≥ 1:
λ j r 2 a j (r) = 0, 0 < r < 1. We observe that for each j, a j (r) = r γj , where γ j ∈ C, is the solution to this equation for:
, the solution must be of the form B + C log r. Therefore:
for A j , B j , C j , D j , E j ∈ R, and:
Note that for each j, we have a priori two terms in the sum, corresponding to two conjugate values for γ j . However, observing that (5.6) is precisely:
we conclude that J 3 = ∅, C j = 0 for each j ∈ J 2 , J 1 = {j : γ j > 0}. Thus, we can redefine:
Firstly, we note that for all j ∈ J 1 , γ j ≥ Γ = − √ κS (r, θ):
where λ 0 will be chosen at the last step of our argument.
Secondly, we note that since for each j ∈ J 2 , γ j = 0 is equivalent to λ j = 0, we have:
Hence, by our classification of geometrically relevant solutions to (5.10) in Section 3,H is a Jacobi field along the harmonic map n :
by the orthonormality ofΨ j , the Cauchy-Schwarz inequality, w i 1,λ 2 = 1 and
Consequently, by the discussion in Section 2 and Remark 2.1, there are Jacobi fieldsH i along harmonic maps n i defined above, such that:
and as in (2.3), for i sufficiently large, β iH L 2 (S 1 ) is small enough that there are harmonic mapsn i ∈ C 2 S 1 , S 1 such that: 
We letĥ i (θ) = √ κ − 1,n i (θ) , and using (5.12) and (5.13), we estimate:
(5.14)
sufficiently large, we have:
Using (5.12), (5.14), (5.15), for i large enough, we obtain:
where the last inequality is due to (5.9). Finally, we can estimate:
Here both w 1,λ 2 and H L 2 (S 1 ) are controlled uniformly as in (5.11), andH solves L ′H = 0, the geometrically relevant solutions of which have been classified in Section 3. Therefore, the absolute bound on H L 2 (S 1 ) implies an absolute bound on H C 2 (S 1 ) . (We remark that crucially for the applications of Lemma 1.5, these bounds remain unchanged, when h differs by a rotation.) Thus, we obtain:
Choosing λ 0 = (8(1 + C)) −1/Γ , we conclude:
which contradicts (5.2).
6. Proofs of Lemma 1.6 and Theorem 1.2:
Firstly, we use Lemma 1.5 to prove Lemma 1.6.
Proof of Lemma 1.6. Applying Lemma 1.5 with h 1 = h, we obtain a map h 2 that satisfies (1.4). We denote: φ k (r, θ) = r
1/2
√ κ h k (θ), for k ≥ 1. We observe that (1.4) and (1.5) together give:
Therefore, for η < 2 3 we have:
√ κ u (λ·), arguing as in Lemma 4.1 after an appropriate scaling, we get:
where: lim λ→0 C(λ) = +∞. Thus, for η < 2/3, we have:
and u λ ∈ Q (h 2 , C(λ)ǫ, λ) . In particular, we can apply Lemma 1.5 to u λ and h 2 , with the slightly modified hypothesis that u λ ∈ Q (h 2 , C(λ)ǫ, λ). We note that the only difference this modification leads to is that in (5.6), the second bound C(R) deteriorates to C(R, λ), where: lim λ→0 C(R, λ) = +∞. However, the finiteness of C(R, λ) for each λ > 0 is sufficient for the rest of the proof of Lemma 1.5. Therefore, its conclusion remains unchanged. Consequently, we obtain maps h 3 and corresponding φ 3 such that:
Hence, applying Lemma 1.5 to u λ k repeatedly, (while modifying its hypothesis as: u λ k ∈ Q h k , C(λ)ǫ, λ k and h k replacing h in each step), for k ≥ 1, by induction, we obtain a sequence of maps h k , φ k , k ≥ 1 such that:
h k − h k+1 C 2 (S 1 ) ≤ A −1 0 3 2 k ηǫ, and u − A 0 φ k+1 λ k ,λ k+2 < 1 2 k ηǫ. Consequently, there exists anĥ ∈ C 2 S 1 ; D κ such that h k →ĥ in C 2 S 1 with the convergence rate:
As a result, we have:
≤ u − A 0 φ k+1 λ k ,λ k+2 + A 0 h k+1 −ĥ + C κ √ κ |A (ρ i ) − A 0 | , 0 < r < 1.
As A (ρ i ) is monotone, it is bounded by u L 2 (B1(0)) , and it converges to A 0 . Therefore, choosing i large enough (depending on u, κ and ǫ, η) we have: Note that at this stage ρ depends on λ, ǫ, η, and κ, while λ, η and ǫ are arbitrary. We control the higher-order terms in the definition of u ρ − A 0 φ 1,λ 2 by similarly estimating τ
for every τ ∈ λ 2 , 1 . These estimates can be obtained by the argument in the proof of Lemma 4.1 and the regularity theory of [15] , for a suitably chosen λ (ǫ, η) ∈ (0, 1). Hence, we get:
where ρ = ρ (ǫ, η, λ, κ) ∈ (0, 1). Similarly, we can obtain:
by suitably modifying λ (ǫ, η) ∈ (0, 1) first, and then shrinking ρ = ρ (ǫ, η, λ, κ) ∈ (0, 1) further, if necessary. Therefore, by Lemma (1.6), we have for r ∈ (0, 1):
Thus, setting r 0 = ρ, we conclude that for every r ∈ (0, r 0 ):
|u(r, θ) − A 0 φ(r, θ)| ≤ Cr
