Abstract. I describe a class of groups acting on rooted trees that all have intermediate word growth between polynomial and exponential.
Introduction
Let G be a group, finitely generated by a set S. The word metric on G is the metric d(x, y) = min {n ∈ N| x = s 1 . . . s n y for some s i ∈ S}.
(1) satisfy e √ n γ(n) ∼ e n ;
he also showed that the growth function of his main example, the "first Grigorchuk group" [Har00, Chapter VIII], satisfies γ(n) e n β , β = log 32 (31) ≈ 0.991.
I have improved the upper [Bar98] and lower [Bar01] bounds of this group to ; and have obtained with ZoranŠuniḱ [BŠ01] upper and lower bounds for the continuum of Grigorchuk groups. The Grigorchuk groups are, under a very small condition, infinite torsion groups. A similar construction of infinite torsion groups was proposed by Narain Gupta and Said Sidki [GS83a, GS83b] , and the natural question as to whether these groups are also of intermediate growth has been long open. I address it in this paper by the following result:
Data. Let Σ = {1, . . . , d} be a finite set; the set Σ * of finite sequences over Σ is naturally (the vertex set of) a d-regular rooted tree, rooted at the empty sequence, if one connects for all σ i ∈ Σ the vertices σ 1 . . . σ n and σ 1 . . . σ n σ n+1 .
Let A be a subgroup of the symmetric group of Σ; let B be a finite group, and letB = B 1 × B 2 × . . . be the direct product of countably many copies of B; let φ 1 , . . . , φ d−1 be homomorphismsB → A, and let φ d :B →B be the one-sided shift (b 1 , b 2 , . . . ) → (1, b 1 , b 2 , . . . ). Write φ n i for the restriction of φ i to B n .
Action.
A andB act on Σ * as follows: the action of a ∈ A is
and the action ofb ∈B is defined inductively by ()b = () and
Let G be the subgroup of Aut Σ * generated by A and B 1 , i.e. the largest quotient of A * B 1 that acts faithfully on Σ * . Such a group G is called a splitter-mixer group, since its action is two-step: theb's "split" in actions of a's, and the actions of a's "mix" the subtrees below them. Theorem 1.1. Let G be a splitter-mixer group as defined above. Then 1. G has subexponential growth; 2. assume that A acts transitively on Σ; that for all 1 = b ∈ B there exists infinitely many (n, i) ∈ N × {1, . . . , d − 1} with φ n i (b) = 1; and that φ n 1 (B), . . . , φ n d−1 (B) = A for all n ∈ N. Then G has superpolynomial growth, unless A = 1 or A = B = Z/2.
The description of groups of intermediate growth followed a long evolution. They were first described as transformations of the interval [0, 1], and only later as permutations of a rooted tree, finally presented algebraically as Σ * . Theorem 1.1 proves that the following groups have intermediate growth:
The first Grigorchuk group: It is obtained by taking Σ = {1, 2}; A = {1, a = (1, 2)}; B = A × A = {1, b, c, d}; and
The Grigorchuk groups G ω : These groups form an uncountable family described in [Gri84] , indexed by ω ∈ {X, Y, Z} N . They are obtained by taking Σ = {1, 2}; A = {1, a}; B = A × A; and φ n 1 = ω n , if one interprets X, Y, Z as the three non-trivial homomorphisms B → A.
Grigorchuk proves in [Gri84] that if every letter appears infinitely often in ω, then G ω is an infinite torsion group of intermediate growth.
The Gupta-Sidki group: It is obtained by taking Σ = {1, 2, 3}, A = x = (1, 2, 3) ; B = A; and φ
The Gupta-Sidki p-groups: They are defined in [GS83a] , and in our setting are obtained by taking Σ = {1, 2, . . . , p} for p ≥ 3, A = x = (1, 2, . . . , p) , B = A, and φ
These groups are infinite p-torsion groups for all p. The Gupta-Fabrykowski group: It is obtained by taking Σ = {1, 2, 3}, A = x = (1, 2, 3) ; B = A; and φ n 1 (x) = φ n 2 (x) = x. This group was announced to be of intermediate growth in [FG85] , but the arguments presented failed to convince, and were improved in [FG91] . The "Spinal groups": These groups were first introduced in [GS84] where they were given with a condition for torsion. They were rediscovered in [BŠ01] with a condition for word and period growth. In the present setting, they amount to imposing φ 
The paper is organized as follows: Section 2 recalls notions on growth of groups. Section 3 and 4 prove respectively the first and second part of Theorem 1.1. Section 5 closes with some remarks and open questions.
This work was in part done when I was a PhD student of Professor Pierre de la Harpe in the University in Geneva. I thank Pierre heartily for everything he has taught me during those years.
Growth
Let G be a group, finitely generated as a monoid by a set S. The word metric (1) gives rise to the growth function γ(n) = #{g ∈ G| d(1, g) ≤ n}, conveniently studied through its growth series, the generating function
This power series has been extensively studied, in particular when viewed as an analytic function in the ball of radius 1/#S. If G is virtually abelian [Ben83] , hyperbolic [GH90, Chapter 9], or a Coxeter group [Par93] , then Γ is a rational function of z. If G is the Heisenberg group G = x, y| [x, y] central , its growth series is also rational [Sha89] . There are other nilpotent groups whose growth series is rational for some generating sets and irrational for others [Sto96] ; the same phenomenon occurs for other cyclic fiber groups [Sha94] . Note that if G is finite, then Γ is a polynomial; otherwise, the convergence radius of Γ is at least 1/(#S − 1), and at most 1.
Lemma 2.1. G has subexponential growth if and only if Γ converges in the unit disk.
The following result is due to Pierre Fatou and Fritz Carlson:
, page 368; [Car21] ). If Γ is a formal power series with integer coefficients, converging in the unit disk, then either Γ is either rational or Γ transcendental; in the latter case, it has the unit disk as natural boundary. Lemma 2.4. Let a n , b n , c n be real sequences related by the equation
Let Γ a , Γ b , Γ c be the related generating series Γ a = n≥0 a n z n , etc. Then for all ǫ > 0 we have
In consequence, if Γ a and Γ b respectively have radius of convergence 1/α and 1/β, then Γ c has radius of convergence at least 1/(α + β).
Proof. By linearity, it suffices to check the formula for Γ a (z) = z i and Γ b (z) = z j . Then
by the Cauchy residue formula. Next, consider the integral on the circle |w| = ǫ = β/α. If |z| < 1/(α + β), then |(1 + w)z| < 1/α and |(1 + w −1 )z| < 1/β, so the integral converges uniformly.
Subexponential growth
Let A,B = B 1 × . . . and φ k i be as in Theorem 1.1. For k ∈ N, define G k as the subgroup of Aut Σ * generated by A and B k . In particular, G = G 1 , and we will show that all G k 's have subexponential growth.
As generating set S k of G k , we choose all symbols s a,b,a ′ with a, a ′ ∈ A and b ∈ B k . There is an obvious cancellation among these generators:
and that is the only one that we shall use. , and multiply coordinate-wise. Finally reduce all a's, and rewrite each w i = a 1 b 1 . . . a n b n a n+1 as s a1,b1,1 . . . s an,bn,an+1 . We insist that cancellations of the form bb ′ = 1 are never to be performed. We call the expression [w 1 , . . . , w d ]a the decomposition of w.
If w is taken with uniform distribution over all words of length n, then each w 1 , . . . , w d again has uniform distribution. The total length of w 1 . . . w d depends on the amount of cancellation that occurred in rewriting, i.e. on the number of times an aa ′ a ′′ . . . product is trivial. Each of these events has probability 1/#A, and may be assumed independent; hence the probability that there be m cancellations in the decomposition of a word of length n is
There is a natural map
where g a is obtained by restricting the action of g ∈ G k−1 to Σ, and g i are obtained by restricting the action of gg −1 a to iΣ * . For all k ∈ N let Γ k denote the growth series of G k , and write n, Γ for the degree-n coefficient of Γ.
We relate Γ k−1 to Γ k as follows:
Writing ∆(z) = 1/(1 − z/#A), we get by Lemma 2.4
Let 1/ρ k be the convergence radius of Γ k . The convergence radius of ∆ is #A. We therefore obtain by Lemma 2.4
and hence by induction
Since ρ ℓ ≤ #S − 1 for all ℓ ∈ N, we obtain ρ k = 1 for all k ∈ N. Therefore by Lemma 2.1 all G k have subexponential growth.
Superpolynomial growth
Make the assumptions of the second part of Theorem 1.1, and consider also the groups G k introduced in the beginning of Section 3. The hypotheses show that the map G k−1 → G k ≀ Σ A is surjective onto A and each of the factors G k .
Assume for contradiction that some G k has polynomial growth, say of degree D, and assume D is minimal among the growth rates of all G n 's.
Consider the subgroup H of G k , that fixes Σ pointwise. Restriction of the action to dΣ * defines a surjective map H → G k+1 . On the other hand, consider the two cases:
d ≥ 3: Then among the conjugates b a for all b ∈ B k and a ∈ A \ Stab(d), there must be at least two distinct, say b Since A acts transitively on Σ and all B n 's map onto A, the group G k acts transitively on Σ n for all n ∈ N. The b h = 1 for b ∈ B k and h ∈ H have an "axis", which is the infinite path (dd . . . ) h in Σ * . Since H is transitive on iΣ * for all i ∈ Σ, it follows that there are infinitely many conjugates b h , and hence in all cases K is infinite.
Clearly the restriction of K to dΣ * is trivial, so we have a surjective map H → G k+1 with infinite kernel. The growth of G k+1 is at least polynomial of degree D, so the growth of H, and hence of G k , is at least polynomial of degree D + 1. This contradicts our assumption on the growth of G k .
Final remarks
In this final section I list a few remarks, extensions and open questions related to the growth of groups acting on trees.
1. It is worthwhile to stress where the inequalities are strict in the first part of Theorem 1.1's proof. First, the embedding G k−1 → G k ≀ Σ A is not onto. Then in the decomposition process only some simplifications are performed. Finally the cancellations are assumed to occur independently -if they are correlated, then more cancellation occurs and the growth is smaller than predicted. 2. A subgroup G of Aut Σ * is weakly branch [Gri00] if it acts transitively on Σ n for all n ∈ N, and for all σ ∈ Σ * there exists g = 1 in G fixing pointwise Σ * \ σΣ * . Weakly branch groups may not satisfy a non-trivial identity, so cannot be virtually nilpotent, so cannot have polynomial growth. Are all the groups described in the second part of Theorem 1.1 weakly branch?
Note that there exist weakly branch groups of exponential growth -the simplest is probably a, b acting on {1, 2} * , whose generators are defined by their decomposition a = [1, b](1, 2) and b = [1, a].
Branch groups are those weakly branch groups such that for every n ∈ N the subgroup generated by all elements acting only on some subtree σ 1 . . . σ n Σ * has finite index in G. All known branch groups have intermediate growth.
3. Even though Theorem 1.1 covers all known constructions of groups of intermediate growth, it would be interesting to discover such groups of a completely different nature -for instance, simple groups, or finitely presented groups. 4. Andrew Brunner, Said Sidki and Ana Cristina Vieira [BSV99] studied extensively the subgroup G of Aut{1, 2} * generated by τ, µ defined by their decompositions τ = [1, τ ](1, 2) and µ = [1, µ −1 ](1, 2). They ask what the growth of G is, and this question is still open. Edmeia Da Silva [Sil01] showed that G does not contain any free subgroup; however, it is unknown whether G contains any free submonoids. 5. It should be possible to obtain quantitative estimates on the growth of G in Section 3, based on a study of the singularities of Γ on the unit circle imposed by (*). 6. We mentioned that the groups of polynomial growth are precisely the virtually nilpotent groups. Grigorchuk proved in [Gri89] that among residually-p groups, non-virtually-nilpotent groups have growth at least e If A is a p-group, the growth of G must therefore be at least e √ n . It seems reasonable to guess that this holds for all A, but a different argument may be needed.
It is not known whether there exist groups of growth strictly between polynomial and e √ n . 7. The analogous question for semigroups is well understood. Namely, given any function γ : N → N that is submultiplicative, [reference???], there exists a semigroup whose growth function is γ. 8. Groups of subexponential growth are amenable. It may be that all weakly branch groups are amenable, even those of exponential growth. There is no known example of a weakly branch group having Kazhdan's property (T). 9. The tree automorphisms corresponding to the a ∈ A and b ∈ B k can be described by transducer automata. These are finite devices with states corresponding to the generators A ∪ B, and transitions and activity corresponding to the decomposition map. The nature of the automorphisms considered translates to the transitions being only from B states to A states, and from A states to the trivial state.
Said Sidki considered in [Sid00] a hierarchy of tree automorphisms, in which ours occupy the lowest layers. It might prove interesting to explore growth properties among higher groups in the Sidki ladder. 10. The proof of Section 3 extends verbatim to groups acting on irregular rooted trees Σ 1 × Σ 2 × . . . , with varying alphabets Σ i and associated group A i . In that setting G has subexponential growth as soon as n∈N 1 #An diverges. I would be hard pressed to find any usefulness to this generalization.
