






Completion and Decomposition of Hypergraphs
by Domination Hypergraphs
Advisors: Dr. Jaume Martí Farré and Dr. Mercè Mora i Giné
Tesis doctoral presentada por
José Luis Ruiz Muñoz
a la Universitat Politècnica de Catalunya
Barcelona 2017
Códigos UNESCO: 120205
José Luis Ruiz Muñoz
Departament de Matemàtiques
Universitat Politècnica de Catalunya







Acta de qualificació de tesi doctoral 
Curs acadèmic: 
Nom i cognoms 
Programa de doctorat  
Unitat estructural responsable del programa  
 
 
Resolució del Tribunal 
 
Reunit el Tribunal designat a l'efecte, el doctorand / la doctoranda exposa el tema de la seva tesi doctoral titulada 
__________________________________________________________________________________________ 
_________________________________________________________________________________________. 
Acabada la lectura i després de donar resposta a les qüestions formulades pels membres titulars del tribunal, 
aquest atorga la qualificació: 
 NO APTE APROVAT NOTABLE EXCEL·LENT 
 




































El resultat de l’escrutini dels vots emesos pels membres titulars del tribunal, efectuat per la Comissió Permanent 
de l’Escola de Doctorat, atorga la MENCIÓ CUM LAUDE: 
 SÍ  NO 
 






President/a de la Comissió Permanent de l’Escola de Doctorat 






Secretari/ària de la Comissió Permanent de l’Escola de Doctorat
 






1 Posets of hypergraphs 7
1.1 Families of subsets of Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Hypergraphs and monotone families of subsets . . . . . . . . . . . 10
1.3 Posets of hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 The partial orders6+ and6− . . . . . . . . . . . . . . . . . . . . . 12
1.3.2 The lattice structures on Hyp(Ω) . . . . . . . . . . . . . . . . . . . 14
1.4 Operations between hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Complementary and complement of a hypergraph . . . . . . . . . 17
1.4.2 The transversal of a hypergraph . . . . . . . . . . . . . . . . . . . . 18
1.4.3 Orders and operations . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.4 Lattice structure and operations . . . . . . . . . . . . . . . . . . . . 23
2 Domination hypergraphs 29
2.1 Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
vii
2.2 The domination hypergraph of a graph . . . . . . . . . . . . . . . . . . . . 30
2.2.1 Dominating sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Dominating and independent sets . . . . . . . . . . . . . . . . . . . 34
2.2.3 Domination hypergraphs of the disjoint union and the join of
graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.4 Domination hypergraphs of graphs of order at most four . . . . . 39
2.3 Other hypergraphs associated with a graph . . . . . . . . . . . . . . . . . . 41
2.3.1 Vertex covers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.2 Pendant vertices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3.3 Relationships among the hypergraphs associated with a graph . . 43
2.4 Domination hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.1 Definitions and notation . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 Realizations. Codominating graphs . . . . . . . . . . . . . . . . . . 46
2.4.3 Necessary conditions and reductions . . . . . . . . . . . . . . . . . 47
2.4.4 Domination hypergraphs of small order or size . . . . . . . . . . . 49
2.4.5 Uniform domination hypergraphs . . . . . . . . . . . . . . . . . . . 53
3 Completion and decomposition 55
3.1 Completions and decompositions of hypergraphs . . . . . . . . . . . . . . 56
3.1.1 The four collections of completions of a hypergraph . . . . . . . . 56
3.1.2 The four collections of optimal completions of a hypergraph . . . 58
3.1.3 The four decompositions of a hypergraph . . . . . . . . . . . . . . 59
3.1.4 Avoidance properties and decompositions . . . . . . . . . . . . . . 61
3.1.5 Completion and decomposition of hypergraphs under mild con-
ditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Completion of hypergraphs by domination hypergraphs . . . . . . . . . . 68
3.2.1 The eight collection of domination completions of hypergraphs . 69
3.2.2 Existence of domination completions . . . . . . . . . . . . . . . . . 71
3.2.3 The eight collections of optimal domination completions of a
hypergraph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.4 The two collections of minimal domination completions . . . . . 74
3.3 Decomposition of hypergraphs by domination hypergraphs . . . . . . . . 79
3.3.1 Domination decompositions from results of Subsection 3.1.5 . . . 79
3.3.2 The avoidance property6+, u for domination hypergraphs . . . . 81
3.3.3 Other avoidance properties for domination hypergraphs . . . . . 84
3.3.4 Domination decompositions of a hypergraph . . . . . . . . . . . . 85
3.3.5 Domination decompositions and hypergraphs with one mini-
mal domination completion . . . . . . . . . . . . . . . . . . . . . . 86
3.3.6 Domination decompositions and hypergraphs with the same min-
imal domination completions . . . . . . . . . . . . . . . . . . . . . 89
3.4 Domination decomposition index of a hypergraph . . . . . . . . . . . . . . 91
3.4.1 The two domination decomposition indices of a hypergraph . . . 91
3.4.2 Domination decomposition index and distance to dominatoin
hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4 Computation of minimal domination completions 101
4.1 Reduction techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.1.1 Reduction to hypergraphs with emtpy intersection set . . . . . . . 101
4.1.2 Reduction to hypergraphs with corank at least two . . . . . . . . . 104
4.2 Hypergraphs of small order . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.1 Hypergraphs of order 2 . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.2 Hypergraphs of order 3 . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.3 Hypergraphs of order 4 . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 Uniform hypergraphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.1 Minimal domination completions of U2,Ω . . . . . . . . . . . . . . 111
4.3.2 Minimal domination completions of Un−1,Ω . . . . . . . . . . . . 115
4.3.3 Minimal domination completions of Ur,Ω, |Ω| É 5 . . . . . . . . . 121
A sage code 131
B Domination hypergraphs and codominating graphs of order 5 137
B.1 Domination hypergraphs of graphs of order 5 . . . . . . . . . . . . . . . . 137
B.2 Codominating hypergraphs of order 5 . . . . . . . . . . . . . . . . . . . . . 143
Bibliography 163
LIST OF FIGURES
2.1 Two graphs with the same domination hypergraph. . . . . . . . . . . . . . 47
4.1 The graph G(x). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 Some minimal completions of U7,Ω. . . . . . . . . . . . . . . . . . . . . . . 119
4.3 Upper minimal domination completions of Ur,Ω with ground set Ω, 1≤
|Ω| ≤ 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122




1.1 The families H + and H − for H =;, {;}, {Ω}. . . . . . . . . . . . . . . . . 11
1.2 The neutral elements of the distributive lattices (Hyp(Ω),6+,
+u, +t) and
(Hyp(Ω),6−,
−u, −t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Behaviour of the hypergraphs ;, {;} and {Ω} with respect to the com-
plementary and transversal operations. . . . . . . . . . . . . . . . . . . . . 27
2.1 Dominating sets of graphs or order 2. . . . . . . . . . . . . . . . . . . . . . 39
2.2 Dominating sets of graphs of order 3. . . . . . . . . . . . . . . . . . . . . . 40
2.3 Dominating sets of graphs of order 4. . . . . . . . . . . . . . . . . . . . . . 40
2.4 The hypergraphs associated with a graph G . . . . . . . . . . . . . . . . . . 44
2.5 The hypergraphs associated with a graph G in terms of D(G) and Dind(G). 44
2.6 Hypergraphs with ground set Ω= {1,2}. . . . . . . . . . . . . . . . . . . . . 50
2.7 Hypergraphs with ground set Ω= {1,2,3}. . . . . . . . . . . . . . . . . . . . 50
2.8 Hypergraphs with ground set Ω= {1,2,3,4}. . . . . . . . . . . . . . . . . . . 52
3.1 The families Σ∗1∗2(H ) for H =;, {;}, {Ω} and ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. . 56
3.2 The relationships between the statements of Proposition 3.2. . . . . . . . . 58
3.3 The optimal completions Φ∗1∗2(H ) of a hypergraph H depending on the
poset considered, ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. . . . . . . . . . . . . . . . . . . 59
3.4 Operations∗1∗2 that occurs in a Σ
∗1∗2 -decomposition of a hypergraph H
depending on the poset considered, where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. . . . 59
xiii
3.5 The Σ∗1∗2 -avoidance properties for the hypergraphs ;, {;} and {Ω} and
for ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.6 The corollaries on the existence ofΣ∗1∗2 -completions and decompositions
under mild conditions, where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. . . . . . . . . . . 67
3.7 The relationships between the differentΣ∗1∗2 -decompositions, where ∗1 ∈
{+,−} and ∗2 ∈ {u,`}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.8 The hypergraphs ;, {;} and {Ω} and whether they are domination hy-
pergraphs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.9 The upper and lower domination completions of the hypergraphs ;, {;}
and {Ω}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.10 The upper and lower optimal domination completions of the hyper-
graphs ;, {;} and {Ω}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.11 The DomHyp∗1∗2(Ω)-avoidance properties and the DomHyp
∗1
0,∗2(Ω)-avoid-
ance properties for the hypergraphs ;, {;} and {Ω}. . . . . . . . . . . . . . 81
3.12 Number of minimal domination completions and decomposition in-
dices for the hypergraphs Hi of Example 3.63. . . . . . . . . . . . . . . . . 95
4.1 Non-isomorphic hypergraphs on Ω= {1,2}. . . . . . . . . . . . . . . . . . . 107
4.2 Non-isomorphic hypergraphs on Ω= {1,2,3}. . . . . . . . . . . . . . . . . . 107
4.3 Minimal domination completions of hypergraphs on Ω= {1,2,3}. . . . . . 108
4.4 Hypergraphs on Ω= {1,2,3,4}. . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.5 Minimal domination completions of hypergraphs on Ω= {1,2,3,4}. . . . . 110
4.6 Minimal domination completion of hypergraphs H of order 4 with ground
set Ω= {1,2,3,4}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
AGRADECIMIENTOS
Agradezco a Jaume Martí y a Mercè Mora su amistad y apoyo intelectual mostrados a lo
largo de estos años y por haberme invitado a participar en el estudio de la aproximación
de hipergrafos que ha dado lugar a esta tesis.
También quiero agradecer a Carlos Seara y Montse Maureso por permitirme compartir
con ellos momentos importantes para mi.
Mis compañeros y amigos de estudios, Aureli, Ignasi, José Luis, Marita, Oriol, Pilar,
Ramon y Roser también merecen unas palabras de agradecimiento por su apoyo y
larga amistad, pero en especial Aureli, con quien he mantenido largas conversaciones
matemáticas y a cuyo lado, durante mucho tiempo, no me han dejado sentar.
Finalmente, mi familia merece mis mayores y más profundos agradecimientos. En es-
pecial, y en primer lugar, Cristina, sin su apoyo y cariño constantes e incondicionales
no habría llegado hasta aquí. Gracias por todo. También a mis hijos, Ariadna y Pol, por
su cariño. Representan nuestro futuro, que espero que sea glorioso. A mis hermanos





A graph G is a finite non-empty set of objects called vertices together with a set of un-
ordered pairs of vertices of G called edges. A vertex dominating set of a graph is a set of
vertices D such that every vertex of G is either in D or joined by an edge to some vertex
in D.
Domination in graphs is a widely researched branch of graph theory, both from a theo-
retical and algorithmic point of view (see [3, 11, 21, 23, 24, 25, 38]). In part, it is due to its
applications to several fields where graphs are used to model the relationships between
a finite number of objects. In this way, for instance, some concepts from domination in
graphs appear in problems involving finding sets of representatives, as well as in facility
location problems or in problems in monitoring communication, in electrical networks
or in network routing (see [32]).
A great many theoretical issues, properties and algorithms have been studied regarding
domination in graphs. The wide variety of papers that deal with parameters is remark-
able; they range from the standard domination number of a graph to other domination-
related parameters (see [13, 27, 40]). There are also many algorithmic papers addressing
classes of graphs for which these parameters can be computed in polynomial time, as
well as papers providing combinatorial bounds and algorithms for enumerating all the
vertex dominating sets of certain graphs (see [7, 14, 15, 18, 19, 26, 29, 31]).
This thesis fits within this context and stems from a theoretical question related with
domination in graphs whose solution will lead us to consider a new domination-related
parameter, as well as to several issues regarding its computation. The starting point
of this work is a question concerning the design of networks on a finite set of nodes
Ω whose dominating sets satisfy specific properties. Thus, in this thesis we focus our
attention on the collection D(G) of all the inclusionwise minimal vertex dominating
sets of a graph G . Specifically, we are looking for graphs G whose collection of vertex
dominating sets D(G) is equal or close to a given collection {A1, . . . , Ar } of subsets of
nodes Ai ⊆Ω.
Hypergraphs become the natural framework of this problem. A hypergraph H on a fi-
nite setΩ is a collection of subsets ofΩ, none of which is a proper subset of another. The
domination hypergraph of a graph G is the collection D(G) of all the inclusion-minimal
1
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vertex dominating sets of a graph G . A hypergraph H is said to be a domination hy-
pergraph if H is the domination hypergraph of a graph; that is, if H =D(G) for some
graph G .
In general, a hypergraph H is far from being the domination hypergraph of a graph.
Therefore, a natural question that arises at this point is to determine how it can be
transformed into a domination hypergraph.
This kind of questions is frequently considered in other areas of mathematics. We are
given a family Σ of mathematical objects of a certain type, and we consider a subset Σ′
of Σ consisting of special objects that satisfy additional properties. Then we can raise
the following questions:
• Characterization: given an element σ ∈Σ, we search for necessary and sufficient
conditions for σ to be a special object; that is, σ ∈Σ′.
• Approximation: if σ ∉ Σ′, we want to find the optimal approximations of σ by
objects of Σ′. In order to deal with this issue we need some kind of notion of
approximation in Σ. This notion can be given by a topology arising from a metric
or from a partial order, for example.
• Recovering: if σ ∉Σ′, we want to recover σ from its optimal approximations. The
recovering of an object from its optimal approximations has to be done by means
of some kind of operation we perform with those approximations.
Examples of approximation are the orthogonal projection in linear algebra and, in anal-
ysis, the theories concerning the approximation of functions of some kind by simpler
functions. Integer factorization into primes fits into the decomposition problem, as do
the decomposition of a non-zero non-unit element as a product of prime elements in a
unique factorization domain, the primary decomposition of ideals in noetherian rings
and the decomposition of algebraic varieties into irreducible ones.
Let us see an elementary example.
Example 0.1 Let Σ = N and Σ′ = {pk : p prime, k ≥ 1}. We consider on N the partial
order given by divisibility; that is, if a, b ∈N, then we set a6 b if and only if a | b. Then
the questions raised above reduce themselves to the following considerations:
• Characterization: to characterize when σ ∈N is a power of a prime. For exemple,
σ= 12 ∉Σ′.
• Approximation: to approximate σ ∈ N by powers of primes. For example, 2 6
226 12, 36 12. In this case, the optimal approximations of σ= 12 are 22 and 3.
• Decomposition: to recover σ ∈N from prime powers. For example, 12= 22 ·3.
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In this thesis we consider these kind of problems in a situation involving discrete ob-
jects. That is, we have:
• Ω: a finite set; for instance the set of vertices of a graph.
• Σ: set of families of subsets of Ω; for example, the set of hypergraphs on Ω.
• Σ′ ⊆Σ: a set of special families with additional properties.
The central theme of this thesis deals with the above situation where the special families
are hypergraphs whose elements are the dominant sets of vertices of a graph G such that
V (G)⊆Ω.
In this combinatorial framework, we mention another situation where the special ob-
jects considered are hypergraphs arising from matroids [33, 34, 35].
Outline of the Thesis
This Thesis is organized in four chapters and two appendices.
Throughout the rest of this introduction, Ω is a non-empty finite set.
In Chapter 1 we define the sets Hyp(Ω) and Hyp0(Ω) of hypergraphs on Ω and with
ground set Ω, respectively. By relating the set Hyp(Ω) with the sets Inc(Ω), of monotone
increasing families of subsets of Ω, and Dec(Ω), of monotone decreasing families of
subsets of Ω, we introduce two structures of distributive lattice on Hyp(Ω). This means
that if H1,H2 ∈Hyp(Ω), then we can define two partial orders:
H16
+ H2, H16− H2








+t, +u ) and (Hyp(Ω),6−, −t, −u )
are distributive lattices. We also define some operations on Inc(Ω), Dec(Ω) and Hyp(Ω),
for instance the transversal of a hypergraph, and study the behaviour of these opera-
tions with respect to the partial orders and the lattice structure. These structures turn
out to be fundamental in the rest of this thesis.
The aims of Chapter 2 are twofold. First, we introduce several hypergraphs associated
with a graph G ; namely:
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• D(G), the domination hypergraph, whose elements are the minimal dominating
sets of the graph G ;
• Dind(G), the independence-domination hypergraph, composed by the maximal
independent sets of the graph G ;
• N [G], the hypergraph of minimal closed neighborhoods of the graph G ;
• C (G), the hypergraph whose elements are the minimal vertex covers of the graph
G ;
• P (G), the hypergraph formed by the maximal pendant sets of vertices of G .
Then we establish several relationships among them, the most important ones being
that D(G) is the tranversal hypergraph of N [G] and that Dind(G) is the complementary
of the tranversal of E(G)c , where E(G) is the edge set of the graph G considered as a
hypergraph. After that, we focus on the study domination hypergraphs of a graph. We
compute the domination hypergraph of all graphs, modulo isomorphism, up to order 4
(in Appendix B we tabulate the domination hypergraphs of all graphs of order 5, up to
isomorphism.)
The second objective of Chapter 2 is to investigate when a given hypergraph H is a
domination hypergraph; that is, a hypergraph of the form D(G) for some graph G .
When the hypergraph H is a domination hypergraph, we shed some light on the set of
graph realizations of the hypergraph H ; that is, the graphs G such that D(G) coincides
with the hypergraph H . We give a necessary condition for a graph to be a domination
hypergraph and we set some computational techniques. Finally, we end the chapter by
finding all domination hypergraphs in the following cases: order up to 4; sizes 1 or 2;
and uniform hypergraphs.
Chapter 3 is the main chapter of this thesis. As we will see in Chapter 2, not every hyper-
graph is the domination hypergraph of a graph. In Chapter 3 we discuss the problem
of how to approximate a given hypergraph by domination hypergraphs. We start by
setting a general framework for the approximation problem of hypergraphs by hyper-
graphs of a given family of hypergraphs. So if Σ is a family of hypergraphs on a finite
set Ω and H is a hypergraph on Ω, we introduce four sets of approximations of H by
elements of Σ, which we call completions. Namely, we define the sets Σ∗1∗2(H ), where
∗1 ∈ {+,−} and ∗2 ∈ {u,`}, depending on whether we use the partial order 6+ or 6−
and we approximate the hypergraph from above, u, or from below, `. We then set some
sufficient conditions for the existence of completions; introduce the sets of minimal or
maximal completions of a hypergraph, depending on the order and side considered;
and study the concept of decomposition, that corresponds to the idea of recovering a
hypergraph from its optimal completions. We prove that the existence of decomposi-
tions in a general framework is equivalent to the satisfiability of a technical property of
hypergraphs which we call the avoidance property with respect to a given family of hy-
pergraphs. Once we have presented the general theory, we introduce the corresponding
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concepts in the domination context. Avoidance properties with respect to the family of
domination hypergraphs turn out to be an essential ingredient of the theory. We also
define a new parameter related to a hypergraph, the domination index of a hypergraph
H , that tells us the minimum number of special hypergraphs in a decomposition of the
hypergraph H . We study its properties and compute it in some cases in the domination
context.
Finally, in Chapter 4 we apply the results obtained in the preceding chapters to compute
the upper minimal domination completions and the decomposition indices of a hyper-
graph. We do this only for the partial order 6+, but similar results can be obtained in
other cases. We begin by presenting two computational devices that allow us to reduce
the computation of the upper minimal domination completions to the case where the
intersection set of a hypergraph is empty (that is, there is not any common element to
all hyperedges) and where the hyperedges have cardinality at least two.
Next we compute the upper minimal domination completions and the decomposition
index of all hypergraphs with order at most four or size equal to one. Some of these
computations have been done using a dedicated sage program developed to this pur-
pose. In Appendix A we can find the code of this program. And in Appendix B we list
the results obtained with this program to calculate all the domination hypergraphs or
all graphs of order 5 up to isomorphism. We also compute and list all the graphs of
order 5 that share the same domination hypergraph; that is, we list the different graph




In this chapter we present the definitions and basic facts concerning hypergraphs. First
we introduce the concepts of monotone families of subsets of a finite set and then we
relate these families with hypergraphs. From this relationship we define a structure of
partially ordered set (poset) in the set of hypergraphs and we show that this poset is
indeed a distributive lattice. This structure turns out to be fundamental in the rest of
the thesis.
Throughout this thesis Ω is a finite set. The power set of Ω is denoted P (Ω).
We rely on [2, 5, 16, 22, 37, 39] for general concepts on ordered sets and lattices and on
[4, 9, 17, 43] for general background on hypergraphs.
1.1 Families of subsets of Ω
A monotone increasing family of subsets Γ of Ω is a collection of subsets of Ω such that
any superset of a set in Γ must be in Γ; that is, if A ∈ Γ and A ⊆ A′ ⊆ Ω, then A′ ∈ Γ.
We denote by Inc(Ω) the collection of monotone increasing families of subsets of Ω. We
have Inc(Ω)⊆P (P (Ω)).
A monotone decreasing family of subsets Γ of Ω is a collection of subsets of Ω such that
any subset of a set in Γ must be in Γ; that is, if A ∈ Γ and A′ ⊆ A ⊆Ω, then A′ ∈ Γ. We
denote by Dec(Ω) the collection of monotone decreasing families of subsets of Ω. We
have Dec(Ω)⊆P (P (Ω)).
The relationship between both kind of families is stated in Lemma 1.2 and is based in
the following two operations on families of subsets ofΩ, related to taking complements.
For Υ⊆P (Ω), let Υ and Υc be:
Υ= {B ⊆Ω : B 6∈Υ} ⊆P (Ω),
Υc = {B ⊆Ω : Bc ∈Υ} ⊆P (Ω),
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where Bc =Ω\ B. We refer to Υ as the complement of Υ and to Υc as its complementary
family. The following lemmas states some immediate properties of these two opera-
tions.
Lemma 1.1 If Υ1,Υ2 ⊆P (Ω), then:
Υ1 ⊆Υ2 ⇐⇒ Υ2 ⊆Υ1 ⇐⇒ Υ1c ⊆Υ2c .
Proof. These equivalences follow from the definitions.
Lemma 1.2 If Υ⊆P (Ω), then the following statements hold.
1) (Υc)c =Υ, Υ=Υ, and (Υc)= (Υ)c .
2) Υ ∈ Inc(Ω) ⇐⇒ Υc ∈Dec(Ω) ⇐⇒ Υ ∈Dec(Ω).
3) Υ ∈Dec(Ω) ⇐⇒ Υc ∈ Inc(Ω) ⇐⇒ Υ ∈ Inc(Ω).
Proof.
1) The first two equalities follow easily from the definitions. Let us prove the third one.
We have:
B ∈Υc ⇐⇒ B ∉Υc ⇐⇒ Bc ∉Υ ⇐⇒ Bc ∈Υ ⇐⇒ B ∈ (Υ)c .
2) Assume that Υ is an increasing family. Let A ∈ Υc and let B ⊆ A. Let us prove that
B ∈Υc . We have Ac ∈Υ and Ac ⊆ Bc . Hence Bc ∈Υ, by hypothesis. So we have B ∈Υc .
Thus we have proved that Υc is a decreasing family.
Assume now that Υc is a decreasing family. Let A ∈ Υ and let B ⊆ A. We have to
show that B ∈Υ. On the contrary, assume that B ∉Υ. Then B ∈Υ and A ∉Υ. Hence
Bc ∈Υc and Ac ∉Υc . As Υc is a decreasing family, we cannot have Ac ⊆ Bc , and this
is a contradiction.
Assume finally thatΥ is a decreasing family. Let A ∈Υ and let A ⊆ B. We have to show
that B ∈ Υ. Assume that B ∉ Υ. Then B ∈ Υ and, as Υ is decreasing, we deduce that
A ∈Υ, which contradicts the fact that A ∈Υ.
3) Using the equivalences already proved above, we have:
Υ= (Υc)c ∈Dec(Ω) ⇐⇒ Υc ∈ Inc(Ω),




Since there are different definitions of hypergraphs in the literature, in this section we
introduce the one that will be used throughout this thesis.
A hypergraph H onΩ is a collection H of subsets ofΩ, none of which is a proper subset
of another; that is, if A, A′ ∈ H and A ⊆ A′ then A = A′. A hypergraph is also called a
clutter, a Sperner system, an antichain or a simple hypergraph.
The set of all hypergraphs on Ω is denoted Hyp(Ω).
Let H be a hypergraph on Ω. The elements of Ω are called the vertices of H and the
elements of H are called the hyperedges of H . The order of H is the cardinality of Ω
and the size of H is the cardinality of H .
Remark 1.3 Observe that a graph can be considered as a special type of hypergraph.
Namely, graphs are those hypergraphs whose hyperedges have size two. This fact will
be recalled in Section 2.1.
Remark 1.4 Note that H being a hypergraph on Ω does not imply that every element
of Ω belongs to some set in H . For example, H = {{1,2}, {1,3}} is a hypergraph on
Ω= {1,2, . . . , n}, if n> 3.
Remark 1.5 Notice that both ; and {;} are hypergraphs on every finite set Ω. Observe
that if H is a hypergraph and ;∈H , then H = {;}.




Thus a hypergraph H with ground set Ω is a hypergraph on Ω such that Gr(H ) =
Ω. The set of all hypergraphs with ground set Ω is denoted Hyp0(Ω). Observe that a
hypergraph on Ω is a hypergraph with ground set Ω′, for some subset Ω′ of Ω; namely,





We define the intersection set of a hypergraph H as the set of elements of Ω common
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Remark 1.6 If H =; or H = {;}, then Gr(H )= Int(H )=;.
We define the rank, respectively the corank, of H as the maximum, respectively the
minimum, of all the cardinalities of the hyperedges of H ; that is:
rank(H )=max{|A| : A ∈H },
corank(H )=min{|A| : A ∈H }.
Remark 1.7 If H =;, then rank(H ) and corank(H ) are not defined. If H = {;}, then
rank(H )= corank(H )= 0.
A hypergraph H is called uniform if rank(H )= corank(H ); that is, if there is an inte-
ger k > 1, such that |A| = k, for all A ∈H .
We define the hypergraph Uk,Ω as the hypergraph with ground set Ω:
Uk,Ω = {A ⊆Ω : |A| = k}.
We conclude this section with the definition of hypergraph isomorphism. The defini-
tion is similar to that of graph isomorphism. We mention that most of the properties on
hypergraphs and graphs we will study in this work are invariant under isomorphism;
that is, they depends only on the isomorphism class of the hypergraph or graph consid-
ered.
A hypergraph H ′ = {A′1, . . . , A′s } on a finite set Ω′ is said to be isomorphic to a hyper-
graph H = {A1, . . . , As } on a finite set Ω if there exists a bijection φ : Ω′ → Ω and a
permutation σ of {1, . . . , s} such that φ(A′i )= Aσ(i ) for all i .
Remark 1.8 The non-isomorphic hypergraphs with ground set Ω, with |Ω| ≤ 4, are
listed on Tables 2.6, 2.7 and 2.8. We mention at this point that the number of distinct
hypergraphs on a set of cardinality n is called the n-th Dedekind number and coincides
with the number of monotone Boolean functions in n variables (see [30]).
1.2.2 Hypergraphs and monotone families of subsets
A hypergraph H ∈Hyp(Ω) on Ω determines both a monotone increasing family H + ∈
Inc(Ω) and a monotone decreasing family H − ∈Dec(Ω) of subsets of Ω as follows:
H + = {A ⊆Ω : A0 ⊆ A for some A0 ∈H },
H − = {A ⊆Ω : A ⊆ A0 for some A0 ∈H }.
Remark 1.9 We observe that the definitions of H + and H − depend on the set Ω.
1.2. Hypergraphs 11
Conversely, if Γ is a monotone increasing family of subsets of Ω, then the collection
min(Γ) of its inclusion-minimal elements is a hypergraph on Ω. Similarly, if now Γ is a
monotone decreasing family of subsets ofΩ, then the collection max(Γ) of its inclusion-
maximal elements is also a hypergraph on Ω. We summarize in the following proposi-
tion the relationships among all these operations.
Proposition 1.10 Let Ω be a finite set.
1) The mappings:
Hyp(Ω)→ Inc(Ω) Inc(Ω)→Hyp(Ω)
H 7→H + Γ 7→min(Γ)
are bijections and inverse of each other; that is, if H is a hypergraph on Ω, then
min(H +) = H ; and if Γ is monotone increasing family of subsets of Ω, then min(Γ)
is a hypergraph on Ω and (min(Γ))+ =Γ.
2) The mappings:
Hyp(Ω)→Dec(Ω) Dec(Ω)→Hyp(Ω)
H 7→H − Γ 7→max(Γ)
are bijections and inverse of each other; that is, if H is a hypergraph on Ω, then
max(H −)=H ; and if Γ is monotone decreasing family of subsets of Ω, then max(Γ)
is a hypergraph on Ω and (max(Γ))− =Γ.
So a monotone increasing (decreasing) family of subsets Γ is uniquely determined by
the hypergraph min(Γ) (respectively, max(Γ)), while a hypergraph H is uniquely de-
termined by either of the families H + and H −.
Remark 1.11 Note that ; ⊆ P (Ω) is a hypergraph as well as an increasing and a de-
creasing family. We have: ;+ = ;− = ;, max(;) = min(;) = ;. However we observe
that P (Ω) is not a hypergraph (unless Ω=;), but it is an increasing and a decreasing
family. In this case, we have min(P (Ω)) = {;} and max(P (Ω)) = {Ω}. Analogously, we
have that {;}+ =P (Ω) and {;}− = {;}. For the hypergraph {Ω} we have {Ω}+ = {Ω} and
{Ω}− =P (Ω). We summarize these properties in Table 1.1.
; {;} {Ω}
(·)+ ; P (Ω) {Ω}
(·)− ; {;} P (Ω)
Table 1.1 The families H + and H − for H =;, {;}, {Ω}.
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1.3 Posets of hypergraphs
1.3.1 The partial orders 6+ and 6−
For a finite set Ω, the sets Inc(Ω) and Dec(Ω) inherit a structure of poset, (Inc(Ω),⊆)
and (Dec(Ω),⊆), from (P (P (Ω)),⊆). Therefore, we can define two partial orders on
Hyp(Ω) by transport of structure using the bijections of Proposition 1.10 as follows.
If H1 and H2 are two hypergraphs on Ω, then we define:
H16
+ H2 if and only if H +1 ⊆H +2 ;
and we define:
H16
− H2 if and only if H −1 ⊆H −2 .
Proposition 1.12 The binary relations 6+ and 6− are partial orders on Hyp(Ω) and
on Hyp0(Ω).
Proof. This is a direct consequence of the fact that both Inc(Ω) and Dec(Ω) are posets
with respect to the order ⊆ and that the mappings in Proposition 1.10 are bijections.
Therefore, we can restate Proposition 1.10 by saying that the mappings:
(Hyp(Ω),6+)→ (Inc(Ω),⊆), H 7→H +
(Hyp(Ω),6−)→ (Dec(Ω),⊆), H 7→H −
are isomorphisms of posets.
Remark 1.13 It is clear that if H1 ⊆ H2, then H +1 ⊆ H +2 and H −1 ⊆ H −2 ; that is,
H1 6+ H2 and H1 6− H2. However, the converses are not true, as it is shown in
the following example.
Example 1.14 The hypergraphs H1 = {{1,2}, {2,3}} and H2 = {{1}, {2,3}} on Ω= {1,2,3}
satisfy H +1 ⊆H +2 and H −2 ⊆H −1 ; however H1 6⊆H2 and H2 6⊆H1.
The following lemma rephrases the relations6+ and6− solely in terms of H1, H2 and
their elements; it will be used repeatedly throughout hereafter.
Lemma 1.15 Let H1,H2 be two hypergraphs on Ω.
1) The following statements are equivalent:
a) H16+ H2.
b) H1 ⊆H +2 .
1.3. Posets of hypergraphs 13
c) For all A1 ∈H1, there exists A2 ∈H2 such that A2 ⊆ A1.
2) The following statements are equivalent:
a) H16− H2.
b) H1 ⊆H −2 .
c) For all A1 ∈H1, there exists A2 ∈H2 such that A1 ⊆ A2.
Proof.
1) Assume that H1 6+ H2. Then H1 ⊆H +1 ⊆H +2 . Next, if H1 ⊆H +2 and if A1 ∈H1,
then A1 ∈ H +2 and, by definition, there exists A2 ∈ H2 such that A2 ⊆ A1. Assume
now that for all A1 ∈ H1, there exists A2 ∈ H2 such that A2 ⊆ A1. Let us show that
H1 6+ H2; that is, H +1 ⊆ H +2 . Let B ∈ H +1 . Then there exists A1 ∈ H1 such that
A1 ⊆ B. By hypothesis, there exists A2 ∈ H2 such that A2 ⊆ A1, and hence, A2 ⊆ B.
Consequently, B ∈H +2 .
2) Assume that H1 6− H2. Then H1 ⊆ H −1 ⊆ H −2 . Next if H1 ⊆ H −2 and if A1 ∈ H1,
then A1 ∈ H −2 and, by definition, there exists A2 ∈ H2 such that A1 ⊆ A2. Assume
now that for all A1 ∈ H1, there exists A2 ∈ H2 such that A1 ⊆ A2. Let us show that
H1 6− H2; that is, H −1 ⊆ H −2 . Let B ∈ H −1 . Then there exists A1 ∈ H1 such that
B ⊆ A1. By hypothesis, there exists A2 ∈ H2 such that A1 ⊆ A2, and hence, B ⊆ A2.
Consequently, B ∈H −2 .
Lemma 1.16 If H1 and H2 are hypergraphs on Ω, then:
1) if H16+ H2, then Int(H2)⊆ Int(H1);
2) if H16− H2, then Gr(H1)⊆Gr(H2).
Proof. Let us prove the first statement. If x ∈ Int(H2) and A1 ∈ H1, then there exists
A2 ∈H2 such that x ∈ A2 ⊆ A1. So x ∈ Int(H1). Let us see now the second statement. If
x ∈ Gr(H1), then there exists A1 ∈H1 such that x ∈ A1. But, by hypothesis, there exists
A2 ∈H2 such that A1 ⊆ A2. Thus x ∈ A2 and then x ∈Gr(H2).
Remark 1.17 Besides those found in Lemma 1.16, there are no more relationships,
as the following examples show. All the hypergraphs considered are on the set Ω =
{1,2,3,4}.
• If H1 = {{1}, {2,3}}, H2 = {{1}, {2}}, then H16+ H2, but:
Gr(H1) 6⊆Gr(H2).
• If H1 = {{1}, {2,3}}, H2 = {{1}, {2}, {4}}, then H16+ H2, but:
Gr(H2) 6⊆Gr(H1).
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• If H1 = {{1,2}, {1,3}}, H2 = {{2}, {1,3}}, then H16+ H2, but:
Int(H1) 6⊆ Int(H2).
• If H1 = {{1}, {2,3}}, H2 = {{1,4}, {2,3}}, then H16− H2, but:
Gr(H2) 6⊆Gr(H1).
• If H1 = {{1,2}, {1,3}}, H2 = {{1,2}, {1,3}, {2,3}}, then H16− H2, but:
Int(H1) 6⊆ Int(H2).
• If H1 = {{1}, {2,3}}, H2 = {{1,4}, {2,3,4}}, then H16− H2, but:
Int(H2) 6⊆ Int(H1).
1.3.2 The lattice structures on Hyp(Ω)
If Γ1,Γ2 ∈ Inc(Ω), then it is easily seen that Γ1 ∪Γ2 ∈ Inc(Ω) and Γ1 ∩Γ2 ∈ Inc(Ω).
And similarly for Dec(Ω). Therefore (Inc(Ω),⊆,∪,∩) and (Dec(Ω),⊆,∪,∩) are distribu-
tive lattices. We next investigate the lattice operations on the posets (Hyp(Ω),6+) and
(Hyp(Ω),6−) inherited from the lattices above, respectively.
Let H1,H2 ∈ Hyp(Ω). By transport of structure by means of the bijections of Proposi-
tion 1.10, we define:
H1
+uH2 =min(H +1 ∩H +2 ),
H1
+tH2 =min(H +1 ∪H +2 ),
H1
−uH2 =max(H −1 ∩H −2 ),
H1
−tH2 =max(H −1 ∪H −2 ).
Proposition 1.18 Let Ω be a finite set.








Remark 1.19 Let us write down explicitly what the first statement of the previous propo-
sition means. If H1,H2 ∈Hyp(Ω), then:
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1) H1
+uH2 is the unique hypergraph H0 on Ω such that:
a) H06+ Hi for i = 1,2, and
b) if H ′ ∈Hyp(Ω) satisfies H ′6+ Hi for i = 1,2, then H ′6+ H0.
2) H1
+tH2 is the unique hypergraph H0 on Ω such that:
a) Hi 6+ H0 for i = 1,2, and
b) if H ′ ∈Hyp(Ω) satisfies Hi 6+ H ′ for i = 1,2, then H06+ H ′.
Analogously, that the poset (Hyp(Ω),6−) is a lattice with respect to the operations
−t
and
−u means the following. If H1,H2 ∈Hyp(Ω), then:
1) H1
−uH2 is the unique hypergraph H0 on Ω such that:
a) H06− Hi for i = 1,2, and
b) if H ′ ∈Hyp(Ω) satisfies H ′6− Hi for i = 1,2, then H ′6− H0.
2) H1
−tH2 is the unique hypergraph H0 on Ω such that:
a) Hi 6− H0 for i = 1,2, and
b) if H ′ ∈Hyp(Ω) satisfies Hi 6− H ′ for i = 1,2, then H06− H ′.
The following lemma provides alternative descriptions of these operations that will be
useful in calculations.
Lemma 1.20 If H1,H2 ∈Hyp(Ω), then the following statements hold.
1) H1








1) Let H = H1
+u H2 and H0 = min({A1 ∪ A2 : Ai ∈ Hi }). As 6+ is a partial order, to
proof that H = H0, it is enough to prove that H 6+ H0 and that H0 6+ H . If
A ∈ H , then A ∈ H +i , for i = 1,2; so for all i , there exists Ai ∈ Hi such that Ai ⊆ A.
This implies that A1 ∪ A2 ⊆ A, and therefore there exists B ∈H0 such that B ⊆ A. By
Lemma 1.15, we have H 6+ H0. Now let B ∈H0; that is, B = A1 ∪ A2, with Ai ∈Hi ,
for i = 1,2. But then Ai ⊆ B, for i = 1,2, so we have B ∈ H +i , for i = 1,2. Hence
B ∈ H +1 ∩H +2 . Then by definition of H , there exists B′ ∈ H such that B′ ⊆ B. By
Lemma 1.15, we have H06+ H .
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2) We have:
H1
+tH2 =min(H +1 ∪H +2 )=min(H1 ∪H2)
because H +1 ∪H +2 = (H1∪H2)+ and ifΓ is a family of subsets ofΩ, then min(Γ+)=
min(Γ).
3) Let H = H1
−u H2 and H0 = max({A1 ∩ A2 : Ai ∈ Hi }). Let us prove that H 6− H0
and that H0 6− H . Let A ∈ H . By definition of H , for all i , there exists Ai ∈ Hi
such that A ⊆ Ai ; but then A ⊆ A1∩A2, so there exists A′ ∈H0 such that A ⊆ A1∩A2 ⊆
A′, by definition of H0. Thus by Lemma 1.15, we have H 6− H0. Now if B ∈ H0,
then B = A1 ∩ A2, where Ai ∈Hi , for all i . As B ⊆ Ai , for all i , we have that B ∈H −i ,
for all i . Hence B ∈H −1 ∩H −2 . So, by definition of H , there exists B′ ∈H such that
B ⊆ B′. By Lemma 1.15, we have H06− H .
4) We have:
H1
−tH2 =max(H −1 ∪H −2 )=max(H1 ∪H2),
because H −1 ∪H −2 = (H1∪H2)− and ifΓ is a family of subsets ofΩ, then max(Γ−)=
max(Γ).
Remark 1.21 The operations
+u and +t are not defined on Hyp0(Ω), as Example 1.22
shows. However, it is easy to check that both
−t and −u define operations on Hyp0(Ω); that
is, if H1,H2 ∈Hyp0(Ω), then H1
−tH2 ∈Hyp0(Ω) and H1
−uH2 ∈Hyp0(Ω). Indeed, if
H1,H2 ∈Hyp0(Ω) and w ∈Ω, then for i = 1,2 there exist Ai ∈Hi such that w ∈ Ai . By
Lemma 1.20, there are B ∈H1
−tH2 and C ∈H1
−uH2 such that A1 ⊆ B and A1∩A2 ⊆C .
Hence we conclude that w ∈ B and w ∈C . So, Gr(H1
−tH2)=Ω and Gr(H1
−uH2)=Ω.
Example 1.22 LetΩ= {1,2,3,4}. Let us consider the following hypergraphs with ground
set Ω:
H1 = {{1}, {2,3}, {3,4}}, H2 = {{1}, {2,3}, {2,4}}.
We have that :
H1
+uH2 = {{1}, {2,3}} ∉Hyp0(Ω).
Now let us consider the following hypergraphs, also with ground set Ω:
H1 = {{1}, {2}, {3,4}}, H2 = {{1}, {3}, {2,4}}.
We have that:
H1
+tH2 = {{1}, {2}, {3}} ∉Hyp0(Ω).
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Remark 1.23 Let Ω be a finite set. The hypergraphs ;, {;} and {Ω} on Ω will play an
exceptional role throughout this thesis, specially in Chapter 3. Indeed, the hypergraphs
{;} and ; are the neutral elements of the distributive lattice (Hyp(Ω),6+, +u, +t); that is,
H
+u {;} = H and H +t ; = H for all hypergraph H on Ω. Analogously, the hyper-
graphs {Ω} and ; are the neutral elements of the distributive lattice (Hyp(Ω),6−, −u, −t);
that is, H
−u {Ω} =H and H −t;=H for all hypergraph H onΩ. We summarize these








1.4 Operations between hypergraphs
1.4.1 Complementary and complement of a hypergraph
Notice that if H is a hypergraph on Ω and |Ω| ≥ 2, then H is not a hypergraph on Ω.
However, if H ∈Hyp(Ω), then H c ∈Hyp(Ω).
In the following remarks we list some basic properties of the hypergraph H c that will
be used hereafter.
Remark 1.24 Observe that if H ∈Hyp0(Ω), then H c ∉Hyp0(Ω), in general.
Remark 1.25 If H is a hypergraph on Ω, then:
1) (H c)+ = (H −)c .
2) (H c)− = (H +)c .
Remark 1.26 If H is a hypergraph on Ω, then:
1) Gr(H c)=Ω\ Int(H ) and Int(H c)=Ω\ Gr(H ).
2) rank(H c)+corank(H )= rank(H )+corank(H c)= |Ω|.
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1.4.2 The transversal of a hypergraph
Let H be a hypergraph onΩ. A subset T ⊆Ω is called a transversal of H if T∩A 6= ;, for
all A ∈ H . The family of transversals of a hypergraph is a monotone increasing family
of subsets of Ω. Hence the family of inclusion-minimal transversals of H is another
hypergraph on Ω called the transversal of H , and denoted by Tr(H ); that is:
Tr(H )=min{T ⊆Ω : T ∩ A 6= ;, for all A ∈H }.
Notice that the transversal of a hypergraph does not depend on whetherΩ is the ground
set of the hypergraph or not, because we only consider the inclusion-minimal transver-
sals of the hypergraph.
Example 1.27 We have Tr(;)=min(P (Ω))= {;} and Tr({;})=;. Moreover, Tr({Ω})=
{{x} : x ∈Ω} = U1,Ω. In general, the transversal of the uniform hypergraph Uk,Ω is an-
other uniform hypergraph, namely:
Tr(Uk,Ω)=U|Ω|−k+1,Ω.
The following proposition establishes the well-known involutive property of the transver-
sal of a hypergraph, but we give here a simple proof that uses the partial order6+.
Proposition 1.28 If H is a hypergraph on Ω, then we have:
Tr(Tr(H ))=H .
Proof. By Proposition 1.12, it is enough to demostrate that H 6+ Tr(Tr(H )) and that
Tr(Tr(H ))6+ H . If A ∈ H , then for all B ∈ Tr(H ) we have B ∩ A 6= ;. Hence A is a
tranversal of Tr(H ), and therefore there exists a minimal transversal B′ ∈ Tr(Tr(H ))
such that B′ ⊆ A. Thus we have H 6+ Tr(Tr(H )). Now let C ∈ Tr(Tr(H )). We want to
prove that there exists A ∈ H such that A ⊆C . Assume on the contrary that A 6⊆C , for
all A ∈ H . Let xA ∈ A be an element such that xA ∉C , and let B = {xA : A ∈ H }. On one
hand we have B∩C =;, by construction. But on the other hand B∩A 6= ;, for all A ∈H ;
so B is a transversal of H , and therefore there exists B′ ∈ Tr(H ) such that B′ ⊆ B. But
then B′∩C 6= ;. This is a contradiction because B′∩C ⊆ B ∩C =;.
In the next lemma, we establish the relationship between the ground sets of a hyper-
graph and its transversal hypergraph.
Lemma 1.29 If Ω is a finite set and H ∈Hyp(Ω), then Gr(Tr(H ))=Gr(H ). In partic-
ular, H ∈Hyp0(Ω) if and only if Tr(H ) ∈Hyp0(Ω).
Proof. Let H ∈ Hyp(Ω) and v ∈ Gr(H ). We want to demonstrate that there exists
B ∈ Tr(H ) such that v ∈ B. By definition of ground set of a hypergraph, there exists
A ∈ H such that v ∈ A. Then A \ {v} ∉ H . As H = Tr(Tr(H )), there exists B ∈ Tr(H )
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such that B∩(A\{v})=;. But, by definition of transversal, we also have B∩A 6= ;. There-
fore v ∈ B. Thus v ∈ Gr(Tr(H )). Therefore we have proved that Gr(H ) ⊆ Gr(Tr(H )).
Consequently we have the equality because taking the transversal of a hypergraph is an
involutive operation.
The previous lemma deals with the ground set of the transversal hypergraph. The fol-
lowing lemma is about the intersection.
Lemma 1.30 If H ∈ Hyp(Ω), then we have that Int(Tr(H )) = {x ∈Ω : {x} ∈H } and
Int(H )= {x ∈Ω : {x} ∈Tr(H )}.
Proof. Let x ∈ Ω. From the definition it is clear that {x} ∈ Tr(H ) if and only if x ∈
Int(H ). Therefore we get that Int(H )= {x ∈Ω : {x} ∈Tr(H )}, and hence, Int(Tr(H ))=
{x ∈Ω : {x} ∈ Tr(T r(H ))} = {x ∈Ω : {x} ∈ H } because of the involutive property of the
transversal.
Remark 1.31 As far as we know, there is no relationship between the rank and the
corank of a hypergraph and its transversal hypergraph.
The following lemma provides a description of the transversal hypergraph in terms of
the complement and the complementary operations. We mention that this result is not
suitable for calculations. However, it will be used frequently in proofs.








)c = {A ⊆Ω :Ω\ A ∈H +}
= {A ⊆Ω : ∃A0 ∈H s.t. A0 ⊆Ω\ A}
= {A ⊆Ω : ∃A0 ∈H s.t. A∩ A0 =;}
Thus, we have:
(H +)c = {B ⊆Ω : B ∉ (H +)c } = {B ⊆Ω : B ∩ A0 6= ;, for all A0 ∈H };






Remark 1.33 Observe that if H is a hypergraph on Ω, then (H +)c is a monotone









=min{T ⊆Ω : T ∩ A 6= ;, for all A ∈H }.
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In view of this, we can also consider the monotone decreasing family of subsets (H −)c










=max{B ⊆Ω : A∪B 6=Ω, for all A ∈H }.
Observe that this equality depends on the set Ω. Le us denote this hypergraph as
Tr−(H ), so that Tr(H ) could also be denoted as Tr+(H ). The following lemma deals
with the relationship between these transversals and their corresponding involutive
properties.
Lemma 1.34 If H is a hypergraph on Ω, then:
1) Tr+(H )= (Tr−(H c))c and Tr−(H )= (Tr+(H c))c .
2) Tr+(Tr+(H ))=H and Tr−(Tr−(H ))=H .
Proof. Let us begin by proving the second equality of the first statement. From the
definitions and by applying Remark 1.25 and Lemma 1.32, we get that:(
Tr+(H c)






















Hence, (Tr−(H ))c =Tr+(H c). The proof of the first equality of statement 1) is similar.
The equality Tr+(Tr+(H )) = H is exactly the one in Proposition 1.28. Therefore, we
must prove Tr−(Tr−(H ))=H . Next we present two different proofs.
The first proof of this equality is similar to the one of Proposition 1.28. Namely, in
order to prove this equality, we use the partial order 6−; that is, we are going to prove
that H 6− Tr−(Tr−(H )) and Tr−(Tr−(H ))6− H . If A ∈ H , then for all B ∈ Tr−(H ),
A ∪B 6= Ω. So, by definition of Tr−(Tr−(H )), there exists C ∈ Tr−(Tr−(H )) such that
A ⊆ C . Hence H 6− Tr−(Tr−(H )). Now let X ∈ Tr−(Tr−(H )). Assume that X 6⊆ A,
for all A ∈ H . Then, for all A ∈ H , there exists xA ∈ X such that xA ∉ A. Consider the
set C = Ω \ {xA : A ∈ H }. As C ∪ A 6= Ω, for all A ∈ H , there exists C ′ ∈ Tr−(H ) such
that C ⊆ C ′. Thus, X ∪C ′ 6=Ω, because X ∈ Tr−(Tr−(H )). Consequently, we also have
X ∪C 6=Ω, but this is a contradiction, because, by construction, C c ⊆ X . Therefore we
have proved that Tr−(Tr−(H ))6− H . So, the equality Tr−(Tr−(H ))=H holds.
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To finish the proof of the lemma, let us prove the equality Tr−(Tr−(H ))=H in a differ-
ent way. From the first statement and applying the involutive property of the transversal
(Proposition 1.28) we get that:
Tr−(Tr−(H ))= (Tr+(Tr−(H )c))c
= (Tr+((Tr+(H c))cc))c
= (Tr+(Tr+(H c)))c
= (H c)c =H .
1.4.3 Orders and operations
In this subsection we investigate the behaviour between the partial orders and the com-
plementary and transversal operations.
Lemma 1.35 Let H1,H2 be two hypergraphs on Ω. The following statements hold.
1) Order and complementary.
a) H16+ H2 if and only if H c1 6
− H c2 .
b) H16− H2 if and only if H c1 6
+ H c2 .
2) Order and complement.


















3) Order and transversals.
a) H16+ H2 if and only if Tr(H2)6+ Tr(H1).
b) H16− H2 if and only if
(
Tr(H c2 )
)c 6− (Tr(H c1 ))c .
Proof.
1) Order and complementary.
a) Assume that H1 6+ H2. If B1 ∈ H c1 , then Bc1 ∈ H1. Thus there exists A2 ∈ H2
such that A2 ⊆ Bc1 ; that is, there exists B2 ∈H c2 , namely B2 = Ac2, such that B1 ⊆ B2.
Hence we conclude that H c1 6
− H c2 .
Conversely, assume that H c1 6
− H c2 and let B1 ∈ H1. Then Bc1 ∈ H c1 . So there
exists A2 ∈H c2 such that Bc1 ⊆ A2; that is, we have proved that there exists B2 ∈H2,
namely B2 = Ac2, such that B2 ⊆ B1. Consequently, H16+ H2.
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b) The proof follows by applying the previous statement to H c1 and H
c
2 .
2) Order and complement.










+ H2 ⇐⇒ H +1 ⊆H +2


























− H2 ⇐⇒ H −1 ⊆H −2
















3) Order and transversals.
a) By Lemma 1.2,
(
H +i
)c is an increasing family of subsets of Ω. So by Proposi-
tion 1.10:(
H +i
)c = (min((H +i )c))+ .
From this equality and Lemma 1.32, we have:













))+ ⊆ (min((H +1 )c))+
⇐⇒ (H +2 )c ⊆ (H +1 )c
⇐⇒ (H +1 )c ⊆ (H +2 )c
⇐⇒ H +1 ⊆H +2
⇐⇒ H16+ H2.
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b) From statements 1) and 3a), we have:
H16
− H2 ⇐⇒ H c1 6+ H c2
⇐⇒ Tr(H c2 )6+ Tr(H c1 )
⇐⇒ (Tr(H c2 ))c 6− (Tr(H c1 ))c .
Remark 1.36 The first part of the previous lemma can be restated by saying that the
mapping:
(Hyp(Ω),6+)→ (Hyp(Ω),6−), H 7→H c
is an isomorphism of posets. Analogously, the statement 3a) of the lemma says that the
mapping:
(Hyp(Ω),6+)→ (Hyp(Ω),6+), H 7→Tr(H )
is an anti-automorphism of posets.
Remark 1.37 The third part of Lemma 1.35 can also be written in the following way,
using the notations of Remark 1.33:
a) H16+ H2 if and only if Tr+(H2)6+ Tr+(H1).
b) H16− H2 if and only if Tr−(H2)6− Tr−(H1).
So we have that the mappings:
(Hyp(Ω),6+)→ (Hyp(Ω),6+), H 7→Tr+(H )
(Hyp(Ω),6−)→ (Hyp(Ω),6−), H 7→Tr−(H )
are anti-automorphisms of posets.
1.4.4 Lattice structure and operations
Now we study the behaviour of the complementary and transversal operations with re-
spect to the lattice operations.
Lemma 1.38 The mapping:
(Hyp(Ω),6+,
+t, +u)→ (Hyp(Ω),6−, −t, −u), H 7→H c
is an involutive isomorphism of lattices; that is, if H1,H2 are hypergraphs onΩ, then the
following statements hold.














1) Let H = (H c1
−u H c2 )c . As taking complementaries is involutive, by Lemma 1.2, we
have to show that H =H1
+uH2. By Remark 1.19, we must prove that H 6+ Hi , for
i = 1,2, and that if H ′6+ Hi , for i = 1,2, then H ′6+ H .
By Remark 1.19, we have H c1
−uH c2 6− H ci , for i = 1,2. So, by Lemma 1.35:
H = (H c1
−uH c2 )c 6+ H cci =Hi ,
for i = 1,2. Assume now that H ′6+ Hi for i = 1,2. Then, by Lemma 1.35, (H ′)c 6−
H ci , for i = 1,2, and, by Remark 1.19, (H ′)c 6− H c1
−uH c2 , and, again by Lemma 1.35:
H ′ = (H ′)cc 6+ (H c1
−uH c2 )c =H .
2) It is a direct consequence of the previous item. Indeed, we have:
(H1
−uH2)c = (H cc1
−uH cc2 )c = (H c1
+uH c2 )cc =H c1
+uH c2 .
3) Let H = (H c1
−t H c2 )c . As taking complementaries is involutive, by Lemma 1.2, we
have to show that H =H1
+tH2. By Remark 1.19, we must prove that Hi 6+ H , for
i = 1,2, and that if Hi 6+ H ′, for i = 1,2, then H 6+ H ′.
By Remark 1.19, we have H ci 6
− H c1
−tH c2 , for i = 1,2. Hence, by Lemma 1.35:
Hi =H cci 6+ (H c1
−tH c2 )c =H ,
for i = 1,2. Assume now that Hi 6+ H ′, for i = 1,2. Then, by Lemma 1.35, H ci 6−
(H ′)c , for i = 1,2. By Remark 1.19, H c1
−tH c2 6− (H ′)c , and, again by Lemma 1.35:
H = (H c1
−tH c2 )c 6+ (H ′)cc =H ′.
4) It is a direct consequence of the previous item. Indeed, we have:
(H1
−tH2)c = (H cc1
−tH cc2 )c = (H c1
+tH c2 )cc =H c1
+tH c2 .
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Lemma 1.39 The mapping:
(Hyp(Ω),6+,
+t, +u)→ (Hyp(Ω),6+, +t, +u), H 7→Tr(H )
is an involutive anti-automorphism of lattices; that is, if H1,H2 are hypergraphs on Ω,








1) Let H = Tr(H1)
+t Tr(H2). We want to prove that Tr(H ) = H1
+u H2. By defini-
tion of H and by Remark 1.19, we get that Tr(Hi ) 6+ H , for i = 1,2. Thus, by
Lemma 1.35, Tr(H ) 6+ Tr(Tr(Hi )) = Hi , for i = 1,2. Again, by Remark 1.19, we
get that Tr(H )6+ H1
+u H2. Assume now that H ′ is a hypergraph on Ω such that
H ′ 6+ Hi , for i = 1,2. Then Tr(Hi ) 6+ Tr(H ′), by Lemma 1.35. Hence H 6+
Tr(H ′), by Remark 1.19. So by Lemma 1.35 H ′ = Tr(Tr(H ′)) 6+ Tr(H ). By Re-










Remark 1.40 In general, there is no equality between Tr(H1
−u H2) and the hyper-
graph Tr(H1)
−t Tr(H2), or between Tr(H1
−t H2) and Tr(H1)
−u Tr(H2), as Exam-
ples 1.41 and 1.42 show. This is so because we use Tr = Tr+ instead of Tr−. If we use Tr−
together with the operations
−t and −u, then we get a result analogous to the previous
lemma (see Lemma 1.43).
Example 1.41 Let us consider the hypergraphs H1 = {{1}, {2,3}}, H2 = {{1,2}, {3}} on
the finite set Ω = {1,2,3}. Then H1
−u H2 = {{1}, {2}, {3}}, and so Tr(H1
−u H2) = {Ω}.
However, we have Tr(H1) = {{1,2}, {1,3}}, and Tr(H2) = {{1,3}, {2,3}}; hence Tr(H1)
−t
Tr(H2)= {{1,2}, {1,3}, {2,3}}.
Example 1.42 Let us now consider any non-empty hypergraph H1 and the hyper-
graph H2 = {;}.
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1) We have H1
−t H2 = H1, so Tr(H1




2) Analogously, we have that H1
−u H2 = {;} and so Tr(H1




Lemma 1.43 The mapping:
(Hyp(Ω),6−,
−t, −u)→ (Hyp(Ω),6−, −t, −u), H 7→Tr−(H )
is an involutive anti-automorphism of lattices; that is, if H1,H2 are hypergraphs on Ω,


























= (Tr+(H c1 ))c −t (Tr+(H c2 ))c
=Tr−(H1)
−tTr−(H2).
The second statement follow by applying the first equality to the hypergraphs Tr−(H1)
and Tr−(H2) and taking into account the involutive property of the operation Tr−.
Remark 1.44 The complementary operation is an isomorphism of lattices between the
lattices (Hyp(Ω),6+,
+t, +u) and (Hyp(Ω),6−, −t, −u), while the transversal operations Tr+
and Tr− are anti-isomorphism (see Lemma 1.35). In Table 1.3 we establish the behaviour
of the neutral elements of these lattices (see Remark 1.23 and Table 1.2) with respect to
these operations.
We end this chapter stating and proving a result that let us to compute the transversal
of a hypergraph recurrently using the operation
+u. This result can be found in [4],
although with a different notation.
Proposition 1.45 Let Ω be a finite set. If H = {A1, . . . , Am} ∈Hyp(Ω), then:
Tr(H )=U1,A1
+u ·· · +uU1,Am .
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{;} (·)c←→ {Ω}
Tr+(·) l l Tr−(·)
; (·)c←→ ;
Table 1.3 Behaviour of the hypergraphs ;, {;} and {Ω} with respect to the com-
plementary and transversal operations.
Proof. Let A ∈H . As H is a hypergraph, it is straightforward to check that:
H = (H \ {A})∪ {A} = (H \ {A}) +t {A}.
Therefore, by Lemma 1.39, we have:
Tr(H )=Tr((H \ {A}) +t {A})
=Tr(H \ {A}) +uTr({A})
=Tr(H \ {A}) +uU1,A.
By recurrence, we get the result.
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CHAPTER 2
DOMINATION HYPERGRAPHS
In this chapter we introduce several hypergraphs associated with a graph, with special
emphasis on the hypergraph whose elements are the minimal dominating sets of ver-
tices of the graph (the domination hypergraph of the graph), and study the relationships
among them. Then we investigate the problem of when a given hypergraph is a domi-
nation hypergraph and give complete answers in the case that the hypergraph has small
order or size and in the case the hypergraph is a uniform hypergraph.
2.1 Graphs
In this section we introduce the standard notations and definitions on graphs that we
will use throughout the thesis (for general references on graph theory see [10, 44]).
A graph G is an ordered pair (V (G),E(G)) comprising a non-empty finite set V (G) of
vertices together with a possibly empty set E(G) of edges which are two-element subsets
of V (G). If {x, y} ∈ E(G) is an edge of G , then x and y are said to be adjacent vertices.
An isolated vertex is a vertex of the graph that is not adjacent to any other vertices; that
is, a vertex that does not belong to any edge of the graph. We denote by V0(G) the set
of isolated vertices of G . The degree of a vertex x, denoted by deg(x), is the number of
vertices adjacent to it. Thus:
V0(G)= {x ∈ V (G) : deg(x)= 0}.
Remark 2.1 We can consider the set of edges E(G) of G as a uniform hypergraph
on V (G) of rank 2. The order and size of the hypergraph E(G) coincide with the or-
der and size of the graph G . Moreover, we have Gr(E(G))= V (G) \ V0(G) and Int(E(G))
is the set of vertices of degree |V (G)|−1. We also observe that a graph G is isomorphic
to a graph G ′ if and only if the hypergraph E(G) is isomorphic to the hypergraph E(G ′).
The open neighborhood of a vertex x of the graph G is the set of vertices adjacent to it:
N(x)= {y ∈ V (G) : {x, y} ∈ E(G)}.
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The closed neighborhood of a vertex x of the graph G is the set of vertices:
N[x]= {x}∪N(x).
We denote by N[G] the family of closed neighborhoods of vertices of G ; that is:
N[G]= {N[x] : x ∈ V (G)} .
The family N[G] is also known as the star system of the graph G . In general, N[G] could
be a multiset. The set of minimal closed neighborhoods of G is a hypergraph on V (G),
which we will denote by N [G]; that is:
N [G]=min(N[G]).
Lemma 2.2 The ground set of the hypergraph N [G] is V (G) and the intersection set of
N [G] is the set of vertices of degree |V (G)|−1.
Proof. If x ∈ V (G), then there exists a minimal element N[y] ∈N [G] such that N[y]⊆
N[x]. Then:
y ∈ N[y]⊆ N[x]⇒ y ∈ N[x]⇒ x ∈ N[y].
Thus Gr(N [G]) = V (G). The second statement follows from the equality Int(N [G]) =
Int(N[G]).
Remark 2.3 From the previous lemma, N [G] is a hypergraph with ground set V (G)
and therefore has order |V (G)|. Its size is less or equal than |V (G)|. Moreover, we have:
corank(N [G]) = δ(G)+ 1 and rank(N [G]) 6 ∆(G)+ 1, where δ(G) and ∆(G) are the
minimum and maximum degree of G , respectively.
2.2 The domination hypergraph of a graph
2.2.1 Dominating sets
A dominating set for a graph G = (V (G),E(G)) is a subset D of V (G) such that every
vertex not in D is adjacent to at least one member of D.
From the definition it is clear that a subset D of vertices is a dominating set of the graph
G if and only if D ∩N[x] 6= ;, for every vertex x ∈ V (G). Therefore, a subset of vertices
D is a dominating set of G if and only if the closed neighborhoods of the vertices in D
constitute a covering of the set of vertices of the graph; that is, D is a dominating set if
and only if
⋃
x∈D N[x]= V (G).
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Since any superset of a dominating set of G is also a dominating set of G , the collection
D(G) of the dominating sets of a graph G is a monotone increasing family of subsets of
the set of vertices V (G); that is:
D(G) ∈ Inc(V (G)).
Therefore, D(G) is uniquely determined by the family min(D(G)) of its inclusion-min-
imal elements. If we denote by D(G) = min(D(G)) the family of the inclusion-minimal
dominating sets of the graph G , then D(G) is a hypergraph on V (G) and we have:
D(G)=min(D(G)) and D(G)=D(G)+.
We say that D(G) is the domination hypergraph of the graph G .
Remark 2.4 If G1 and G2 are isomorphic graphs, then D(G1) and D(G2) are isomor-
phic hypergraphs. However the converse statement is no true, as the following example
shows. Let G1 and G2 be the graphs with vertex set V (G1) = V (G2) = {1,2,3,4} and edge
sets given by:
E(G1)= {{1,2}, {3,4}} and E(G2)= {{1,2}, {2,3}, {3,4}}.
It is clear that G1 and G2 are not isomorphic graphs, but:
D(G1)=D(G2)= {{1,4}, {1,3}, {2,4}, {2,3}}.
Now we are going to prove that Tr(D(G))=N [G] (see Corollary 2.6).
Proposition 2.5 If G is a graph and D(G)= {D1, . . . ,Ds }, then:
N [G]=min{ {a1, . . . , as } : ai ∈ Di for 1É i É s } .
Proof. Let us denote H = { {a1, . . . , as } : ai ∈ Di for 1É i É s }, and let:
H ′ = {X ⊆ V (G) : X ∩D 6= ; for all D ∈D(G)}.
On one hand, observe that min(H) = min(H ′) (however H and H ′ are not necessarily
equal). On the other hand, from the definition of dominating set we get that N[x] ∈ H ′
for all x ∈ V (G), and hence it follows that N [G] ⊆ H ′. Therefore, to prove the equality
N [G]=min(H), it is enough to show that if X ∈ H ′, then there exists x ∈ V (G) such that
N[x]⊆ X .
Let X ⊆ V (G) be a subset of vertices of G such that X ∩D 6= ; for all D ∈ D(G). Let
us assume that N[x] 6⊆ X for all x ∈ V (G). In such a case let bx ∈ N[x] \ X , and let
B = {bx : x ∈ V (G)}. Observe that B∩N[x] 6= ; for all x ∈ V (G). So B is a dominating set
of the graph G . Therefore there exists an inclusion-minimal dominating set D0 ∈ D(G)
such that D0 ⊆ B. Since D0 ∈D(G), the intersection X∩D0 is non-empty. Thus X∩B 6= ;,
and this leads us to a contradiction because B ⊆ V (G)\X . This completes the proof.
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Corollary 2.6 If G is a graph, then:
Tr(D(G))=N [G] and Tr(N [G])=D(G).
Proof. Both properties follow easily from the previous proposition. However, they
can be proved directly from the definition. Indeed, recall a subset X of vertices is a
dominating set of G if and only if X ∩N[x] 6= ;, for every vertex x ∈ V (G). Hence:
Tr(N [G])=min{X : X ∩ A 6= ;, for all A ∈N [G]}
=min{X : X ∩ A 6= ;, for all A ∈ N[G]}
=min(D(G))=D(G).
Corollary 2.7 If G1 and G2 are graphs with the same vertex set, then D(G1) = D(G2) if
and only if N [G1]=N [G2].
Proof. It is a direct consequence of the definitions and Corollary 2.6.
It is easy to check that for graphs G1 and G2 of order n 6 3, the condition N [G1] =
N [G2] implies G1 = G2. However, for every n > 4 there exist non-isomorphic graphs
of order n with the same inclusion-minimal closed neighborhoods. Let us show an
example.
Example 2.8 For n = 4, the non-isomorphic graphs G1 and G2 with set of vertices
V (G1)= V (G2)= {1,2,3,4} and edges:
E(G1)= {{1,2}, {3,4}}, E(G2)= E(G1)∪ {{2,3}}
satisfy:
N [G1]=N [G2]= {{1,2}, {3,4}};
while for every n> 5, the non-isomorphic graphs G1 and G2 with set of vertices V (G1)=
V (G2)= {1,2, . . . , n} and edges:
E(G1)= {{1,2}, {2,3}, {3,4}, . . . , {n −1, n}}
E(G2)= E(G1)∪ {{2, n −1}}
verify that:
N [G1]=N [G2]= {{1,2}, {2,3,4}, . . . , {n −3, n −2, n −1}, {n −1, n}}.
Proposition 2.9 Let G be a graph.
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1) The hypergraph D(G) has ground set V (G).
2) Int(D(G))= V0(G), the set of isolated vertices of G .
3) D(G)= {V (G)} if and only if E(G)=;.
Proof.
1) By Lemma 1.29, both a hypergraph and its transversal hypergraph have the same
ground set. By Corollary 2.6, we know that Tr(D(G)) = N [G]; so by Lemma 2.2,
D(G) has also ground set V (G).
2) If x ∈ V0(G), then N[x]= {x} and thus N[x] ∈N [G]. By Corollary 2.6, N[x]∩D 6= ;,
for all D ∈ D(G); that is, x ∈ D, for all D ∈ D(G). Conversely, assume that x ∈ D, for
all D ∈D(G). Then {x} ∈Tr(D(G))=N [G]; hence x ∈ V0(G).
3) It is a direct consequence of the definitions.
We summarize the main parameters of the hypergraph D(G):
• The ground set is V (G); the size, that is the number of hyperedges, can be arbi-
trary. Consequently, the order of D(G) is |V (G)|.
• The corank, the minimum cardinality of a dominating set of G , is called the dom-
ination number of G and is denoted by γ(G).
• The rank of D(G), the maximum cardinality of a minimal dominating set of G , is
called the upper domination number of G and is denoted by Γ(G).
Both parameters have been extensively studied (see [23, 24]).
We end this section proving a interesting result about minimal dominating sets. Similar
results can be found in [38].
Proposition 2.10 If G is a graph with no isolated vertices, then for every D1 ∈ D(G),
there exists D2 ∈D(G) such that D1 ∩D2 =;.
Proof. Assume that D1 ∩D 6= ;, for all D ∈ D(G) \ {D1}. Then D1 ∈ Tr(D(G)) = N [G].
Hence, there exists x0 ∈ V (G) such that N[x0]⊆ D1 and N[x0] ∈N [G]. But then the set
D1 \ {x0} is a dominating set of G , if x0 is not an isolated vertex of G , contradicting the
fact that D1 is a minimal dominating set.
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2.2.2 Dominating and independent sets
Dominating sets of a graph are closely related to independent sets. An independent set
of a graph G is a set of vertices in G such that no two of them are adjacent. We denote by
I(G) the set of independent sets of G . It is clear that if I1 ∈ I(G) and I2 ⊆ I1, then I2 ∈ I(G).
Therefore the collection I(G) of independent sets of G is a monotone decreasing family
of subsets of V (G); that is:
I(G) ∈Dec(V (G))
and hence I(G) is uniquely determined by the set max(I(G)) of inclusion-maximal in-
dependent sets. Thus I (G)=max(I(G)) is a hypergraph on V (G) and we have:
I (G)=max(I(G)) and I(G)=I (G)−.
It is clear that an independent set is also a dominating set if and only if it is an inclusion-
maximal independent set. Therefore, any inclusion-maximal independent set of a graph
is necessarily also an inclusion-minimal dominating set (see [10]). Hence, we have that:
; 6=I (G)⊆D(G)⊆ D(G).
The following proposition summarizes the relationships between dominating sets and
independent sets.
Proposition 2.11 If G is a graph, then:
D(G)∩ I(G)=D(G)∩ I(G)= D(G)∩I (G)=D(G)∩I (G)=I (G).
Proof. Recall that an independent set is also a dominating set if and only if it is an
inclusion-maximal independent set, that is D(G)∩ I(G) = I (G). Clearly this equality,
together with the fact that I (G)⊆D(G), implies all the others.
As the main object of study of this thesis is D(G), we will also denote by Dind(G) the
hypergraph of independent sets of G ; that is:
Dind(G)=
{
D ∈D(G) : D is an independent set }=I (G).
The hypergraph Dind(G) is called the domination-independence hypergraph of the graph
G .
Remark 2.12 We observe that Dind(G) ⊆ D(G), although, in general, the inclusion is
not an equality; that is, there are graphs satisfying Dind(G)=D(G) and graphs satisfying
Dind(G) D(G). See Example 2.13 below.
Example 2.13 Let us show that the complete graphs Kn of order n ≥ 1 and the stars
K1,n−1 of order n > 3 are graphs satisfying Dind(G) = D(G), while paths Pn of order
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n> 6 satisfy Dind(G) D(G). Indeed, the inclusion-minimal dominating sets of Kn are
the sets with exactly one vertex and these sets are all inclusion-maximal independent
sets; whereas the graph K1,n−1 has two inclusion-minimal dominating sets, the set of
vertices of degree 1 and the set with the vertex of degree n −1, and both are inclusion-
maximal independent sets. Hence, Dind(Kn) = D(Kn) and Dind(K1,n−1) = D(K1,n−1).
Now let us show that this equality does not hold whenever the graph is a path of order
at least 6. Let Pn be the path of order n > 6 with set of vertices V (Pn) = {1, . . . , n} and
edges E(Pn) = {{1,2}, {2,3}, . . . , {n −1, n}}. By Proposition 2.9, there exists an inclusion-
minimal dominating set D′ of the graph Pn − {1,2,3,4,5} containing the vertex 6. It is
clear that the set {2,3}∪D′ is an inclusion-minimal dominating set of Pn , but it is not an
inclusion-maximal independent set of Pn . Therefore, Dind(Pn) D(Pn) if n> 6.
Lemma 2.14 If G is a graph, then:
1) for every vertex x ∈ V (G), there exists D ∈Dind(G) such that x ∈ D;
2) for every non-isolated vertex x of G , there exists D ∈Dind(G) such that x ∉ D.
Proof. Consider a vertex x ∈ V (G) of the graph G . Observe that if D is an inclusion-
maximal independent set of the subgraph G −N[x] of G induced by V (G) \ N[x], then
D∪ {x} is an inclusion-maximal independent set of G . Hence, x ∈ D∪ {x} ∈Dind(G); that
is, there exists an inclusion-maximal independent set containing x.
Moreover, if x is a non-isolated vertex of the graph G , then there exists a vertex y ∈
V (G) such that x ∈ N[y]. Hence, an inclusion-maximal independent set D of the graph
G −N[y] together with the vertex y is an inclusion-maximal independent set of G not
containing x; that is, x 6∈ D ∪ {y} ∈Dind(G).
Proposition 2.15 Let G be a graph.
1) The hypergraph Dind(G) has ground set V (G).
2) Int(Dind(G))= V0(G), the set of isolated vertices of G .
3) Dind(G)= {V (G)} if and only if E(G)=;.
Proof. The first statement follow from Lemma 2.14. The other two are immediate con-
sequences of the definitions.
Next we are going to demostrate that the hypergraph Dind(G) uniquely determines the
graph G .
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Proposition 2.16 If G is a graph and Dind(G)= {D1, . . . ,Dt }, then:
E(G)=min{ {a1, . . . , at } : ai 6∈ Di for 1É i É t } .
Proof. Let us denote H = { {a1, . . . , at } : ai ∉ Di for 1É i É t }.
By Proposition 2.15, if G has no edges, then Dind(G) = {V (G)}. Therefore, if G has no
edges then H =;, and so min(H)=;= E(G).
Now assume that E(G) 6= ;. In such a case, in order to prove the equality E(G)=min(H),
it is enough to show that E(G)⊆ H and that for all A ∈ H , there exists e ∈ E(G) such that
e ⊆ A.
First we prove that E(G) ⊆ H . Let {x, y} ∈ E(G). Hence, for every independent set Di ,
1 É i É t , we have that either x ∉ Di or y ∉ Di . Since x is a non-isolated vertex, without
loss of generality we may assume that there exists ` ∈ {1, . . . , t −1} such that x 6∈ Di if and
only if 1 É i É ` (observe that, since E(G) 6= ;, from Lemma 2.14 it follows that t Ê 2).
Hence, for ` < i É t we get that x ∈ Di and thus y ∉ Di . Set a1 = ·· · = a` = x and set
a`+1 = ·· · = at = y . Then {x, y} = {a1, . . . , a`, a`+1, . . . , at } ∈ H , and so we conclude that
E(G)⊆ H .
To finish, we must prove that if A ∈ H then there exists e ∈ E(G) such that e ⊆ A. Let A ∈
H . Assume, on the contrary, that A is an independent set of vertices. Thus, there exists
an inclusion-maximal independent set A′ such that A ⊆ A′. Since inclusion-maximal
independent sets are inclusion-minimal dominating sets, there exists i0 ∈ {1, . . . , t } such
that A′ = Di0 . Therefore, a ∈ Di0 for any a ∈ A, leading to a contradiction because A =
{a1, . . . , at } with ai ∉ Di . This completes the proof of the proposition.
As a consequence of the previous proposition and the definitions we get the following
corollary.
Corollary 2.17 If G is a graph, then:
Tr(Dind(G)
c)= E(G) and Dind(G)= (Tr(E(G)))c .
Proof. The first equality is an immediate consequence of Proposition 2.16 and the sec-
ond follows easily from the first one by applying the transversal and the complemen-
tary.
Corollary 2.18 Let G1 and G2 be graphs with same vertex set. Then Dind(G1)=Dind(G2)
if and only if G1 =G2.
Proof. It is a direct consequence of the definitions and Corollary 2.17.
Remark 2.19 Let G be a graph. It is clear that if G ′ is a graph such that D(G ′) =D(G),
then Dind(G
′) ⊆ D(G). However, the converse is not true, as Example 2.20 shows. So,
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determining all graphs G ′ such that D(G ′) = D(G) is not equivalent to determining all
possible graphs G ′ such that Dind(G ′) ⊆ D(G). In Subsection 2.4.2 we deal with graphs
with the same domination hypergraphs.
Example 2.20 If G is the graph with vertex set V (G) = {1,2,3,4} and edge set E(G) =
{{1,2}, {2,3}, {3,4}, {1,4}}, and G ′ is the graph with vertex set V (G ′) = V (G) and edge set
E(G ′)= {{1,2}, {2,4}, {3,4}}, then we have that:
Dind(G
′)= {{1,3}, {1,4}, {2,3}}
and that:
D(G)= {A ⊆ V (G) : |A| = 2}.
So Dind(G
′) D(G), while D(G ′) 6=D(G), because {1,2} 6∈D(G ′).
In the following proposition we give an upper bound of the size of the hypergraph of
independent dominanting sets of a graph G .
If n > 1 is an integer, we denote by ι(n) the maximum cardinality of the hypergraphs
Dind(G), where G is a graph of order n.
Proposition 2.21 If n > 1, then ι(n)6 Fn , where Fn is the n-the term of the Fibonacci
sequence F0 = F1 = 1, and Fn = Fn−1 +Fn−2, for n> 2.
Proof. We use complete induction on the order n. Set V (G)= {1, . . . , n}.
If n = 1, then V (G)= {1} and E(G)=;. In this case, we have Dind(G)= {{1}}, so ι(1)= 1=
F1. If n = 2, then V (G)= {1,2} and we have two cases: either E(G)=; or E(G)= {{1,2}}.
In the first case, we have Dind(G) = {{1,2}} and in the second case, we have Dind(G) =
{{1}, {2}}. Hence ι(2)= 2= F2.
Assume that ι(k) 6 Fk , for all integers k such that 2 6 k 6 n − 1. Let G be a graph
of order n and let us consider a vertex x ∈ V (G). Let N[x] = {x, x1, . . . , xr } the closed
neighborhood of x. We partition Dind(G) into two sets Dind(G)=D1∪D2, where D ∈D1
if and only if x ∉ D, and D ∈ D2 if and only if x ∈ D. Observe that D1 =; if and only if
x ∈ V0(G). If D ∈ D1, then D is a maximal independent set of the graph G − x, that has
order n−1; that is D1 ⊆Dind(G−x). By hypothesis of induction we have |D1|6 ι(n−1)6
Fn−1. Now let D ∈D2. As D is an independent set of vertices of G , we have x1, . . . , xr ∉ D.
Hence D − {x} is a maximal independent set of the graph G −N[x]. By hypothesis of
induction, we have |D2|6 Fn−r−1 6 Fn−2, this last inequality because x ∉ V0(G) and so
r > 1. Therefore we have proved that ι(n)6 Fn−1 +Fn−2 = Fn .
We summarize the main parameters of the hypergraph Dind(G):
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• The order is n, because the ground set is V (G). Proposition 2.21 gives us some
information about the maximum value that the size of Dind(G) can have.
• The corank, that is the minimum cardinality of an independent dominating set of
G , is called the independent domination number of G and is denoted by i (G).
• The rank of Dind(G), that is the maximum cardinality of a independent domi-
nating set of G , is called the independence number of G and is denoted by α(G).
Both parameters i (G) and α(G) have been extensively studied (see [23, 24, 21]).
2.2.3 Domination hypergraphs of the disjoint union and the join of graphs
Let G1, . . . ,Gr be r Ê 2 graphs with pairwise disjoint sets of vertices. The disjoint union
G1 +·· ·+Gr of G1, . . . ,Gr is the graph with:
V (G1 +·· ·+Gr )= V (G1)∪·· ·∪V (Gr ), and
E(G1 +·· ·+Gr )= E(G1)∪·· ·∪E(Gr );
while the join G1 ∨·· ·∨Gr of G1, . . . ,Gr is the graph with:
V (G1 ∨·· ·∨Gr )= V (G1)∪·· ·∪V (Gr ), and
E(G1 ∨·· ·∨Gr )= E(G1)∪·· ·∪E(Gr )∪
∪{{xi1 , xi2 } : xi1 ∈ V (Gi1), xi2 ∈ V (Gi2), i1 6= i2} .
The following lemma deals with the minimal dominating sets of these graphs. Its proof
is a straightforward consequence of the definitions. Observe that because of this lemma
we can reduce ourselves to connected graph when computing the domination hyper-
graph.
Lemma 2.22 If G1, . . . ,Gr are r Ê 2 graphs with pairwise disjoint sets of vertices, then
the domination hypergraphs of the graphs G1 +·· ·+Gr and G1 ∨·· ·∨Gr are:
D(G1 +·· ·+Gr )=
{
D1 ∪·· ·∪Dr : Di ∈D(Gi )
}
,
D(G1 ∨·· ·∨Gr )=D(G1)∪·· ·∪D(Gr )∪
∪
{
{xi1 , xi2 } : xi j ∈ V (Gi j ),N[xi j ] 6= V (Gi j ), for i1 6= i2
}
;
and the domination-independence hypergraphs of these graphs are:
Dind(G1 +·· ·+Gr )=
{
D1 ∪·· ·∪Dr : Di ∈Dind(Gi )
}
,
Dind(G1 ∨·· ·∨Gr )=Dind(G1)∪·· ·∪Dind(Gr ).
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Remark 2.23 The domination and independence-domination hypergraphs of the com-
plete graph KΩ on the set of vertices Ω and the null graph KΩ are, respectively:
D(KΩ)=Dind(KΩ)= {{x} : x ∈Ω} ,
and:
D(KΩ)=Dind(KΩ)= {Ω} .
This computations can be done directly or by applying the previous lemma, since KΩ is
the join graph of the graphs K{x}, where x ∈Ω, and KΩ is the sum of K{x}, where x ∈Ω.
Remark 2.24 In particular, if G = KΩ1,...,Ωr is the complete multipartite graph with sta-
ble sets Ω1, . . . ,Ωr , then G = KΩ1 ∨·· ·∨KΩr , so:
D(G)= {Ω1, . . . ,Ωr }∪
{




Dind(G)= {Ω1, . . . ,Ωr } .
Remark 2.25 As a special case of the previous remark, if G is a star with center x, then
G = K{x},V (G)\{x} and thus:
D(G)=Dind(G)= {{x},V (G) \ {x}}.
2.2.4 Domination hypergraphs of graphs of order at most four
Now we are going to compute the domination hypergraphs and the independent dom-
ination hypergraphs of all graphs or order at most 4, up to isomorphism. The results
either follow easily from a direct computation or from the previous two lemmas and
remark.
It is easy to check that the number of non-isomorphic graphs G with 2, 3 or 4 vertices is
2, 4 and 11, respectively.
The domination hypergraphs D(G) of the two non-isomorphic graphs G with vertex set
V (G)= {a, b} are given in Table 2.1.
G E(G) D(G)
G2,1 ; {{a, b}}
G2,2 {{a, b}} {{a}, {b}}
Table 2.1 Dominating sets of graphs or order 2.
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G E(G) D(G)
G3,1 ; {{a, b, c}}
G3,2 {{a, b}} {{a, c}, {b, c}}
G3,3 {{a, b}, {a, c}} {{a}, {b, c}}
G3,4 {{a, b}, {a, c}, {b, c}} {{a}, {b}, {c}}
Table 2.2 Dominating sets of graphs of order 3.
G E(G) D(G)
G4,1 ; {{a, b, c, d}}
G4,2 {{a, b}} {{a, c, d}, {b, c, d}}
G4,3 {{a, b}, {b, c}} {{a, c, d}, {b, d}}
G4,4 {{a, b}, {c, d}} {{a, c}, {a, d}, {b, c}, {b, d}}
G4,5 {{a, b}, {a, c}, {b, c}} {{a, d}, {b, d}, {c, d}}
G4,6 {{a, b}, {b, c}, {c, d}} {{a, c}, {a, d}, {b, c}, {b, d}}
G4,7 {{a, b}, {a, c}, {a, d}} {{a}, {b, c, d}}
G4,8 {{a, b}, {a, d}, {b, c}, {c, d}} {{a, b}, {a, c}, {a, d}, {b, c}, {b, d}, {c, d}}
G4,9 {{a, b}, {a, c}, {a, d}, {b, c}} {{a}, {b, d}, {c, d}}
G4,10 {{a, b}, {a, c}, {a, d}, {b, c}, {b, d}} {{a}, {b}, {c, d}}
G4,11 {{a, b}, {a, c}, {a, d}, {b, c}, {b, d}, {c, d}} {{a}, {b}, {c}, {d}}
Table 2.3 Dominating sets of graphs of order 4.
In Table 2.2 we give the domination hypergraphs of the four non-isomorphic graphs G
with vertex set V (G)= {a, b, c}.
The domination hypergraphs of G with set of vertices V (G) = {a, b, c, d} are given in
Table 2.3.
Remark 2.26 Observe that the six non-isomorphic graphs G with n É 3 vertices sat-
isfy the equality Dind(G) = D(G). However, Dind(G4,k) = D(G4,k) for k 6= 6,8 while
Dind(G4,k) D(G4,k) for k = 6,8. Specifically, we have:
Dind(G4,6)= {{a, c}, {a, d}, {b, d}},
D(G4,6)= {{a, c}, {a, d}, {b, c}, {b, d}},
Dind(G4,8)= {{a, c}, {b, d}},
D(G4,8)= {{a, b}, {a, c}, {a, d}, {b, c}, {b, c}, {c, d}}.
Remark 2.27 In Appendix B we list all graphs of order 5, up to isomorphism, together
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with their respective domination and domination-independence hypergraphs. Such a
list has been computed using the sage program of Appendix A.
2.3 Other hypergraphs associated with a graph
2.3.1 Vertex covers
A set of vertices C of a graph G is a vertex cover of G if for every edge {x, y} ∈ E(G), either
x ∈C or y ∈C . We say that C covers the edges of G . It is clear that if C1 ⊆C2 ⊆ V (G) and
C1 is a vertex cover of G , then C2 is also a vertex cover of G . Thus the collection C(G)
of the vertex covers of the graph G is a monotone increasing family of subsets of V (G);
that is:
C(G) ∈ Inc(V (G)).
Hence, C(G) is uniquely determined by the family min(C(G)) of its inclusion-minimal
elements. We denote by C (G) = min(C(G)). Then C (G) is a hypergraph on V (G) and
we have:
C (G)=min(C(G)) and C(G)=C (G)+.
Proposition 2.28 A set C of vertices of a graph G is a vertex cover if, and only if, its
complement V (G) \C is an independent set. Thus we have:
C (G)c =Dind(G) and Dind(G)c =C (G).
Proof. It is a direct consequence of the definitions.
Observe that, by using the preceding proposition as well as the results of Subsection 1.4.1
and Proposition 2.15, as a hypergraph on V (G), the hypergraph C (G) has ground set:
Gr(C (G))= V (G) \ Int(Dind(G))= V (G) \ V0(G)
and intersection set:
Int(C (G))= V (G) \ Gr(Dind(G))= V (G) \ V (G)=;.
The main parameters of the C (G) as a hypergraph on V (G) are the following:
• the order is n;
• the rank is Λ(G), the upper vertex covering number of G ;
• the corank is β(G), the vertex covering number of G .
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Remark 2.29 If G is a graph, then, by Remark 1.26 and the previous proposition, we
get that:
rank(Dind(G))+corank(C (G))=α(G)+β(G)= |V (G)|.
This is precisely Gallai’s Theorem. Analogously, we have:
corank(Dind(G))+ rank(C (G))= i (G)+Λ(G)= |V (G)|.
For this and similar results, see [12, 23].
2.3.2 Pendant vertices
Let S be a set of vertices of a graph G = (V,E). We say that S is a pendant set of vertices
of G if there exists a spanning forest F of G such that S is formed by the set of leaves of
every connected component of F with at least 3 vertices and exactly one vertex for each
connected component of F with exactly two vertices.
Let us denote by P(G) the family of pendant sets of vertices of G .
Lemma 2.30 The collection P(G) of pendant sets of vertices of a graph G is a monotone
decreasing family of subsets of the set of vertices of the graph G .
Proof. Let S be a pendant set of vertices, x ∈ S and S′ = S\{x}. Let F be a spanning forest
of G = (V,E) such that S is the set of leaves of every connected component of F with at
least 3 vertices and exactly one vertex for each connected component of F with exactly
two vertices. Let y ∈ V be such that {x, y} ∈ E(F ). We distinguish the following cases. If
degF (y)> 3 or degF (y)= 1, then consider the forest F ′ = F − {{x, y}} obtained from F by
removing the edge {x, y}. If degF (y)= 2 and the connected component containing x and
y is not a path, then consider the forest F ′ obtained by removing all the edges in the path
from x to a vertex of degree at least 3 in F . If degF (y)= 2 and the connected component
containing x and y is a path, then consider the forest F ′ obtained by removing all the
edges of the path, except the edge incident to the other leaf. It is easy to check that S′ is
a pendant set of vertices of G with F ′ as associated forest.
By applying repeatedly this reasoning, we have that every subset of S is a pendant set of
vertices of G .
Thus, for any graph G we have:
P(G) ∈Dec(V (G)).
Hence P(G) is univocally determined by its set P (G)=max(P(G)) of inclusion-maximal
elements. Then P (G) is a hypergraph on V (G) and we have:
P(G)=P (G)− and P (G)=max(P(G)).
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Proposition 2.31 If G = (V,E) is a graph and S ⊆ V , then, S is a pendant set of vertices
of G if and only if V \ S is a dominating set of G . Therefore we have:
P (G)c =D(G) and D(G)c =P (G).
Proof. Let S be a pendant set of vertices of G . By definition, every vertex in S is a leaf
of a spanning forest adjacent to a vertex in V \ S. Therefore, V \ S is a dominating set
of G . Now suppose that V \ S is a dominating set. For each vertex x ∈ S, choose one
edge e(x) ∈ E joining x with a vertex in V \ S (we know that it exists, because V \ S is a
dominating set of G). Let E ′ = {e(x) : x ∈ V \S}. By construction, F = (V,E ′) is a spanning
forest of G .
Observe that, by using the preceding proposition as well as the results of Subsection 1.4.1
and Proposition 2.15, as a hypergraph on V (G), the hypergraph P (G) has ground set:
Gr(P (G))= V (G) \ Int(D(G))= V (G) \ V0(G)
and intersection set:
Int(P (G))= V (G) \ Gr(D(G))= V (G) \ V (G)=;.
The main parameters of the P (G) as a hypergraph on V (G) are the following:
• the order is n.
• the rank is the parameter εF (G), the maximum number of pendant edges in a
spanning forest (see [23]).
Remark 2.32 If G is a graph, then, by the previous proposition and Remark 1.26, we
get that:
corank(D(G))+ rank(P (G))= γ(G)+εF (G)= |V (G)|.
This is Nieminen’s Theorem (see [12, 23]).
2.3.3 Relationships among the hypergraphs associated with a graph
In Table 2.4 we summarize all the relationships among the hypergraphs associated with
a graph we have studied so far.
Remark 2.33 To our knowledge, empty slots of Table 2.4 are unknown. However, some
of them might be related to the operation Tr− instead of Tr=Tr+ (see Subsection 1.4.2).
Namely, hypergraphs coming from monotone-increasing families are related to the par-
tial order6+, and then we have to consider Tr+; while those hyperhraphs coming from
monotone-decreasing families are related to 6−, so we have to take into account Tr−.
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For example, as H = D(G) arises from a monotone-increasing family, namely D(G),
we have to consider the operation Tr+; while as H = Dind(G) arises from a monotone-
decreasing family, namely I(G), we have to consider the operation Tr−. Hence, by ap-




)c = E(G)c ,
the second equality because of Lemma 2.17.
H H c Tr(H )




C (G) Dind(G) E(G)
P (G) D(G)
Table 2.4 The hypergraphs associated with a graph G , their complementaries and
their transversal hypergraphs.
The main objects of study of this thesis are the domination hypergraphs. The other
hypergraphs are given in terms of domination hypergraphs as it is shown in Table 2.5.
However, we will deal mainly with D(G) and we stress that almost everything can done
with hypergraphs of the form Dind(G).





Table 2.5 The hypergraphs associated with a graph G in terms of D(G) and Dind(G).
2.4 Domination hypergraphs
From now on we will focus only on dominating sets of vertices of graphs. We observe
that everywhere we consider a dominating set we could also consider an independent-
dominating set and develop a similar theory.
2.4.1 Definitions and notation
Let Ω be a finite set. We say that a hypergraph H on Ω is a domination hypergraph if
there exists a graph G with vertex set V (G)=Gr(H )⊆Ω and minimal dominating sets
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D(G) = H . Moreover, in such a case we say that the graph G is a graph realization of
the hypergraph H .
Remark 2.34 Observe that there exist domination hypergraphs H with more than one
graph realization; that is, there exist hypergraphs H such that H =D(G)=D(G ′) with
G , G ′ two different graphs (see Remark 2.4). So, a domination hypergraph H does not
necessarily stem from a unique graph G . We can even have two non-isomorphic graphs
with the same domination hypergraph. However, from Proposition 2.9 it follows that,
if G and G ′ are two different graphs with H = D(G) = D(G ′), then V (G) = V (G ′). In
Section 2.4.2 we study this issue in more detail.
Remark 2.35 Observe that if H =D(G) is a domination hypergraph, then H belongs
to Hyp0(V (G)); that is, Gr(H )= V (G).
Let us denote by DomHyp0(Ω) the set whose elements are the domination hypergraphs
with ground set Ω, that is, the hypergraphs H with ground set Ω such that H = D(G)
for some graph G with vertex set V (G) =Ω; and let us denote by DomHyp(Ω) the set
whose elements are the domination hypergraphs on Ω, that is, the hypergraphs H with
ground set a subset Ω′ of Ω such that H = D(G) for some graph G with vertex set










It is clear that:
DomHyp0(Ω)⊆DomHyp(Ω).
However, in general, the previous inclusion is not an equality. Let us show an example.
Example 2.36 Let Ω= {1,2,3,4}. From the description of the domination hypergraphs
of the non-isomorphic graphs of order at most four given in Subsection 2.2.4, we know
that there are ten non-isomorphic domination hypergraphs with ground set Ω, that is,
belonging to DomHyp0(Ω). Whereas there are seventeen non-isomorphic domination
hypergraphs onΩ, that is, in DomHyp(Ω). For example, H = {{1}, {2,3}} ∈DomHyp(Ω),
but H ∉DomHyp0(Ω).
Not all hypergraphs are domination hypergraphs, as Example 2.37 shows.
Example 2.37 Let Ω = {1,2,3,4}. Let us consider the hypergraph H = {{1,2}, {3,4}} on
Ω. Then there does not exist any graph G such that V (G)⊆Ω and H =D(G). Indeed, we
only have to check that the hypergraph H does not coincide with any of the domination
hypergraphs of Table 2.3 (that is, the hypergraph H is not isomorphic to any of the
domination hypergraphs appearing on the table).
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To conclude this section, we state the following proposition that will be used often.
Proposition 2.38 If H is a hypergraph on Ω, then H is a domination hypergraph on
Ω if and only if there exists a graph G such that H =Tr(N [G]).
Proof. It is an easy consequence of the definition of domination hypergraph and Corol-
lary 2.6.
2.4.2 Realizations. Codominating graphs
We say that the graphs G1 and G2 are codominating graphs if and only if both graphs
have the same vertex set and D(G1)=D(G2); that is, if they are graph realizations of the
same domination hypergraph.
In Remark 2.19 we have explored the relationship between codomination and indepen-
dence. In this subsection we deal with this issue from a different point of view. Namely,
in the following proposition we study a way of adding edges to a graph while keeping
invariant its domination hypergraph; that is, both the original graph and the resulting
graph are codominating graphs. Iterating the construction of this proposition we end
up in a saturated graph; that is, adding one more edge to that graph changes its domi-
nation hypergraph. This result can be found in [29]; we present here a different proof.
Proposition 2.39 Let G = (V,E) be a graph and set N [G]= {N[x1], . . . ,N[xr ]}. Assume
that r ≤ n − 1 and that there exist non-adjacent vertices y1, y2 of G such that y1, y2 ∉
{x1, . . . , xr }. Then the graphs G ′ = (V,E ∪ {{y1, y2}}) and G are codominating graphs; that
is, D(G ′)=D(G).
Proof. Let us denote by NG[x] the closed neighborhood of the vertex x in G and by
NG ′[x] the corresponding set in G ′. By definition of G ′, we have:
• NG ′[x]= NG[x], for all x ∈ V \ {y1, y2},
• NG ′[y1]= NG[y1]∪ {y2}, and
• NG ′[y2]= NG[y2]∪ {y1}.
Therefore, NG ′[y1] and NG ′[y2] are not inclusion-minimal elements of N[G ′], because
NG[y1] and NG[y2] are neither inclusion-minimal elements of N[G]. Hence we deduce
that N [G]=N [G ′]. Thus, T r(N [G])= T r(N [G ′]); that is, D(G)=D(G ′).
We observe that Proposition 2.39 allows us to build a sequence of graphs with the same
domination hypergraph as a given graph.
Example 2.40 Let G , G ′ and G ′′ the graphs with vertex set V (G) = V (G ′) = V (G ′′) =
{1,2,3,4} and edge set E(G) = {{1,2}, {3,4}}, E(G ′) = E(G)∪ {{2,3}} and E(G ′′) = E(G)∪
{{1,4}}. Then D(G)=D(G ′)=D(G ′′).
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However, given two graphs with the same vertex set it is not always possible to get one
of them from the other one by applying this process, as the following example shows.
Example 2.41 Let us consider the bipartite complete graph G = K3,3, with stable sets
{1,2,3} and {a, b, c}, and the cartesian product G ′ = K3K2 with the same vertex set
V = {1,2,3, a, b, c} and cliques of order three generated by the sets {1,2,3} and {a, b, c}
(see Figure 2.1). Then it is easily seen that D(G) = D(G ′) and that adding or deleting
any edge to any of these graphs changes the domination hypergraph. Hence it is not















Figure 2.1 Two graphs with the same domination hypergraph.
Remark 2.42 In Appendix B we give a list of all the codominating graphs of order 5.
2.4.3 Necessary conditions and reductions
As mentioned before, not all hypergraphs are domination hypergraphs. The following
proposition provides a necessary condition for a hypergraph to be a domination hyper-
graph.
Proposition 2.43 If H is a domination hypergraph on Ω, then:
|Tr(H )| É |Gr(H )|.
Proof. If H ∈DomHyp(Ω), then, by applying Proposition 2.38, there exists a graph G
such that H = Tr(N [G]). Hence, applying the involutive property of the transversal
and Lemma 1.29, we get that:
|Tr(H )| = |N [G]| É |Gr(N [G])| = |Gr(Tr(N [G]))| = |Gr(H )|.
Let us see some examples.
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Example 2.44 Let Ω = {1,2,3, . . . , n} with n ≥ 5. Let us consider the hypergraph H =
{{1,2}, {3, . . . , n}} on Ω. We claim that H is not a domination hypergraph. Assume that it
is so. Then on one hand, by Proposition 2.43, we have |Tr(H )|6 |Gr(H )| = n. On the
other hand, we have:
Tr(H )= {{1, i } : 36 i 6 n}∪ {{2, i } : 36 i 6 n},
so |Tr(H )| = 2(n −2)> n, if n> 5. So we get a contradiction.
Example 2.45 Let us consider the uniform hypergraph Ur,Ω, with |Ω| = n > 1 and
36 r 6 n−1. Then Ur,Ω is not a domination hypergraph. On the contrary, assume that
it is so. Then, by Proposition 2.43, we have |Tr(Ur,Ω)|6 |Gr(Ur,Ω)| = n. We know that




. Hence we have:(
n
n − r +1
)
6 n
which implies that r 6 2 or r = n and we get a contradiction.
Example 2.46 Let Ω be a non-empty finite set. Let us consider a, b ∈Ω such that a 6= b
and let Ω′ =Ω\ {a, b}. We claim that then the hypergraph with ground set Ω:
H = {{a, b},Ω′∪ {a},Ω′∪ {b}}
is not a domination hypergraph. Let us prove our claim. On one hand, we have that
{x, a}, {x, b} ∈ Tr(H ), for all x ∈ Ω′. Hence |Tr(H )| > 2|Ω′|. On the other hand, if H
is a domination hypergraph, then, by Proposition 2.43, we have |Tr(H )|6 |Ω|. There-
fore, 2|Ω′| 6 |Ω| = |Ω′| + 2. So |Ω′| 6 2. If |Ω′| = 1, then |Ω| = 3, so Ω = {a, b, c} for
instance, and therefore H =U2,Ω, that is not a domination hypergraph because it does
not appear on Table 2.2. If |Ω′| = 2, then |Ω| = 4, so Ω= {a, b, c, d} for instance, and thus
H = {{a, b}, {a, c, d}, {b, c, d}}. In this case we can check that, up to isomorphism, this
hypergraph does not appear on Table 2.3, so it is not a domination hypergraph.
Remark 2.47 The problem of deciding whether a hypergraph is a domination hyper-
graph is related to the question of realizing a sequence as the degree sequence of a
graph. Indeed, if H is a domination hypergraph on a finite set Ω, say H = D(G),
then Tr(H )=N [G]. If N [G]= {N1,N2, . . . ,Nr } with |N1| Ê |N2| Ê · · · Ê |Nr |, then the se-
quence of integers (|N1|−1, |N2|−1, . . . , |Nr |−1) can be completed to a degree sequence,
actually the degree sequence of the graph G . This problem is related with the star system
problem, see [42].
Now we demonstrate two reduction results. The first one, Proposition 2.48, reduces
the study of whether a hypergraph is a domination hypergraph to the case when its
intersection set is empty. The second result, Proposition 2.49, reduces this study to the
case where the corank is at least 2.
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Proposition 2.48 Let Ω be a finite set. Let H be a hypegraph on Ω such that A =
Int(H ) 6= ;. Let H 〈A〉 = {B \ A : B ∈H }. Then the following properties hold.
1) If G is a graph such that H =D(G), then H 〈A〉 =D(G − A).
2) If G is a graph such that H 〈A〉 =D(G), then H =D(G +KA).
In particular, H ∈DomHyp(Ω) if and only if H 〈A〉 ∈DomHyp(Ω).
Proof. Assume that A 6= ; and that H = D(G). Then A = V0(G), so H 〈A〉 = D(G −
A). Assume now that H 〈A〉 = D(G). Then H = {B ∪ A : B ∈ H 〈A〉} and hence H is a
domination hypergraph on Ω, namely H =D(G +KA).
Proposition 2.49 Let Ω be a finite set. Let H ∈ Hyp(Ω) and assume that {x} ∈ H , for
some x ∈Ω. Then the following properties hold.
1) If G is a graph such that H =D(G), then H \ {{x}} =D(G −x).
2) If G is a graph such that H \ {{x}} =D(G), then H =D(G ∨K{x}).
In particular, H ∈DomHyp(Ω) if and only if H \ {{x}} ∈DomHyp(Ω).
Proof. If H = D(G) and {x} ∈ H , then deg(x) = |V (G)| − 1. Therefore H \ {{x}} =
D(G −x). The second statement is clear.
Remark 2.50 We observe that there is no reduction result concerning connected com-
ponents. For example, letΩ= {1,2,3,4} = {1,3}∪{2,4} and let us consider the hypergraph
H =H1∪H2, where H1 = {{1,3}} and H2 = {{2,4}}. Then the hypergraphs Hi are dom-
ination hypergraphs, for i = 1,2, but H is not the domination hypergraph of any graph,
as it is shown in Example 2.37.
2.4.4 Domination hypergraphs of small order or size
In this subsection we study hypergraphs of small order or size. Concretely, we identify
those hypergraphs with ground set of cardinality at most four and those hypergraphs
with one or two hyperedges which are domination hypergraphs. These results have to
be understood modulo isomorphism.
Domination hypergraphs of order 1
If Ω= {1}, then the only hypergraph with ground set Ω is H = {{1}} which is a domina-
tion hypergraph, namely H =D(KΩ).
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Domination hypergraphs of order 2
If Ω = {1,2}, then there are only two hypergraphs with ground set Ω: H1 = {{1,2}} and
H2 = {{1}, {2}}. Both hypergraphs are domination hypergraphs. Indeed: H1 = D(KΩ)
and H2 =D(KΩ). See Table 2.6.
H G s.t. D(G)=H Gi , j
H1 = {{1,2}} KΩ G2,1
H2 = {{1}, {2}} KΩ G2,2
Table 2.6 Hypergraphs with ground set Ω = {1,2}. The third column relates the
graph G of the second column with the graphs Gi , j of Table 2.1.
Domination hypergraphs of order 3
If Ω= {1,2,3}, then, up to isomorphism, there exist five hypergraphs with ground set Ω;
four of them are domination hypergraphs.
We summarize in Table 2.7 all these five hypergraphs as well as the graph realizations
of the corresponding hypergraph whenever it is a domination hypergraph. We observe
that each of the hypergraphs with ground set Ω which is a domination hypergraph has
only one graph realization. This can be seen by simple inspection of the domination
hypergraphs of graphs of order 3, found in Table 2.2. The actual graph realizations of
the second column can be computed by applying Proposition 2.48 for H3, and Proposi-
tion 2.49 for H4. The uniform hypergraph H2 =U2,Ω is the only hypergraph of order 3
that is not a domination hypergraph, because it does not appear on Table 2.2.
H G s.t. D(G)=H Gi , j
H1 = {{1,2,3}} KΩ G3,1
H2 = {{1,2}, {1,3}, {2,3}}
H3 = {{1,2}, {1,3}} K{2,3} +K{1} G3,2
H4 = {{1}, {2,3}} K{2,3} ∨K{1} G3,3
H5 = {{1}, {2}, {3}} KΩ G3,3
Table 2.7 Hypergraphs with ground set Ω = {1,2,3}. The third column relates the
graph G of the second column with the graphs Gi , j of Table 2.2. For the hypergraph
H2, we have computed its domination completions (see Section 3.2) in Table 4.3.
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Domination hypergraphs of order 4
If Ω= {1,2,3,4}, then, up to isomorphism, there exist twenty hypergraphs with ground
set Ω; ten of them are domination hypergraphs.
We summarize in Table 2.8 all these twenty hypergraphs as well as the graph realizations
of the corresponding hypergraph whenever this is a domination hypergraph. We ob-
serve that each of the hypergraphs with ground setΩwhich is a domination hypergraph
has only one graph realization, except for H10 (we will prove this in Proposition 2.52)
and for H13 that has nine non-isomorphic graph realizations (eight of them isomor-
phic to the path graph P4). This can be seen by simple inspection of the domination
hypergraphs of graphs of order 4, found in Table 2.3. The actual graph realizations of
the second column can be computed by applying Proposition 2.48 and Proposition 2.49,
except for H13.
Moreover, Propositions 2.48 and 2.49 have also been applied in several cases to prove
that the corresponding hypergraph is not a domination hypergraph. For example, H3
is the hypergraph (U2,Ω′)〈{1}〉, where Ω′ = {2,3,4} and using the notation of Proposi-
tion 2.48. By this proposition, H3 is a domination hypergraph if and only if U2,Ω′ is so;
but, by a direct inspection of Table 2.2, we can check that this hypergraph is not a dom-
ination hypergraph. Other cases have been treated using the fact that the transversal
hypergraph can not be equal to N [G] for any graph G (see Proposition 2.38).
Domination hypergraph with one hyperedge
If Ω be a finite set, then every hypergraph with one hyperedge on Ω is a domination
hypergraph; namely, if H = {A} ∈Hyp(Ω), then H =D(KA).
Domination hypergraph with two hyperedges
Proposition 2.51 Let Ω be a finite set. If H = {A,B} ∈Hyp(Ω), then H ∈DomHyp(Ω)
if and only if either |A \ B| = 1 or |B \ A| = 1.
Proof. Assume first that H = {A,B} is a domination hypergraph; that is, H = D(G)
for some graph G . Then V (G) = A ∪B and |A \ B| ≥ 1 or |B \ A| ≥ 1, because H is a
hypergraph. The transversal of H is:
N [G]=Tr(H )= {{x} : x ∈ A∩B}∪ {{a, b} : a ∈ A \ B, b ∈ B \ A}.
If |A \ B| ≥ 2 and |B \ A| ≥ 2, the sets {a1, b1}, {a1, b2}, {a2, b1} and {a2, b2}, where a1, a2 ∈
A \ B and b1, b2 ∈ B \ A are distinct elements, are closed neighborhoods of G . But if
{a1, b1} = N[a1], for example, then {a1, b2} = N[b2], which is not possible. Hence we
have arrived at a contradiction.
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H G s.t. D(G)=H Gi , j
H1 = {{1,2,3,4}} KΩ G4,1
H2 = {{1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}}
H3 = {{1,2,3}, {1,2,4}, {1,3,4}}
H4 = {{1,2,3}, {1,2,4}} K{3,4} +K{1,2} G4,2
H5 = {{1,2,3}, {1,2,4}, {3,4}}
H6 = {{1,2}, {1,3}, {1,4}, {2,3,4}}
H7 = {{1,2}, {1,3}, {2,3,4}}




H9 = {{1}, {2,3,4}} K{2,3,4} ∨K{1} G4,7
H10 = {{1,2}, {1,3}, {1,4}, {2,3}, {2,4}, {3,4}} see Prop. 2.52 G4,8
H11 = {{1,2}, {1,3}, {1,4}, {2,4}, {3,4}}
H12 = {{1,2}, {1,3}, {1,4}, {2,3}}
H13 = {{1,2}, {1,3}, {2,4}, {3,4}} K{1,4} +K{2,3}, P4 G4,6, G4,4
H14 = {{1,2}, {1,3}, {1,4}} K{2,3,4} +K{1} G4,5
H15 = {{1,2}, {1,3}, {2,4}}
H16 = {{1,2}, {3,4}}
H17 = {{1,2}, {1,3}, {2,3}, {4}}
H18 = {{1,2}, {1,3}, {4}} (K{2,3} +K{1})∨K{4} G4,9
H19 = {{1,2}, {3}, {4}} K{1,2} ∨K{3,4} G4,10
H20 = {{1}, {2}, {3}, {4}} KΩ
Table 2.8 Hypergraphs with ground set Ω= {1,2,3,4}. The third column relates the
graph G of the second column with the graphs Gi , j of Table 2.3. For the hyper-
graphs that are not domination hypergraphs, we have computed their domination
completions (see Section 3.2) in Table 4.6.
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Now we prove the converse statement. Assume now that |A \ B| = 1. Then H = {{a}∪
C ,B}, where a ∉ B and C  B. So the transversal hypergraph is:
Tr(H )= {{c} : c ∈C }∪ {{a, b} : b ∈ B \C }.
It is easy to check that this hypergraph is N [KC +(KB\C ∨K{a})]. Therefore H =D(KC +
(KB\C ∨K{a})) and so H ∈DomHyp(Ω).
2.4.5 Uniform domination hypergraphs
In this subsection we characterize the uniform hypergraphs that are domination hyper-
graphs.
Let Ω be a finite set of size |Ω| = n and let 1 É r É n. Recall that a hypergraph H on
Ω is called r-uniform if |A| = r for all A ∈ H . Recall also that we denote by Ur,Ω the
r-uniform hypergraph on Ω whose elements are all the subsets of Ω of size r ; that is,
Ur,Ω = {A ⊆Ω : |A| = r}.
The following proposition provides a characterization of the domination hypergraphs
of the form Ur,Ω, as well as the description of their graph realizations. This proposition
is partially stated in [28].
Proposition 2.52 Let Ω be a finite set of size |Ω| = n. Let 1 É r É n. Then Ur,Ω is a
domination hypergraph if and only if r = 1, or r = n, or r = 2 and n is even. Moreover,
the following statements hold.
1) The complete graph KΩ is the unique graph G such that U1,Ω =D(G).
2) The empty graph KΩ is the unique graph G such that Un,Ω =D(G).
3) If n = 2m, then there are (2m)!/(2m m!) graphs G such that U2,Ω =D(G). Namely,
G is any graph of the form G = KΩ1 ∨ ·· · ∨ KΩm , where Ω = Ω1 ∪ ·· · ∪Ωm and
|Ωi | = 2 for 1 É i É m; that is, G is any graph obtained from the complete graph
KΩ by deleting the edges of a perfect matching (the vertices of the sets Ωi are the
endpoints of each one of the edges of the perfect matching).
Proof. First, observe that statements 1) and 2) are a straightforward consequence of
the definitions. Next let us prove the third statement.
Assume that n = 2m is even. From the description of the minimal domination sets
of the join graph, Lemma 2.22, it follows that D(KΩ1 ∨ ·· · ∨KΩm ) = U2,Ω if Ω = Ω1 ∪
·· ·∪Ωm and |Ωi | = 2 for 1 É i É m. So the uniform hypergraph U2,Ω is a domination
hypergraph and the graphs of the form G = KΩ1 ∨·· ·∨KΩm are domination realizations
of U2,Ω. Conversely, let us prove that if G is a graph such that D(G) = U2,Ω then G is
obtained from the complete graph KΩ by deleting the edges of a perfect matching. So,
assume that D(G) = U2,Ω. Then from Corollary 2.6 it follows that N [G] = Tr(U2,Ω).
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Since Tr(U2,Ω) =U2m−1,Ω, hence N [G] =U2m−1,Ω; therefore all the vertices of G have
degree 2m −2, and consequently, the graph G is obtained from the complete graph KΩ
by deleting the edges of a perfect matching, as we wanted to prove.
From the above we conclude that if n = 2m is even, then U2,Ω = D(G) if and only if
G is a graph obtained from KΩ by deleting the edges of a perfect matching. It is well
known that the number of perfect matchings in a complete graph K2m is given by the
double factorial (2m −1)!!, that is, (2m)!/(2m m!). Hence, if n = 2m is even, then there
are (2m)!/(2m m!) graphs G such that D(G) = U2,Ω. This completes the proof of the
third statement.
To finish the proof of the proposition we must show that if 3 É r É n − 1, or if r = 2
and n is odd, then Ur,Ω is not a domination hypergraph. Otherwise, assume that there
exists a graph G with vertex set V (G)=Ω and such that D(G)=Ur,Ω. Since Tr(Ur,Ω)=
Un−r+1,Ω, from Corollary 2.6 we get that N [G] = Un−r+1,Ω. On one hand, the size of








)É n, and thus r = 2. At this point we have that G is a graph of order n
with N [G] = Un−r+1,Ω = Un−1,Ω. So, G is a (n −2)-regular graph of order n, which is
not possible if n is odd. This completes the proof of the proposition.
CHAPTER 3
COMPLETION AND DECOMPOSITION
This chapter presents the main theoretical results of the thesis. Section 3.1 is devoted to
the study of completions and decompositions of hypergraphs in a general framework.
In Section 3.2 we focus on the domination context. In the other sections, we present
specific results for upper domination completions with respect to6+. Besides the many
examples presented here in order to illustrate the theoretical results, on next chapter we
use them to perform several computations for some families of hypergraphs.
In the previous chapter we have seen that, in general, a hypergraph is not a domination
hypergraph. Therefore, a natural question that arises at this point is to determine how a
hypergraph can be transformed into a domination hypergraph. In this chapter we look
for domination completions of a hypergraph H , that is, we search for graphs G whose
associated domination hypergraphs D(G) are close to the hypergraph H . Concretely,
by taking into account the partial orders 6+ and 6− introduced in Chapter 1, we prove
that these domination completions of H exist. Moreover, we will prove that the dom-
ination completions of the hypergraph H define a poset whose minimal elements, the
minimal domination completions, provide a decomposition of the hypergraph H in the
sense that, all the elements of H can be obtained from the vertex dominating set of
suitable graphs. From this we conclude that the hypergraph H is uniquely determined
by its minimal domination completions. In addition, we demonstrate that the mini-
mum number of domination completions appearing in a decomposition of H allows
us to compute a tight lower bound for the distance between the hypergraph H and the
family of the domination hypergraphs.
Throughtout this chapter, we stress the difference of considering hypergraphs with
ground set Ω or on Ω.
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3.1 Completions and decompositions of hypergraphs
3.1.1 The four collections of completions of a hypergraph
Let Ω be a finite set. Let Σ ⊆ Hyp(Ω) be a non-empty collection of hypergraphs on Ω
and let H ∈ Hyp(Ω) be a hypergraph on Ω. We wish to identify hypergraphs in Σ that
are in some sense close to the hypergraph H . For this, we consider the subset of those
hypergraphs from Σ that lie above or below H with respect to either 6+ or 6−; that
is, we associate with H four different subsets of Σ, one for each choice of order (6+ or
6−) and side (above or below). We thus define:
Σ+u(H )=
{
H ′ ∈Σ : H 6+ H ′} ,
Σ+` (H )=
{
H ′ ∈Σ : H ′6+ H } ,
Σ−u(H )=
{
H ′ ∈Σ : H 6− H ′} ,
Σ−` (H )=
{
H ′ ∈Σ : H ′6− H } ,
and for ∗1 ∈ {+,−} and for ∗2 ∈ {u,`} we say that a hypergraph H ′ in Σ∗1∗2(H ) is a Σ∗1∗2 -
completion of H . The completions in Σ∗1u (H ) (respectively, in Σ
∗1
`
(H )) will be called
upper (respectively, lower) completions of H .
Remark 3.1 The computation of all these families for the hypergraphs ;, {;} and {Ω}
yields the results on Table 3.1.
H =; H = {;} H = {Ω}
Σ+u(H ) Σ Σ∩ {{;}} Σ\ {;}
Σ−u(H ) Σ Σ\ {;} Σ∩ {{Ω}}
Σ+
`
(H ) Σ∩ {;} Σ Σ∩ {;, {;}}
Σ−
`
(H ) Σ∩ {;} Σ∩ {;, {;}} Σ
Table 3.1 The families Σ∗1∗2(H ) for H =;, {;}, {Ω} and ∗1 ∈ {+,−} and ∗2 ∈ {u,`}.
The goal of this subsection is to prove that, under certain mild assumptions, these four
families of hypergraphs Σ∗1∗2(H ) are non-empty.
Proposition 3.2 Let Σ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Then
the following statements hold.
1) If U1,X ∈ Σ for all non-empty subsets X of Ω, then Σ+u(H ) 6= ; for all H ∈ Hyp(Ω)
such that H 6= {;}.
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2) If {X } ∈Σ for all non-empty subsets X of Ω, then Σ+
`
(H ) 6= ; for all H ∈Hyp(Ω) such
that H 6= {;}.
3) If (U1,X )c ∈Σ for all non-empty subsets X of Ω, then Σ−u(H ) 6= ; for all H ∈Hyp(Ω)
such that H 6= {Ω}.
4) If {X } ∈Σ for all proper subsets X of Ω, then Σ−
`
(H ) 6= ; for all H ∈Hyp(Ω) such that
H 6= {Ω}.
Proof. Set Ω= {x1, . . . , xn}.
1) By Lemma 1.15, the fact that H 6= {;} ensures that H 6+ U1,Ω = {{x1}, . . . , {xn}}. This,
together with the assumption that U1,Ω ∈Σ, gives Σ+u(H ) 6= ;.
2) Since H 6= {;}, it is clear that for every A ∈ H we have {A}6+ H . By assumption
{A} ∈ Σ if A is non-empty, hence we conclude that {A} ∈ Σ+
`




3) If H 6= {Ω}, then A  Ω for all A ∈ H . Hence, we have that H 6− Un−1,Ω. Thus
Σ−u(H ) 6= ;, because Un−1,Ω = (U1,Ω)c ∈Σ.
We also give a different proof of this statement based on statement 1). Let E = {Υc :
Υ ∈Σ} ⊆Hyp(Ω). From our assumption we have that U1,X ∈ E for all non-empty sub-
sets X of Ω (because U1,X = ((U1,X )c)c and (U1,X )c ∈Σ). Moreover, since H 6= {Ω},
the hypergraph H c is different from {;}. Therefore, by applying the first statement
of this proposition to the hypergraph H c it follows that E+u (H c) is non-empty. By
Lemma 1.35 we know that Σ−u(H )= E+u (H c). So we get that Σ−u(H ) 6= ;.
4) If H 6= {Ω}, then A Ω for all A ∈H . Therefore, we have that {A}6− H and {A} ∈Σ
for all A ∈H . So Σ−
`
(H ) 6= ;.
We can also prove this statement by applying the statement 2). The proof is anal-
ogous to one given in the previous item. Namely, we consider the family of hyper-
graphs E = {Υc : Υ ∈Σ} ⊆ Hyp(Ω) and we apply the second statement of this propo-
sition to the hypergraph H c . Since by Lemma 1.35 Σ−
`
(H ) = E+
`
(H c), we get that
Σ−
`
(H ) 6= ;.
The relationships among the four statements of the proposition above are given in the
following two remarks and are summarized in Table 3.2.
Remark 3.3 Let Σ⊆Hyp(Ω) and let Tr(Σ)⊆Hyp(Ω) be the image of Σ by the transver-
sal map: Tr(Σ)= {Tr(H ′) : H ′ ∈Σ}. Observe that from Lemma 1.35 it follows that:
Σ+` (H )=Tr(Tr(Σ)+u(Tr(H )))
and that:
Σ+u(H )=Tr(Tr(Σ)+` (Tr(H ))).
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In addition, it is clear that for a non-empty subset X ⊆Ω we have that Tr({X }) = U1,X
and that Tr(U1,X ) = {X }. Therefore, the statements 1) and 2) of Proposition 3.2 are one
the transversal of the other.
Remark 3.4 From the proof of Proposition 3.2 we get that the results of the statements
3) and 4) can be obtained from the results 1) and 2) by considering complementary fam-
ilies. Moreover, we have seen in Remark 3.3 that the statements 1) and 2) are one the
transversal of the other. Thereby we conclude that statement 3) can be obtained from
statement 4) by considering the complementary of the transversals of the complemen-
tary families of hypergraphs. We stress that actually the tranversal operation on the left
is Tr+ while the operation on the right is Tr− (see Proposition 1.34). We summarize in
















Table 3.2 The relationships between the statements of Proposition 3.2. We stress
that actually the tranversal operation on the left is Tr+ and the operation on the right
is Tr−.
3.1.2 The four collections of optimal completions of a hypergraph
Let Σ ⊆ Hyp(Ω) be a family of hypergraphs and let H be a hypergraph on Ω. For any
choice of order ∗1 ∈ {+,−} and side ∗2 ∈ {u,`}, we have introduced in Subsection 3.1.1
the families of completions Σ∗1∗2(H ).
Assume that Σ∗1∗2(H ) 6= ;.
We denote by Φ∗1u (H ) the collection of minimal completions of H with respect to the
order 6∗1 , where ∗1 ∈ {+,−}; that is, the minimal elements of the poset (Σ∗1u (H ),6∗1).
Analogously, we denote by Φ∗1
`
(H ) the collection of maximal completions of H with




Observe that, from the definitions, the hypergraphs in Φ∗1∗2(H ) are the hypergraphs
in Σ closest to H . Therefore we call the hypergraphs of the sets Φ∗1∗2(H ) the optimal
completions of H . In Table 3.3 we summarize these definitions.
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Order6+ Order6−










Table 3.3 The optimal completions Φ∗1∗2(H ) of a hypergraph H depending on the
poset considered, ∗1 ∈ {+,−} and ∗2 ∈ {u,`}.
3.1.3 The four decompositions of a hypergraph
Let ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. We say that a family of hypergraphs {H1, . . . ,Hr } ⊆Σ is a
Σ
∗1∗2 -decomposition of H if the following equality holds:
H =H1∗1∗2 · · ·∗1∗2Hr ,
where∗1∗2 ∈ {
+u, +t, −u, −t}, depending on the poset considered (see Table 3.4).
Remark 3.5 If {H1, . . . ,Hr } ⊆Σ is a Σ∗1∗2 -decomposition of H , then we have that Hi ∈
Σ
∗1∗2(H ) for all i = 1, . . . , r . Hence, if the hypergraph H has a Σ∗1∗2 -decomposition, then
Σ
∗1∗2(H ) 6= ;.
Order6+ Order6−
Upper (u) ∗1∗2 =
+u ∗1∗2 =
−u
Lower (`) ∗1∗2 =
+t ∗1∗2 =
−t
Table 3.4 Operations ∗1∗2 that occurs in a Σ
∗1∗2 -decomposition of a hypergraph H
depending on the poset considered, where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}.
Proposition 3.6 Let Σ⊆Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let H
be a hypergraph on Ω such that Σ∗1∗2(H ) 6= ;, where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. Then the
following statements are equivalents.
1) There exists a Σ∗1∗2 -decomposition of H .
2) The set of optimal completions Φ∗1∗2(H ) is a Σ
∗1∗2 -decomposition of H .
Proof. We present here the proof for the case ∗1 = + and ∗2 = u. The other cases are
formally proved in the same way.
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It is enough to prove that the statement 1) implies the statement 2). Let us writeΦ+u(H )=
{H1, . . . ,Hr } and let us consider a Σ+u -decomposition of the hypergraph H :
H =H ′1
+u ·· · +uH ′s .
Since Hi ∈Σ+u(H ), for all i ∈ {1, . . . , s} there exists a minimal completion H ji ∈Φ+u(H )
such that H ji 6
+ H ′i . On one hand we have that H 6
+ H j for all j ∈ {1, . . . , r}, so we
get that H 6+ H1
+u ·· · +u Hr . On the other hand we also have that H1
+u ·· · +u Hr 6+
H j1
+u ·· · +uH js and H j1
+u ·· · +uH js 6+ H ′1
+u ·· · +uH ′s =H . Hence:
H 6+ H1
+u ·· · +uHr 6+ H ,
and from these inequalities we get the equality.
In view of Proposition 3.6, we can reduce ourselves to the study of the optimal decom-
positions of a hypergraph; that is, to the case where the hypergraphs appearing in the
decomposition are the closest to H (minimal or maximal, depending on ∗2 being u or
`, respectively).
An interesting result arising from the existence of decomposition is the following corol-
lary that characterizes when the poset (Σ∗1∗2(H ),6
∗1) has a unique minimal element if
∗2 = u or a unique maximal element if ∗2 = `.
Corollary 3.7 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let H
be a hypergraph on Ω. Assume that H has a Σ∗1∗2 -decomposition, where ∗1 ∈ {+,−} and
∗2 ∈ {u,`}. Then the following statements are equivalent.
1) Φ∗1∗2(H ) has only an element.
2) H ∈Σ∗1∗2(H ).
3) Φ∗1∗2(H )= {H }.
Proof. It is clear that the second statement implies the first one, and that the third prop-
erty implies the second one. Thus we only have to prove that the first statement implies
the third one. Assume that Φ∗1∗2(H ) = {H ′}. By hypothesis, there exists a Σ∗1∗2 -decom-
position of H . Therefore, by Proposition 3.6, there also exists a Σ∗1∗2 -decomposition of
H consisting of elements of Φ∗1∗2(H ). Hence H =H ′.
Moreover, from the existence of decompositions for the hypergraph H we conclude that
the hypergraph H is univocally determined by the family Φ∗1∗2(H ) of its Σ
∗1∗2 -comple-
tions; that is, H is determined by its optimal completions. Namely, we get the following
corollary.
Corollary 3.8 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let H
and H ′ be hypergraphs on Ω. Assume that both H and H ′ have a Σ∗1∗2 -decomposition,
where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. Then the following properties are equivalent.
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1) H ′ =H .
2) Φ∗1∗2(H )=Φ∗1∗2(H ′).
Proof. That statement 2) implies statement 1) is a consequence of Proposition 3.6.
3.1.4 Avoidance properties and decompositions
Let H be a hypergraph on Ω and let Σ⊆ Hyp(Ω) be a collection of hypergraphs on Ω.
Let ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. We are going to see that if Σ∗1∗2(H ) 6= ;, then we have a
decomposition for H if and only if the hypergraph H fulfills a property which we call
the Σ∗1∗2 -avoidance property for the hypergraph H .
Avoidance property for u,6+. We say that the hypergraph H has the Σ+u -avoidance
property if for all H ′ ∈ Hyp(Ω) such that H 6+ H ′ and H 6= H ′, there exists
H0 ∈Σ such that H 6+ H0 and H ′ 6 + H0.
Avoidance property for `,6+. We say that the hypergraph H has the Σ+
`
-avoidance
property if for all H ′ ∈ Hyp(Ω) such that H ′ 6+ H and H 6= H ′, there exists
H0 ∈Σ such that H06+ H and H0 6 + H ′.
Avoidance property for u,6−. We say that the hypergraph H has the Σ−u -avoidance
property if for all H ′ ∈ Hyp(Ω) such that H 6− H ′ and H 6= H ′, there exists
H0 ∈Σ such that H 6− H0 and H ′ 6 − H0.
Avoidance property for `,6−. We say that the hypergraph H has the Σ−
`
-avoidance
property if for all H ′ ∈ Hyp(Ω) such that H ′ 6− H and H 6= H ′, there exists
H0 ∈Σ such that H06− H and H0 6 − H ′.
Remark 3.9 If H ∈Σ, then the hypergraph H satisfies the Σ∗1∗2 -avoidance property for
∗1 ∈ {+,−} and ∗2 ∈ {u,`}, because in this case we can take H0 =H .
Remark 3.10 It is straightforward to check when one of the hypergraphs H =;, {;},
or {Ω} satisfies theΣ∗1∗2 -avoidance property for ∗1 ∈ {+,−} and ∗2 ∈ {u,`}. In Table 3.11 we
indicate whether these hypergraphs satisfy this property or give the equivalent condi-
tion that the family of hypergraphs Σ⊆Hyp(Ω) must fulfil in order that the hypergraph
H satisfies the corresponding avoidance property.
The following theorems relate the existence of Σ∗1∗2 -decompositions with the satisfiabil-
ity of the Σ∗1∗2 -avoidance property. We start with the case ∗1 =+ and ∗2 = u.
Theorem 3.11 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let
H ∈Hyp(Ω) such that Σ+u(H ) 6= ;. Then the following statements are equivalent.
1) H has a Σ+u -decomposition.
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; {;} {Ω}
Σ+u -a.p.
∀H ′ 6= ; ∃H0 ∈Σ : always ∀H
′ 6= ;, {Ω} ∃H0 ∈Σ :
H ′ 6 + H0 H ′ 6 + H0
Σ−u -a.p.
∀H ′ 6= ; ∃H0 ∈Σ : ∀H ′ 6= ;, {;} ∃H0 ∈Σ : always




∀H ′ 6= {;} ∃H0 ∈Σ : always




∀H ′ 6= {Ω} ∃H0 ∈Σ :
H0 6 − H ′
Table 3.5 The Σ∗1∗2 -avoidance properties for the hypergraphs ;, {;} and {Ω} and for
∗1 ∈ {+,−} and ∗2 ∈ {u,`}.
2) H has the Σ+u -avoidance property.
Proof. Assume first that H has a Σ+u -decomposition. Then, by Proposition 3.6, we
can write H = H1
+u ·· · +u Hr , where Φ+u(H ) = {H1, . . . ,Hr }. Let H ′ ∈ Hyp(Ω) such
that H 6+ H ′ and H 6= H ′. We must demonstrate that there exists H0 ∈ Σ such
that H 6+ H0 and H ′ 6 + H0. Even more, we claim that there exists H0 ∈ Φ+u(H )
such that H ′ 6 + H0. Indeed, it is clear that H 6+ Hi for all i = 1, . . . , r . Moreover,
if H ′ 6+ Hi for all i = 1, . . . , r , then by Remark 1.19 and by hypothesis we have that
H ′ 6+ H1
+u ·· · +u Hr = H . Then we would get H = H ′, a contradiction. Therefore,
the hypergraph H has the Σ+u -avoidance property.
Assume now that H has the Σ+u -avoidance property. Set Φ+u(H ) = {H1, . . . ,Hr }. We
know that H 6+ H1
+u ·· · +u Hr . Let us denote H ′ = H1
+u ·· · +u Hr . Asume that
H 6= H ′. In such a case, by hypothesis, there exists H0 ∈ Σ such that H 6+ H0 and
H ′ 6 + H0. Since H0 ∈Σ+u(H ), there is an element Hi ∈Φ+u(H ) such that Hi 6+ H0.
Thus we get H ′ = H1
+u ·· · +u Hr 6+ Hi 6+ H0, which is a contradiction. Therefore,
H =H1
+u ·· · +uHr .
Analogously, we can state the following theorems concerning the other avoidance prop-
erties. The proofs are formally identical to the previous one.
Theorem 3.12 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let
H ∈Hyp(Ω) such that Σ+
`
(H ) 6= ;. Then the following statements are equivalent.
1) H has a Σ+
`
-decomposition.
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2) H has the Σ+
`
-avoidance property.
Proof. Assume first that H has a Σ+
`
-decomposition. Then, by Proposition 3.6, we
can write H = H1
+t ·· · +t Hr , where Φ+` (H ) = {H1 . . . ,Hr }. Let H ′ ∈ Hyp(Ω) such
that H ′ 6+ H and H ′ 6= H . We have to show that there exists H0 ∈ Σ such that
H06+ H and H0 6 + H ′. Even more, we claim that there exists H0 ∈Φ+` (H ) such that
H0 6 + H ′. Indeed, it is clear that Hi 6+ H for all i = 1, . . . , r . Moreover if Hi 6+ H ′
for all Hi ∈ Φ+` (H ), then by Remark 1.19 and by hypothesis we have H = H1
+t ·· · +t




Assume now that H has the Σ+
`
-avoidance property. Set Φ+
`
(H ) = {H1, . . . ,Hr }. We
know that H1
+t ·· · +tHr 6+ H . Let us denote H ′ =H1
+t ·· · +tHr . Assume that H ′ 6=
H . In such a case, by hypothesis, there exists H0 ∈Σ such that H0 6+ H and H0 6 +
H ′. Since H0 ∈ Σ+` (H ), there exists an element Hi ∈ Φ+` (H ) such that H0 6+ Hi .
Thus we get H0 6+ Hi 6+ H1
+t ·· · +t Hr = H ′, which is a contradiction. Therefore,
H =H ′; that is, H =H1
+t ·· · +tHr .
Theorem 3.13 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let
H ∈Hyp(Ω) such that Σ−u(H ) 6= ;. Then the following statements are equivalent:
1) H has a Σ−u -decomposition.
2) H has the Σ−u -avoidance property.
Proof. Assume that H has a Σ−u -decomposition. Then, by Proposition 3.6, we can
write H = H1
−u ·· · −u Hr , where Φ−u(H ) = {H1, . . . ,Hr }. Let H ′ ∈ Hyp(Ω) such that
H 6− H ′ and H 6= H ′. We must prove that there exists H0 ∈ Σ such that H 6− H0
and H ′ 6 − H0. In fact, we are going to prove that there exists H0 ∈Φ−u(H ) such that
H ′ 6 − H0. Indeed, it is clear that H 6− Hi for all i = 1, . . . , r . Moreover if H ′ 6− Hi
for all Hi ∈Φ−u(H ), then by Remark 1.19 and by hypothesis we have that H ′ 6− H1
−u
·· · −uHr =H and then we would get that H =H ′ which is a contradiction. Hence, H
has the Σ−u -avoidance property.
Assume now that H has the Σ−u -avoidance property. Let H ′ = H1
−u ·· · −u Hr , where
Φ−u(H )= {H1, . . . ,Hr }. We know that H 6+ H1
−u ·· · −uHr . We want to show that H =
H ′. Assume on the contrary that H 6= H ′. Observe that H 6− H ′, by construction.
Therefore, by hypothesis, there exists H0 ∈Σ such that H 6− H0 and H ′ 6 − H0. Then
since H0 ∈ Σ−u(H ), there exists an element Hi ∈ Φ−u(H ) such that Hi 6− H0. Thus,
we have that H ′ =H1
−u ·· · −uHr 6− Hi 6− H0 which is a contradiction.
Theorem 3.14 Let Σ ⊆ Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Let
H ∈Hyp(Ω) such that Σ−
`
(H ) 6= ;. Then the following statements are equivalent:
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1) H has a Σ−
`
-decomposition.
2) H has the Σ−
`
-avoidance property.
Proof. Assume that H has a Σ−
`
-decomposition. Then, by Proposition 3.6, we can
write H = H1
−t ·· · −t Hr , where Φ−` (H ) = {H1, . . . ,Hr }. Let H ′ ∈ Hyp(Ω) such that
H ′ 6− H and H 6= H ′. We must show that there exists H0 ∈ Σ such that H0 6− H
and H0 6 − H ′. In fact, we are going to see that there exists an element H0 ∈ Φ−` (H )
such that H0 6 − H ′. Indeed, if Hi 6− H ′ for all Hi ∈ Φ−` (H ), then we have that
H =H1
−t ·· · −tHr 6− H ′, and we would get H =H ′, which is a contradiction.
Assume now that H has the Σ−
`
-avoidance property. Let H ′ = H1
−t ·· · −t Hr , where
Φ−u(H ) = {H1, . . . ,Hr }. We want to show that H = H ′. Assume on the contrary that
H 6=H ′. Observe that Hi 6− H for all i = 1, . . . , r and so H ′ 6− H . Therefore, there
exists H0 ∈ Σ such that H0 6− H and H0 6 − H ′. Then, since H0 ∈ Σ−` (H ), there
exists an element Hi ∈ Φ−` (H ) such that H0 6− Hi . So we have that H0 6− Hi 6−
H1
−u ·· · −uHr =H ′, which is a contradiction.
3.1.5 Completion and decomposition of hypergraphs under mild conditions
In this subsection we are going to prove that under the assumptions of Proposition 3.2
and some mild hypothesis onΣ, every suitable hypergraph satisfies the avoidance prop-
erty for the corresponding poset and operation.
Proposition 3.15 Let Σ⊆Hyp(Ω) be a collection of hypergraphs on a finite set Ω. Then
the following statements hold.
1) If U1,X ∈Σ for all non-empty subsets X ofΩ, then every hypergraph H ∈Hyp(Ω) such
that H 6= ;, {;} satisfies the Σ+u -avoidance property.
2) If {X } ∈Σ for all non-empty subsets X of Ω, then every hypergraph H ∈Hyp(Ω) such
that H 6= ;, {;} satisfies the Σ+
`
-avoidance property.
3) If (U1,X )c ∈Σ for all non-empty subsets X of Ω, then every hypergraph H ∈ Hyp(Ω)
such that H 6= ;, {Ω} satisfies the Σ−u -avoidance property.
4) If {X } ∈Σ for all proper subsets X of Ω, then every hypergraph H ∈Hyp(Ω) such that




1) Let H ′ ∈Hyp(Ω) such that H 6+ H ′ and H 6=H ′. We must demonstrate that there
exists H0 ∈Σ such that H 6+ H0 and H ′ 6 + H0. We observe that if H = {;}, then
there is no hypergraph H ′ satisfying these properties.
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If H = U1,X for some non-empty subset X ⊆Ω, then we can take H0 = H . So we
may assume that H 6=U1,X for all non-empty subsets X ⊆Ω.
We claim that there exists B ∈ H ′ such that B 6= A for all A ∈ H . Indeed, if for all
B ∈H ′ there exists A ∈H such that B = A, then we have H ′ ⊆H , and consequently
H ′ 6+ H . Thus, as 6+ is a partial order, we deduce that H ′ = H , which is a
contradiction.
Let us denote by B ∈ H ′ such an element. We claim that Ω \ B 6= ;. Indeed, oth-
erwise B = Ω, hence H ′ = {Ω}, so H ′ 6+ H , because H 6= ;. Thus H ′ = H , a
contradiction.
We consider the hypergraph H0 =U1,Ω\B .
We have that H0 ∈Σ, because Ω\ B 6= ;.
Moreover, we have that H ′ 6 + H0, because B ∈ H ′ but there is no element of H0
contained in B.
Finally let us prove that H 6+ H0. Let A ∈ H . As A 6= B, there is an element a ∈ A
such that a ∉ B. Then {a} ⊆ A and {a} ∈H0. So there exists A′ ∈H0 such that A′ ⊆ A,
as we wanted to prove.
2) Let H ′ ∈Hyp(Ω) such that H ′6+ H and H ′ 6=H . We must demonstrate that there
exists H0 ∈Σ such that H0 6+ H and H0 6 + H ′. We observe that if H =;, then
there is no hypergraph H ′ satisfying these properties.
If H = {X }, for some non-empty subset X ⊆Ω, then we can take H0 =H ∈Σ+` (H ).
So assume that H 6= {X } for all non-empty subsets X ⊆Ω.
As H 6 + H ′, there exists A0 ∈H such that A′ 6⊆ A0, for all A′ ∈H ′. Let H0 = {A0}.
As H 6= {;}, the subset A0 is non-empty and hence H0 ∈Σ. Moreover, we have that
H06+ H and H0 6 + H ′, by construction.
3) Let Υ = {G c : G ∈ Σ} ⊆ Hyp(Ω). By hypothesis, we have that U1,X ∈ Υ, for all X ⊆Ω,
X 6= ;. Moreover, if H 6= {Ω}, then H c 6= {;}; while H c = ;, whenever H = ;.
Hence, by statement 1), for every hypergraph H on Ω such that H 6= ;, {Ω}, we get
that the hypergraph H c satisfies the Υ+u -avoidance property. Now let H ′ ∈ Hyp(Ω)
such that H 6− H ′ and H 6= H ′. Then, by Lemma 1.2 and Lemma 1.35, H c 6+
(H ′)c and H c 6= (H ′)c . As H c has the Υ+u -avoidance property, there exists H1 ∈Υ
such that H c 6+ H1 and (H ′)c 6 + H1. Again by Lemma 1.2 and Lemma 1.35, we
have that H 6− H c1 and H
′ 6 − H c1 . Moreover, H c1 ∈Σ, because H1 ∈Υ. Thus we
can take H0 =H c1 .
4) As in the previous proof, we define Υ= {G c : G ∈Σ}. Then {X } ∈Υ, for every X ⊆Ω,
X 6= ;. Now it is easy to see that H has the Σ−
`
-avoidance property if and only if H c
has the Υ+
`
-avoidance property. Moreover, it is clear that H 6= ;, {Ω} if and only if
H c 6= ;, {;}. Therefore, statement 4) is a consequence of statement 2).
As corollaries of Proposition 3.2, Corollaries 3.7 and 3.8 and Theorems 3.11, 3.12, 3.13
and 3.14 we get the following four results, which are given in [34, 35], but are proved
differently.
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Corollary 3.16 LetΣ⊆Hyp(Ω) be a collection of hypergraphs on a finite setΩ such that
U1,X ∈ Σ for all non-empty subsets X of Ω. If H is a hypergraph on Ω different from ;
and {;}, then the set Σ+u(H ) of the Σ+u -completions of H is non-empty, and:
H =H1
+u ·· · +uHr ,
where H1, . . . ,Hr are the minimal elements of the poset (Σ+u(H ),6+). In particular, the
following statements hold.
1) A hypergraph H on Ω different from ; and {;} belongs to the family Σ if and only if
the poset (Σ+u(H ),6+) has a unique minimal element (namely, the hypergraph H ).
2) If H ,H ′ are hypergraphs on Ω different from ; and {;}, then H =H ′ if and only if
the posets (Σ+u(H ),6+) and (Σ+u(H ′),6+) have the same minimal elements.
Corollary 3.17 LetΣ⊆Hyp(Ω) be a collection of hypergraphs on a finite setΩ such that
{X } ∈Σ for all non-empty subsets X of Ω. If H is a hypergraph on Ω different from ; and
{;}, then the set Σ+
`
(H ) of the Σ+
`
-completions of H is non-empty, and:
H =H1
+t ·· · +tHr ,






. In particular, the
following statements hold.







has a unique maximal element (namely, the hypergraph H ).













have the same maximal elements.
Corollary 3.18 LetΣ⊆Hyp(Ω) be a collection of hypergraphs on a finite setΩ such that
(U1,X )c ∈Σ for all non-empty subsets X of Ω. If H is a hypergraph on Ω different from
; and {Ω}, then the set Σ−u(H ) of the Σ−u -completions of H is non-empty, and:
H =H1
−u ·· · −uHr ,
where H1, . . . ,Hr are the minimal elements of the poset (Σ−u(H ),6−). In particular, the
following statements hold.
1) A hypergraph H on Ω different from ; and {Ω} belongs to the family Σ if and only if
the poset (Σ−u(H ),6−) has a unique minimal element (namely, the hypergraph H ).
2) If H ,H ′ are hypergraphs on Ω different from ; and {Ω}, then H =H ′ if and only if
the posets (Σ−u(H ),6−) and (Σ−u(H ′),6−) have the same minimal elements.
3.1. Completions and decompositions of hypergraphs 67
Corollary 3.19 LetΣ⊆Hyp(Ω) be a collection of hypergraphs on a finite setΩ such that
{X } ∈Σ for all proper subsets X ofΩ. If H is a hypergraph onΩ different from ; and {Ω},
then the set Σ−
`
(H ) of the Σ−
`
-completions of H is non-empty, and:
H =H1
−t ·· · −tHr ,






. In particular, the
following statements hold.







has a unique maximal element (namely, the hypergraph H ).













have the same maximal elements.
Remark 3.20 We summarize in Tables 3.6 and 3.7 the relationships among the Corol-
laries 3.16, 3.17, 3.18, and 3.19. We observe that these results can be obtained from each
other by applying suitable operations, as indicated in Table 3.7. Namely, results on the
same horizontal line are related by applying complements and results on the same ver-
tical line are related by applying the suitable transversal operation. Indeed, Corollaries
3.16 and 3.17 (left column) are related by the transversal Tr+ and Corollaries 3.18 and 3.19
(right column) are related by the transversal Tr− (see Lemma 1.34). See also Remark 3.3
and Remark 3.4.
Order6+ Order6−
Upper (u) Corollary 3.16 Corollary 3.18
Lower (`) Corollary 3.17 Corollary 3.19
Table 3.6 The corollaries on the existence of Σ∗1∗2 -completions and decompositions
under mild conditions, where ∗1 ∈ {+,−} and ∗2 ∈ {u,`}.
Remark 3.21 We observe that in order to apply each one of the previous four corol-
laries, we need that the family Σ of hypergraphs contains a suitable collection Σ0. For
instance, in Corollary 3.16 we have that Σ0 = {U1,X : X ⊆Ω,X 6= ;}. Hence, we can al-
ways apply these corollaries by taking Σ the corresponding family Σ0. If we consider
this situation for Corollary 3.16, we recover the Proposition 1.45. Concretely, we get the
following corollary.
Corollary 3.22 Let Ω be a finite set. Let H be a hypergraph on Ω different from ; and
{Ω}. Set Tr(H )= {A1, . . . , Am}. Then:
H =U1,A1
+u ·· · +uU1,Am .
















Table 3.7 The relationships between the different Σ∗1∗2 -decompositions, where ∗1 ∈
{+,−} and ∗2 ∈ {u,`}. We observe that the transversal operation on the left is Tr+
whereas the operation appearing on the right is actually Tr− (see Lemma 1.34).
Proof. Let Σ = {U1,X : X ⊆ Ω,X 6= ;}. Observe that if X ⊆ Ω and X 6= ;, then H 6+
U1,X if and only if X is a transversal of H . Hence, the minimal elements of the poset
(Σ+u(H ),6+) are exactly those hypergraphs in Σ determined by the elements of Tr(H );
that is, the hypergraphs of the form U1,X with X ∈Tr(H ).
3.2 Completion of hypergraphs by domination hypergraphs
We will consider the constructions made in Section 3.1 in the specific case that Σ =
DomHyp(Ω) and Σ=DomHyp0(Ω).
In general, given a hypergraph H on a finite set Ω there does not exist a graph G such
that H ⊆D(G). Let us show an example.
Example 3.23 Let n Ê 3. On the finite set Ω = {1, . . . , n}, we consider the hypergraph
H =Un−1,Ω. We claim that H 6⊆D(G) if G is a graph with vertex set Ω. Indeed, if there
exists a graph G with H ⊆ D(G), then H = D(G). Hence, the hypergraph Un−1,Ω is
a domination hypergraph. By applying Proposition 2.52, we get that n = 2, which is a
contradiction.
However, given a hypergraph H on Ω, we can always find a graph G such that H ⊆
D(G) = D(G)+; that is, a graph G such that every element of H is a dominating set
of vertices of G , though not necessarily minimal. For example, if H 6= ;, {;}, then
H ⊆P (Ω) \ {;} =D(KΩ)+.
At this point a natural question is to look for graphs G such that H ⊆ D(G)+; that is,
graphs G such that H 6+ D(G). This fact justifies that we take the partial order 6+ to
compare hypergraphs and approximate hypergraphs by domination hypergraphs. For
the sake of completeness, we are going to consider the two binary relations6+ and6−.
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3.2.1 The eight collection of domination completions of hypergraphs
Let H ∈ Hyp(Ω) be a hypergraph on Ω. We define the sets DomHyp∗1∗2(Ω,H ) as the
sets Σ∗1∗2(H ) where Σ = DomHyp(Ω) is the family of domination hypergraphs on Ω,
and ∗1 ∈ {+,−} and ∗2 ∈ {u,`}; that is:
DomHyp+u(Ω,H )=
{
H ′ ∈DomHyp(Ω) : H 6+ H ′} ,
DomHyp+` (Ω,H )=
{
H ′ ∈DomHyp(Ω) : H ′6+ H } ,
DomHyp−u(Ω,H )=
{
H ′ ∈DomHyp(Ω) : H 6− H ′} ,
DomHyp−` (Ω,H )=
{
H ′ ∈DomHyp(Ω) : H ′6− H } .
The elements of these sets are called upper or lower domination completions of H with
respect to the order6+ or with respect to the order6−, respectively.
Analogously, we can define the sets DomHyp∗10,∗2(Ω,H ), with ∗1 ∈ {+,−} and ∗2 ∈ {u,`},



















H ′ ∈DomHyp0(Ω) : H ′6− H
}
.
The elements of these sets are called upper or lower domination completions with ground
set Ω of H with respect to the order6+ or with respect to the order6−, respectively.
Remark 3.24 From a theoretical point of view all these sets of domination completions
of a given hypergraph H make sense. The choice of one or other depend on the applica-
tion we have in mind. For instance, suppose that we have to design a network such that
its collection of inclusion-minimal dominating sets of nodes must be close to a given
collection H . If the set of nodes of the network is fixed, then we are looking for dom-
ination hypergraphs in the set DomHyp∗10,∗2(Ω,H ), for a suitable choice of ∗1 ∈ {+,−}
and ∗2 ∈ {u,`}, and where Ω is the set of nodes; but if, for example, it is allowed to
add some more nodes, then we seek hypergraphs in the set of domination completions
DomHyp∗1∗2(Ω,H ) where Ω is a superset of the set of nodes.
Remark 3.25 Let H be a hypergraph on a finite setΩ. Let us explore the interpretation
of an upper or lower domination completion of H and the hypergraph H . Recall from
Lemma 1.15 the following characterization of the partial orders6+ and6−:
H16
+ H2 ⇐⇒ ∀A ∈H1∃B ∈H2 : B ⊆ A,
H16
− H2 ⇐⇒ ∀A ∈H1∃B ∈H2 : A ⊆ B.
Therefore, we can interpret the domination hypergraphs in DomHyp∗1∗2(Ω,H ) and in
DomHyp∗10,∗2(Ω,H ) as follows.
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• (6+, u): H 6+ D(G) if and only if for all A ∈H there exists B ∈D(G) such that
B ⊆ A; that is, that D(G) is an upper domination completion of the hypergraph
H with respect to the order 6+ means that every element of H is a dominating
set of the graph G (though not necessarily minimal).
• (6+,`): D(G)6+ H if and only if for all A ∈D(G) there exists B ∈H such that
B ⊆ A; that is, that D(G) is a lower domination completion of the hypergraph
H with respect to the order 6+ means that every minimal dominating set of the
graph G contains some element of the hypergraph H (though some elements of
H may not be subsets of any minimal dominating set of the graph G).
• (6−, u): H 6− D(G) if and only if for all A ∈H there exists B ∈D(G) such that
A ⊆ B; that is, that D(G) is an upper domination completion of the hypergraph H
with respect to the order6− means that every element of H can be completed to
a minimal dominating set of the graph G .
• (6−,`): D(G)6− H if and only if for all A ∈D(G) there exists B ∈H such that
A ⊆ B; that is, that D(G) is a lower domination completion of the hypergraph
H with respect to the order 6− means that every minimal dominating set of the
graph G can be completed to some element of H ; that is, some elements of H are
dominating sets of the graph G (though other elements of H may not bear any
relationship with the dominating sets of G).
Remark 3.26 It is proved in [29] that, up to adding hyperedges, any hypergraph H on
Ω can be encoded as a closed neighborhood hypergraph with ground set a suitable finite
superset Ω∗ of Ω. So, by considering the transversal, we get a domination hypergraph
with ground set Ω∗ ⊇Ω that, in some sense, is close to the hypergraph H . This is not
our case because, in the domination completions of H that we are considering, we can
restrict the size of their ground set. Namely, here we consider domination hypergraphs
close to H with ground set Ω or with ground set a subset Ω′ of Ω.
We observe that we have that:
DomHyp∗1∗2(Ω,H ) ⊆ DomHyp(Ω) ⊆ Hyp(Ω)
⊆ ⊆ ⊆




The sets of domination completions DomHyp∗1∗2(Ω,H ) and DomHyp
∗1
0,∗2(Ω,H ) may be
different. In general, DomHyp∗10,∗2(Ω,H ) ⊆ DomHyp
∗1∗2(Ω,H ). The following example
shows, in the case ∗1 =+ and ∗2 = u, that this inclusion can be strict.
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Example 3.27 On the finite set Ω= {1,2,3,4}, let us consider the hypergraph:
H = {{1,2}, {2,3}, {3,4}},
which is not a domination hypergraph, because H 6= D(G) for all graphs G with four
vertices (see Table 2.3). Let us consider the hypergraph:
H ′ = {{2}, {3,4}}.
On one hand, H ′ is a domination hypergraph because H ′ =D(G ′), where G ′ a graph of
type G3,2 (see Table 2.2). On the other hand, by Lemma 1.15 we have that H 6+ H ′. Thus
we conclude that H ′ ∈ DomHyp+u(Ω,H ). However, H ′ ∉ DomHyp+0,u(Ω,H ), because
H ′ ∉Hyp0(Ω).
3.2.2 Existence of domination completions
Remark 3.28 Let Ω be a finite set. The hypergraphs ; and {;} are never domination
hypergraphs on Ω nor with ground set Ω. The hypergraph {Ω} is a domination hyper-
graph on or with ground set Ω if Ω 6= ;; indeed, in this case we have that {Ω} =D(KΩ).
We summarize these calculations in Table 3.8.
Σ=DomHyp0(Ω) ;∉Σ {;} ∉Σ {Ω} ∈Σ, if Ω 6= ; (*)
Σ=DomHyp(Ω) ;∉Σ {;} ∉Σ {Ω} ∈Σ, if Ω 6= ; (*)
Table 3.8 The hypergraphs ;, {;} and {Ω} and whether they are domination hy-
pergraphs. (*) If Ω 6= ;, then {Ω} =D(KΩ).
Remark 3.29 Let Ω be a finite set. In Table 3.9 we have computed the upper and lower
domination completions of the hypergraphs ;, {;} and {Ω}.
The existence of domination completions with respect to the partial orders6+ and6−
is stated in the following proposition.
Proposition 3.30 Let Ω be a finite set and let H ∈ Hyp(Ω). Then the following condi-
tions hold.
1) The sets DomHyp+u(Ω,H ) and DomHyp
+
0,u(Ω,H ) of upper domination completions
are non-empty if and only if H 6= {;}.
2) The sets DomHyp−u(Ω,H ) and DomHyp
−
0,u(Ω,H ) of upper domination completions
are non-empty.
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H =; H = {;} H = {Ω}
DomHyp+0,u(Ω,H ) DomHyp0(Ω) ; DomHyp0(Ω)
DomHyp+u(Ω,H ) DomHyp(Ω) ; DomHyp(Ω)
DomHyp−0,u(Ω,H ) DomHyp0(Ω) DomHyp0(Ω) {{Ω}}
DomHyp−u(Ω,H ) DomHyp(Ω) DomHyp(Ω) {{Ω}}
DomHyp+0,`(Ω,H ) ; DomHyp0(Ω) {{Ω}}
DomHyp+
`
(Ω,H ) ; DomHyp(Ω) {{Ω}}
DomHyp−0,`(Ω,H ) ; ; DomHyp0(Ω)
DomHyp−
`
(Ω,H ) ; ; DomHyp(Ω)
Table 3.9 The upper and lower domination completions of the hypergraphs ;, {;}
and {Ω}.
3) The sets DomHyp+
`
(Ω,H ) and DomHyp+0,`(Ω,H ) of lower domination completions
are non-empty if and only if H 6= ;.
4) The set DomHyp−
`
(Ω,H ) of lower domination completions is non-empty if and only
if H 6= ;, {;}.
5) The set DomHyp−0,`(Ω,H ) of lower domination completions is non-empty if and only
if H 6= ;, {;} and H has ground set Ω.
Proof. Since DomHyp∗10,∗2(Ω,H )⊆DomHyp
∗1∗2(Ω,H ), it is enough to proof these state-
ments for DomHyp∗10,∗2(Ω,H ).
1) (u,+) and (u,−): we must prove that there exists a graph G with vertex set V (G)=
Ω and such that H 6+ D(G), respectively H 6− D(G). The first case is clear by
considering G = KΩ, the complete graph with vertex set Ω (whenever H 6= {;}); and
the second case is also clear by considering G = KΩ, the null graph with vertex set
Ω. Indeed, since D(KΩ) = {{x} : x ∈Ω} = U1,Ω and D(KΩ) = {Ω}, the inequalities
H 6+ D(KΩ) and H 6− D(KΩ) follow by applying Lemma 1.15.
2) (`,+): we must prove that there exists a graph G with vertex set V (G)=Ω and such
that D(G) 6+ H . This result follows by considering G = KΩ, the null graph with
vertex set Ω. Indeed, since D(KΩ)= {Ω}, the inequality D(KΩ)6− H follows by ap-
plying Lemma 1.15, because H 6= ;. To conclude the proof, we observe that if H =;,
then by Remark 3.1, we get that both sets DomHyp+
`
(Ω,H ) and DomHyp+0,`(Ω,H )
are empty (see Remark 3.29 and Table 3.9).
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3) (`,−) with general ground set: if H 6= ;, {;}, then D(G)6− H where G is the com-
plete graph with vertex set Gr(H ). We observe that, if H = ;, then by Remark 3.1
we have that DomHyp−
`
(Ω,H )=; (see Remark 3.29 and Table 3.9).
4) (`,−) with ground set Ω: if H 6= ;, {;} and has ground set Ω, then D(KΩ)6− H .
Conversely, if there exists a graph G with V (G) =Ω such that D(G)6− H , then by
Lemma 1.16, we have that Ω=Gr(H ).
3.2.3 The eight collections of optimal domination completions of a hyper-
graph
Let Ω be a finite set and let H ∈ Hyp(Ω) be a hypergraph on Ω. Let ∗1 ∈ {+,−}. We say
that a domination hypergraph H ′ on Ω is a (∗1, u)-minimal domination completion of




. Let us denote by:
MinDomHyp∗1u (Ω,H )
the set whose elements are the (∗1, u)-minimal domination completions of H , where
∗1 ∈ {+,−}.
Analogously, we say that a domination hypergraph H ′ with ground set Ω is a (∗1, u)-




∗1). Let us denote by:
MinDomHyp∗10,u(Ω,H )
the set whose elements are the (∗1, u)-minimal 0-domination completions of H , where
∗1 ∈ {+,−}.
If we consider the lower side, we can proceed in a similar way. Namely, for ∗1 ∈ {+,−}, we
say that a domination hypergraph H ′ onΩ is a (∗1,`)-maximal domination completion











the set whose elements are the (∗1,`)-maximal domination completions of H , where
∗1 ∈ {+,−}.
Analogously, we say that a domination hypergraph H ′ with ground set Ω is a (∗1,`)-




∗1). Let us denote by:
MaxDomHyp∗10,`(Ω,H )
the set whose elements are the (∗1,`)-maximal 0-domination completions of H , where
∗1 ∈ {+,−}.
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Therefore, if we consider the upper completions, we have the following four sets of op-

















Analogously, if we consider the lower completions, we have the following four sets of

















Remark 3.31 Let Ω be a finite set. In Table 3.10 we have computed the upper and lower
optimal domination completions of the hypergraphs ;, {;} and {Ω}.
H =; H = {;} H = {Ω}
MinDomHyp+0,u(Ω,H ) {{Ω}} — {{Ω}}
MinDomHyp+u(Ω,H ) {{Ω}} — {{Ω}}
MaxDomHyp−0,u(Ω,H ) {{Ω}} {{Ω}} {{Ω}}
MaxDomHyp−u(Ω,H ) {{Ω}} {{Ω}} {{Ω}}
MinDomHyp+0,`(Ω,H ) — {{Ω}} {{Ω}}
MinDomHyp+
`
(Ω,H ) — {{Ω}} {{Ω}}
MaxDomHyp−0,`(Ω,H ) — — {{Ω}}
MaxDomHyp−
`
(Ω,H ) — — {{Ω}}
Table 3.10 The upper and lower optimal domination completions of the hyper-
graphs ;, {;} and {Ω}.
3.2.4 The two collections of minimal domination completions
Even though there are eight collections of optimal domination completions of a hyper-
graph, in this work we will focus on only two of them, namely the two upper domi-
nation completions with respect to the order 6+. So, from now on, when we refer to
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the minimal domination completions of a hypergraph H , we mean the (+, u)-minimal
domination completions of H and the (+, u)-minimal 0-domination completions of H .
Recall that DomHyp+u(Ω,H )∩Hyp0(Ω) = DomHyp+0,u(Ω,H ). The aim of this subsec-
tion is to study the difference between the sets of minimal domination completions
MinDomHyp+u(Ω,H ) and MinDomHyp
+
0,u(Ω,H ). Namely, we are going to prove that
the equality does not hold between the sets of the minimal elements. From the defini-
tions it is clear that:
MinDomHyp+u(Ω,H )∩Hyp0(Ω)⊆MinDomHyp+0,u(Ω,H ),
but we are going to see that, in general, this inclusion is not an equality; that is, we are
going to prove that if H is a hypergraph on a finite set Ω, then the minimal domination
completions of H with ground set Ω are minimal 0-domination completions of H , but
in general the converse is not true. Actually, from the hypergraphs in Example 3.33 and
the calculations performed there, it follows that:
a) There exist hypergraphs H where the inclusion is strict; that is, hypergraphs H
such that:
MinDomHyp+u(Ω,H )∩Hyp0(Ω) MinDomHyp+0,u(Ω,H ).
Moreover, there exist hypergraphs H ∈Hyp(Ω) \ Hyp0(Ω) such that:
; 6=MinDomHyp+u(Ω,H )∩Hyp0(Ω) MinDomHyp+0,u(Ω,H ); (3.1)
there exists hypergraphs H ∈Hyp0(Ω) with:
; 6=MinDomHyp+u(Ω,H )∩Hyp0(Ω) MinDomHyp+0,u(Ω,H ); (3.2)
and, finally, there exist hypergraphs H such that:
;=MinDomHyp+u(Ω,H )∩Hyp0(Ω) MinDomHyp+0,u(Ω,H ). (3.3)
b) There exist hypergraphs H where the inclusion is an equality; that is, hypergraphs
H with:
MinDomHyp+u(Ω,H )∩Hyp0(Ω)=MinDomHyp+0,u(Ω,H );
or equivalently, hypergraphs H with:
MinDomHyp+0,u(Ω,H )⊆MinDomHyp+u(Ω,H ).




and there exists hypergraphs H with:
MinDomHyp+0,u(Ω,H )=MinDomHyp+u(Ω,H ). (3.5)
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Remark 3.32 The study of the minimal domination completions is completed in Sub-
section 3.3.5 (hypergraphs with a unique minimal domination completion) and in Sub-
section 3.3.6 (hypergraphs with the same minimal domination completions). In order
to do this study we need the results on decomposition, that we prove in next section.
Example 3.33 On the finite set Ω= {1,2,3,4}, let us consider the hypergraphs H1,H2,
H3,H4,H5 ∈Hyp(Ω) defined by:
H1 = {{1,2}, {1,3}, {2,3}},
H2 = {{1,2}, {2,3}, {3,4}},
H3 = {{1,2}, {1,3,4}, {2,3,4}},
H4 = {{1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}}, and
H5 = {{1}, {2}, {3}}
(observe that H1,H5 ∉Hyp0(Ω), while H2,H3,H4 ∈Hyp0(Ω)).
To compute the sets MinDomHyp+u(Ω,H ) and MinDomHyp
+
0,u(Ω,H ) of these four hy-
pergraphs we proceed in the following way. First, and by using the explicit computation
of the domination hypergraphs of the seventeen non-isomorphic graphs with four or
less vertices (see the tables in Section 2.2.4), we compute the set DomHyp+u(Ω,H ) of
the domination completions of H ; whereas, by taking into account the domination
hypergraphs of the eleven non-isomorphic graphs with four vertices, we compute the
set DomHyp+0,u(Ω,H ) of the domination completions of H with ground set Ω. At this
point, from the descriptions of (DomHyp+u(Ω,H ),6
+) and (DomHyp+0,u(Ω,H ),6
+),
we can calculate the set:
MinDomHyp+u(Ω,H )=min(DomHyp+u(Ω,H ),6+)
of the minimal domination completions of the hypergraph H , as well as the set:
MinDomHyp+0,u(Ω,H )=min(DomHyp+0,u(Ω,H ),6+)
of the minimal 0-domination completions of H . We apply this procedure to the hy-
pergraphs H1, H2, H3, H4, H5 on Ω. The minimal domination completions of these
hypergraphs are listed below (we omit all the calculations that have been checked with
the sage program described in Appendix A).
(3.33.1) Minimal domination completions of H1:
i) MinDomHyp+u(Ω,H1)=
{
H1,i : 1É i É 3
}∪{U2,Ω}, where:
H1,1 = {{1}, {2,3}},
H1,2 = {{2}, {1,3}},
H1,3 = {{3}, {1,2}}.
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ii) MinDomHyp+0,u(Ω,H1)=
{
H 01,i : 1É i É 6
}∪{U2,Ω}, where:
H 01,1 = {{1}, {2,3}, {2,4}},
H 01,2 = {{1}, {2,3}, {3,4}},
H 01,3 = {{2}, {1,3}, {1,4}},
H 01,4 = {{2}, {1,3}, {3,4}},
H 01,5 = {{3}, {1,2}, {1,4}},
H 01,6 = {{3}, {1,2}, {2,4}}.
This is an example of the inclusion (3.1) with H1 ∉ Hyp0(Ω); that is, H1 is a
hypergraph on Ω that satisfies:
; 6=MinDomHyp+u(Ω,H1)∩Hyp0(Ω) MinDomHyp+0,u(Ω,H1).
(3.33.2) Minimal domination completions of H2:
i) MinDomHyp+u(Ω,H2)=
{
H2,i : 1É i É 3
}
, where:
H2,1 = {{1,2}, {1,4}, {2,3}, {3,4}},
H2,2 = {{2}, {3,4}},
H2,3 = {{3}, {1,2}}.
ii) MinDomHyp+0,u(Ω,H2)=
{




H 02,2 = {{2}, {1,3}, {3,4}},
H 02,3 = {{3}, {1,2}, {2,4}}.
This is an example of the inclusion (3.2) with H2 ∈ Hyp0(Ω); that is, H2 is a
hypergraph with ground set Ω that satisfies:
; 6=MinDomHyp+u(Ω,H2)∩Hyp0(Ω) MinDomHyp+0,u(Ω,H2).
(3.33.3) Minimal domination completions of H3:
i) MinDomHyp+u(Ω,H3)=
{
H3,i : 1É i É 6
}
, where:
H3,1 = {{1,2}, {1,3}, {2,4}, {3,4}},
H3,2 = {{1,2}, {1,4}, {2,3}, {3,4}},
H3,3 = {{1}, {2,3,4}},
H3,4 = {{2}, {1,3,4}},
H3,5 = {{3}, {1,2}},
H3,6 = {{4}, {1,2}}.
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ii) MinDomHyp+0,u(Ω,H3)=
{
H 03,i : 1É i É 4
}
, where:
H 03,i =H3,i , 1É i É 4.
This is an example of the inclusion (3.4) with H3 ∈ Hyp0(Ω); that is, H3 is a




(3.33.4) Minimal domination completions of H4:
i) MinDomHyp+u(Ω,H4)=
{
H4,i : 1É i É 7
}
, where:
H4,1 = {{1,3}, {1,4}, {2,3}, {2,4}},
H4,2 = {{1,2}, {1,4}, {2,3}, {3,4}},
H4,3 = {{1,2}, {1,3}, {2,4}, {3,4}},
H4,4 = {{1}, {2,3,4}},
H4,5 = {{2}, {1,3,4}},
H4,6 = {{3}, {1,2,4}},
H4,7 = {{4}, {1,2,3}}.
ii) MinDomHyp+0,u(Ω,H4)=
{
H 04,i : 1É i É 7
}
, where:
H 04,i =H4,i , 1É i É 7.
This is an example of equality (3.5); that is, H4 is a hypergraph with ground set
Ω such that:
MinDomHyp+0,u(Ω,H )=MinDomHyp+0u(Ω,H ).
(3.33.5) Minimal domination completions of H5:
i) MinDomHyp+u(Ω,H5)= {H5} because H5 is a domination hypergraph on
Ω; namely, H5 =D(K{1,2,3}).
ii) MinDomHyp+0,u(Ω,H5)= {D(KΩ)}.
This is an example of a hypergraph that is a domination hypergraph on Ω but
not a domination hypergraph with ground set Ω; that is, H5 is a hypergraph on
Ω that satisfies the equality (3.3):
MinDomHyp+u(Ω,H5)∩Hyp0(Ω)=;.
Remark 3.34 The description of the minimal domination completions of the hyper-
graphs H1, H2, H3, H4 and H5 will be used later (see Example 3.63 and Examples 3.66
and 3.67).
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3.3 Decomposition of hypergraphs by domination hypergraphs
In this section we present different results on decomposition in the framework of dom-
ination. First in Subsection 3.3.1 we give those results coming from the general prop-
erties of decomposition of hypergraphs under mild conditions (see Subsection 3.1.5).
After that, in Subsection 3.3.4 we provide the decomposition theorems arising from the
avoidance properties that we will study in Subsection 3.3.2 and 3.3.3. We end this sec-
tion applying the decomposition to study the hypergraphs having one minimal minimal
completion (Subsection 3.3.5), and the hypergraphs having the same minimal domina-
tion completions (Subsection 3.3.6).
3.3.1 Domination decompositions from results of Subsection 3.1.5
In Subsection 3.1.5 we have presented four general results (Corollaries 3.16, 3.17, 3.18,
and 3.19) concerning the decomposition of a hypergraph H under some mild condi-
tions on the hypergraph H and on the collection Σ ⊆ Hyp(Ω) where we want to de-
compose the hypergraph H . We are going to apply these results in the case where the
collection Σ is related to domination. The following two remarks analyze those mild
conditions on Σ.
Remark 3.35 Let Ω be a finite set and let Σ = DomHyp(Ω). Then the following state-
ments hold.
1) U1,X ∈Σ for all non-empty subsets X of Ω (because U1,X =D(KX )).
2) {X } ∈Σ for all non-empty subsets X of Ω (because {X } =D(KX )).
3) In general, (U1,X )c ∉ Σ for all non-empty subsets X of Ω. (For example, (U1,Ω)c =
U|Ω|−1,Ω and by Proposition 2.52, this hypergraph is not a domination hypergraph
whenever n 6= |Ω|.)
4) In general, {X } ∉ Σ for all proper subsets X of Ω (because {;} ∉ Σ and ; is a proper
subset of Ω).
Remark 3.36 If Ω is a finite set and Σ=DomHyp0(Ω). Then the following statements
hold.
1) In general, U1,X ∉ Σ for all non-empty proper subsets X of Ω (because Gr(U1,X ) =
X 6=Ω).
2) In general, {X } ∉Σ for all non-empty subsets X of Ω.
3) In general, (U1,X )c ∉Σ for all non-empty subsets X of Ω.
4) In general, {X } ∉Σ for all proper subsets X of Ω.
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From these remarks it follows that we can only apply the results of Subsection 3.1.5 for
Σ = DomHyp(Ω) and, in this case, in only two of the four possible situations, namely
for (6+, u) and (6+,`). In this way, we get the following corollaries.
Corollary 3.37 If H is a hypergraph onΩ different from ; and {;}, then the set of upper
domination completions DomHyp+u(Ω,H ) of H is non-empty and:
H =H1
+u ·· · +uHr ,




ticular, the following statements hold.
1) A hypergraph H on Ω different from ; and {;} is a domination hypergraph on Ω if
and only if the poset (DomHyp+u(Ω,H ),6
+) has a unique minimal element (namely,
the hypergraph H ).
2) If H and H ′ are hypergraphs on Ω different from ; and {;}, then H = H ′ if and
only if the posets
(
DomHyp+u(Ω,H ),6
+) and (DomHyp+u(Ω,H ′),6+) have the same
minimal elements.
Proof. It is a direct consequence of Corollary 3.16 and Remark 3.35.
Corollary 3.38 If H is a hypergraph on Ω different ; and {;}, then the set of lower
dominant completions DomHyp+
`
(Ω,H ) of H is non-empty and:
H =H1
+t ·· · +tHr ,
where H1, . . . ,Hr are the maximal elements of the poset (DomHyp+` (Ω,H ),6
+). In
particular, the following statements hold.
1) A hypergraph H on Ω different from ; and {;} is a domination hypergraph on Ω
if and only if the poset (DomHyp+
`
(Ω,H ),6+) has a unique maximal (namely, the
hypergraph H ).
2) If H and H ′ are hypergraphs on Ω different from ; and {;}, then H = H ′ if and
only if the posets (DomHyp+
`
(Ω,H ),6+) and (DomHyp+
`
(Ω,H ′),6+) have the same
maximal elements.
Proof. It is a direct consequence of Corollary 3.17 and Remark 3.35.
Remark 3.39 By Remark 3.35, the Corollaries 3.18 and 3.19 are not applicable to the col-
lection Σ = DomHyp(Ω). Furthermore, by Remark 3.36, the Corollaries 3.16, 3.17, 3.18,
and 3.19 are not applicable to the collection Σ = DomHyp0(Ω). In order to get analo-
gous decomposition results, we need to use the avoidance properties in the domination
context. These properties are studied in the next two subsections.
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; {;} {Ω}
DomHyp+0,u(Ω) no [{Ω}] always always
DomHyp+u(Ω) no [{Ω}] always always
DomHyp−0,u(Ω) no [{;}] no [{Ω}] always
DomHyp−u(Ω) no [{;},U1,Ω] no [{Ω}] always
DomHyp+0,`(Ω) always no [U1,Ω] always
DomHyp+
`
(Ω) always no [U1,Ω] always
DomHyp−0,`(Ω) always always always
DomHyp−
`
(Ω) always always always
Table 3.11 The DomHyp∗1∗2(Ω)-avoidance properties and the DomHyp
∗1
0,∗2(Ω)-
avoidance properties for the hypergraphs H =;, {;} and {Ω}, where ∗1 ∈ {+,−} and
∗2 ∈ {u,`}. Enclosed in brackets there are the hypergraphs that prevent the heading
hypergraph H from satisfying the corresponding avoidance property.
3.3.2 The avoidance property 6+, u for domination hypergraphs
In this subsection we investigate the avoidance properties of a hypergraph on Ω with
respect to the order 6+, side u and the collections Σ related to domination. Con-
cretely, Proposition 3.42 states that every hypergraph different from ; and {;} satisfies
the DomHyp+u(Ω)-avoidance property and, in addition, satisfies the DomHyp
+
0,u(Ω)-
avoidance property except for the hypergraphs H of the form U1,Ω′ with a non-empty
Ω′ ⊆Ω. These hypergraphs are studied in Proposition 3.43 and Remark 3.44.
Befor stating our results, let us study in Remark 3.40 the domination avoidance property
for the hypergraphs ;, {;} and {Ω}.
Remark 3.40 In Table 3.11 we establish the domination-avoidance properties for the
hypergraphs ;, {;} and {Ω} for both partial orders6+ and6−, both sides u and `, and
with ground set or not. We also indicate the hypergraphs that prevent ; or {;} from
satisfying the corresponding avoidance property.
The key point to obtain the two domination avoidance properties for 6+, u is the fol-
lowing proposition.
Proposition 3.41 Let Ω be a finite set. Let H be a hypergraph on Ω such that H 6=
;, {;} and such that H 6= U1,Ω′ for all non-empty subsets Ω′  Ω. Then for all hyper-
graph H ′ on Ω such that H 6+ H ′ and H 6=H ′, there exists a domination hypergraph
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H0 with ground set Ω such that H 6+ H0 and H ′ 6 + H0. Moreover, the domination
hypergraph H0 can be chosen to be of the form H0 = Dind(G0) for some graph G0 with
vertex set Ω.
Proof. Let H ′ ∈ Hyp(Ω) such that H 6+ H ′ and H 6=H ′. (Observe that if H = {;},
then this hypergraph H ′ does not exist.)
We claim that there exists B ∈H ′ such that B 6= A for all A ∈H . Indeed, if for all B ∈H ′
there exists A ∈H such that B = A, then we have H ′ ⊆H , and consequently H ′6+ H .
Thus, as6+ is a partial order, we deduce that H ′ =H , which is a contradiction.
Let B ∈H ′ such an element. It is clear that B 6= ; (because if B =;, then H ′ = {;} and,
since H 6+ H ′, we get that H = ; or H = {;} which is not possible by hypothesis).
Moreover, we have that Ω\ B 6= ;. Indeed, otherwise B =Ω, hence H ′ = {Ω}, so H ′6+
H and thus H ′ =H , a contradiction.
We claim that there exists z ∈Ω\ B such that {z} ∉H . Let us proof our claim. If, on the
contrary, {z} ∈H for all z ∈Ω\B, then U1,Ω\B ⊆H . By hypothesis we have U1,Ω\B 6=H
(because Ω \ B  Ω since B 6= ;). So we get that U1,Ω\B  H and hence there exists
A′ ∈H such that A′ 6= {z} for all z ∈Ω\ B. Observe that A′ ⊆ B, because otherwise there
would exist an element ω0 ∈ A′∩ (Ω \ B), hence {ω0} ⊆ A′ ∈ H and {ω0} ∈ U1,Ω\B ⊆ H
and so A′ = {ω0}, a contradiction because A′ 6= {z} for all z ∈Ω \ B. Thus we have that
A′ ⊆ B and so, by construction of B, we conclude that A′  B. Now since H 6+ H ′,
there exists B′ ∈ H ′ such that B′ ⊆ A′  B. Hence B′  B and B,B′ ∈ H , which is a
contradiction.
Let z ∈Ω\ B such that {z} ∉H . We define the hypergraph H0 as follows:
H0 = {{x, z} : x ∈ B}∪ {{x} : x ∈Ω\ B, x 6= z} .
It is clear that Gr(H0) = Ω, so H0 ∈ Hyp0(Ω). Moreover, H0 = D(G), where G is the
graph obtained from KΩ by deleting the edges {x, z}, with x ∈ B. We observe further
that D(G) = Dind(G). We also have that H ′ 6 + H0, because B ∈ H ′, but there is no
element of H0 contained in B. Let us finally prove that H 6+ H0; that is, we must
demonstrate that if A ∈ H , then there exists A0 ∈ H0 such that A0 ⊆ A (Lemma 1.15).
Let A ∈ H . If A 6⊆ B ∪ {z}, then there is an element x ∈ Ω \ B, x 6= z, such that x ∈ A.
Hence there exists {x} ∈ H0 such that {x} ⊆ A, as we wanted to prove. So now let us
assume now that A ⊆ B ∪ {z}. If z ∉ A, then we have A ⊆ B. Since H 6+ H ′, there is
an element B′ ∈ H ′ such that B′ ⊆ A ⊆ B. In such a case, we get B′ = A = B, which is a
contradiction. Hence z ∈ A. But we also know that {z} ∉ H , so there exists x ∈ B such
that x ∈ A. Therefore we have proved that {x, z} ⊆ A. This completes the proof because
{x, z} ∈H0.
Proposition 3.42 (Domination avoidance property for 6+, u) Let Ω be a finite set
and let H be a hypergraph onΩ different from ; and {;}. Then the following statements
hold.
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1) The hypergraph H satisfies the DomHyp+u(Ω)-avoidance.
2) If the hypergraph H 6= U1,Ω′ for all non-empty subsets Ω′  Ω, then H satisfies the
DomHyp+0,u(Ω)-avoidance property.
Proof. We observe that if H = U1,Ω′ for some non-empty subset Ω′ ⊆ Ω, then H =
D(KΩ′) ∈DomHyp(Ω). Observe that H =D(KΩ′) ∈DomHyp0(Ω) if and only if Ω′ =Ω.
Hence H =U1,Ω′ verifies the domination avoidance property if ; 6=Ω′ Ω and verifies
the 0-domination avoidance property if Ω′ =Ω.
So we may assume that H 6= U1,Ω′ for all non-empty subsets Ω′ ⊆ Ω. Then we can
apply Proposition 3.41 to H and we get that H satisfies the DomHyp+0,u(Ω)-avoidance
property and, in particular, also the DomHyp+u(Ω)-avoidance property.
In order to complete the second statement of the previous proposition, next we deal
with the hypergraphs H of the form U1,Ω′ for some non-empty subset Ω′ ( Ω. The
study of the hypergraphs of this form will be completed in Subsection 3.3.5.
Proposition 3.43 Let Ω be a finite set and let Ω′ be a non-empty subset of Ω. Then the
following statements hold.
1) U1,Ω′ ∈DomHyp(Ω) and U1,Ω′ ∪ {Ω\Ω′} ∈DomHyp0(Ω).
2) U1,Ω′ 6+ U1,Ω′ ∪ {Ω\Ω′}.
3) If H is a hypergraph with ground set Ω, then:
U1,Ω′ 6
+ H ⇐⇒ U1,Ω′ ∪ {Ω\Ω′}6+ H .
Proof. It is clear that U1,Ω′ is the domination hypergraph of the complete graph KΩ′
with vertex set V (KΩ′)=Ω′. Moreover, the hypergraph U1,Ω′∪{Ω\Ω′} is the domination
hypergraph D(G) of the graph G with vertex set V (G) =Ω obtained from the complete
graph KΩ by removing the edges of the form {w1, w2} with w1, w2 ∉Ω′. Furthermore it
is easy to check that U1,Ω′ 6+ U1,Ω′ ∪ {Ω\Ω′}. Hence, as6+ is a partial order, the proof
of the proposition will be completed by showing that if H is a hypergraph with ground
set Ω such that U1,Ω′ 6+ H , then U1,Ω′ ∪ {Ω\Ω′}6+ H .
Assume that H ∈ Hyp0(Ω) and that U1,Ω′ 6+ H . We must demonstrate that U1,Ω′ ∪
{Ω \Ω′} 6+ H . Since U1,Ω′ 6+ H , by applying Lemma 1.15 we get that for all ω ∈ Ω′
there exists B ∈ H such that B ⊆ {w}; hence B = {w} or B = ;. If B = ;, then H = {;}
whose ground set is not Ω (because Ω 6= ;). Thus B = {ω}. Therefore, we have {w} ∈H
for all ω ∈Ω′; that is, U1,Ω′ ⊆H . If Ω′ =Ω, then U1,Ω′ ∪ {Ω\Ω′} =U1,Ω =U1,Ω′ and so
we are done. Now, assume that Ω′  Ω. Then there exists A ∈ H such that A∩Ω′ =;;
that is, A ⊆Ω \Ω′. Therefore, for all C ∈ U1,Ω′ ∪ {Ω \Ω′} there exists A0 ∈ H such that
A0 ⊆C , as we wanted to prove.
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Remark 3.44 We observe that Proposition 3.42 can not be applied to hypergraphs of
the form H =U1,Ω′ for some non-empty subsetΩ′ Ω. Actually, from Proposition 3.43
we know that the hypergraphs of the form H = U1,Ω′ , with ; 6=Ω′  Ω, do not satisfy
the DomHyp+0,u(Ω)-avoidance property. Indeed, we have that:
1) H 6+ H ′, where H ′ =U1,Ω′ ∪ {Ω\Ω′};
2) H 6=H ′ (because Ω′ 6=Ω);
3) there exists H0 ∈ DomHyp0(Ω) such that H 6+ H0 (for example, H0 = D(KΩ)
or H0 =H ); and
4) there does not exist H0 ∈ Hyp0(Ω) such that H 6+ H0 and H 6 + H0 (because
for all H0 ∈Hyp0(Ω) with H 6+ H0 we have H ′6+ H0).
Therefoer, from 1), 2), 3) and 4) it follows that the hypergraph H = U1,Ω′ does not
satisfy the DomHyp+0,u(Ω)-avoidance property.
3.3.3 Other avoidance properties for domination hypergraphs
The following propositions deal with the avoidance property of a hypergraph H ∈
Hyp(Ω) with respect to DomHyp∗1∗2(Ω) and DomHyp
∗1
0,∗2(Ω), for the cases (∗1,∗2) =
(+,`) and (∗1,∗2) = (−,`). Namely, Proposition 3.45 deals with the case (+,`) and
Proposition 3.47 with the case (−,`), respectively. The corresponding property for the
case (−, u) remains an open problem.
Proposition 3.45 (Domination avoidance property for 6+, `) Let Ω be a finite set.




Proof. Let H ′ ∈Hyp(Ω) such that H ′6+ H and H ′ 6=H (we observe that if H =;,
then there is no hypergraph H ′ satisfying these conditions). We have to show that
there exists H0 ∈ DomHyp(Ω) such that H0 6+ H and H0 6 + H ′. Since H ′ 6+ H
and H ′ 6=H , we have that H 6 + H ′, and so there exists A0 ∈H such that A′ 6⊆ A0 for
all A′ ∈ H ′. If H = {A0}, as H 6= {;}, then A0 6= ; and we can take H0 = H = D(KA0).
If H 6= {A0}, then there exists A1 ∈ H with A1 6= A0. Let a0 ∈ A0 \ A1 and consider
H0 = {A0,Ω\{a0}}. This hypergraph has the following four properties: (1) it has ground
set Gr(H0) = A0 ∪Ω \ {a0} = Ω; (2) it satisfies the inequality H0 6+ H , because A1 ⊆
Ω\ {a0}; (3) it satisfies H0 6 + H ′, by construction; (4) and, finally, H =D(G), where G
is the graph with vertex set V (G)=Ω, isolated vertices V0(G)= A0\{a0} and a connected
component that is a star with center a0 and leaves Ω \ A0. So H0 is the hypergraph we
seek.
Remark 3.46 We observe that the hypergraph H0 appearing in the proof of Propo-
sition 3.45 can be realized with a graph G such that D(G) = Dind(G). Moreover, the
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hypergraph H0 has ground set Ω if and only if H 6= {X } for all non-empty subsets X
of Ω.
Proposition 3.47 (Domination avoidance property for 6−, `) Let Ω be a finite set.




Proof. Let H ′ ∈Hyp(Ω) such that H ′6− H and H ′ 6=H . (We observe that if H =;
or H = {;}, then there is no hypergraph H ′ satisfying these conditions.) We have to
show that there exists H0 ∈ DomHyp(Ω) such that H0 6− H and H0 6 − H ′. Since
H ′ 6− H and H ′ 6= H , we have that H 6 − H ′. Hence there exists A0 ∈ H such that
A0 6⊆ A′ for all A′ ∈H ′. Observe that A0 6= ; and A0 6= {Ω} because H 6= {Ω} and H 6= {;}.
If H = {A0}, then we can take H0 =H =D(KA0) because A0 6= ;. Else if H 6= {A0}, then
we can take H0 = {A0}∪U1,Gr(H )\A0 =D(KA0∨KGr(H )\A0) (observe that Gr(H )\A0 6= ;).
Indeed, in this case, we have that H0 6− H because for all ω ∈ Gr(H ) \ A0 there exists
Aω ∈H such that ω ∈ Aω; and moreover we have that H0 6 − H ′ because of A0.
Remark 3.48 We observe that the hypergraph H0 appearing in the proof of Proposi-
tion 3.47 can be realized with a graph G such that D(G) = Dind(G). Moreover, if the
hypergraph H has ground set Ω, then the ground set of H0 is also Ω. We recall that the
set DomHyp−0,`(Ω,H ) of lower domination completions is non-empty if and only if H
has ground set Ω (see Proposition 3.30).
Remark 3.49 That all hypergraphs fulfill the domination avoidance property in the
case6−, u remains an open problem.
3.3.4 Domination decompositions of a hypergraph
In this subsection we focus on the domination decomposition of a hypergraph. Con-
cretely, we are going to prove that the set of minimal upper domination completions of
a hypergraph provide a decomposition of the hypergraph; whereas the minimal upper
domination completions with ground set determine a decomposition if and only if the
hypergraph is not of the form U1,Ω′ for all non-empty proper subsets Ω′ of Ω.
Theorem 3.50 Let Ω be a finite set and let H be a hypergraph on Ω. Let us consider
the sets of minimal dominations completions:
MinDomHyp+u(Ω,H )= {H1, . . . ,Hr }
and:
MinDomHyp+0,u(Ω,H )= {H 01 , . . . ,H 0s }.
Then:
H =H1
+u ·· · +uHr 6+ H 01
+u ·· · +uH 0s
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and the last inequality turns into an equality if and only if H 6=U1,Ω′ for all non-empty
subsets Ω′ Ω.
Proof. By applying Proposition 3.6, Theorem 3.11 and Proposition 3.42 it follows the
first equality, as well as that the inequality is an equality if H 6=U1,Ω′ for all non-empty
subsets Ω′  Ω. Moreover, as H 6+ H 0i , by applying Remark 1.19, we get that H 6
+
H 01
+u ·· · +uH 0s .
Therefore, the proof of the theorem will be completed by showing that if H =U1,Ω′ for
some non-empty subset Ω′ Ω, then H 6=H 01
+u ·· · +uH 0s .
So, assume that there exists a proper non-empty subset Ω′ Ω such that H =U1,Ω′ . In
such a case, let us consider the hypergraph H ∗ with ground set Ω defined by H ∗ =
H ∪ {Ω \Ω′}. From Proposition 3.43 it follows that MinDomHyp+0,u(Ω,H ) = {H ∗}.
Therefore, in this case H 01
+u ·· · +uH 0s =H ∗ and thus H 6=H 01
+u ·· · +uH 0s .
3.3.5 Domination decompositions and hypergraphs with one minimal domi-
nation completion
In Subsection 3.1.3 we have related the existence of decompositions to the fact the poset
of completions has a unique element (Corollary 3.7). Here we are going to study this
relationship in the case where the completions and decomposition are associated to the
domination framework. The main result is Theorem 3.52 and the proof is based on the
next lemma.
Lemma 3.51 Let Ω be a finite set and let H be a hypergraph on Ω. The following
statements hold.
1) If H =U1,Ω′ for some non-empty subset Ω′ ⊆Ω, then each one of the posets of domi-
nation completions:(
DomHyp+u(Ω,H ),6
+) and (DomHyp+0,u(Ω,H ),6+)
have a unique minimal element; namely:




H ∪ {Ω\Ω′}} .
2) If H =U1,Ω′ ∪ {Ω\Ω′} for some non-empty subset Ω′ ⊆Ω, then each one of the posets
of domination completions:
(DomHyp+u(Ω,H ),6
+) and (DomHyp+0,u(Ω,H ),6
+)
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possess the same unique minimal element; namely:
MinDomHyp+u(Ω,H )=MinDomHyp+0,u(Ω,H )= {H } .
3) If the poset (DomHyp+u(Ω,H ),6
+) of domination completions of the hypergraph H
has a unique minimal element H1, then H =H1.
4) If the poset (DomHyp+0,u(Ω,H ),6
+) of domination completions of the hypergraph H
has a unique minimal element H 01 , then either H =H 01 or there exists a non-empty
proper subset Ω′ Ω such that H =U1,Ω′ and H 01 =U1,Ω′ ∪ {Ω\Ω′}.
Proof. The first and the second statement are a direct consequence of Proposition 3.43.
Now let us prove the third statement. Namely we are going to show that a contradic-
tion is achieved if H 6= H1. So, assume that H 6= H1. On one hand, since H1 ∈
DomHyp+u(Ω,H ), the inequality H 6
+ H1 holds. On the other hand H 6= U1,Ω′
for any non-empty subset Ω′  Ω because otherwise, if H = U1,Ω′ , then from the
first statement we get that MinDomHyp+u(Ω,H ) = {H } and so H = H1, a contra-
diction. Thus, since H and H1 are two hypergraphs on the finite set Ω, by apply-
ing the DomHyp+u(Ω)-avoidance property (Proposition 3.42) we get that there exists a
domination hypergraph H0 on Ω such that H 6+ H0 and H1 6 + H0; that is, there
exists H0 ∈ DomHyp+u(Ω,H ) such that H1 6 + H0. This is a contradiction because
MinDomHyp+u(Ω,H )= {H1}, and so H16+ H0.
To conclude, let us demonstrate the last statement. Since H 01 is the unique minimal ele-
ment of the poset
(
DomHyp+0,u(Ω,H ),6
+), we get that H 6+ H 01 and that H 01 6+ H0
for all domination completion H0 of H with ground set Ω. Therefore, we conclude
that either H = H 01 or H = U1,Ω′ for some subset Ω′  Ω, because otherwise a con-
tradiction can be obtained by applying the DomHyp+0,u(Ω)-avoidance property (Propo-
sition 3.42). Hence, from the first statement of this lemma it follows that H = H 01 or
H =U1,Ω′ and H 01 =H ∪ {Ω\Ω′}. This completes the proof of the lemma.
Theorem 3.52 Let Ω be a finite set and let H be a hypergraph on Ω. Let us consider
the following three conditions:
C1) The hypergraph H is a domination hypergraph on Ω.
C2) The non-empty poset
(
DomHyp+u(Ω,H ),6
+) has a unique minimal element.
C3) The non-empty poset
(
DomHyp+0,u(Ω,H ),6
+) has a unique minimal element.
Then (C1) ⇔ (C2) ⇐ (C3). Moreover, if H satisfies (C1), then H satisfies (C3) if and only
if H has ground set Ω or H =U1,Ω′ for some non-empty subset Ω′ Ω.





MinDomHyp+u(Ω,H )= {H }.
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Therefore condition (C1) implies condition (C2). Moreover, from the third statement of
Lemma 3.51 we get that condition (C2) implies condition (C1). So, the equivalence (C1)
⇔ (C2) holds.
Next let us show that if H ∈Hyp(Ω), then condition (C3) implies condition (C2). So, let
us assume that the poset
(
DomHyp+0,u(Ω,H ),6
+) has a unique minimal element H 01 .
In such a case, from Lemma 3.51 we get that either H = H 01 or there exists a proper
subset Ω′ Ω such that H =U1,Ω′ . In any case, H is a domination hypergraph and so
condition (C2) holds.
To finish the proof of the theorem it is enough to show that if H is a domination hy-
pergraph, then H satisfies (C3) if and only if H is a hypergraph with ground set Ω or
H =U1,Ω′ for some subset Ω′ Ω.




+) of domination completions of H has a unique
minimal element, namely:
MinDomHyp+0,u(Ω,H )= {H }.
On the other hand, from the first statement in Lemma 3.51 it follows that if H = U1,Ω′





So the proof of the theorem will be completed by showing that if H is a domination
hypergraph on Ω such that
(
DomHyp+0,u(Ω,H ),6
+) has a unique minimal element
H0, then either H is a hypergraph with ground set Ω or H = U1,Ω′ for some subset
Ω′ Ω. This implication follows from the last statement of Lemma 3.51. This completes
the proof of the theorem.
Remark 3.53 In spite of the equivalences in Theorem 3.52, it is interesting to bear in
mind that there exist domination hypergraphs H on the finite set Ω such that the poset
(DomHyp+0,u(Ω,H ),6
+) has a unique minimal element H0, but H 6= H0 (see Exam-




+) has two or more minimal elements as it is shown in
Example 3.55.
Example 3.54 Let Ω = {1,2,3,4} and let us consider the hypergraph on Ω defined by
H = {{1}, {2}, {3}}. Observe that H = U1,Ω′ , where Ω′ = {1,2,3} Ω. Therefore, H is a
domination hypergraph (Proposition 3.43). In addition, by taking into account the Ta-
ble 2.3, it is not hard to check that the poset
(
DomHyp+0,u(Ω,H ),6
+) has a unique min-
imal element. Namely, MinDomHyp+0,u(Ω,H ) = {H0}, where H0 = H ∪ {Ω \ {1,2,3}} =
H ∪{{4}} = {D(KΩ)} (observe that this fact is statement 1) of Lemma 3.51). Therefore, H
is a domination hypergraph but H 6=H0.
Example 3.55 We now consider the hypergraph H = {{1}, {2,3}} on the finite set Ω =
{1,2,3,4}. The hypergraph H is a domination hypergraph on Ω; indeed we have that
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H ′ =D(G) with G a graph of type G3,3 (see Table 2.2). So we have that H ∈DomHyp(Ω)
but H 6∈DomHyp0(Ω). Therefore, from Lemma 3.51 and Theorem 3.52, we deduce that
the poset (DomHyp+u(Ω,H ),6
+) has a unique minimal element; namely:




+) has two or more minimal elements. Let
us show that, in this case, the poset
(
DomHyp+0,u(Ω,H ),6
+) has exactly two minimal
elements. From the Table 2.3, it is not hard to check that there are six domination hyper-
graphs H ′ with ground setΩ and such that H 6+ H ′. Namely, two hypergraphs H ′ of
the form H ′ =D(G ′) with G ′ a graph of type G4,9; three hypergraphs H ′ =D(G ′) with
G ′ of type G4,10; and one with G ′ of type G4,11. So DomHyp+0,u(Ω,H ) =
{









+) are the two hypergraphs H ′1,H ′2 of the type H ′ =D(G ′)
with G ′ a graph of type G4,9; that is, the hypergraphs H ′1 = {{1}, {2,3}, {2,4}} and H ′2 =








Remark 3.56 Let Ω be a finite set and let H ∈ Hyp(Ω). Let us consider the sets of
minimal dominations completions:
MinDomHyp+u(Ω,H )= {H1, . . . ,Hr }
and:
MinDomHyp+0,u(Ω,H )= {H 01 , . . . ,H 0s }.
From Theorem 3.50 we get that if r = 1, then H =H1; while, if s = 1, then H 6H 01 , and
H = H 01 if and only if H 6= U1,Ω′ for all non-empty subsets Ω′  Ω. Notice that this
result is consistent with the statements (3) and (4) in Lemma 3.51 where we analyze the
hypergraphs whose posets of domination completions have a unique minimal element;
that is, hypergraphs with r = 1, and hypergraphs with s = 1. Moreover, recall that from
Theorem 3.52 we get that, if s = 1, then r = 1. Hence, if s = 1, then H = H1, and so we
conclude that H =H1 6H 01 . Finally, we observe that from Example 3.55 we have that
r = 1 does not imply that s = 1.
3.3.6 Domination decompositions and hypergraphs with the same minimal
domination completions
In Subsection 3.1.3 we have seen in the general that two hypergraphs are equal if and
only if they have the same optimal completions (Corollary 3.8). Here we are going to
explore this result in the domination framework. This is done in Theorem 3.57. Observe
that from this theorem it follows that any hypergraph is univocally determined by its
minimal domination completions.
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Theorem 3.57 Let Ω be a finite set and let H1 and H2 be two hypergraphs on Ω. The
following statements hold.
1) MinDomHyp+u(Ω,H1)=MinDomHyp+u(Ω,H2) if and only if H1 =H2.
2) MinDomHyp+0,u(Ω,H1) = MinDomHyp+0,u(Ω,H2) if and only if the hypergraphs
H1 and H2 fulfill one of the following four cases:
(2.1) either H1 =H2,
(2.2) or there exists a non-empty and proper subset ; Ω′  Ω such that H1 =
U1,Ω′ and H2 =U1,Ω′ ∪ {Ω\Ω′},
(2.3) or there exists a non-empty and proper subset ; Ω′  Ω such that H1 =
U1,Ω′ ∪ {Ω\Ω′} and H2 =U1,Ω′ ,
(2.4) or there exist two different elements w0,1, w0,2 ∈Ω such that H1 =U1,Ω\{w0,1}
and H2 =U1,Ω\{w0,2}.
3) If the hypergraphs H1 and H2 have the same ground set, then H1 = H2 if and
only if MinDomHyp+0,u(Ω,H1)=MinDomHyp+0,u(Ω,H2).
Proof. The first statement of the theorem is a direct consequence of the first equality
in Theorem 3.50; whereas the equivalences in the third statement follow from state-
ment (2). Therefore, we must prove the equivalence in the second statement. From
Lemma 3.51 it follows that if H1 and H2 satisfy (2.2) or (2.3) or (2.4), then:
MinDomHyp+0,u(Ω,H1)=MinDomHyp+0,u(Ω,H2).
Thus, to conclude we must prove that if:
MinDomHyp+0,u(Ω,H1)=MinDomHyp+0,u(Ω,H2),
then H1 and H2 satisfy either (2.1) or (2.2) or (2.3) or (2.4).
So, let us assume that MinDomHyp+0,u(Ω,H1) = MinDomHyp+0,u(Ω,H2). Observe that
if H1 and H2 are not of the form U1,Ω′ withΩ′ Ω, then by applying the second equal-
ity in Theorem 3.50, we conclude that H1 = H2. Therefore, without loss of generality,
from now on we may assume that there exists a subset Ω′ Ω such that H1 =U1,Ω′ . At
this point, the proof will be completed by showing that if H2 6=H1 and H2 6=H1∪ {Ω\
Ω′}, then |Ω′| = |Ω|−1 and there exists a subset Ω′′  Ω of size |Ω′′| = |Ω|−1 such that
H2 =U1,Ω′′ . Let us prove it.
Since H1 =U1,Ω′ , from Lemma 3.51 (1) we get that:
MinDomHyp+0,u(Ω,H1)= {H1 ∪ {Ω\Ω′}}.
Therefore:
MinDomHyp+0,u(Ω,H2)= {H1 ∪ {Ω\Ω′}}
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and thus, since H2 6=H1 ∪ {Ω \Ω′}, by applying Lemma 3.51 (4) we conclude that there
exists Ω′′  Ω such that H2 = U1,Ω′′ and H1 ∪ {Ω \Ω′} = U1,Ω′′ ∪ {Ω \Ω′′}; that is, we
have the equality U1,Ω′ ∪ {Ω \Ω′} = U1,Ω′′ ∪ {Ω \Ω′′}. If Ω′ has size |Ω′| É |Ω| − 2, then
from the above equality we conclude that Ω′ =Ω′′, and thus H1 = H2, a contradiction
because we are assuming H1 6= H2. Therefore |Ω′| > |Ω| − 2. Thus, since Ω′  Ω, we
conclude that |Ω′| = |Ω|−1. So |Ω′′| = |Ω|−1 because U1,Ω′ ∪ {Ω\Ω′} =U1,Ω′′ ∪ {Ω\Ω′′}.
This completes the proof of the theorem.
Remark 3.58 The equivalence in the third statement of the above theorem is not true
if the hypergraphs H1 and H2 have different ground set. Indeed, let Ω be a finite set
and let us consider the following hypergraphs H1 =U1,Ω\{w1} and H2 =U1,Ω\{w2} on Ω,
where ω1,ω2 ∈Ω. From the statement (2.4) of Theorem 3.57 we get that the equality:
MinDomHyp+0,u(Ω,H1)=MinDomHyp+0,u(Ω,H2)
holds but H1 6= H2 if w1 6= w2. However, observe that MinDomHyp+u(Ω,Hi ) = {Hi }
(see Lemma 3.51) and so, actually if w1 6= w2, then:
MinDomHyp+u(Ω,H1) 6=MinDomHyp+u(Ω,H2).
3.4 Domination decomposition index of a hypergraph
The decomposition index of a hypergraph can be defined in a general framework where
we consider theΣ∗1∗2 -decomposition problem for a family of hypergraphsΣ. However, in
this section we are going to study only the decomposition with regard to the domination
context with respect to the order6+ and the side u. Namely, first in Subsection 3.4.1 we
define these decomposition indices, and afterwards, in Subsection 3.4.2 we see that this
index provides a lower bound for a hypergraph to be a domination hypergraph.
3.4.1 The two domination decomposition indices of a hypergraph
Let H be a hypergraph on a finite set Ω. In Subsection 3.1.3 we introduced the gen-
eral definition of decomposition. Here we adapt them to our situation. We say that a
family {H1, . . . ,Ht } ⊆ DomHyp(Ω) of t Ê 1 distinct domination hypergraphs on Ω is a
t -decomposition of the hypergraph H if:
H =H1
+u ·· · +uHt .
A t -0-decomposition is a t -decomposition {H1, . . . ,Ht } where H1, . . . ,Ht are domina-
tion hypergraphs with ground set Ω. Let us denote:
D+u(Ω,H )=min
{




t : there exists a t -0-decomposition of H
}
.
We call D+u(Ω,H ) the upper decomposition index of the hypergraph H with respect
to the order 6+, and we call D+0,u(Ω,H ) the upper decomposition index of H with
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ground set Ω also with respect to the order 6+. Since we are going to consider only
the domination decomposition indices of a hypergraph, we will omit the reference to
“domination” and we will say “decomposition index” only.
From Theorem 3.50 and Theorem 3.52 we get that, if H is not a domination hypergraph,
then the hypergraphs belonging to MinDomHyp+u(Ω,H ) and to MinDomHyp
+
0,u(Ω,H )
provide a decomposition of H . (In the ground-set case, this is true if and only if the
hypergraph H is not of the form U1,Ω′ for a non-empty proper subset Ω′ of Ω.)
The next proposition states that, in fact, to compute D+u(Ω,H ) and D+0,u(Ω,H ) it is
enough to consider only those decompositions that consists of minimal domination
completions of H .
Proposition 3.59 Let H be a hypergraph on a finite set Ω. The following statements
hold.
1) If D+u(Ω,H ) = δ, then there exists a δ-decomposition {H1, . . . ,Hδ} of H where
H1, . . . ,Hδ ∈MinDomHyp+u(Ω,H ).
2) If D+0,u(Ω,H )= δ, then there exists a δ-0-decomposition {H1, . . . ,Hδ} of H where
H1, . . . ,Hδ ∈MinDomHyp+0,u(Ω,H ).
Proof. This result can be proved by using the general results (see Proposition 3.6).
However, we are going to present a specific proof in order to avoid any difficulty con-
cerning the ground set.
The proof of statement 1) is analogous to the proof of statement 2). Namely, we only





DomHyp+u(Ω,H ); the set MinDomHyp
+
0,u(Ω,H ) by MinDomHyp
+
u(Ω,H ); and replace
“0-decomposition” by “decomposition”. Hence, next we only are going to demonstrate
the second statement.
To prove statement 2) it is enough to see that any 0-decomposition of H can be trans-
formed into a 0-decomposition consisting of minimal 0-domination completions of H ;
that is, we must prove that if
{




is a t -0-decomposition of H , then there exist
distinct s É t minimal 0-domination completions Hi1 , . . . ,His ∈ MinDomHyp+0,u(H )
that constitute an s-0-decomposition of H .
So, assume that H ′1, . . . ,H
′
t ∈ DomHyp0(Ω) are such that
{




is a t -0-decom-
position of H ; that is, H =H ′1
+u ·· · +uH ′t .
We have that H =H ′1
+u ·· · +uH ′t 6+ H ′k for all k and, as H ′k ∈ DomHyp0(Ω), we have
that H ′k ∈DomHyp+0,u(Ω,H ).
Set MinDomHyp+0,u(Ω,H )= {H1, . . . ,Hr }.
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Then for all k ∈ {1, . . . , t }, there exists αk ∈ {1, . . . , r} such that Hαk 6+ H ′k . Let us
write
{
Hi1 , . . . ,His
} = {Hα1 , . . . ,Hαt }, where Hi1 , . . . ,His are different (observe that
s Émin{r, t } É t). On one hand, we have that:
Hi1
+u ·· · +uHis =Hα1
+u ·· · +uHαt 6+ H ′1
+u ·· · +uH ′t ;
and hence we get that Hi1
+u ·· · +uHis 6+ H . On the other hand, from Remark 1.19, it is
clear that:
H 6+ Hi1
+u ·· · +uHis .
Therefore, we conclude that H = Hi1
+u ·· · +u His ; that is,
{
Hi1 , . . . ,His
}
is an s-0-de-
composition of H .
As a consequence of the previous proposition, we get the following results on the de-
composition indices.
Proposition 3.60 Let Ω be a finite set and let H be a hypergraph on Ω. Then the
following statements hold.
1) The decomposition index D+u(Ω,H ) is well defined.
2) The decomposition index D+0,u(Ω,H ) is defined if and only if H 6=U1,Ω′ for all non-
empty and proper subsets Ω′ of Ω.
Proof. The first statement is a direct consequence of Theorem 3.50. Let us prove the
second one. If H 6= U1,Ω′ for all non-empty and proper subsets Ω′ of Ω, then by The-
orem 3.50 we have a decomposition and hence D+0,u(Ω,H ) is defined. Conversely, if
this decomposition index is defined, then there exists a decomposition of H . Then by
Proposition 3.59 the hypergraph H has a decomposition H = Hi1
+u ·· · +u Hiδ , where
Hi j are minimal domination completions of H with ground set Ω. Therefore, from
Theorem 3.50 and Remark 1.19, we have that H 6+ H1
+u ·· · +uHs 6+ Hi1
+u ·· · +uHiδ =
H , where MinDomHyp+0,u(Ω,H )= {H1, . . . ,Hs }. From these inequalities it follows that
H = H1
+u ·· · +u Hs . Then by Theorem 3.50 we get that H 6= U1,Ω′ for all non-empty
and proper subsets Ω′ of Ω.
Proposition 3.61 Let Ω be a finite set and let H be a hypergraph on Ω. Then the
following statements hold.
1) D+u(Ω,H )= 1 if and only if the hypergraph H is a domination hypergraph.
2) D+0,u(Ω,H ) = 1 if and only if the hypergraph H is a domination hypergraph with
ground set Ω.
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where r is the number of minimal domination completions of H and s is the number
of minimal 0-domination completions of H .
Proof. Statements 1) and 2) follow easily from Theorem 3.50, Lemma 3.51 and Theo-
rem 3.52. Now if H is not a domination hypergraph, then H 6=U1,Ω′ for all non-empty
and proper subsetsΩ′ ofΩ (see Proposition 3.43). In addition, from Proposition 3.59, we
get that D+u(Ω,H )É r and D+0,u(Ω,H )É s. Furthermore, from the definition it follows
that D+u(Ω,H ) ÉD+0,u(Ω,H ). From these facts and Theorem 3.50 the third statement
follows.
As far as we know, there is no more general relation between these parameters. Let us
show some examples.
Example 3.62 On the finite set Ω= {1,2,3,4} let us consider the hypergraph of Exam-
ple 3.55; that is, the hypergraph H = {{1}, {2,3}}. We know that this hypergraph is a dom-




are H ′1 = {{1}, {2,3}, {2,4}} and H ′2 = {{1}, {2,3}, {3,4}}. Thus:
MinDomHyp+u(Ω,H )= {H },
MinDomHyp+0,u(Ω,H )= {H ′1,H ′2}.
Hence we conclude that D+u(Ω,H )= 1 and D+0,u(Ω,H )= 2. So D+u(Ω,H )= 1 does not
implies that D+0,u(Ω,H )= 1.
Example 3.63 Now, on the finite set Ω = {1,2,3,4} let us consider the hypergraphs
H1,H2,H3,H4,H5 of Example 3.33; that is, the hypergraphs:
H1 = {{1,2}, {1,3}, {2,3}},
H2 = {{1,2}, {2,3}, {3,4}},
H3 = {{1,2}, {1,3,4}, {2,3,4}},
H4 = {{1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}}, and
H5 = {{1}, {2}, {3}}.
In order to compute the values of D+u(Ω,Hi ) and D+0,u(Ω,Hi ) we will use the explicit
description of the set:
MinDomHyp+u(Ω,Hi )=
{
Hi ,1, . . . ,Hi ,ri
}
of minimal domination completions of the hypergraph Hi , and of the set:
MinDomHyp+0,u(Ω,Hi )=
{




of the minimal 0-domination completions of the hypergraph Hi (these descriptions are
detailed in Example 3.33). In Table 3.12 we summarize the values of ri and si as well as
the values of the decomposition indices D+u(Ω,Hi ) and D+0,u(Ω,Hi ).
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ri and si D+u(Ω,Hi ) and D+0,u(Ω,Hi )
i = 1 4< 7 2< 3
i = 2 3= 3 2= 2
i = 3 6> 4 2= 2
i = 4 7= 7 3= 3
i = 5 1= 1 1 and not defined
Table 3.12 Number of minimal domination completions and decomposition in-
dices for the hypergraphs Hi of Example 3.63.
(3.63.1) Computation of D+u(Ω,H1) and D+0,u(Ω,H1).
From (3.33.1) we know that:
MinDomHyp+u(Ω,H1)=
{




H 01,i : 1É i É 6
}∪{U2,Ω}.
Therefore, H1 is not a domination hypergraph and:
2ÉD+u(Ω,H1)É 4, 2ÉD+0,u(Ω,H1)É 7.
It is clear that {H1,1,H1,2} is a decomposition of H1. So we conclude that









0-decomposition of H1, and so D+0,u(Ω,H1) É 3; while, on the other hand, it











sition of H1, and thus from Proposition 3.59 it follows that D+0,u(Ω,H1) 6= 2.
Therefore, we conclude that D+0,u(Ω,H1)= 3.
(3.63.2) Computation of D+u(Ω,H2) and D+0,u(Ω,H2).

























is a 0-decomposition of H2, we
conclude that:
D+u(Ω,H2)=D+0,u(Ω,H2)= 2.






















not a 0-decomposition of H2.
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position of H3. Therefore:
D+u(Ω,H3)=D+0,u(Ω,H3)= 2,
because H3 is not a domination hypergraph.
(3.63.4) Computation of D+u(Ω,H4) and D+0,u(Ω,H4).
From (3.33.4) we have that:
MinDomHyp+u(Ω,H4)=MinDomHyp+0,u(Ω,H4)
= {H4,1, . . . ,H4,7} .
Therefore, H4 is not a domination hypergraphs and, by applying Proposi-
tion 3.61 we get that:
2ÉD+u(Ω,H4)=D+0,u(Ω,H4)É 7.




is a decomposition of





is not a decomposition of H4, and thus from Proposition 3.59
it follows that D+u(Ω,H4) 6= 2. Therefore, we conclude that:
D+u(Ω,H4)=D+0,u(Ω,H4)= 3.
(3.63.5) Computation of D+u(Ω,H5) and D+0,u(Ω,H5).
From (3.33.5) we have that:
MinDomHyp+u(Ω,H5)= {H5}
and that:
MinDomHyp+0,u(Ω,H5)= {H5 ∪ {{4}}} = {D(KΩ)}.
Hence, H5 is a domination hypergraph on Ω and so D+u(Ω,H5) = 1, whereas
the index D+0,u(Ω,H5) is not defined because H5 does not have a 0-decompo-
sition. (In fact, H5 =U1,Ω′ , where Ω′ = {1,2,3} ⊆Ω. So it follows from Proposi-
tion 3.60 that D+0,u(Ω,H5) is not defined.)
Remark 3.64 We observe that from the previous example we conclude that there are





are equalities, and that there are hypergraphs where these general inequalities are not
equalities.
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3.4.2 Domination decomposition index and distance to dominatoin hyper-
graphs
To finish this section, we present a result on the decomposition index D+u(Ω,H ) asso-
ciated with the hypergraph H . Specifically, in Theorem 3.65 we show that D+u(Ω,H )
allows us to compute a tight lower bound for the distance between the hypergraph H
and the family DomHyp(Ω) of all the domination hypergraphs on the finite set Ω.
Before stating our theorem, we recall some general notions concerning partially ordered
sets (for general references see [37, 41]).
The cover relation of a partially ordered set (X ,¹) is the transitive reflexive reduction
of the partial order ¹; that is, an element y of the poset (X ,¹) covers another element
x provided that x ¹ y and that there exists no third element z in the poset for which
x ¹ z ¹ y .
The Hasse diagram is a graphical rendering of a partially ordered set (X ,¹) displayed
via the cover relation of the partially ordered set with an implied upward orientation.
A point is drawn for each element of the poset, and line segments are drawn between
these points according to the following rule: if x ≺ y in the poset, then the point corre-
sponding to x appears lower in the drawing than the point corresponding to y , and the
line segment between the points corresponding to x and y is included in the drawing if
and only if the element y of the poset (X ,¹) covers the element x.
The digraph of a partially ordered set (X ,¹) is the digraph associated with the Hasse
diagram of the poset.
The distance between two elements x1, x2 of a partially ordered set (X ,¹) is the distance
d(x1, x2) between x1 and x2 in the digraph of the poset. The distance between an ele-
ment x ∈ X and a subset Y ⊆ X in the poset (X ,¹) is defined as d(x,Y ) = min{d(x, y) :
y ∈ Y }.
Theorem 3.65 LetΩ be a finite set and let H be a hypergraph onΩ. ThenD+u(Ω,H )−1
is a lower bound for the distance between the hypergraph H ∈ Hyp(Ω) and the set of
domination hypergraphs DomHyp(Ω)⊆Hyp(Ω) in the poset (Hyp(Ω),6+).
Proof. Let d be the distance between the hypergraph H and the family of domination
hypergraphs DomHyp(Ω) in the poset (Hyp(Ω),6+). Observe that, d = 0 if and only if
H is a domination hypergraph if and only if D+u(Ω,H ) = 1. Therefore, we must prove
the inequality D+u(Ω,H )−1É d whenever d Ê 1.
So assume that d Ê 1.
Then there exist a sequence:
H =H06+ H16+ · · ·6+ Hd−16+ Hd
of hypergraphs on Ω satisfying the following four conditions:
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(1) the hypergraph Hd is a domination hypergraph on Ω;
(2) the hypergraphs Hi are not domination hypergraphs if i 6= d ;
(3) Hi 6=Hi+1 for all i = 0, . . . , d −1; and
(4) if H ′ is a hypergraph on Ω such that Hi 6+ H ′6+ Hi+1, then either H ′ =Hi or
H ′ =Hi+1.
For i = 0, . . . , d −1 we have that Hi 6+ Hi+1. On one hand, from condition (3) we have
that Hi 6= Hi+1. On the other hand, from condition (2) it follows that Hi 6= U1,Ω′ for
any subset Ω′ Ω (because Hi is not a domination hypergraph while U1,Ω′ =D(KΩ′)).
Therefore, by applying Proposition 3.42 it follows that there exists a domination hy-
pergraph H0,i on Ω such that Hi 6+ H0,i and Hi+1 6 + H0,i . Let us define Hi ,i+1 =
H0,i
+u Hi+1; that is, Hi ,i+1 is the hypergraph on Ω whose elements are the inclusion-
minimal elements of the family {A0,i ∪ Ai+1 : A0,i ∈ H0,i and Ai+1 ∈ Hi+1}. We claim
that Hi =Hi ,i+1. Let us prove our claim.
On one hand, from the definition of Hi ,i+1 and by applying Remark 1.19 we get that
Hi ,i+1 6+ Hi+1. On the other hand, since Hi 6+ H0,i and Hi 6+ Hi+1, again from
the definition of Hi ,i+1 and by applying Remark 1.19, now we get that Hi 6+ Hi ,i+1.
Therefore Hi 6+ Hi ,i+1 6+ Hi+1 and hence, from the condition (4) we conclude that
either Hi = Hi ,i+1 or Hi ,i+1 = Hi+1. So the proof of our claim will be completed if
we show that Hi ,i+1 6= Hi+1. Let us prove it. From the definition of Hi ,i+1 and by
applying Reamrk 1.19 we get that Hi ,i+1 6+ H0,i . Therefore, if Hi ,i+1 = Hi+1, then a




A0,i ∪ Ai+1 : A0,i ∈H0,i , Ai+1 ∈Hi+1
}
for all i = 0, . . . , d −1. Hence it is straightforward to prove the equality:
H0 =min
{





+u ·· · +uH0,d−1
+uHd .
By construction, for all i = 0, . . . , d − 1 the hypergraphs H0,i are domination hyper-
graphs; whereas, by condition (1) we get that the hypergraph Hd is a domination hyper-
graph. Moreover, recall that H = H0. Hence, we conclude that {H0,0, . . . ,H0,d−1,Hd }
is a (d + 1)-decomposition of the hypergraph H , and hence D+u(Ω,H ) É d + 1. This
completes the proof of the theorem.
From Theorem 3.65 we get that:
D+u(Ω,H )−1É d (H ,DomHyp(Ω))
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for all hypergraphs H on the finite set Ω. To conclude, let us remark that there are
examples of hypergraphs H for which this inequality is an equality (Example 3.66),
and examples where the inequality is strict (Example 3.67).
Example 3.66 Let Ω = {1,2,3,4}. Let us consider the hypergraph H on Ω defined as
H = {{1,2}, {2,3}, {3,4}}. The decomposition index of this hypergraph is D+u(Ω,H ) = 2
(see Example 3.63). We claim that the distance d between the hypergraph H and the
family of domination hypergraphs DomHyp(Ω) in the poset (Hyp(Ω),6+) is equal to
one. Indeed, on one hand we have that H 6+ H ′ where H ′ is the domination hy-
pergraph H ′ = {{1,2}, {1,4}, {2,3}, {3,4}} (moreover, from Example 3.33 we get that H ′ is
a minimal domination completion of H ). On the other hand it is not hard to check
that, if H ′′ is a hypergraph on Ω such that H 6+ H ′′ 6+ H ′, then either H =H ′′ or
H ′′ =H ′. Therefore we conclude that d = 1=D+u(Ω,H )−1, as claimed.
Example 3.67 Finally, on the finite set Ω= {1,2,3,4} now we consider the hypergraph
H = {{1,2}, {1,3,4}, {2,3,4}}. This hypergraph also has decomposition indexD+u(Ω,H )=
2 (see Example 3.63). However, next we are going to prove that d(H ,DomHyp(Ω))Ê 2.
To this end it is enough to consider the set:
MinDomHyp+u(Ω,H )= {H1, . . . ,Hr }
and to prove that d(H ,Hi ) Ê 2 for all i . Let us do it. From Example 3.33, we get that
MinDomHyp+u(H )= {H1, . . . ,H6} where:
H1 = {{1,2}, {1,3}, {2,4}, {3,4}},
H2 = {{1,2}, {1,4}, {2,3}, {3,4}},
H3 = {{1}, {2,3,4}},
H4 = {{2}, {1,3,4}},
H5 = {{3}, {1,2}},
H6 = {{4}, {1,2}}.
Now observe that:
H 6+ {{1,2}, {1,3}, {2,3,4}}6+ H1,
H 6+ {{1,2}, {2,3}, {1,3,4}}6+ H2,
H 6+ {{1,2}, {1,3}, {2,3,4}}6+ H3,
H 6+ {{1,2}, {2,3}, {1,3,4}}6+ H4,
H 6+ {{1,2}, {1,3}, {2,3}}6+ H5,
H 6+ {{1,2}, {1,4}, {2,4}}6+ H6.
Therefore, for all i there exists a hypergraph H ′i on Ω such that:
H 6+ H ′i 6
+ Hi and H 6=H ′i 6=Hi .
Hence d(H ,Hi )Ê 2, and so d(H ,DomHyp(Ω))Ê 2> 1=D+u(Ω,H )−1.
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CHAPTER 4
COMPUTATION OF MINIMAL DOMINATION
COMPLETIONS AND DECOMPOSITION INDICES
In this chapter first we introduce some techniques to compute the minimal domination
completions and the decomposition indices of a hypergraph. After that we calculate
the minimal domination completions and the decomposition indices of hypergraphs
up to order 4 that are not domination hypergraphs. Finally, we also study the minimal
domination completions and decomposition indices of some uniform hypergraphs.
4.1 Reduction techniques
In this section we study some reduction techniques for computing the minimal dom-
ination completions and the decomposition index of a hypergraph H . We will focus
only on MinDomHyp+u(Ω,H ) and on D
+
u(Ω,H ).
4.1.1 Reduction to hypergraphs with emtpy intersection set
Let H be a hypergraph on a finite set Ω. Recall that we denote by Int(H ) the intersec-
tion of the elements of H ; that is, Int(H )=⋂A∈H A.
The goal of this subsection is to prove that the computation of MinDomHyp+u(Ω,H )
and can be reduced to hypergraphs H with Int(H )=;. Namely we are going to prove
that, if we are able to calculate the sets MinDomHyp+u(Ω,H
′) for hypergraphs with
intersection Int(H ′) =;, then it is possible to compute the minimal domination com-
pletions MinDomHyp+u(Ω,H ) of any hypergraph H (see Proposition 4.2). The same
happens with the decomposition index D+u(Ω,H ) (see Proposition 4.3).
Recall that, by Proposition 2.9, we know that if there exists a graph G such that H =
D(G), then Int(H ) = V0(G), the set of the isolated vertices of G . So, to achieve our
purpose, the idea is to add isolated vertices to certain accurate graphs. In order to do
this, we will use the following graph constructions.
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Let Ω be a finite set and let x ∈Ω. Let G be a graph with vertex set V (G) ⊆Ω. Then we
define the graphs G(x) and G(x) as follows:
• G(x) =G , if x 6∈ V (G); while if x ∈ V (G) and if Wx is the set of vertices Wx = {y ∈
V (G) : y 6= x and N[y]⊆ N[x]}, then:
– the vertex set of the graph G(x) is V (G(x))= V (G) \ Wx ; and
– the edges of the graph G(x) are the edges of the subgraph of G induced by
V (G) \ (Wx ∪ {x}).
(See Figure 4.1.)
• G(x)= K{x} ∪G , where K{x} is the trivial graph with vertex set {x}; that is:
– if x ∈ V (G), then G(x)=G ; whereas
– if x 6∈ V (G), then G(x) is the graph with vertex set V (G(x))= V (G)∪ {x} and





N(x) \Wx N(x) \WxV (G) \N [x] V (G) \N [x]
︸ ︷︷ ︸ ︸ ︷︷ ︸
Figure 4.1 The graph G(x).
Lemma 4.1 Let Ω be a finite set and let H ∈Hyp(Ω) be a hypergraph on Ω. Let G be a
graph such that V (G) ⊆Ω and let us assume that H 6+ D(G). Then H 6+ D(G(x))6+
D(G) for all x ∈ Int(H ).
Proof. Observe that both D(G) and D(G(x)) are hypergraphs on Ω, because V (G) ⊆Ω
and V (G(x))⊆Ω.
First, let us prove that D(G(x)) 6
+ D(G). By the definition of G(x), it is clear that if
D ∈ D(G(x)), then D is a dominating set of G . Hence, there exists D′ ∈ D(G) such that
D′ ⊆ D. So, D(G(x))6+ D(G).
Let us show now the inequality H 6+ D(G(x)). Let A ∈ H . Since H 6+ D(G), there
exists D ∈D(G) such that D ⊆ A. Observe that the set C = (D \ Wx)∪ {x} is a dominating
set of the graph G(x). Therefore, there exists D
′ ∈D(G(x)) such that D′ ⊆C . On one hand,
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we have that D \ Wx ⊆ D ⊆ A. On the other hand, x ∈ A because x ∈ Int(H ). Hence, it
follows that C ⊆ A and consequently D′ ⊆ A. Therefore, H 6+ D(G(x)).
Proposition 4.2 Let Ω be a finite set and let H ∈ Hyp(Ω) be a hypergraph on Ω. Let
x ∈ Int(H ), and let H 〈x〉 be the hypergraph on Ω\ {x} defined as:
H 〈x〉 = {A \ {x} : A ∈H } .
Let us assume that MinDomHyp+u(Ω,H
〈x〉) = {H ′1, . . . ,H ′r }. Then, the minimal domi-
nation completions of H are:
MinDomHyp+u(Ω,H )= {H1, . . . ,Hr } , Hi =
{
A∪ {x} : A ∈H ′i
}
.
Moreover, if H ′i =D(Gi ), then Hi =D(Gi (x)).
Proof. Observe that D(Gi (x)) ∈DomHyp0(V (Gi (x)))⊆DomHyp(Ω).
First let us show that H 6+ D(Gi (x)). Let A ∈ H . Then A \ {x} ∈ H 〈x〉. Since H 〈x〉 6+
D(Gi ), there exists Di ∈D(Gi ) such that Di ⊆ A \{x}. Observe that Di ∪ {x} is a dominat-
ing set of the graph Gi (x). Therefore, there exists D′i ∈D(Gi (x)) such that D′i ⊆ Di ∪ {x}.
Hence D′i ⊆ A. So we conclude that H 6+ D(Gi (x)).
To complete the proof of the proposition, we must demonstrate that if G is a graph such
that H 6+ D(G), then there exists i0 ∈ {1, . . . , r} such that D(Gi0(x))6+ D(G).
So, let G be a graph and assume that H 6+ D(G). From Lemma 4.1 we get that H 6+
D(G(x)) 6
+ D(G). Hence, for each A ∈ H , there exists D ∈ D(G(x)) such that D ⊆ A.
Observe that D(G(x)) = {D′∪ {x} : D′ ∈D(G)}. Therefore, we have that x ∈ D, and thus
D \ {x} ⊆ A \ {x}. Hence, it follows that H 〈x〉 6+ D(G(x) − {x}) and so, since D(G(x) −
{x}) is a domination completion of H 〈x〉, there exists i0 ∈ {1, . . . , r} such that D(Gi0)6+
D(G(x)−{x}). At this point observe that D(Gi0(x))= {D′∪{x} : D′ ∈D(Gi0)}. We therefore
conclude that D(Gi0(x))6
+ D(G). This completes the proof of the proposition.
Proposition 4.3 Let Ω be a finite set and let H ∈ Hyp(Ω) be a hypergraph on Ω. Let
x ∈ Int(H ), and let H 〈x〉 be the hypergraph on Ω\ {x} defined as:
H 〈x〉 = {A \ {x} : A ∈H } .
Then, D+u(Ω,H )=D+u(Ω,H 〈x〉).
Proof. Let MinDomHyp+u(Ω,H
〈x〉) = {H ′1, . . . ,H ′r } and let Hi = {A ∪ {x} : A ∈ H ′i }.
From the definition of decomposition it is easy to prove that a family
{





an s-decomposition of the hypergraph H 〈x〉 if and only if the family
{
Hi1 , . . . ,His
}
is an
s-decomposition of the hypergraph H . Hence, the equality D+u(Ω,H ) =D+u(Ω,H 〈x〉)
follows from Proposition 3.59 and Proposition 4.2.
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Example 4.4 On the finite set Ω= {1,2,3,4}, let us consider the hypergraph:
H = {{1,2,4}, {1,3,4}, {2,3,4}}.
Observe that 4 ∈ Int(H ). Therefore, we can apply Propositon 4.2 and Proposition 4.3 in
order to compute MinDomHyp+u(Ω,H ) and D
+
u(Ω,H ). Observe that:
H 〈4〉 = {A \ {4} : A ∈H } = {{1,2}, {1,3}, {2,3}}
is the hypergraph H1 of Examples 3.33 and 3.63. Hence, from the computations done in










where H ′0,i = {{i ,4}, { j , k,4}} and {i , j , k} = {1,2,3}; whereas from Example 3.63 and Propo-
sition 4.3 it follows that D+u(Ω,H )=D+u(Ω,H0)= 2.
4.1.2 Reduction to hypergraphs with corank at least two
We start with a simple result that will be used in the lemma and propositions that follow.
Lemma 4.5 Let Ω be a finite set and let H1 and H2 hypergraphs on Ω such that H16+
H2. Assume that there is an element ω ∈Ω such that {ω} ∈H1. Then either H2 = {;} or
{ω} ∈H2. In particular, if H2 is a domination hypergraph on Ω, then {ω} ∈H2.
Proof. If H1 6+ H2 and {ω} ∈ H1, then there exists A ∈ H2 such that A ⊆ {ω}. Then
either A = ;, and hence H2 = {;}, or A = {ω}. Observe that {;} is not a domination
hypergraph (see Remark 3.28 and Table 3.8).
Lemma 4.6 Let Ω be a finite set and let H be a hypergraph on Ω such that {ω} ∈H for
some element ω ∈Ω. Then the following statements hold.
1) If G is a graph such that H 6+ D(G), then G = K{ω} ∨G ′, where G ′ =G −ω. Moreover
we have that H \ {{ω}}6+ D(G ′).
2) If G ′ is a graph such that ω ∉ V (G ′) and such that H \ {{ω}}6+ D(G ′), then H 6+
D(G), where G = K{ω} ∨G ′.
Proof. Assume first that H 6+ D(G) for some graph G . As {ω} ∈ H , by Lemma 4.5,
we have that {ω} ∈ D(G). This implies that deg(ω) = |V (G)|−1 and therefore the graph
G is equal to K{ω} ∨ (G −ω). Moreover, by Proposition 2.49, we have that D(G −ω) =
D(G) \ {{ω}}. Hence, H \ {{ω}}6+ D(G −ω).
Assume now that H \ {{ω}}6+ D(G ′) for some graph G ′ such that ω ∉ V (G ′). Let G =
K{ω} ∨G ′. We have to demonstrate that H 6+ D(G); that is, if A ∈ H , then there exists
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B ∈ D(G) such that B ⊆ A. Let A ∈ H such that A 6= {ω}. Then A ∈ H \ {{ω}} and by
hypothesis there exists B ∈ D(G ′) such that B ⊆ A. By Proposition 2.49 we have that
D(G) = D(G ′)∪ {{ω}}. So in this case we are done. For the set {ω} ∈ H , we have that
{ω} ∈D(G) also. Hence we have shown that H 6+ D(G).
Proposition 4.7 Let Ω be a finite set and let H be a hypergraph on Ω. Let ω ∈ Ω.
Assume that {ω} ∈H . Then the following statements hold.
1) If MinDomHyp+u(Ω,H \ {{ω}})= {H ′1, . . . ,H ′r }, then:
MinDomHyp+u(Ω,H )=
{
H ′1 ∪ {{ω}}, . . . ,H ′r ∪ {{ω}}
}
.
Moreover if H ′i =D(G ′i ), then Hi =D(K{ω} ∨G ′i ).
2) If MinDomHyp+u(Ω,H )= {H1, . . . ,Hr }, then:
MinDomHyp+u(Ω,H \ {{ω}})= {H1 \ {{ω}}, . . . ,Hr \ {{ω}}}.
Proof. It is a direct consequence of Lemma 4.6 and of the definitions.
Proposition 4.8 Let Ω be a finite set and let H be a hypergraph on Ω. Let ω ∈Ω such
that {ω} ∈H . Then D+u(Ω,H )=D+u(Ω,H \ {{ω}}).
Proof. Set d =D+u(Ω,H ) and dω =D+u(Ω,H \ {{ω}}). Assume that we have a decom-
position of the hypergraph H :
H =H1
+u ·· · +uHd
with Hi ∈MinDomHyp+u(Ω,H ). By Lemma 4.5 we have that {ω} ∈Hi for all i = 1, . . . , d .
Hence, by Proposition 4.7, we get a decomposition of the hypergraph H \ {{ω}}:
H \ {{ω}} =H1 \ {{ω}}
+u ·· · +uHd \ {{ω}}.
Thus, by definition of the decomposition index, we get that dω 6 d . Assume now that
we have a decomposition of the hypergraph H \ {{ω}}:
H \ {{ω}} =H ′1
+u ·· · +uH ′dω .
Then, by adding the set {ω} to each of the hypergraphs appearing in it, we get a decom-
position of H ; that is:
H = (H ′1 ∪ {{ω}})
+u ·· · +u (H ′dω ∪ {{ω}}).
Thus we have that d 6 dω.
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Example 4.9 Let Ω= {1,2,3,4} and let us consider the hypergraph:
H = {{1,2}, {1,3}, {2,3}, {4}}.
The minimal domination completions of the hypergraph H \ {{4}} are:
{{1}, {2,3}}, {{2}, {1,3}}, {{3}, {1,2}}
and D+u(Ω,H \ {{4}}) = 2 (see Examples 3.33 and 3.63). Hence, by Propositions 4.7
and 4.8, the minimal domination completions of the hypergraph H are:
{{1}, {2,3}, {4}}, {{2}, {1,3}, {4}}, {{3}, {1,2}, {4}}
and D+u(Ω,H )= 2.
4.2 Hypergraphs of small order
In this section we compute the sets MinDomHyp+u(Ω,H ) and MinDomHyp
+
0,u(Ω,H ),
and the decomposition indices D+u(Ω,H ) and D+0,u(Ω,H ), where H is a hypergraph
on a finite set Ω of size |Ω| = n É 4. Complete results are presented for n É 3, while for
n = 4 only some partial results are obtained.
4.2.1 Hypergraphs of order 2
In Table 4.1 we can find all the hypergraphs up to isomorphism on the finite setΩ= {1,2},
whether they have ground set Ω or not. We observe that all hypergraphs on Ω are
domination hypergraphs on Ω and have exactly one graph realization (see Tables 2.1
and 2.6). The hypergraph {{1}} does not have ground set Ω, so {{1}} ∉ DomHyp0(Ω).
Thus from Lemma 3.51 we get that:
MinDomHyp+0,u(Ω, {{1}})= {{1}, {2}}.




, because {{1}} ∈ DomHyp(Ω). In this
case, we find that D+u(Ω, {{1}}) = 1, while D+0,u(Ω, {{1}}) is not defined (see Proposi-
tion 3.61).
4.2.2 Hypergraphs of order 3
In Table 4.2 we can find all the hypergraphs up to isomorphism on the finite set Ω =
{1,2,3}, with ground set contained in Ω. We observe that all these hypergraphs on Ω
are domination hypergraphs on Ω, except for {{1,2}, {1,3}, {2,3}}, and have exactly one
graph realization. This last observation follows from the description of the dominat-
ing hypergraphs D(G) of the non-isomorphic graphs G with n É 3 vertices given in
Tables 2.2, 2.1, and 2.2 and by bearing in mind that {{1}} is the domination hypergraph
of the graph G with vertex set V (G) = {{1}} and edge set E(G) = ;. However, there are
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H DomHyp0(Ω) DomHyp(Ω) # g. r.
{{1}} no yes 1
{{1,2}} yes yes 1
{{1}, {2}} yes yes 1
Table 4.1 Non-isomorphic hypergraphs on the set Ω= {1,2}, whether they are dom-
ination hypergraph and their number of graph realizations (fourth column). See Ta-
bles 2.1 and 2.6 for the graph realizations.
three domination hypergraphs on Ω that are not domination hypergraphs with ground
set Ω and one hypergraph with ground set Ω that is not a domination hypergraph. For
these hypergraphs we calculate their minimal domination completions with ground set
or not and the corresponding decomposition index. For the hypergraphs U1,{1} = {{1}}









We find these results summarized in Tables 4.2 and 4.3.
H DomHyp0(Ω) DomHyp(Ω) # g. r.
{{1}} no yes 1
{{1,2}} no yes 1
{{1}, {2}} no yes 1
{{1,2,3}} yes yes 1
{{1,2}, {1,3}, {2,3}} no no —
{{1,2}, {1,3}} yes yes 1
{{1}, {2,3}} yes yes 1
{{1,2,3}} yes yes 1
Table 4.2 Non-isomorphic hypergraphs on the set Ω = {1,2,3}, whether they are
domination hypergraph and their number of graph realizations (fourth column). See
Tables 2.1, 2.2, 2.6, and 2.7 for the graph realizations.
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H M0 M D+0,u D
+
u
{{1}} {{1}, {2,3}} {{1}} — 1
{{1,2}} {{1,2}, {1,3}}, {{1,2}} 2 1
{{1,2}, {2,3}}
{{1}, {2}} {{1}, {2}, {3}} {{1}, {2}} — 1
{{1,2}, {1,3}, {2,3}} {{1}, {2,3}} {{1}, {2,3}} 2 2
{{2}, {1,3}} {{2}, {1,3}}
{{3}, {1,2}} {{3}, {1,2}}
Table 4.3 Minimal domination completions of hypergraphs on the set Ω = {1,2,3}
that are not domination hypergraphs and their decomposition indices. M0 and M
stand for MinDomHyp+0,u(Ω,H ) and MinDomHyp
+
u(Ω,H ), respectively.
4.2.3 Hypergraphs of order 4
It is easy to check that there are 28 non-isomorphic hypergraphs on the setΩ= {1,2,3,4}
of size four. Namely, we have:
• There are 8 non-isomorphic hypergraphs on Ω but not with ground set Ω; that is,
in Hyp0(Ω
′) where Ω′ Ω. See Table 4.4 and Table 4.5.
• There are 20 non-isomorphic hypergraphs with ground setΩ; that is, in Hyp0(Ω).
Ten of these hypergraphs are domination hypergraphs with ground set Ω and
the other ten hypergraphs are not domination hypergraphs. In Subsection 2.4.4
and Table 2.8 we study the ten hypergraphs that are domination hypergraphs and
their graph realizations. For the ten hypergraphs with ground set Ω that are not
domination hypergraphs, we list their domination completions in Table 4.6 (see
Remark 4.11).
From the above we get that there are 11 non-isomorphic hypergraphs on Ω= {1,2,3,4}
that are not domination hypergraphs. As far as we know, there is no general result that
allows us to compute the minimal domination completions of all these 11 hypergraphs.
In Example 4.10 we compute the minimal domination completions of the hypergraph
H = {{1,3}, {2,4}} on the set Ω = {1,2,3,4} by doing an exhaustive description of the
poset (DomHyp+u(Ω,H ),6
−).
Example 4.10 Let us consider the hypergraph H = {{1,3}, {2,4}} on the setΩ= {1,2,3,4}.
This hypergraph is not a domination hypergraph (see Example 2.37). Here we are going
to show that H has six minimal domination completions on Ω and that D+u(Ω,H )= 2.
To this end, first let us compute the set DomHyp+u(Ω,H ) of the upper domination com-
pletions of H ; that is, the set whose elements are the domination hypergraphs H ′ with
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H DomHyp0(Ω) DomHyp(Ω) # g. r.
{{1}} no yes 1
{{1,2}} no yes 1
{{1}, {2}} no yes 1
{{1,2,3}} no yes 1
{{1,2}, {1,3}, {2,3}} no no —
{{1,2}, {1,3}} no yes 1
{{1}, {2,3}} no yes 1
{{1}, {2}, {3}} no yes 1
Table 4.4 Hypergraphs H on the set Ω= {1,2,3,4} such that Gr(H ) Ω, whether
they are domination hypergraph and their number of graph realizations (fourth col-
umn). See Tables 2.1, 2.2, 2.3, 2.6, 2.7 and 2.8.
H 6+ H ′. So we are looking for graphs G ′ with vertex sets V (G ′) ⊆Ω and such that
H 6+ D(G ′); that is, such that there exist D1,D2 ∈D(G ′) with D1 ⊆ {1,3} and D2 ⊆ {2,4}.
By taking into account the Tables 2.1, 2.2 and 2.3, it is not hard to check that there are
twenty-six hypergraphs H ′1, . . . ,H
′
26 satisfying these conditions. Namely:
• four hypergraphs H ′ of the form H ′ =D(G ′), with G ′ a graph of type G2,2;
• four hypergraphs H ′ of the form H ′ =D(G ′), with G ′ of type G3,3;
• four hypergraphs H ′ of the form H ′ =D(G ′), with G ′ of type G3,4;
• two hypergraphs H ′ of the form H ′ =D(G ′), with G ′ of type G4,4;
• one hypergraph H ′ of the form H ′ =D(G ′), with G ′ of type G4,8;
• eight hypergraphs H ′ of the form H ′ =D(G ′), with G ′ of type G4,9;
• two hypergraphs H ′ of the form H ′ =D(G ′), with G ′ of type G4,10; and
• one hypergraph H ′ of the form H ′ =D(G ′), with G ′ of type G4,11.
At this point, the minimal upper domination completions of H are obtained as the
minimal elements of the poset ({H ′1, . . . ,H
′
26},6
+). In this case, it is a straightforward
computation to show that the minimal elements are:
• the four hypergraphs H ′ of the type H ′ = D(G ′), with G ′ a graph of type G3,3,
and
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H M0 M D+0,u D
+
u
{{1}} {{1}, {2,3,4}} {{1}} — 1
{{1,2}} {{1,2}, {1,3,4}}, {{1,2}} 2 1
{{1,2}, {2,3,4}}
{{1}, {2}} {{1}, {2}, {3,4}} {{1}, {2}} — 1
{{1,2,3}} {{1,2,3}, {1,3,4}}, {{1,2,3}} 2 1
{{1,2,3}, {2,3,4}},
{{1,2,3}, {1,2,4}}
{{1,2}, {1,3}} {{1,2}, {1,3}, {2,4}, {3,4}}, {{1,2}, {1,3}} 2 1
{{1,2}, {1,3}, {1,4}}
{{1,2}, {1,3}, {2,3}} Example 3.33 and {{1}, {2,3}} 3 2
Example 3.63 {{2}, {1,3}}
{{3}, {1,2}}
{{1}, {2,3}} {{1}, {2,3}, {2,4}}, {{1}, {2,3}} 2 1
{{1}, {2,3}, {3,4}}
{{1}, {2}, {3}} {{1}, {2}, {3}, {4}} {{1,2,3}}{{1}, {2}, {3}} — 1
Table 4.5 Minimal domination completions of hypergraphs on the set Ω= {1,2,3,4}
with ground set strictly contained in Ω that are not domination hypergraphs
and their decomposition indices. M0 and M stand for MinDomHyp+0,u(Ω,H ) and
MinDomHyp+u(Ω,H ), respectively.


















H 13,3 = {{1}, {2,4}},
H 23,3 = {{2}, {1,3}},
H 33,3 = {{3}, {2,4}},
H 43,3 = {{4}, {1,3}},
H 14,4 = {{1,3}, {1,4}, {2,3}, {2,4}}, and
H 24,4 = {{1,2}, {1,3}, {2,4}, {3,4}}.
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Now, by applying Proposition 3.61 it follows that 2 ÉD+u(Ω,H ) É 6. However, in this






is a 2-decomposition of H . Ob-
serve that
{




is a 2-decomposition of H if and only if:{
(i , j , k),(`, m, n)
}= {(1,3,3),(3,3,3)} ,
or: {
(i , j , k),(`, m, n)
}= {(1,4,4),(2,4,4)} .
Remark 4.11 (SAGE calculations) Let Ω = {1,2,3,4}. Then it is easy to check that
there are only 10 non-isomorphic hypergraphs with ground set Ω that are not domi-
nation hypergraphs (see Table 2.3 for the list of domination hypergraphs of order 4).
Namely, every element of Hyp0(Ω) \ DomHyp0(Ω) is isomorphic, as hypergraph, to
one hypergraph of the Table 4.6. Under each hypergraph H of the list, we write the
sets M0 =MinDomHyp+0,u(Ω,H ) and M =MinDomHyp+u(Ω,H ) as calculated with the
SAGE program of Appendix A.
4.3 Domination completion and decomposition of uniform hy-
pergraphs
Let Ω be a finite set of size |Ω| = n and let 1 É r É n. Recall that a hypergraph H on
Ω is called r-uniform if |A| = r for all A ∈ H . Recall also that we denote by Ur,Ω the
r-uniform hypergraph on Ω whose elements are all the subsets of Ω of size r ; that is,
Ur,Ω = {A ⊆Ω : |A| = r}.
In this section we will focus on the uniform hypergraphs of the form Ur,Ω. We have seen
in Proposition 2.52 that the uniform hypergraphs Ur,Ω are domination hypergraphs
only for r = 1, r = |Ω| − 1 and for r = 2 and |Ω| is even. In this section we study the
upper minimal domination completions of Ur,Ω with ground set Ω when this hyper-
graph is not a domination hypergraph. Specifically, we analyze the minimal domina-
tion completions for Ur,Ω where r = 2 and |Ω| is odd (Subsection 4.3.1), when r = |Ω|−1
(Subsection 4.3.2), and when r is arbitrary and |Ω| É 5 (Subsection 4.3.3).
Throughout this section we will only consider hypergraphs with ground set Ω; that
is, elements of Hyp0(Ω). Moreover, we will use the partial order 6
+ and look for
upper domination completions. Therefore, we are going to describe the set of min-
imal completions MinDomHyp+0,u(Ω,Ur,Ω) and to compute the decomposition index
D+0,u(Ω,Ur,Ω).
4.3.1 Minimal domination completions of U2,Ω
From Proposition 2.52, Lemma 3.51 and Theorem 3.52 we get that:
MinDomHyp+0,u(Ω,U2,Ω)= {U2,Ω} ⇐⇒ |Ω| is even.
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Type Hypergraph H and its minimal completions M0 and M
1 (H2) H U3,Ω = {{1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}}
M = M0 {{1}, {2,3,4}}, {{2}, {1,3,4}}, {{3}, {1,2,4}}, {{4}, {1,2,3}},
{{1,3}, {1,4}, {2,3}, {2,4}}, {{1,2}, {1,4}, {2,3}, {3,4}}, {{1,2}, {1,3}, {2,4}, {3,4}}
2 (H3) H {{1,2,3}, {1,2,4}, {1,3,4}}
M = M0 {{1,4}, {1,2,3}}, {{1,3}, {1,2,4}}, {{1,2}, {1,3,4}}
3 (H5) H {{1,2,3}, {1,2,4}, {3,4}}
M0 {{3}, {1,2,4}}, {{4}, {1,2,3}}, {{1,2}, {1,4}, {2,3}, {3,4}}, {{1,2}, {1,3}, {2,4}, {3,4}}
M {{{1}, {3,4}}, {{2}, {3,4}}, {{3}, {1,2,4}}, {{4}, {1,2,3}},
{{1,2}, {1,4}, {2,3}, {3,4}}, {{1,2}, {1,3}, {2,4}, {3,4}}
4 (H7) H {{1,2}, {1,3}, {2,3,4}}
M0 {{1}, {2,3,4}}, {{2}, {1,3}, {1,4}}, {{3}, {1,2}, {1,4}}, {{1,2}, {1,3}, {2,4}, {3,4}}
M {{1}, {2,3,4}}, {{2}, {1,3}}, {{3}, {1,2}}, {{1,2}, {1,3}, {2,4}, {3,4}}
5 (H6) H {{1,2}, {1,3}, {1,4}, {2,3,4}}
M = M0 {{1}, {2,3,4}}, {{2}, {1,3}, {1,4}}, {{3}, {1,2}, {1,4}}, {{4}, {1,2}, {1,3}}, U2,Ω
6 (H11) H {{1,2}, {1,3}, {1,4}, {2,4}, {3,4}}
M = M0 {{1}, {2,4}, {3,4}}, {{4}, {1,2}, {1,3}}, U2,Ω
7 (H12) H {{1,2}, {1,3}, {1,4}, {2,3}}
M0 {{1}, {2,3}, {3,4}}, {{1}, {2,3}, {2,4}}, {{2}, {1,3}, {1,4}}, {{3}, {1,2}, {1,4}}, U2,Ω
M {{1}, {2,3}}, {{2}, {1,3}, {1,4}}, {{3}, {1,2}, {1,4}}, U2,Ω
8 (H15) H {{1,2}, {1,3}, {2,4}}
M0 {{1}, {2,3}, {2,4}}, {{2}, {1,3}, {1,4}}, {{1,2}, {1,3}, {2,4}, {3,4}}
M {{1}, {2,4}}, {{2}, {1,3}}, {{1,2}, {1,3}, {2,4}, {3,4}}
9 (H16) H {{1,2}, {3,4}}
M0 {{1,2}, {1,3}, {2,4}, {3,4}}, {{1,2}, {1,4}, {2,3}, {3,4}}
M {{1}, {3,4}}, {{2}, {3,4}}, {{3}, {1,2}}, {{4}, {1,2}},
{{1,2}, {1,3}, {2,4}, {3,4}}, {{1,2}, {1,4}, {2,3}, {3,4}}
10 (H17) H {{1,2}, {1,3}, {2,3}, {4}}
M = M0 {{1}, {4}, {2,3}}, {{2}, {4}, {1,3}}, {{3}, {4}, {1,2}}
Table 4.6 Minimal domination completion of hypergraphs of order 4 with ground
set Ω= {1,2,3,4}. Enclosed in parenthesis in the first column there is the correspond-
ing hypergraph of Table 2.8.
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In this section we compute the set MinDomHyp+0,u(Ω,U2,Ω) of the minimal upper dom-
ination completions of the uniform hypergraph U2,Ω with ground set Ω, whenever the
finite set Ω has odd size.
Lemma 4.12 Let Ω′ be a non-empty subset of a finite set Ω. Let H be a hypergraph on
Ω and let:
H [Ω′]= {A ∈H : A ⊆Ω′} .
Assume that H [Ω′] 6= ; and let G ′ be a graph with vertex set V (G ′)⊆Ω′. Then H [Ω′]6+
D(G ′) if and only if H 6+ D(G ′∨KΩ\Ω′).
Proof. First assuming that H [Ω′]6+ D(G ′) we are going to prove the inequality H 6+
D(G ′∨K{Ω\Ω′}). Recall that by Lemma 2.22 we know that:
D(G ′∨KΩ\Ω′)=D(G ′)∪
{
{w} : w ∈Ω\Ω′}=D(G ′)∪U1,Ω\Ω′ .
Therefore, by applying Lemma 1.15, we must demonstrate that if A ∈H , then there exists
D ∈D(G ′)∪U1,Ω\Ω′ such that D ⊆ A. Let A ∈H . If A 6⊆Ω′, then there is ω ∈ A∩ (Ω\Ω′)
and so we can set D = {ω}. Now assume that A ⊆Ω′. Then A ∈ H [Ω′]6+ D(G ′), and
hence there exists D′ ∈ D(G ′) such that D′ ⊆ A. Thus, in such a case, we can consider
D = D′.
Now suppose that H 6+ D(G ′∨KΩ\Ω′). We want to prove that H [Ω′]6+ D(G ′); that is,
we must prove that if A′ ∈H [Ω′], then there exists D′ ∈D(G ′) such that D′ ⊆ A′. Let A ∈
H [Ω′]. Since A ∈H [Ω′]⊆H and H 6+ D(G ′∨KΩ\Ω′), there exists D ∈D(G ′∨KΩ\Ω′)
such that D ⊆ A. But A ⊆Ω′ and, by Lemma 2.22, we get that D(G ′∨KΩ\Ω′) = D(G ′)∪
U1,Ω\Ω′ . Therefore D ∈D(G ′). Now the proof is completed by setting D′ = D.
Theorem 4.13 Let Ω be a finite set of size |Ω| = n. Assume that n is odd. Then the
following statements hold.
1) For all w ∈Ω, the hypergraph:
Hω = {{ω}}∪U2,Ω\{ω}
is a domination hypergraph with ground set Ω. Moreover, if G is a graph with
vertex set Ω, then D(G)=Hω if and only if G = K{ω} ∨G ′, where G ′ is a graph with
vertex set Ω\ {w} and D(G ′)=U2,Ω\{ω}.
2) The uniform hypergraph U2,Ω has n minimal upper domination completions with
ground set Ω. Namely, if Ω= {ω1, . . . ,ωn}, then:
MinDomHyp+0,u(Ω,U2,Ω)=
{
Hω1 , . . . ,Hωn
}
.




is a 2-0-decomposition of U2,Ω. In
particular, D+0,u(Ω,U2,Ω)= 2.
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Proof. Let w ∈Ω. Since Ω\ {ω} has even size, the hypergraph U2,Ω\{ω} is a domination
hypergraph, and so there exists a graph G ′0 with vertex set V (G
′
0) = Ω \ {ω} such that
U2,Ω\{ω} =D(G ′0). If G0 = K{ω} ∨G ′0, then G0 is a graph with vertex set Ω and:
D(G0)=D(K{ω} ∨G ′0)= {{ω}}∪D(G ′0)= {{ω}}∪U2,Ω\{ω} =Hω.
So Hω is a domination hypergraph with ground set Ω.
To conclude the proof of the first statement we must demonstrate that if G is a graph
with D(G)= {{ω}}∪U2,Ω\{ω}, then G = K{ω}∨G ′ for some graph G ′ with vertex setΩ\{w}
and D(G ′)=U2,Ω\{ω}. Let G ′ =G−ω be the graph obtained by deleting the vertexω from
G . Since {ω} ∈D(G), the vertex ω is universal in G and so G = K{ω} ∨ (G −ω). Moreover,
from Lemma 2.22 we have D(G)= {{ω}}∪D(G ′). Thus we conclude that D(G ′)=U2,Ω\{ω}.
This completes the proof of the first statement.
Next we are going to prove that Hω1 , . . . ,Hωn are the minimal upper domination com-
pletions of U2,Ω with ground set Ω.
Let 1É i É n. It is clear that U2,Ω6+ {{ωi }}∪U2,Ω\{ωi }, that is U2,Ω6+ Hωi .
Moreover, from statement 1), the hypergraph Hωi is a domination hypergraph with
ground setΩ. So Hω1 , . . . ,Hωn are upper domination completions of U2,Ω with ground
set Ω; that is:{
Hω1 , . . . ,Hωn
}⊆DomHyp+0,u(Ω,H2,Ω). (4.1)
Now let us prove that:
MinDomHyp+0,u(Ω,U2,Ω)⊆
{
Hω1 , . . . ,Hωn
}
. (4.2)
In order to do this it is enough to show that if H is an upper domination completion
of U2,Ω with ground set Ω, then there exists ω ∈ Ω such that Hω 6+ H . Let H be
an upper domination completion of U2,Ω with ground set Ω. Recall that U2,Ω is not a
domination hypergraph. So U2,Ω 6= H and hence, since the hypergraph U2,Ω consists
of all subsets of Ω of size 2, there exists ω ∈Ω such that {ω} ∈H . Therefore we have that
U2,Ω6+ H and that {ω} ∈H , and so {{ω}}∪U2,Ω\{ω}6+ H ; that is, Hω6+ H .
From (4.1) and (4.2) we have that:
MinDomHyp+0,u(Ω,U2,Ω)=min
{
Hω1 , . . . ,Hωn
}
.
Observe that if i 6= j , then Hωi 6 + Hω j . So, we get:
MinDomHyp+0,u(Ω,U2,Ω)=min
{
Hω1 , . . . ,Hωn
}= {Hω1 , . . . ,Hωn } ,
which completes the proof of the second statement.




is a 2-0-decomposition of U2,Ω;
that is, we must prove that:
U2,Ω =Hω1
+uHω2 .
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Since Hωi = {{ωi }}∪U2,Ω\{ωi }, the union A1∪A2 has at least size two whenever A1 ∈Hω1
and A2 ∈Hω2 and w1 6= w2. Moreover, it is clear that every subset {ωk ,ω`} with ωk 6=ω`
can be obtained as A1 ∪ A2, for some A1 ∈Hω1 and A2 ∈Hω2 . Hence we conclude that:
min
{




To finish this subsection, let us see an example to illustrate this theorem.
Example 4.14 LetΩ= {1,2,3} and let us consider the 2-uniform hypergraph U2,Ω; that
is U2,Ω = {{1,2}, {1,3}, {2,3}}. By Proposition 2.52, we know that U2,Ω is not a domina-
tion hypergraph. Thus, by Theorem 3.52, we conclude that (DomHyp+0,u(Ω,U2,Ω),6
+)
has at least two minimal elements. The computation of these minimal elements have
already been done in Subsection 4.2.2, but here we are going to use Theorem 4.13. By
this theorem, we know that:
MinDomHyp+0,u(Ω,U2,Ω)= {H1,H2,H3},
where Hi = {{i }}∪U2,Ω\{i } = {{i }, { j , k}} and {i , j , k} =Ω. Moreover, we have that {Hi ,H j }
is a 2-0-decomposition of U2,Ω and D+0,u(Ω,U2,Ω).
4.3.2 Minimal domination completions of Un−1,Ω
From Proposition 2.52 we get that if Ω has size n Ê 3, then the hypergraph Un−1,Ω is
not a domination hypergraph. The goal of this section is to provide a complete de-
scription of the set MinDomHyp+0,u(Ω,Un−1,Ω) (Theorem 4.19), and to display their
graph realizations (Proposition 4.22). In addition, we present an upper bound for the 0-
decomposition index D+0,u(Ω,Un−1,Ω) (Proposition 4.24). Up to now, the computation
of the exact value of this index remains as an open problem.
In order to prove our results we will use the following four technical lemmas. Three of
these lemmas are concerned with graphs that are disjoint union of stars; whereas the
last lemma deals with a property of the partial order6+.
The notions involved in these lemmas are about stars. A tree T of order n Ê 2 is a star if
it is isomorphic to the complete bipartite graph K1,n−1. Observe that a tree T of order
n > 2 is a star if and only if T has at most one vertex of degree at least 2, the center of
the star. If a star T has no vertices of degree at least 2, then T is isomorphic to K2 and
both vertices can be considered as centers of the star. Stars can also be characterized
as non-empty connected graphs such that all its edges are incident to a leaf, that is, a
vertex of degree 1. It is clear that every graph without isolated vertices and such that all
its edges have at least one endpoint of degree 1 is a disjoint union of stars. The following
result is a direct consequence of this fact.
Lemma 4.15 If G is a graph without isolated vertices, then G is a disjoint union of stars
if and only if N [G]= E(G).
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Proof. Suppose first that G is a disjoint union of stars. If x is a leaf (that is, a vertex of
degree 1), then N[x]= {x, y} ∈ E(G), whereas if x is a vertex of degree r Ê 2, then N[x]=
{x, y1, . . . , yr } where y1, . . . , yr are the leaves hanging from x. Therefore, we conclude that
N [G]= {N[x] : x is a leaf }. So, N [G]= E(G).
Now suppose that N [G]= E(G). Then, every edge has an endpoint of degree 1, because
it is the neighborhood of some vertex. Therefore, G is a disjoint union of stars.
Lemma 4.16 Every graph G without isolated vertices contains a spanning subgraph that
is a disjoint union of stars.
Proof. It is sufficient to prove that the statement holds for connected graphs G of order
n Ê 2. We proceed by induction on n. The result is trivial for n = 2. Now assume that
G is a connected graph of order n Ê 3. Consider a spanning tree T of G . If T is a star,
then the result follows. So we may assume that T is not a star. In such a case T has at
least two vertices of degree Ê 2. Consider an edge of the path joining these two vertices.
By removing this edge, we obtain two trees T1 and T2 of order at least 2 and without
isolated vertices. By inductive hypothesis, both trees contain a spanning subgraph that
is a disjoint union of stars. To finish observe that the union of those subgraphs is a
spanning subgraph of G that is a disjoint union of stars.
Lemma 4.17 If G is the disjoint union of the stars S1, . . . ,Sr , then G has exactly 2r
inclusion-minimal dominating sets. Namely, the dominating sets of G are the sets of ver-
tices of the form:
{





where J ⊆ {1, . . . , r}, and where ci and Li are respectively the center and the set of leaves of
the star Si (whenever Si is isomorphic to K2, choose one of the two vertices as the center
and the other as the leaf).
Proof. It is clear that a star has exactly two minimal dominating sets (see Remark 2.25).
Namely, if the star S is not isomorphic to K2, then the minimal dominating sets of S are
the set of leaves and the set containing only the center; whereas if S is isomorphic to K2,
then the minimal dominating sets of S are the sets containing exactly one vertex. Now,
the result follows by applying Lemma 2.22 because if G is the disjoint union of the stars
S1, . . . ,Sr , then D(G)=
{
D1 ∪·· ·∪Dr : Di ∈D(Si )
}
.
Lemma 4.18 If G ′ be a spanning subgraph of G , then D(G ′)6+ D(G).
Proof. From V (G) = V (G ′) and E(G ′) ⊆ E(G), we have that every dominating set of G ′
is also a dominating set of G . In particular, if D′ ∈ D(G ′) then D′ contains a minimal
dominating set D of G . Therefore, the inequality D(G ′)6+ D(G) holds.
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Now, by using these lemmas, we are going to prove the following theorem which pro-
vides a complete description of all the minimal upper domination completions of the
uniform hypergraph Un−1,Ω with ground set Ω.
Theorem 4.19 If Ω be a finite set of size n Ê 3, then the upper minimal domination
completions of Un−1,Ω with ground setΩ are the domination hypergraphs H of the form
H =D(G), where G is a disjoint union of stars with vertex set V (G)=Ω; that is:
MinDomHyp+0,u(Ω,H )= {D(G) :G is a disjoint union of stars with V (G)=Ω}.
Proof. Let:
Σ= {G : G is a disjoint union of stars with V (G)=Ω} .
First we will prove that Un−1,Ω 6+ D(G) for all G ∈ Σ; that is, we must show that if
A ∈ Un−1,Ω, then there exists D ∈ D(G) such that D ⊆ A. So, let A ∈ Un−1,Ω. Then
A =Ω\ {ω0} for some ω0 ∈Ω. By Lemma 2.14, there exists a minimal dominating set D0
of G not containing ω0. Thus, D0 ⊆Ω\ {ω0}. So we can set D = D0.
Now, we will prove that if H is an upper domination completion of Un−1,Ω with ground
set Ω, then there exists G ∈Σ such that D(G)6+ H . So, let H be an upper domination
completion of Un−1,Ω with ground set Ω. Then Un−1,Ω 6+ H and there is a graph
GH with vertex set Ω such that H = D(GH ). Notice that if Un−1,Ω 6+ D(GH ), then
GH has no isolated vertices. Indeed, otherwise the isolated vertex ω0 should belong to
every minimal dominating set of GH implying that Ω \ {ω0} ∈ Un−1,Ω does not contain
any minimal dominating set of GH , which is a contradiction. Thus, since GH has no
isolated vertices, by Lemma 4.16, there exists a spanning subgraph G of GH that is a
disjoint union of stars. Since G is a spanning subgraph of GH , by Lemma 4.18 it follows
that D(G)6+ D(GH ). Therefore we conclude that G ∈Σ and D(G)6+ H .
Finally, it remains to prove that the dominating hypergraphs of distinct disjoint union
of stars with vertex set Ω are either equal or non-comparable. In other words, we must
demonstrate that if D(G) 6+ D(G ′) with G ,G ′ ∈ Σ, then G = G ′. So, let G ,G ′ ∈ Σ with
D(G)6+ D(G ′). Then from Lemma 1.35, 3a) and Corollary 2.6 it follows that:
N [G ′]=Tr(D(G ′))6+ Tr(D(G))=N [G].
By applying Lemma 4.15 we get that N [G ′] = E(G ′) and N [G] = E(G). Therefore
E(G ′) 6+ E(G). Hence E(G ′) ⊆ E(G) because E(G ′) and E(G) are 2-uniform hyper-
graphs. At this point observe that the addition of an edge to a graph that is a disjoint
union of stars gives rise to a graph not satisfying this property. Therefore we conclude
that E(G)= E(G ′) and, consequently, G =G ′.
Let us illustrate this theorem with some examples.
Example 4.20 Let Ω = {1,2,3} and let us consider the uniform hypergraph U2,Ω =
{{1,2}, {1,3}, {2,3}}. The stars with vertex set Ω are the graphs G1, G2 and G3 with edge
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= {{{i }, { j , k}} : {i , j , k} = {1,2,3}}.
Example 4.21 Let Ω = {1,2,3,4} and let us consider the uniform hypergraph U3,Ω =
{{1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}}. See Example 3.33 where the hypergraph U3,Ω is de-
noted by H4. There are seven graphs with vertex set Ω that are disjoint unions of
stars. Namely, if we set {i , j , k,`} = Ω, then these graphs are the stars Gi , i = 1, . . . ,4,
with edge sets given by E(Gi ) = {{i , j }, {i , k}, {i ,`}}; and the graphs Gi , i = 5,6,7, such
that E(Gi )= {{i , j }, {k,`}}. By Theorem 4.19 we get that:
MinDomHyp+0,u(Ω,U3,Ω)=
{
D(Gi ) : 1≤ i ≤ 7
}
= {{{i }, { j , k,`}} : {i , j , k} =Ω}∪{
{{i , k}, {i ,`}, { j , k}, { j ,`} : {i , j , k,`} =Ω}.
The following proposition characterizes all graphs that realize an upper minimal dom-
ination completion of Un−1,Ω with ground set Ω. After its proof we present an example
of a minimal domination completion H0 of the uniform hypergraph Un−1,Ω for n = 8,
as well as the description of all the graph realizations of H0 (the example is illustrated
in Figure 4.2).
Proposition 4.22 Let G be a graph with vertex set Ω that is a disjoint union of stars,
and let G ′ be a graph with vertex set Ω. Then D(G)=D(G ′) if and only if G ′ is any graph
that can be obtained from G in the following way: choosing a set C formed by exactly
one center of every connected component of G and adding to G any set of edges joining
vertices of C .
Proof. Let G ′ be a graph with vertex set Ω. By applying Corollary 2.6 and Lemma 4.15
we get that D(G ′) = D(G) if and only if N [G ′] = N [G] if and only if N [G ′] = E(G). It
is not hard to prove that N [G ′] = E(G) if and only if the following two conditions are
satisfied: E(G)⊆ E(G ′), and for every edge {x, y} ∈ E(G) either x or y has degree 1 in G ′.
Therefore we conclude that D(G ′)=D(G) if and only if G ′ is obtained from G by adding
edges joining vertices of a set containing exactly one center of each star of G .
Example 4.23 Let Ω = {1,2,3,4,5,6,7,8}. By Theorem 4.19, the upper minimal domi-
nation completions of U7,Ω with ground set Ω are the hypergraphs of the form D(G)
where G is a disjoint union of stars with vertex set Ω. It is straightforward to prove that
there are 5041 such graphs G , all of them providing different domination hypergraphs.
Therefore:
|MinDomHyp+0,u(Ω,U7,Ω)| = 5041.
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Figure 4.2 The hypergraph H0 =D(G0) is a minimal domination completion of the
uniform hypergraph U7,Ω where Ω = {1,2,3,4,5,6,7,8}. The graph G0 together with
the 24 graphs obtained by adding edges joining vertices of Ci , i = 1, . . . ,4, give raise
to all the 25 graph realizations of the domination hypergraph H0 (see Example 4.23).
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One of these graphs G is the graph G0 obtained as the disjoint union of 3 stars, two of
them isomorphic to K2 and the other one isomorphic to K1,3; namely, the graph G0 with
edge set:
E(G0)= {{1,2}, {3,4}, {5,6}, {5,7}, {5,8}} .
By Lemma 4.17, this graph G0 has the following 23 = 8 minimal dominating sets:
D(G0)= {{1,3,5}, {1,3,6,7,8}, {1,4,5}, {1,4,6,7,8},
{2,3,5}, {2,3,6,7,8}, {2,4,5}, {2,4,6,7,8}}.
So, the hypergraph H0 = D(G0) is an upper minimal domination completion of U7,Ω
with ground set Ω. In order to obtain all the graph realizations of H0, we apply Propo-
sition 4.22. In this case we have four possibilities for the set C containing exactly one
center of each star. Concretely C is either C1 = {1,3,5}, or C2 = {1,4,5}, or C3 = {2,3,5},
or C4 = {2,4,5}. The graphs G ′ such that its collection of minimal dominating sets is
D(G ′) = D(G0) are obtained by fixing one of the sets Ci and adding edges joining ver-
tices of Ci . It is easy to check that there are exactly 24 different graphs G ′ 6=G0 obtained
in this way (see Figure 4.2).
To conclude this subsection we present an upper bound on the 0-decomposition index
D+0,u(Ω,Un−1,Ω), where |Ω| = n (Proposition 4.24). It is worth noting that an exhaustive
analysis of all possible cases shows that the equality holds whenever 2É n É 5. However,
it remains an open problem to determine whether the equality holds for n Ê 6.
Proposition 4.24 If Ω is a finite set of size n Ê 3, then:
D+0,u(Ω,Un−1,Ω)É n −1;
that is, there are n −1 upper minimal domination completions H1, . . . ,Hn−1 of Un−1,Ω
with ground set Ω such that:
Un−1,Ω =H1
+u ·· · +uHn−1.
Proof. Let Ω = {ω1, . . . ,ωn}. For 1 ≤ i ≤ n − 1, let Hi be the domination hypergraph
Hi = D(Si ), where Si is the star with center ωi and isomorphic to K1,n−1. By Theo-
rem 4.19, the hypergraphs H1, . . . ,Hn−1 are minimal domination completions of Un−1,Ω
with ground set Ω. Let us show that:
Un−1,Ω =H1
+u ·· · +uHn−1.




, where Di ,1 = {ωi } and Di ,2 =Ω\ {ωi } (see Remark 2.25).
On the one hand, the elements of H1
+u ·· · +uHn−1 have size at least n−1 and hence the
inequality:
H1
+u ·· · +uHn−16+ Un−1,Ω
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holds. On the other hand, if A ∈ Un−1,Ω, then A =Ω \ {ω} for some w ∈Ω, and thus we
get that A = D1,1∪·· ·∪Dn−1,1 if w = wn ; whereas A = Di0,2∪
(∪i 6=i0 Di ,1) if w = wi0 6= wn .
So, the inequality:
Un−1,Ω6+ H1
+u ·· · +uHn−1
also holds. Therefore we conclude that:
Un−1,Ω =H1
+u ·· · +uHn−1,
as we wanted to prove.
Remark 4.25 Let Ω = {1, . . . , n}. In Proposition 4.24 we have used the explicit upper
domination completions of the hypergraph Un−1,Ω with ground set Ω in order to com-
pute an upper bound of its 0-decomposition index D+0,u(Ω,Un−1,Ω). Next we are going
to do an alternative and direct proof of the inequality D+u(Ω,H ) É n − 1. Recall that
D+u(Ω,H ) ÉD+0,u(Ω,H ), by Proposition 3.61. Namely, we are going to show that the
decomposition index D+u(Ω,Un−1,Ω) ≤ n − 1 by finding an explicit (n − 1)-decompo-
sition of Un−1,Ω into domination hypergraphs on Ω.
We have that Un−1,Ω =Tr(U2,Ω). Hence, by Proposition 1.45 we have:
Un−1,Ω =Tr(U2,Ω)=U1,{1,2}
+u ·· · +uU1,{n−1,n}. (4.3)
Now we group together all hypergraphs of the form U1,{1,b}, with b 6= 1, and we get:
U1,{1,2}
+u ·· · +uU1,{1,n−1} = {{1}, {2, . . . , n}}} =D(G1),
where G1 is the star with vertex set Ω and center the vertex 1. Similarly, by grouping
together now all the hypergraphs of the form U1,{2,b}, with b 6= 1,2, we get:
U1,{2,3}
+u ·· · +uU1,{2,n−1} = {{2}, {3, . . . , n}}} =D(G2),
where G2 is the star with vertex set {2, . . . , n} and center the vertex 2. Proceeding in a
similar way with the remaining hypergraphs of the decomposition (4.3), we get:
Un−1,Ω =D(G1)
+u ·· · +uD(Gn−1), (4.4)
where Gi is the star with vertex set {i , . . . , n} and center at i . Equality (4.4) provides us
with a (n−1)-decomposition of Un−1,Ω in DomHyp+u(Ω). Thus we have thatD+u(Ω,Un−1,Ω)≤
n −1.
4.3.3 Minimal domination completions of Ur,Ω, |Ω| É 5
The aim of this subsection is to compute the set MinDomHyp+0,u(Ω,Ur,Ω), where Ω is a
finite set of size |Ω| = n É 5 and where 1É r É n. From Proposition 2.52, Lemma 3.51 and




}⇔ (r, n) 6= (2,3),(2,5),(3,4),(3,5),(4,5).
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Figure 4.3 For 1É n = |Ω| É 5, the upper minimal domination completions of Ur,Ω
with ground set Ω are the domination hypergraphs D(G ′), where G ′ is a graph iso-
morphic to a graph G in the figure. The number below each graph G denotes the
number of different hypergraphs H ∈ MinDomHyp+0,u(Ω,Ur,Ω) with H = D(G ′) for
some graph with G ′ isomorphic to G . In addition, in each case, the total number
s = |MinDomHyp+0,u(Ω,Ur,Ω)| of minimal domination completions of Ur,Ω, and the
decomposition index D=D+0,u(Ω,Ur,Ω) are given.
In addition, the results of the the preceding subsections provide a complete description
of the set MinDomHyp+0,u(Ω,Ur,Ω) for (r, n) = (2,3),(2,5),(3,4),(4,5). Thus, it only re-
mains to calculate the set of minimal domination completions MinDomHyp+0,u(Ω,Ur,Ω)
for (r, n)= (3,5).
The goal of this subsection is to prove that, for n = 5 the uniform hypergraph U3,Ω
has 22 upper minimal domination completions with ground setΩ: 12 of the form D(G),
with G isomorphic to a cicle C5, and 10 of the form D(G), with G isomorphic to the com-
plete bipartite graph K2,3. This result is stated in Theorem 4.26. This and all the other
results about the upper minimal domination completions of the uniform hypergraphs
Ur,Ω with ground set Ω, where 1 É r É |Ω| É 5, are summarized in Figure 4.3 (in each
case, the graphs G in the figure provide the realization of all the upper minimal domina-
tion completions H of Ur,Ω with ground set Ω; that is, H ∈ MinDomHyp+0,u(Ω,Ur,Ω)
if and only if H =D(G ′) for some graph G ′ isomorphic to a graph G in the figure).
Theorem 4.26 Let Ω be a finite set of size |Ω| = 5. Let C5 and K2,3 be the families of
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graphs with vertex setΩ, where the graphs of C5 are exactly those isomorphic to the cycle
C5, whereas the graphs of K2,3 are all those isomorphic to the complete bipartite graph
K2,3. The following statements hold.
1) The upper minimal domination completions of U3,Ω with ground set Ω are the
domination hypergraphs D(G), where the graph G is isomorphic to either a cycle
C5 or to a complete bipartite graph K2,3; that is:
MinDomHyp+0,u(Ω,U3,Ω)=
{
D(G) :G ∈C5 ∪K2,3
}
.
2) The uniform hypergraph U3,Ω has 22 upper minimal domination completions with
ground set Ω; that is, |MinDomHyp+0,u(Ω,U3,Ω)| = 22.
3) The uniform hypergraph U3,Ω has 0-decomposition index:
D+0,u(Ω,U3,Ω)= 2;
that is, there exist H ,H ′ ∈MinDomHyp+0,u(Ω,U3,Ω) such that:
U3,Ω =H
+uH ′.
The rest of this subsection is devoted to prove this theorem.
From now on, throughout this subsection, Ω= {1,2,3,4,5}.
First observe that if G ∈ C5, then D(G) contains the five pairs of non-adjacent vertices;
while if G ∈K2,3, then D(G) contains both stable sets and the 6 pairs of adjacent vertices
(see Figure 4.4). Using these facts, it is easy to check that if G ,G ′ ∈ C5 ∪K2,3, then
D(G)=D(G ′) if and only if G =G ′. Therefore:
|{D(G) :G ∈C5 ∪K2,3}| = |{D(G) :G ∈C5}|+ |{D(G) :G ∈K2,3}|
= |C5|+ |K2,3|
= 12+10= 22.
Thus, the statement 2) of the theorem follows from the first one.
Now let us demonstrate the third statement of the theorem. The statement 1) will be
proved after doing this.
Recall that the uniform hypergraph U3,Ω is not a domination hypergraph (Proposi-
tion 2.52). So, D+0,u(Ω,U3,Ω)Ê 2. The inequality D+0,u(Ω,U3,Ω)É 2 follows from Propo-
sition 4.27. This proposition shows all the ways to obtain U3,Ω as D(G1)
+uD(G2), when
G1,G2 ∈C5 ∪K2,3.
Proposition 4.27 If G1,G2 ∈C5 ∪K2,3, then the following statements are equivalent.





D(G) = E(KΩ) \ E(G)
= {{i1, i3}, {i1, i4}, {i2, i4}, {i2, i5}, {i3, i5}}
D(G) = E(G) ∪ {V1, V2}
= {{i1, i2}, {i1, i4}, {i3, i2}, {i3, i4}, {i5, i2}, {i5, i4},





Figure 4.4 Minimal dominating sets of a graph G with vertex set V (G) =
{i1, i2, i3, i4, i5}, isomorphic to C5 (left) and isomorphic to K2,3 (right).
1) U3,Ω =D(G1)
+uD(G2).
2) G1,G2 ∈C5 and E(G1)∪E(G2)= E(KΩ).
Proof. First consider the case G1,G2 ∈ C5 with E(G1)∪E(G2) = E(KΩ). In such a case,
G2 is the complement of the cycle G1. So E(G1)∩E(G2) = ;, and hence D(G1) = E(G2)
and D(G2)= E(G1). Thus, every set A1 ∪ A2, with A1 ∈D(G1) and A2 ∈D(G2), has size 3
or 4. It is straightforward to check that every element of U3,Ω can be obtained as A1∪A2
where A1 ∈D(G1) and A2 ∈D(G2). Therefore, U3,Ω =D(G1)
+uD(G2).
The proof of the proposition will be completed by showing that, in any other case, there
exists A0 ∈D(G1)∩D(G2) with |A0| = 2. Indeed, if there exists A0 ∈D(G1)∩D(G2), then
A0 ∈D(G1)
+uD(G2), and so D(G1)
+uD(G2) has at least an element of size |A0|. Hence, if
|A0| = 2, then U3,Ω 6=D(G1)
+uD(G2).
Therefore, we must prove that there exists A0 ∈ D(G1)∩D(G2) with |A0| = 2 in three
cases:
• whenever G1,G2 ∈C5 and E(G1)∪E(G2) 6= E(KΩ) ;
• whenever G1,G2 ∈K2,3; and,
• whenever G1 ∈C5 and G2 ∈K2,3.
Let us prove this.
• If G1,G2 ∈C5 and E(G1)∪E(G2) 6= E(KΩ), then there exists {x, y} ∈ E(KΩ)\(E(G1)∪
E(G2)). In this case D(Gi ) = E(KΩ) \ E(Gi ). So, we can set A0 = {x, y} ∈ D(G1)∩
D(G2).
4.3. Uniform hypergraphs 125
• Now let us assume that G1,G2 ∈ K2,3. Then |E(G1)| = |E(G2)| = 6. So E(G1)∩
E(G2) 6= ; and thus there exists {x, y} ∈ E(G1)∩E(G2). Since E(Gi )⊆D(Gi ), in this
case the subset A0 = {x, y} satisfies the required conditions.
• Finally, suppose that G1 ∈C5 and G2 ∈K2,3. Then |E(KΩ)\E(G1)|=5 and |E(G2)| =
6. So there exists {x, y} ∈ (E(KΩ) \ E(G1))∩E(G2) ⊆ D(G1)∩D(G2), and thus the
proof is completed by setting A0 = {x, y}.
At this point, the proof of Theorem 4.26 will be completed by proving the first state-
ment. This statement follows as a consequence of Propositions 4.28, 4.29 and 4.33. The
first two propositions show that the hypergraphs D(G), where G ∈C5 ∪K2,3, are upper
domination completions of U3,Ω with ground setΩ (Proposition 4.28) and that any pair
of different such hypergraphs are non comparable (Proposition 4.29); whereas the last
proposition (Proposition 4.33) states that the upper minimal domination completions
of U3,Ω with ground set Ω are hypergraphs of the form D(G), where G ∈C5∪K2,3. The
proof of Proposition 4.33 is involved and requires three technical lemmas concerning
the size of the elements of the upper minimal domination completions of U3,Ω with
ground set Ω and their transversal (Lemmas 4.30, 4.31 and 4.32).
Proposition 4.28 If G ∈C5 ∪K2,3, then U3,Ω6+ D(G).
Proof. From Lemma 1.15, we must show that if A is a subset of Ω of size 3, then there
exists D ∈D(G) such that D ⊆ A. This is clear when G ∈C5, because in such a case every
set of three vertices of G contains a pair of two non-adjacent vertices, that are a minimal
dominating set of G . Now let assume that G ∈ K2,3. In this case the result follows by
taking into account that the stable set of size 3 is a minimal dominating set of G , and
every other set of three vertices contains two adjacent vertices. So any subset of size
three contains a minimal dominating set of G .
Proposition 4.29 If G1,G2 ∈C5 ∪K2,3 and D(G1)6+ D(G2), then D(G1)=D(G2).
Proof. First, suppose that G1,G2 ∈C5. Then the hypergraphs D(G1) and D(G2) contain
both exactly five elements of size 2. In such a case it is clear that if D(G1) 6+ D(G2),
then D(G1)=D(G2).
Now assume that G1,G2 ∈ K2,3. Then the hypergraphs D(G1) and D(G2) contain both
exactly one element of size 3 and seven elements of size 2. Therefore, from D(G1)6+
D(G2) we deduce that the seven elements of size 2 must be the same. In addition, since
there is no inclusion relation between the elements of a hypergraph, the element of
size 3 must be also the same. Hence we conclude that D(G1)=D(G2).
The proof will be completed by showing that the inequality D(G1)6+ D(G2) is not pos-
sible neither in the case G1 ∈K2,3 and G2 ∈C5, nor in the case G1 ∈C5 and G2 ∈K2,3.
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If G1 ∈K2,3 and G2 ∈C5, then D(G1) contains six elements of size 2 while D(G2) contains
only five elements of size 2. Thus, in such a case, the inequality D(G1)6+ D(G2) is not
possible.
Finally, assume G1 ∈ C5 and G2 ∈ K2,3. If D(G1) 6+ D(G2), then the five elements of
size 2 of D(G1) must be in D(G2); that is, D(G1)⊆D(G2). But the five elements of D(G1)
correspond to five pairs of non-adjacent vertices of a cycle of order 5, that induce also
a cycle of order 5. Nevertheless, there is not possible to induce a cycle of order 5 with
five elements of size 2 of D(G2). Therefore, D(G1)6+ D(G2) is not possible in that case.
This completes the proof of the proposition.
Lemma 4.30 Let H be a hypergraph. If U3,Ω6+ H , then |X | ≥ 3 for every X ∈Tr(H ).
Proof. On the contrary, assume that there exists X ∈ Tr(H ) such that 1 ≤ |X | ≤ 2. In
such a case, consider a subset A ⊆Ω of size |A| = 3 satisfying A∩X = ;. Since |A| = 3,
hence A ∈ U3,Ω. Therefore there exists B ∈ H contained in A because U3,Ω 6+ H .
Hence B ∩X ⊆ A∩X , and so B ∩X =;. This leads us to a contradiction because B ∈H
and X ∈Tr(H ).
Lemma 4.31 Let H ∈MinDomHyp+0,u(Ω,U3,Ω). If there exists A ∈H such that |A| = 3,
then H =D(G) for some graph G ∈K2,3.
Proof. It is enough to prove that D(G)6+ H for some G ∈ K2,3, because by Proposi-
tion 4.28, U3,Ω6+ D(G), and so, the minimality of H implies that D(G)=H .
Without loss of generality we may assume that A = {1,2,3} ∈H . In such a case, {1,4,5},
{2,4,5} and {3,4,5} are in Tr(H ), because all these subsets have non-empty intersec-
tion with the elements of H , and there are no elements of cardinality less or equal
than 2 in Tr(H ) (Lemma 4.30). Since H is a domination hypergraph, there exists a
graph G0 such that H = D(G0), and so Tr(H ) = N [G0] (Corollary 2.6). Therefore,
{1,4,5}, {2,4,5} and {3,4,5} are the closed neighborhoods for some x, y, z ∈ Ω; that is,
NG0[x] = {1,4,5}, NG0[y] = {2,4,5} and NG0[z] = {3,4,5}. Observe that at least one of the
elements x, y, z ∈Ω is different from 4 and 5. So, without loss of generality we may as-
sume that x 6= 4,5 and so x = 1. Thus {1,4,5} = NG0[1]. Hence {1,4}, {1,5} ∈ E(G0), and
consequently, NG0[4] 6= {2,4,5}, {3,4,5} and NG0[5] 6= {2,4,5}, {3,4,5}. So we conclude that
NG0[1] = {1,4,5}, that NG0[2] = {2,4,5}, and that NG0[3] = {3,4,5}. Hence it follows that
F = {{1,4}, {1,5}, {2,4}, {2,5}, {3,4}, {3,5}} ⊆ E(G0). At this point let us consider the sub-
graph G induced by the edges of F . Observe that G is isomorphic to K2,3 with stable sets
{1,2,3} and {4,5}. So, G ∈K2,3. Moreover, the graph G is a spanning subgraph of G0 and
hence, from Lemma 4.18 it follows that D(G)6+ D(G0) =H . This completes the proof
of the lemma.
Lemma 4.32 Let H ∈ MinDomHyp+0,u(Ω,U3,Ω). If |A| = 2 for all A ∈ H , then H =
D(G) for some graph G ∈C5.
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Proof. Let G0 be a graph with H = D(G0). Reasoning as in the proof of the previous
lemma, now it is enough to prove that D(G)6+ D(G0), for some G ∈C5.
To prove this inequality we will use the following four facts.
(i) First, notice that G0 has no vertex of degree 4, because otherwise there would be
an element in D(G0) of size 1.
(ii) Second, we claim that if {a, b} ∉ H , then {a, b} ∈ E(G0). Let us prove our claim.
Assume to the contrary that a and b are non-adjacent in G0. In such a case, both
vertices a and b belong in a minimal dominating set D of D(G0) (for instance, we
can consider an inclusion-maximal independent set D containing a and b). But
D(G0) = H and, by assumption, all the elements of H have size 2. Therefore we
conclude that {a, b} = D ∈ D(G0) = H , which is a contradiction. This completes
the proof of our claim.
(iii) Next, observe that N [G0]= Tr(D(G0))= Tr(H ) (Corollary 2.6). So it follows that
all the elements of N [G0] have at least 3 elements, by Lemma 4.30.
(iv) Finally, let us show that N [G0] has at least one element X of size 3. Suppose on
the contrary that it is not true. If N [G0] = {Ω}, then G0 has at least one vertex of
degree 4, which is not possible. So, without loss of generality we may assume that
Ω ∉N [G0] and that {1,2,3,4} ∈N [G0]. In such a case, all subsets of cardinality 4
must be in N [G0], because otherwise there exists j ∈⋂N∈N [G0] N , so degG0( j )= 4,
which is a contradiction. Therefore N [G0] contains all the subsets of cardinality 4.
But this is not possible, because there is no graph of order 5 with all the vertices
of degree 3.
At this point, using the previous four facts, we will prove that there exists a graph G ∈C5
such that D(G)6+ D(G0).
We distinguish three cases:
• N [G0] has exactly one element of size 3;
• N [G0] has at least two elements X and Y of size 3 with |X ∩Y | = 2; and
• N [G0] has at least two elements X and Y of size 3 with |X ∩Y | = 1.
First suppose that N [G0] has exactly one element of size 3. Hence, by (i) and (ii), it
follows that the remaining elements of N [G0] have size 4. We may assume that {1,2,3} ∈
N [G0] and NG0[1]= {1,2,3}. In such a case:
N [G0]⊆ {{1,2,3}, {1,2,4,5}, {1,3,4,5}, {2,3,4,5}}.
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As 4,5 ∉ NG0[1], we have that 1 ∉ NG0[4] and 1 ∉ NG0[5]. Thus, NG0[4] = NG0[5] =
{2,3,4,5}. Hence {{1,2}, {1,3}, {2,4}, {2,5}, {3,4}, {3,5}, {4,5}} ⊆ E(G0). Therefore, G0 con-
tains a subgraph G that is isomorphic to the cycle C5 and, by Lemma 4.18, D(G) 6+
D(G0).
Next suppose that N [G0] has at least two elements X and Y of size |X | = |Y | = 3 with
|X ∩Y | = 2. Without loss of generality we may assume that X = {1,2,3} and that Y =
{1,2,5}. Since X ,Y ∈ N [G0], and since {4,5} ∩ X = ; and {3,4} ∩ Y = ;, we get that
{4,5}, {3,4} ∉Tr(N [G0])=D(G0). Therefore {4,5}, {3,4} ∉H and thus, from (iii), we con-
clude that {4,5}, {3,4} ∈ E(G0). Hence it follows that {{1,2,3}, {1,2,5}} = {NG0[1],NG0[2]}.
By symmetry, we may assume that NG0[1] = {1,2,3} and that NG0[2] = {1,2,5}. In such
a case, {{1,2}, {1,3}, {2,5}, {4,5}, {3,4}} ⊆ E(G0). Hence, G0 contains a subgraph G that is
isomorphic to the cycle C5 and, by Lemma 4.18, D(G)6+ D(G0).
Finally, suppose that N [G0] has at least two elements X and Y of size |X | = |Y | = 3
with |X ∩Y | = 1. Without loss of generality we may assume that X = {1,2,3} and that
Y = {3,4,5}. Reasoning as in the preceding case, {4,5} and {1,2} belong to E(G0). If
NG0[3] = {1,2,3}, then {3,4,5} must be NG0[4] or NG0[5], obtaining respectively that
{3,4} ∈ E(G0) or that {3,5} ∈ E(G0). So, if NG0[3] = {1,2,3}, then we get that 4 ∈ NG0[3]
or that 5 ∈ NG0[3], a contradiction. Therefore we conclude that NG0[3] 6= {1,2,3} and,
by symmetry, we get that NG0[3] 6= {3,4,5}. Hence, without loss of generality we may
assume that NG0[1] = {1,2,3} and that NG0[4] = {3,4,5}. At this point recall that the in-
tersection of the elements of N [G0] is empty (because otherwise there would be a vertex
u of degree 4, which is not possible by (i)). Set Z ∈ N [G0] such that 3 ∉ Z . If |Z | = 3,
then either |X ∩Z | = 2 or |Y ∩Z | = 2, and we proceed as in the preceding case. If |Z | 6= 3,
then Z = {1,2,4,5}, and so Z is NG0[2] or NG0[5]. In any case, {2,5} ∈ E(G0). Therefore,
{{1,2}, {1,3}, {2,5}, {3,4}, {4,5}} ⊆ E(G0). So, G0 contains a subgraph G that is isomorphic
to the cycle C5 and, by Lemma 4.18, D(G)6+ D(G0).
Proposition 4.33 If H ∈DomHyp+0,u(Ω,U3,Ω), then there exists a graph G ∈C5∪K2,3
such that U3,Ω6+ D(G)6+ H .
Proof. Let H0 = D(G0) ∈ MinDomHyp+0,u(Ω,U3,Ω) such that U3,Ω 6+ H0 6+ H . By
Lemmas 4.31 and 4.32, it is enough to show that H0 has either an element of size 3 or all
its elements have size 2. Let us prove it.
First observe that for all A ∈H0, we have |A| ≤ 3. Indeed, suppose on the contrary that
there exists A ∈ H0 such that |A| ≥ 4. If {a, b, c, d} ⊆ A, then H0 does not contain any
subset of {a, b, c} ∈U3,Ω, contradicting that U3,Ω6+ H0.
From the above, it only remains to prove that, if H0 has no elements of size 3, then all
its elements have size exactly 2. On the contrary, let us assume that there exists A ∈H0
such that |A| = 1. We are going to prove that, in such a case, a contradiction is achieved.
Without loss of generality we may assume that A = {5}. Thus, degG0(5) = 4 because
A ∈H =D(G0). Let G1 =G0 −5 be the graph obtained by deleting the vertex 5 from G0.
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It is clear that G0 =G1 ∨K{5}. Since U3,Ω 6+ H0, hence U3,Ω 6+ D(G1 ∨K{5}), and thus,
by applying Lemma 4.12 it follows that:
U3,Ω\{5} =U3,Ω[Ω\ {5}]6+ D(G1).
Let D(G ′) be a minimal domination completion of U3,Ω\{5} such that:
U3,Ω\{5}6
+ D(G ′)6+ D(G1).
By using Lemma 2.22, it is is easy to check that:
U3,Ω6
+ D(G ′∨K{5})6+ D(G1 ∨K{5}).
Therefore, U3,Ω 6+ D(G ′∨K{5})6+ H0. So, H0 =D(G ′∨K{5}) because H0 is an upper
minimal domination completion of U3,Ω with ground set Ω. By Theorem 4.19 we may
assume that G ′ is isomorphic to K1,3 or to 2K2. If G ′ is isomorphic to K1,3, then H0 =
D(G ′∨K{5})= {{5}}∪D(G ′) has an element of size 3, which contradicts our assumption.
If G ′ is isomorphic to 2K2, then by applying Proposition 4.22 we get that D(G ′)=D(G ′′)
where G ′′ is a path of order 4 obtained by joining a pair of vertices of different connected
components in 2K2. Therefore:
H0 =D(K{5} ∨G ′)= {{5}}∪D(G ′)= {{5}}∪D(G ′′)=D(K{5} ∨G ′′).
But the graph K{5} ∨G ′′ contains a spanning subgraph G ′′′ ∈ C5. So, from Lemma 4.18
and Proposition 4.28, we have that:
U3,Ω6
+ D(G ′′′)6+ D(K{5} ∨G ′′)=H0.
Therefore, H0 = D(G ′′′) because H0 is an upper minimal domination completion of
U3,Ω with ground set Ω. This leads us to a contradiction because all the dominating
sets of the graph G ′′′ have size 2.
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APPENDIX A
SAGE CODE









Checks whether D contains some element of L
"""
return exists(L, lambda E: Set(D).issuperset(Set(E)))[0]
def act(g, s):
"""
Action of a permutation g on a set, a list or a tuple s.
Returns a Set. g belongs to SymmetricGroup( s )
"""
return Set([g(i) for i in s])




Partial Order Plus: checks whether for all h1 in H1,
there exists h2 in H2 such that h2 is a subset of h1.
"""
flags = dict(zip(map(tuple, H1), [false]*len(H1)))
for h1 in H1:






Partial Order Minus: checks whether for all h1 in H1,
there exists h2 in H2 such that h1 is a subset of h2.
"""
flags = dict(zip(map(tuple, H1), [false]*len(H1)))
for h1 in H1:
flags[tuple(h1)] = exists(H2, lambda h: set(h1).issubset(set(h)))[0]
return all(flags.values())




Checks whether the set of vertices D of the graph G
is a dominating set of vertices of G.
"""
Dc = list( Set(G.vertices()) - Set(D) )
flags = dict( zip(Dc, [false]*len(Dc)) )
for v in Dc:




Computes the list of all minimal dominating sets
of vertices of a graph G.
"""
domlist = []
for i in range(1, G.order()+1):
for D in Subsets(G.vertices(), i):




from sage.graphs.inpedendent_sets import IndependentSet
def maximalIndependentSets(G):
"""






Computes the set of dominating hypergraphs of graphs of order n




for G in graphs(n):
dset = toSets( minimalDominatingSets(G) )
domset = domset.union( Set([dset]) )
for h in domset:
for g in SymmetricGroup( range(n) ):
aux_set = Set( [Set(map(lambda s: act(g,s), h))] )




Computes the set of dominating hypergraphs of all graphs up to




for k in range(1, n):
domhyp0 = DomHyp0(k)
for Y in X.subsets(k):
dd = dict( zip(range(k), Y) )
for g in SymmetricGroup( range(k) ):
for dh in domhyp0:
l = toSets([ [dd[g(i)] for i in x] for x in dh])




Returns a dictionary with keys all the dominating hypergraphs
of ALL graphs of order n and values the list of all graphs
with that dominating hypergraph.
"""
codomgr = dict()





codomgr[D] = codomgr[D] + [G]
for s in SymmetricGroup( G.vertices() ):




Gs = Graph([G.vertices(), f])
if not codomgr.has_key(Ds):
codomgr[Ds] = [Gs]
elif not (Gs in codomgr[Ds]):
codomgr[Ds] = codomgr[Ds] + [Gs]
return codomgr
# Posets of domination hypergraphs
##################################
def DomPoset(n, H, order="+", side="u", ground="yes"):
"""
Returns the poset of domination completions of H,
with respect to ’order’, ’side’, ’ground’ indicated.
Order: ’+’ (default) or ’-’.
Side: ’u’ (default) or ’l’.
Ground: ’yes’ (default) or ’no’.
"""
if order == "+":
hgOrder = hgOrderP




print "Order must be + or -. Using +."
if ground == "yes":
domhyp = DomHyp0(n)




print "Ground must be yes or no. Using yes."
if side == "u":
hd = [D for D in domhyp if hgOrder(H,D)]
elif side == "l":
hd = [D for D in domhyp if hgOrder(D,H)]
else:
hd = [D for D in domhyp if hgOrder(H,D)]
print "Side must be u or l. Using u."
return Poset( (tuple(map(toTuples, hd)), hgOrder) )
def MinDomHyp(n, H, order="+", ground="yes"):
"""
Returns the minimal domination completions of H
with respect to the ’order’ and ’ground’ indicated.
Order: ’+’ (default) or ’-’.





ps = DomPoset(n, H, order=str_order, side="u", ground=str_ground)
return ps.minimal_elements()
def MaxDomHyp(n, H, order="+", ground="yes"):
"""
Returns the maximal domination hypergraphs of H
with respect to the ’order’ and ’ground’ indicated.
Order: ’+’ (default) or ’-’.










Computes the intersection ’plus’ of the hypergraphs given.
"""
if len(hypers) == 1:
return hypers[0]
elif len(hypers) == 2:
H1, H2 = hypers
H1 = toSets(H1)
H2 = toSets(H2)
J = Set(h1.union(h2) for h1 in H1 for h2 in H2)
def f(A, B):
return Set(A).issubset(Set(B))






Computes the union ’plus’ of the hypergraphs given.
"""
if len(hypers) == 1:
return hypers[0]
elif len(hypers) == 2:













Computes the intersection ’minus’ of the hypergraphs given.
"""
if len(hypers) == 1:
return hypers[0]
elif len(hypers) == 2:
H1, H2 = hypers
H1 = toSets(H1)
H2 = toSets(H2)
J = Set(h1.intersection(h2) for h1 in H1 for h2 in H2)
def f(A, B):
return Set(A).issubset(Set(B))






Computes the union ’minus’ of the hypergraphs given.
"""
if len(hypers) == 1:
return hypers[0]
elif len(hypers) == 2:












Computes the usual transversal (or blocker) of the hypergraph H.
"""
uH = [[x] for x in A for A in H]
return intersectionP(*uH)
APPENDIX B
DOMINATION HYPERGRAPHS AND CODOMINATING
GRAPHS OF ORDER 5
In this appendix we present the results of two calculations. First, in Section B.1 we list
all graphs of order 5 up to isomorphism together with their independence-domination
and domination hypergraphs. Second, in Section B.2 we list all domination hypergraphs
with ground set Ω= {0,1,2,3,4} with more than one graph realization.
B.1 Domination hypergraphs of graphs of order 5
In this section we list the domination hypergraph and the independence-domination
hypergraph of all graphs of order 5 up to isomorphism. In the second column of the
following table we write first the maximal independent sets (on the first row) of the
graph on the left and then the rest of the dominant sets (on the second row), it there
are any. So whenever there is only a row in the table, we have D(G) = Dind(G) for the
corresponding graph G .
Observe that the vertex labels of the graph G run from 0 to 4 counterclockwise starting
from the upper vertex.
G Dind(G) (first line) and D(G) (first and second line)
{0,1,2,3,4}
137
138 DOMINATION HYPERGRAPHS AND CODOMINATING GRAPHS OF ORDER 5






{1,3,4}, {0,3,4}, {0,2,4}, {1,2,4}
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{0,1,4}, {1,3,4}, {2,3,4}, {0,2,4}
{2,4}, {0,3,4}, {1,4}
{2,4}, {3,4}, {0,4}, {1,4}
{1,3,4}, {0,2}, {0,3}, {1,2,4}
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G Dind(G) (first line) and D(G) (first and second line)
{1,3,4}, {0,2}
{2,4}, {2,3}, {1,2}, {0,4}, {0,3}, {0,1}
{1,3,4}, {2}, {0}
{1,3}, {2,4}, {1,4}, {0,2}, {0,3}
{1,3}, {2,4}, {1,4}, {0,3}
{0,4}, {2,3}, {0,2}
{1,3}, {2,4}, {1,4}, {0}
{2,3}
{2,4}, {1,4}, {0,3}
{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,1}
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G Dind(G) (first line) and D(G) (first and second line)
{2,4}, {1,4}, {3}, {0}
{2,4}, {0,3}, {1}
{3,4}, {0,4}, {2,3}, {0,2}
{2,4}, {3}, {0}, {1}
{4}, {2}, {3}, {0}, {1}
{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,3}
{1,3}, {1,2}, {2,4}, {0,3}, {3,4}
{0,2}
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G Dind(G) (first line) and D(G) (first and second line)
{1,3}, {2,4}, {0,3}, {3,4}
{1,2}, {0,2}
{1,3}, {3,4}, {2}, {0,3}
{1,3}, {1,2}, {2,4}, {0}, {3,4}
B.2 Codominating hypergraphs of order 5
In this section we focus on domination hypergraphs with ground set Ω of size |Ω| = 5
and their different graph realizations. Computations done with sage yield the following
results:
• there are 414 different domination hypergraphs H with ground set Ω with ex-
actly one graph realization; that is, such that there is only one graph G with vertex
set Ω and H =D(G);
• there are 90 different domination hypergraphs with ground set Ω and exactly two
graph realizations;
• there are 50 different domination hypergraphs with ground set Ω and exactly
three graph realizations;
• there are 30 different domination hypergraphs with ground set Ω and exactly five
graph realizations; and
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• there are 10 different domination hypergraphs with ground set Ω and exactly
thirteen graph realizations.
In the following tables we list only the domination hypergraphs with ground set Ω that
have more than one graph realization together with these graphs realizations.
Domination hypergraphs of order 5 with two graph realizations
Hypergraph Graph realizations (edge sets)
{{1,2}, {1,3,4}, {0,2}, {0,3}} {{2,4}, {0,4}, {2,3}, {0,1}}
{{2,4}, {0,4}, {2,3}, {0,2}, {0,1}}
{{3,4}, {0,2}, {0,3}, {1,2,4}} {{1,3}, {0,4}, {2,3}, {0,1}}
{{1,3}, {0,4}, {2,3}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}} {{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,4}, {0,1}}
{{0,2}, {0,4}, {1,4}, {1,2,3}} {{2,4}, {3,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}} {{2,4}, {3,4}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}} {{2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}} {{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{{3,4}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{{1,2}, {0,2,3}, {1,4}, {3,4}} {{1,3}, {2,4}, {0,4}, {0,1}}
{{1,3}, {2,4}, {0,4}, {1,4}, {0,1}}
{{1,2}, {2,3}, {0,3}, {0,1,4}} {{1,3}, {2,4}, {0,2}, {3,4}}
{{1,3}, {2,4}, {2,3}, {0,2}, {3,4}}
{{3,4}, {0,4}, {1,2,3}, {0,1}} {{2,4}, {1,4}, {0,2}, {0,3}}
{{2,4}, {0,4}, {1,4}, {0,2}, {0,3}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {1,2}, {0,3,4}, {1,3}} {{0,1}, {2,3}, {0,2}, {1,4}}
{{0,1}, {1,2}, {1,4}, {0,2}, {2,3}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}} {{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {0,3}, {0,1}}
{{1,3}, {1,4}, {0,3}, {0,2,4}} {{1,2}, {2,3}, {0,1}, {3,4}}
{{1,3}, {1,2}, {2,3}, {0,1}, {3,4}}
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Hypergraph Graph realizations (edge sets)
{{2,4}, {3,4}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}} {{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,1}} {{2,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {0,2}, {1,2}, {1,4}, {0,3}}
{{1,3}, {1,2}, {0,3}, {0,2,4}} {{3,4}, {2,3}, {0,1}, {1,4}}
{{1,3}, {3,4}, {2,3}, {0,1}, {1,4}}
{{2,4}, {3,4}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
{{1,3}, {0,2,3}, {0,4}, {1,4}} {{2,4}, {1,2}, {0,1}, {3,4}}
{{2,4}, {1,2}, {1,4}, {0,1}, {3,4}}
{{1,3}, {2,3}, {0,2,4}, {1,4}} {{1,2}, {0,1}, {0,3}, {3,4}}
{{1,3}, {1,2}, {0,1}, {0,3}, {3,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}} {{3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}} {{3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}}
{{2,4}, {2,3}, {0,1,3}, {1,4}} {{1,2}, {0,4}, {0,2}, {3,4}}
{{2,4}, {1,2}, {0,4}, {0,2}, {3,4}}
{{1,2}, {0,4}, {1,4}, {0,2,3}} {{1,3}, {2,4}, {0,1}, {3,4}}
{{1,3}, {2,4}, {1,4}, {0,1}, {3,4}}
{{2,4}, {0,4}, {2,3}, {0,1,3}} {{1,2}, {1,4}, {0,2}, {3,4}}
{{2,4}, {1,2}, {1,4}, {0,2}, {3,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}} {{3,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {2,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{1,2}, {2,3}, {0,1,4}, {3,4}} {{1,3}, {2,4}, {0,2}, {0,3}}
{{1,3}, {2,4}, {2,3}, {0,2}, {0,3}}
{{1,2}, {0,3,4}, {0,2}, {1,4}} {{1,3}, {2,4}, {2,3}, {0,1}}
{{1,3}, {1,2}, {2,3}, {2,4}, {0,1}}
{{1,2}, {0,4}, {2,3,4}, {0,1}} {{1,3}, {1,4}, {0,2}, {0,3}}
{{1,3}, {1,4}, {0,2}, {0,3}, {0,1}}
{{0,1}, {2,3}, {0,3}, {1,2,4}} {{1,3}, {3,4}, {0,4}, {0,2}}
{{1,3}, {3,4}, {0,4}, {0,2}, {0,3}}
{{2,4}, {1,3,4}, {0,2}, {0,1}} {{1,2}, {0,4}, {2,3}, {0,3}}
{{1,2}, {0,4}, {2,3}, {0,2}, {0,3}}
{{1,3}, {0,2}, {0,3}, {1,2,4}} {{3,4}, {0,4}, {2,3}, {0,1}}
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Hypergraph Graph realizations (edge sets)
{{3,4}, {0,4}, {2,3}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,1}} {{2,4}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}} {{2,4}, {3,4}, {2,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,1}}
{{1,4}, {0,2}, {2,3,4}, {0,1}} {{1,3}, {1,2}, {0,4}, {0,3}}
{{1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}} {{2,4}, {2,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,2}, {1,4}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}}
{{1,3}, {0,4}, {2,3,4}, {0,1}} {{1,2}, {1,4}, {0,2}, {0,3}}
{{1,2}, {1,4}, {0,2}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}} {{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,4}, {0,1}}
{{1,3,4}, {2,3}, {0,2}, {0,1}} {{2,4}, {1,2}, {0,4}, {0,3}}
{{2,4}, {1,2}, {0,4}, {0,2}, {0,3}}
{{3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {0,1}}
{{2,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
{{3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}} {{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{0,1}, {1,4}, {2,3,4}, {0,3}} {{1,3}, {1,2}, {0,4}, {0,2}}
{{1,3}, {1,2}, {0,4}, {0,2}, {0,1}}
{{2,4}, {0,1,4}, {2,3}, {0,3}} {{1,3}, {1,2}, {0,2}, {3,4}}
{{1,3}, {1,2}, {2,3}, {0,2}, {3,4}}
{{1,2}, {0,3}, {2,3,4}, {0,1}} {{1,3}, {0,4}, {1,4}, {0,2}}
{{1,3}, {0,4}, {1,4}, {0,2}, {0,1}}
{{1,3}, {0,2}, {2,3,4}, {0,1}} {{1,2}, {0,4}, {1,4}, {0,3}}
{{1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{1,2}, {0,3,4}, {2,3}, {0,1}} {{1,3}, {2,4}, {1,4}, {0,2}}
{{1,3}, {1,2}, {1,4}, {0,2}, {2,4}}
{{0,2}, {0,4}, {1,2,3}, {3,4}} {{2,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,1,2}, {3,4}, {1,4}} {{1,3}, {2,4}, {0,4}, {0,3}}
{{1,3}, {2,4}, {0,4}, {0,3}, {3,4}}
{{1,3}, {2,3}, {0,2,4}, {0,1}} {{1,2}, {1,4}, {0,3}, {3,4}}
{{1,3}, {1,2}, {1,4}, {0,3}, {3,4}}
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Hypergraph Graph realizations (edge sets)
{{1,3}, {0,4}, {0,3}, {1,2,4}} {{3,4}, {2,3}, {0,2}, {0,1}}
{{3,4}, {2,3}, {0,2}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}} {{2,4}, {3,4}, {2,3}, {1,3}, {0,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,4}, {0,3}, {0,1}}
{{1,3}, {3,4}, {0,2,4}, {1,2}} {{0,1}, {2,3}, {0,3}, {1,4}}
{{1,3}, {0,1}, {2,3}, {0,3}, {1,4}}
{{2,4}, {1,2}, {0,4}, {0,1,3}} {{3,4}, {2,3}, {0,2}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,1}} {{3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,3}, {1,2}, {0,4}, {0,3}}
{{3,4}, {1,2,4}, {0,3}, {0,1}} {{1,3}, {0,4}, {2,3}, {0,2}}
{{1,3}, {0,4}, {2,3}, {0,2}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}}
{{2,3}, {0,4}, {0,1,2}, {3,4}} {{1,3}, {2,4}, {1,4}, {0,3}}
{{1,3}, {2,4}, {1,4}, {0,3}, {3,4}}
{{2,4}, {3,4}, {0,1,2}, {1,3}} {{0,4}, {2,3}, {0,3}, {1,4}}
{{3,4}, {0,4}, {2,3}, {0,3}, {1,4}}
{{2,4}, {1,2}, {0,3,4}, {0,1}} {{1,3}, {2,3}, {0,2}, {1,4}}
{{1,3}, {1,2}, {1,4}, {0,2}, {2,3}}
{{2,4}, {3,4}, {0,2}, {0,1,3}} {{1,2}, {0,4}, {1,4}, {2,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {2,3}}
{{2,4}, {1,2}, {0,1,3}, {3,4}} {{0,4}, {2,3}, {0,2}, {1,4}}
{{2,4}, {0,4}, {2,3}, {0,2}, {1,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,3}, {0,1}} {{2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
{{2,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,4}, {0,2}, {0,1,3}} {{1,2}, {0,4}, {2,3}, {3,4}}
{{2,4}, {1,2}, {0,4}, {2,3}, {3,4}}
{{1,3}, {3,4}, {0,4}, {0,1,2}} {{2,4}, {2,3}, {0,3}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,3}, {1,4}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{1,2}, {1,3,4}, {0,2}, {0,4}} {{2,4}, {2,3}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}} {{2,4}, {2,3}, {1,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {0,3}, {0,1}}
{{1,3}, {0,2,3}, {1,4}, {2,4}} {{1,2}, {0,4}, {0,1}, {3,4}}
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{{1,2}, {0,4}, {1,4}, {0,1}, {3,4}}
{{0,4}, {2,3}, {0,3}, {1,2,4}} {{1,3}, {3,4}, {0,2}, {0,1}}
{{1,3}, {3,4}, {0,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {0,3}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,4}, {0,3}}
{{2,4}, {0,2,3}, {1,4}, {0,1}} {{1,3}, {1,2}, {0,4}, {3,4}}
{{1,3}, {1,2}, {0,4}, {1,4}, {3,4}}
{{1,3}, {1,2}, {0,3,4}, {0,2}} {{2,4}, {0,1}, {2,3}, {1,4}}
{{2,4}, {1,2}, {1,4}, {0,1}, {2,3}}
{{2,4}, {1,3,4}, {0,2}, {0,3}} {{1,2}, {0,4}, {2,3}, {0,1}}
{{1,2}, {0,4}, {2,3}, {0,2}, {0,1}}
{{3,4}, {0,1,2}, {0,3}, {1,4}} {{1,3}, {2,4}, {0,4}, {2,3}}
{{1,3}, {2,4}, {0,4}, {2,3}, {3,4}}
{{1,3}, {0,1,4}, {2,3}, {0,2}} {{2,4}, {1,2}, {0,3}, {3,4}}
{{2,4}, {1,2}, {2,3}, {0,3}, {3,4}}
{{1,3,4}, {2,3}, {0,2}, {0,4}} {{2,4}, {1,2}, {0,3}, {0,1}}
{{2,4}, {1,2}, {0,2}, {0,3}, {0,1}}
{{1,2}, {0,3,4}, {1,4}, {2,3}} {{1,3}, {2,4}, {0,2}, {0,1}}
{{1,3}, {1,2}, {0,2}, {2,4}, {0,1}}
{{0,4}, {1,4}, {1,2,3}, {0,3}} {{2,4}, {3,4}, {0,2}, {0,1}}
{{2,4}, {3,4}, {0,4}, {0,2}, {0,1}}
{{2,4}, {3,4}, {0,1,2}, {0,3}} {{1,3}, {0,4}, {2,3}, {1,4}}
{{1,3}, {3,4}, {0,4}, {2,3}, {1,4}}
{{1,3}, {0,1,4}, {2,3}, {2,4}} {{1,2}, {0,2}, {0,3}, {3,4}}
{{1,2}, {2,3}, {0,2}, {0,3}, {3,4}}
{{2,4}, {0,4}, {1,2,3}, {0,1}} {{3,4}, {1,4}, {0,2}, {0,3}}
{{3,4}, {0,4}, {1,4}, {0,2}, {0,3}}
{{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}} {{2,4}, {3,4}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{0,1,4}, {2,3}, {0,2}, {3,4}} {{1,3}, {1,2}, {0,3}, {2,4}}
{{1,3}, {1,2}, {2,3}, {0,3}, {2,4}}
{{0,2,3}, {1,4}, {0,1}, {3,4}} {{1,3}, {1,2}, {0,4}, {2,4}}
{{1,3}, {1,2}, {0,4}, {1,4}, {2,4}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}} {{3,4}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,2}, {0,4}, {0,3}, {0,1}}
{{2,4}, {0,4}, {1,2,3}, {0,3}} {{3,4}, {1,4}, {0,2}, {0,1}}
{{3,4}, {0,4}, {1,4}, {0,2}, {0,1}}
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Hypergraph Graph realizations (edge sets)
{{1,3}, {3,4}, {0,2,4}, {0,1}} {{1,2}, {1,4}, {0,3}, {2,3}}
{{1,3}, {1,2}, {1,4}, {0,3}, {2,3}}
Domination hypergraphs of order 5 with three graph realizations
Hypergraph Graph realizations (edge sets)
{{1,3}, {0,3}, {0,2,4}, {1,2,4}} {{3,4}, {2,3}, {0,1}}
{{3,4}, {2,3}, {0,3}, {0,1}}
{{1,3}, {3,4}, {2,3}, {0,1}}
{{2,4}, {0,2}, {3}, {1,2}, {0,4}, {{2,4}, {1,2}, {0,4}, {3,4}, {2,3}, {1,3}, {0,3}, {0,1}}
{1,4}, {0,1}} {{1,2}, {0,4}, {1,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,3}}
{{2,4}, {1,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,3}, {0,1}}
{{0,4}, {1,2,3}, {2,3,4}, {0,1}} {{1,4}, {0,2}, {0,3}}
{{0,4}, {1,4}, {0,2}, {0,3}}
{{1,4}, {0,2}, {0,3}, {0,1}}
{{1,2}, {0,4}, {1,4}, {3,4}, {2,3}, {{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{2,4}, {3,4}, {2,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{0,2,3}, {1,4}, {2,3,4}, {0,1}} {{1,3}, {1,2}, {0,4}}
{{1,3}, {1,2}, {0,4}, {1,4}}
{{1,3}, {1,2}, {0,4}, {0,1}}
{{4}, {2,3}, {0,2}, {1,3}, {1,2}, {{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {2,3}, {0,3}, {0,1}}
{0,3}, {0,1}} {{2,4}, {0,4}, {1,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,1}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {0,2}, {1,3}, {0,3}}
{{3,4}, {1,3}, {0,4}, {1,4}, {2}, {{2,4}, {1,2}, {0,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,1}}
{0,3}, {0,1}} {{2,4}, {1,2}, {1,4}, {3,4}, {2,3}, {0,2}, {0,3}, {0,1}}
{{2,4}, {1,2}, {0,4}, {1,4}, {2,3}, {0,2}, {1,3}, {0,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{2,4}, {3,4}, {2,3}, {0,2}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{1,3,4}, {0,1,3}, {0,1,4}, {0,1,2}, {{2,4}, {3,4}, {0,2}, {0,3}}
{1,2,3}, {1,2,4}} {{2,4}, {0,4}, {2,3}, {0,3}}
{{3,4}, {0,4}, {2,3}, {0,2}}
{{0,2,3}, {0,4}, {1,4}, {1,2,3}} {{2,4}, {3,4}, {0,1}}
{{2,4}, {3,4}, {0,4}, {0,1}}
{{2,4}, {3,4}, {1,4}, {0,1}}
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Hypergraph Graph realizations (edge sets)
{{2,4}, {0,4}, {1,2,3}, {0,1,3}} {{3,4}, {1,4}, {0,2}}
{{3,4}, {0,4}, {1,4}, {0,2}}
{{2,4}, {3,4}, {1,4}, {0,2}}
{{1,3}, {3,4}, {0,1,2}, {0,2,4}} {{2,3}, {0,3}, {1,4}}
{{3,4}, {2,3}, {0,3}, {1,4}}
{{1,3}, {2,3}, {0,3}, {1,4}}
{{0,4}, {1,2,3}, {0,3}, {1,2,4}} {{3,4}, {0,2}, {0,1}}
{{3,4}, {0,2}, {0,3}, {0,1}}
{{3,4}, {0,4}, {0,2}, {0,1}}
{{0,1,4}, {2,3}, {0,3}, {1,2,4}} {{1,3}, {3,4}, {0,2}}
{{1,3}, {3,4}, {0,2}, {0,3}}
{{1,3}, {3,4}, {2,3}, {0,2}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{2,3}, {0,2}, {1,3}, {0,1}} {{2,4}, {3,4}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,2}, {0,4}, {3,4}, {2,3}, {{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{2,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,1}}
{2,3}, {0,2}, {1,3}, {0,3}} {{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{1,3,4}, {0,2}, {2,3,4}, {0,1}} {{1,2}, {0,4}, {0,3}}
{{1,2}, {0,4}, {0,3}, {0,1}}
{{1,2}, {0,4}, {0,2}, {0,3}}
{{1,3}, {2,3,4}, {0,2,4}, {0,1}} {{1,2}, {1,4}, {0,3}}
{{1,2}, {1,4}, {0,3}, {0,1}}
{{1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {0}, {1,3}, {{1,2}, {0,4}, {1,4}, {3,4}, {2,3}, {0,2}, {0,3}, {0,1}}
{1,2}, {1,4}} {{2,4}, {1,2}, {0,4}, {3,4}, {0,2}, {1,3}, {0,3}, {0,1}}
{{2,4}, {0,4}, {1,4}, {2,3}, {0,2}, {1,3}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1}, {{1,2}, {0,4}, {1,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,1}}
{0,4}, {0,3}} {{2,4}, {1,2}, {1,4}, {3,4}, {0,2}, {1,3}, {0,3}, {0,1}}
{{2,4}, {1,2}, {0,4}, {1,4}, {2,3}, {1,3}, {0,3}, {0,1}}
{{1,2}, {0,3,4}, {2,3,4}, {0,1}} {{1,3}, {1,4}, {0,2}}
{{1,3}, {1,4}, {0,2}, {0,1}}
{{1,3}, {1,2}, {1,4}, {0,2}}
{{2,4}, {1,2}, {0,3,4}, {0,1,3}} {{2,3}, {0,2}, {1,4}}
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Hypergraph Graph realizations (edge sets)
{{2,4}, {2,3}, {0,2}, {1,4}}
{{1,2}, {1,4}, {0,2}, {2,3}}
{{3,4}, {0,4}, {0,1,2}, {1,2,3}} {{2,4}, {1,4}, {0,3}}
{{2,4}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,4}, {0,3}}
{{1,3}, {1,2}, {0,3,4}, {0,2,4}} {{0,1}, {2,3}, {1,4}}
{{1,2}, {1,4}, {0,1}, {2,3}}
{{1,3}, {0,1}, {2,3}, {1,4}}
{{2,4}, {0,2,3}, {1,4}, {0,1,3}} {{1,2}, {0,4}, {3,4}}
{{1,2}, {0,4}, {1,4}, {3,4}}
{{2,4}, {1,2}, {0,4}, {3,4}}
{{0,1,4}, {1,3,4}, {2,3}, {0,2}} {{2,4}, {1,2}, {0,3}}
{{2,4}, {1,2}, {0,2}, {0,3}}
{{2,4}, {1,2}, {2,3}, {0,3}}
{{0,1,4}, {2,3}, {0,1,2}, {3,4}} {{1,3}, {2,4}, {0,3}}
{{1,3}, {2,4}, {2,3}, {0,3}}
{{1,3}, {2,4}, {0,3}, {3,4}}
{{1,2}, {0,3,4}, {2,3}, {0,1,4}} {{1,3}, {2,4}, {0,2}}
{{1,3}, {1,2}, {0,2}, {2,4}}
{{1,3}, {2,4}, {2,3}, {0,2}}
{{1,3,4}, {0,3,4}, {0,1,4}, {2,3,4}, {{1,3}, {2,3}, {0,2}, {0,1}}
{0,2,4}, {1,2,4}} {{1,2}, {2,3}, {0,3}, {0,1}}
{{1,3}, {1,2}, {0,2}, {0,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {2,3}, {{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,1}}
{{2,4}, {1,3,4}, {0,2}, {0,1,3}} {{1,2}, {0,4}, {2,3}}
{{2,4}, {1,2}, {0,4}, {2,3}}
{{1,2}, {0,4}, {2,3}, {0,2}}
{{1,2}, {1,3,4}, {0,3,4}, {0,2}} {{2,4}, {2,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {0,1}}
{{2,4}, {1,2}, {2,3}, {0,1}}
{{3,4}, {0,1,2}, {0,3}, {1,2,4}} {{1,3}, {0,4}, {2,3}}
{{1,3}, {3,4}, {0,4}, {2,3}}
{{1,3}, {0,4}, {2,3}, {0,3}}
{{0,2,3}, {1,3,4}, {0,3,4}, {0,1,3}, {{2,4}, {1,4}, {0,2}, {0,1}}
{1,2,3}, {2,3,4}} {{1,2}, {0,4}, {1,4}, {0,2}}
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Hypergraph Graph realizations (edge sets)
{{2,4}, {1,2}, {0,4}, {0,1}}
{{1,3}, {0,1,4}, {2,3}, {0,2,4}} {{1,2}, {0,3}, {3,4}}
{{1,3}, {1,2}, {0,3}, {3,4}}
{{1,2}, {2,3}, {0,3}, {3,4}}
{{1,2}, {0,3,4}, {1,4}, {0,2,3}} {{1,3}, {2,4}, {0,1}}
{{1,3}, {1,2}, {2,4}, {0,1}}
{{1,3}, {2,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {0,1,2}, {0,1,3}} {{0,4}, {2,3}, {1,4}}
{{2,4}, {0,4}, {2,3}, {1,4}}
{{3,4}, {0,4}, {2,3}, {1,4}}
{{2,4}, {0,1,4}, {2,3}, {0,1,3}} {{1,2}, {0,2}, {3,4}}
{{1,2}, {2,3}, {0,2}, {3,4}}
{{2,4}, {1,2}, {0,2}, {3,4}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{2,3}, {0,2}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{0,2}, {1,3,4}, {1,2,3}, {0,4}} {{2,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {0,3}, {0,1}}
{{2,4}, {0,4}, {0,3}, {0,1}}
{{2,4}, {0,4}, {1,4}, {3,4}, {2,3}, {{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{0,2,3}, {1,4}, {0,1,2}, {3,4}} {{1,3}, {2,4}, {0,4}}
{{1,3}, {2,4}, {0,4}, {1,4}}
{{1,3}, {2,4}, {0,4}, {3,4}}
{{2,4}, {1,2}, {1,4}, {3,4}, {2,3}, {{3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{0,2}, {1,3}, {0,3}, {0,1}} {{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{0,1}, {2,3,4}, {0,3}, {1,2,4}} {{1,3}, {0,4}, {0,2}}
{{1,3}, {0,4}, {0,2}, {0,1}}
{{1,3}, {0,4}, {0,2}, {0,3}}
{{0,2,3}, {0,1,2}, {1,2,3}, {2,3,4}, {{1,3}, {0,4}, {1,4}, {0,3}}
{0,2,4}, {1,2,4}} {{3,4}, {1,4}, {0,3}, {0,1}}
{{1,3}, {3,4}, {0,4}, {0,1}}
{{0,2,3}, {0,3,4}, {0,1,3}, {0,1,4}, {{1,3}, {1,2}, {2,4}, {3,4}}
{0,1,2}, {0,2,4}} {{1,2}, {1,4}, {2,3}, {3,4}}
{{1,3}, {2,4}, {2,3}, {1,4}}
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Hypergraph Graph realizations (edge sets)
{{1,3}, {0,2,3}, {1,4}, {0,2,4}} {{1,2}, {0,1}, {3,4}}
{{1,3}, {1,2}, {0,1}, {3,4}}
{{1,2}, {1,4}, {0,1}, {3,4}}
{{1,3,4}, {0,2}, {0,3}, {1,2,4}} {{0,4}, {2,3}, {0,1}}
{{0,4}, {2,3}, {0,2}, {0,1}}
{{0,4}, {2,3}, {0,3}, {0,1}}
{{2,4}, {1,2}, {0,4}, {1,4}, {3,4}, {{3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{2,3}, {1,3}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
Domination hypergraphs of order 5 with five graph realizations
Hypergraph Graph realizations (edge sets)





{{1,3}, {4}, {2,3}, {0,2}, {0,1}} {{2,4}, {3,4}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,2}, {0,4}, {1,4}, {0,3}}





{{2,4}, {0,4}, {2,3}, {0,3}, {1}} {{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {1,4}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,1}}
{{2,4}, {1,4}, {0,2}, {3}, {0,1}} {{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}}
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Hypergraph Graph realizations (edge sets)
{{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {0,3}}





{{2,4}, {1,2}, {0,4}, {3}, {0,1}} {{3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,3}}





{{2,4}, {3,4}, {0,2}, {0,3}, {1}} {{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,3}, {1,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{1,3}, {2,4}, {2,3}, {0}, {1,4}} {{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {0,2}, {1,2}, {0,4}, {0,3}, {0,1}}





{{1,3}, {0,4}, {1,4}, {2}, {0,3}} {{2,4}, {3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,2}, {0,1}}
{{1,2}, {4}, {2,3}, {0,3}, {0,1}} {{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
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{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {1,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {1,4}}





{{3,4}, {1,4}, {2}, {0,3}, {0,1}} {{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,4}}










{{1,3}, {3,4}, {0,4}, {2}, {0,1}} {{2,4}, {3,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,2}, {1,4}, {0,3}}





{{0,1,4}, {0,2,4}, {0,1,3}, {0,2,3}} {{1,2}, {3,4}}
{{1,3}, {1,2}, {3,4}}
{{1,2}, {2,3}, {3,4}}
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{{1,2}, {1,4}, {3,4}}
{{2,4}, {1,2}, {3,4}}
{{2,4}, {1,3}, {3,4}, {0}, {1,2}} {{3,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {0,4}, {1,4}, {0,3}, {0,1}}





{{1,3}, {1,2}, {4}, {0,2}, {0,3}} {{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,4}, {1,4}, {0,1}}










{{1,2}, {0,4}, {1,4}, {0,2}, {3}} {{2,4}, {3,4}, {2,3}, {1,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {0,3}, {0,1}}
{{3,4}, {0,4}, {2,3}, {0,2}, {1}} {{2,4}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {1,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,3}, {1,2}, {1,4}, {0,3}, {0,1}}
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Hypergraph Graph realizations (edge sets)





{{1,2}, {2,3}, {1,4}, {0}, {3,4}} {{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {0,4}, {0,3}, {0,1}}





Domination hypergraphs of order 5 with thirteen graph realizations
Hypergraph Graph realizations (edge sets)
{{2,4}, {3,4}, {0,2}, {1,4}, {0,3}, {0,1}} {{1,3}, {1,2}, {0,4}, {2,3}}
{{1,3}, {1,2}, {0,4}, {2,3}, {2,4}}
{{1,3}, {1,2}, {0,4}, {1,4}, {2,3}}
{{1,3}, {1,2}, {0,4}, {2,3}, {3,4}}
{{1,3}, {1,2}, {0,4}, {2,3}, {0,1}}
{{1,3}, {1,2}, {0,4}, {2,3}, {0,2}}
{{1,3}, {1,2}, {0,4}, {2,3}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,4}}
{{3,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,3}, {0,2}, {1,3}, {1,2}, {0,4}, {0,3}}
{{2,3}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {1,2}, {1,4}, {0,3}, {0,1}} {{1,3}, {2,4}, {0,4}, {0,2}}
{{1,3}, {2,4}, {0,4}, {1,4}, {0,2}}
{{1,3}, {2,4}, {0,4}, {0,2}, {0,1}}
{{1,3}, {1,2}, {0,4}, {0,2}, {2,4}}
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Hypergraph Graph realizations (edge sets)
{{1,3}, {2,4}, {0,4}, {0,2}, {0,3}}
{{1,3}, {2,4}, {0,4}, {0,2}, {3,4}}
{{1,3}, {2,4}, {0,4}, {2,3}, {0,2}}
{{2,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,4}, {1,4}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {0,4}}
{{2,4}, {3,4}, {0,2}, {1,3}, {0,4}, {0,3}}
{{2,4}, {2,3}, {0,2}, {1,3}, {1,4}, {0,1}} {{1,2}, {0,4}, {0,3}, {3,4}}
{{1,2}, {0,4}, {1,4}, {0,3}, {3,4}}
{{2,4}, {1,2}, {0,4}, {0,3}, {3,4}}
{{1,3}, {1,2}, {0,4}, {0,3}, {3,4}}
{{1,2}, {0,4}, {0,1}, {0,3}, {3,4}}
{{1,2}, {0,4}, {0,2}, {0,3}, {3,4}}
{{1,2}, {0,4}, {2,3}, {0,3}, {3,4}}
{{3,4}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {0,4}, {0,3}}
{{3,4}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}}
{{3,4}, {1,3}, {1,2}, {0,4}, {0,3}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,2}, {0,4}, {0,3}}
{{3,4}, {2,3}, {0,2}, {1,2}, {0,4}, {1,4}} {{1,3}, {2,4}, {0,3}, {0,1}}
{{1,3}, {2,4}, {0,2}, {0,3}, {0,1}}
{{1,3}, {1,2}, {0,1}, {2,4}, {0,3}}
{{1,3}, {2,4}, {2,3}, {0,3}, {0,1}}
{{1,3}, {2,4}, {1,4}, {0,3}, {0,1}}
{{1,3}, {2,4}, {0,1}, {0,3}, {3,4}}
{{1,3}, {2,4}, {0,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {1,3}, {0,3}, {0,1}}
{{2,4}, {3,4}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {1,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,2}, {0,4}, {0,3}, {0,1}} {{1,3}, {3,4}, {1,4}, {0,2}}
{{1,3}, {3,4}, {1,4}, {0,2}, {0,3}}
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{{1,3}, {3,4}, {1,4}, {0,2}, {0,1}}
{{1,3}, {3,4}, {0,4}, {1,4}, {0,2}}
{{1,3}, {2,4}, {1,4}, {0,2}, {3,4}}
{{1,3}, {3,4}, {2,3}, {0,2}, {1,4}}
{{1,3}, {1,2}, {1,4}, {0,2}, {3,4}}
{{3,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,3}}
{{3,4}, {0,2}, {1,3}, {0,4}, {1,4}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {1,4}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {1,4}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,3}, {1,4}}
{{0,2}, {1,3}, {1,2}, {0,4}, {1,4}, {0,3}} {{2,4}, {3,4}, {2,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {0,1}}
{{1,3}, {2,4}, {2,3}, {0,1}, {3,4}}
{{2,4}, {3,4}, {0,4}, {2,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,1}, {1,4}}
{{2,4}, {1,2}, {2,3}, {0,1}, {3,4}}
{{2,4}, {3,4}, {2,3}, {0,4}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {0,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,2}, {1,4}, {0,1}}
{{2,4}, {3,4}, {2,3}, {0,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {2,3}, {1,3}, {1,2}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,3}, {1,2}, {0,3}} {{0,1}, {0,4}, {2,3}, {1,4}}
{{0,1}, {0,4}, {2,3}, {0,2}, {1,4}}
{{1,2}, {0,4}, {1,4}, {0,1}, {2,3}}
{{2,4}, {0,1}, {0,4}, {2,3}, {1,4}}
{{0,1}, {0,4}, {2,3}, {0,3}, {1,4}}
{{1,3}, {0,1}, {0,4}, {2,3}, {1,4}}
{{3,4}, {0,4}, {2,3}, {0,1}, {1,4}}
{{2,3}, {0,2}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,4}, {2,3}, {1,2}, {0,4}, {1,4}, {0,1}}
{{2,3}, {1,3}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,1}}
{{3,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,1}}
{{3,4}, {2,3}, {0,4}, {1,4}, {0,3}, {0,1}}
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Hypergraph Graph realizations (edge sets)
{{2,4}, {3,4}, {1,3}, {1,2}, {0,4}, {0,1}} {{2,3}, {0,2}, {0,3}, {1,4}}
{{2,4}, {2,3}, {0,2}, {0,3}, {1,4}}
{{0,4}, {2,3}, {0,2}, {0,3}, {1,4}}
{{3,4}, {2,3}, {0,2}, {0,3}, {1,4}}
{{0,1}, {2,3}, {0,2}, {0,3}, {1,4}}
{{1,3}, {2,3}, {0,2}, {0,3}, {1,4}}
{{1,2}, {1,4}, {0,2}, {0,3}, {2,3}}
{{2,4}, {3,4}, {2,3}, {0,2}, {1,4}, {0,3}}
{{3,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,3}}
{{2,3}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,3}, {0,2}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,3}, {0,2}, {1,3}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {0,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {2,3}, {1,3}, {0,4}, {1,4}, {0,3}} {{1,2}, {0,1}, {0,2}, {3,4}}
{{1,3}, {1,2}, {0,1}, {0,2}, {3,4}}
{{0,1}, {1,2}, {2,3}, {0,2}, {3,4}}
{{1,2}, {0,1}, {0,2}, {0,3}, {3,4}}
{{0,1}, {1,2}, {1,4}, {0,2}, {3,4}}
{{2,4}, {1,2}, {0,1}, {0,2}, {3,4}}
{{1,2}, {0,4}, {0,1}, {0,2}, {3,4}}
{{3,4}, {2,3}, {0,2}, {1,3}, {1,2}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {1,4}, {0,1}}
{{3,4}, {0,2}, {1,3}, {1,2}, {0,3}, {0,1}}
{{2,4}, {3,4}, {0,2}, {1,2}, {0,4}, {0,1}}
{{3,4}, {0,2}, {1,2}, {0,4}, {1,4}, {0,1}}
{{3,4}, {2,3}, {0,2}, {1,3}, {0,4}, {0,1}} {{2,4}, {1,2}, {1,4}, {0,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {1,2}, {1,4}, {0,2}, {0,3}}
{{1,3}, {1,2}, {1,4}, {0,3}, {2,4}}
{{2,4}, {1,2}, {1,4}, {0,3}, {3,4}}
{{2,4}, {1,2}, {1,4}, {0,3}, {2,3}}
{{2,4}, {1,2}, {0,4}, {1,4}, {0,3}, {0,1}}
{{2,4}, {0,2}, {1,2}, {1,4}, {0,3}, {0,1}}
{{2,4}, {2,3}, {1,3}, {1,2}, {1,4}, {0,3}}
{{2,4}, {3,4}, {2,3}, {1,2}, {1,4}, {0,3}}
DOMINATION HYPERGRAPHS AND CODOMINATING GRAPHS OF ORDER 5 161
Hypergraph Graph realizations (edge sets)
{{2,4}, {0,2}, {1,2}, {0,4}, {1,4}, {0,3}}
{{2,4}, {3,4}, {1,3}, {1,2}, {1,4}, {0,3}}
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