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Abstract
Certain bacteria possess the remarkable ability to respire on extracellular solid
metal oxides, which requires a unique biomolecular machinery optimized for
long-range electron transport. To perform this function efficiently, microor-
ganisms have adapted multi-heme c-type cytochromes to arrange heme co-
factors into wires that cooperatively span the cellular envelope, transmitting
electrons along distances greater than 100 Å before they are passed on to ex-
tracellular terminal acceptors via direct contact or secreted soluble electron
shuttles (like flavins). While the interactions and “whole-protein” properties
of these special multi-heme proteins have been the subject of intensive re-
search efforts, molecular-level insight has long been elusive.
Here, a wide range of computational methods is deployed to study the
electron transfer (ET) properties of outer membrane (OM)-associated deca-
heme cytochromes in the bacterium S. oneidensis, from explicit electronic
structure calculations to empirical ligand docking. In particular, thermody-
namic and kinetic parameters for heme-to-heme ET in the OM deca-heme
cytochrome MtrF are calculated which enables us to model through-protein
steady-state electron transport. Furthermore, the interaction of its homologue
MtrC with the soluble shuttle flavin mononucleotide is studied via docking
simulations.
Our calculations of heme redox potentials in MtrF yielded a free en-
ergy surface with two “up-hill” steps of 0.2 eV for through-protein elec-
tron transport. These potential kinetic obstacles were found to be counter-
acted by stronger electronic interactions precisely between those cofactors
that form the free energy hills. This correlation of thermodynamic properties
and electronic interactions was found to be essential for the cytochrome to
yield through-protein electron transport rates of 104-105 s−1 (as determined
from our steady-state electron transport calculations), consistent with an ex-
perimentally established lower limit.
Our docking studies reproduce an experimentally determined affinity quite
well and are consistent with the existing hypothesis regarding the role of
flavin molecules as electron shuttles; they furthermore suggest concrete bind-
ing sites on the deca-heme cytochrome MtrC.
Overall, by deploying and combining a range of computational approaches,
this work has yielded molecular-level insights into OM deca-heme cytochromes
that are difficult to obtain from experiment.
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1.1 Molecular structure of heme c. (A) Lewis structure show-
ing the central iron ion and the aromatic porphyrin ring sur-
rounding it (coordinating to the iron via four nitrogens). The
cysteines linking the porphyrin ring to the protein are abbre-
viated as “Cys”. The axial ligands are omitted for clarity.
(B) Three-dimensional structure showing the heme in orange
(iron as a green sphere) and the protein residues coloured by
atom (carbon: gray, nitrogen: blue, oxygen: red, sulphur: yel-
low.) The iron is axially coordinated via two histidine side
chains, the lower of which is part of a CXXCH binding motif
(cysteine-two arbitrary residues-cysteine-histidine; see text).
Adapted from Ref. [1] with permission from the Royal So-
ciety of Chemistry. The original figure had been prepared by
Dr. Julea Butt. . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Different mechanisms for extracellular ET in S. oneidensis.
The oxidation of organic molecules releases electrons to the
inner membrane (IM). From the IM electrons can be passed
on to soluble terminal electron acceptors (black circle) that
enter the periplasm; alternatively, they can be transported across
the periplasm and outer membrane (OM) to extracellular ter-
minal electron acceptors. ET from the cell surface may be
mediated by redox shuttles, particularly flavins (F) (a), occur
via direct contact with an OM cytochrome (b), or involve cel-
lular appendages called nano-wires (c). The latter are OM
extensions (represented by the bud in (c)) that contain OM
cytochromes and can reach lengths on the µm-scale. Trans-
membrane cytochrome complexes are represented by a blue
rectangle with a red stripe and red rectangle (the latter rep-
resenting the OM cytochrome). Reproduced from Ref. [1]
with permission from the Royal Society of Chemistry (figure
prepared by Dr. Julea Butt). . . . . . . . . . . . . . . . . . . . 20
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1.3 Multi-heme cytochromes from S. oneidensis illustrated schemat-
ically to indicate their cellular location and roles. Structures
are shown for proteins from S. oneidensis STC (pdb code
2K3V), NrfA (3UBR), OTR (1SP3), FccA (1QJD), MtrF (3PMQ)
and OmcA (4LMH); and their homologues NapAB (1OGY),
CymA (2J7A), TorC (2J7A) and TorA (1TMO). The arrange-
ment of cofactors in DmsAB is based on that in the homo-
logue NarGH (1R27). At the inner membrane (IM), the respi-
ratory processes are depicted that generate adenosine triphospate
(ATP) and pass electrons to quinones (Q) in the IM. Hemes
are shown in orange, FeS clusters in yellow/green, flavin ade-
nine dinucleotide (FAD) in cyan and molybdopterin in purple.
Reproduced from Ref. [1] with permission from the Royal
Society of Chemistry (figure prepared by Dr. Julea Butt). . . . 21
1.4 Crystal structure of MtrF (pdb code: 3PMQ) [2]. Roman nu-
merals refer to different domains (shown with backbone only
and secondary structure elements) while Arabic numerals de-
note the different heme cofactors (shown in yellow). . . . . . . 24
1.5 (A) Crystal structure of MtrC (pdb code 4LM8) [3]. Roman
numerals refer to different domains (shown with backbone
only) while Arabic numerals denote the different heme co-
factors (shown in red). The barrel and a disulphide bond in
Domain III are labelled and are further discussed in Chap-
ter 5. (B) The molecular structure of flavin mononucleotide
(FMN), whose binding to MtrC is studied in Chapter 5. Car-
bon is shown in cyan, nitrogen in blue, oxygen in red and hy-
drogen in silver. The tricyclic head group is the redox-active
moiety. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
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1.6 (A) Amodel of the transmembrane cytochrome complexMtrFDE.
The OM deca-heme cytochrome MtrF (pdb code 3PMQ) is
connected to the periplasmic/membrane cytochromeMtrD (mod-
elled here by two NrfB proteins, pdb code 2OZY) via a porin
MtrE (represented by a cartoon cylinder) enabling close con-
tact between the two cytochromes across the outer membrane.
(B) Arrangement of hemes in MtrF. Arrows denote single ET
steps from heme i to heme j with rate constant k ji (denoted
exemplarily for pair 1-6) as well as ET steps to/from an exter-
nal electron acceptor/donor, ki,out and ki,in, shown exemplarily
for hemes i=10 and 5. (C) The three different heme pair mo-
tifs found in MtrF. From top to bottom: T-shaped, coplanar,
stacked. dpi orbitals involved in the coupling are also depicted
(see Chapter 3). Figure reprinted from [4]. (Figure created in
collaboration with Cortland Johnson and Julian Breuer.) . . . . 27
2.1 Free energy curves of diabatic initial and final state (AA and
AB, respectively) of an electron transfer reaction along the re-
action coordinate ∆E (vertical energy gap between both states).
∆A denotes the reaction free energy, ∆A‡ the activation free
energy and λ the reorganization free energy (see text). Repro-
duced from Ref. [5] with permission from the PCCP Owner
Societies (figure prepared by Dr. Jochen Blumberger). . . . . 30
3.1 a. Redox potentials as obtained from Thermodynamic Inte-
gration (in forward and backward direction of integration, see
text) for each heme. The red bars on the vertical axis de-
note a set of ten tentative redox potentials obtained via film
voltammetry [2] which however could not be assigned to in-
dividual hemes. b. A colour map of the distribution of redox
potentials in MtrF, with a lighter colour indicating a lower re-
dox potential (and thus a higher position in the free energy
landscape). Several residues of significant influence are high-
lighted. Reprinted with permission from [6]. Copyright 2012
American Chemical Society. . . . . . . . . . . . . . . . . . . 58
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3.2 Marcus free energy parabolas constructed from the reorgani-
zation energies and driving forces determined in this work.
The vertical position of the parabola minimum for each heme
denotes the free energy of that heme being reduced (relative
to heme 7 being reduced, which is hence at 0.0 eV) and corre-
sponds to the heme’s position in the redox potential landscape
in Figure 3.1 a. From that minimum, a parabola arm rises in
either direction to describe the corresponding diabatic free en-
ergy surface in ET with the adjacent heme (as in Figure 2.1).
(Heme 6 and 1 each have a third parabola arm branching off
towards heme 7 and 2, respectively.) The curvature of each
parabola arm, as well as the horizontal spacings of parabola
minima, are chosen so as to yield the reorganization energies
λ and activation free energies ∆A‡ from Table 3.3. (Hence the
slightly different curvatures e. g. of the two arms branching
off from heme 6 to heme 7 and 8.) ∆E on the x-axis refers
to the energy gap for each pair (i. e. it is zero at the inter-
section of the corresponding parabola arms) and the ci is the
constant added to each pair’s ∆E so as to align the parabola
arms horizontally as shown. Reprinted from [7]. . . . . . . . . 60
3.3 The model heme used for electronic structure investigations.
Iron is shown in green, carbon in cyan, nitrogen in blue and
hydrogen in white. The porphyrin ring is truncated and the
histidine ligands are cut off at their imidazole ring. . . . . . . 63
3.4 Model heme dimers of Smith et al. [8] used in this work
as test systems for electronic coupling calculations (see text).
Reprinted with permission from [8]. Copyright 2006 Ameri-
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3.5 Electronic structure of a single model heme. Left: Fe(III)
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heme edge-to-edge distance for all snapshots and heme pairs
in MtrF (couplings incl. QM/MM). Points are colored accord-
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depiction of the three motifs.) |Hab| values obtained for the
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for stacked, two hollow ones for T-shaped, three for copla-
nar). Root-mean-square averages of the scattered data points,
〈|Hab|2〉 12 , were calculated for bins (denoted by black circles)
of width 0.4 Å (left set) and 0.6 Å (right set) and fit to
two separate exponentials, one for the stacked heme pairs and
one for the T-shaped/coplanar heme pairs (solid black lines).
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are indicated on the axis to the right. The empirical ‘Moser-
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Chapter 1
Introduction
1.1 Outer-membrane cytochromes in the respira-
tion of extracellular substrates
Energy transduction in biological systems very often depends on rapid and re-
liable transfer of electrons over distances on the nanometer scale [14]. While
electron exchange between Fe2+ and Fe3+ ions in solution occurs on a time
scale of seconds [15], the time scale is reduced to microseconds (or less)
when the ions are embedded in cofactors in a protein [16, 17]. A particu-
lar electron transport phenomenon of intense current research interest is the
extraordinary ability of certain Gram-negative bacteria to utilize extracellular
insoluble transition metal oxides as terminal electron acceptors in their res-
piratory chain [18], reducing minerals like ferrihydrite or manganese oxide
[19]. This is quite unusual as most other terminal electron acceptors used
by life can be imported into the cell to be reduced (e. g. O2). Respiration
of extracellular substrates however requires an efficient system to transport
electrons from the cytoplasmic (inner) membrane (IM), where they usually
accumulate from the oxidation of organic substrates, across the bacterium’s
periplasm (inter-membrane space) and outer membrane (OM) to the substrate
[20]. The reduction of insoluble metal oxides through microorganisms is an
important biogeochemical process that is far from being understood so far but
plays an important role in the geochemical cycling of different metals [18].
In addition to shedding light on these important environmental processes, the
study of these electron transfer (ET) systems also holds out the prospect of
promising technological applications like biofuel cells, which could couple
the breakdown of biological waste to the generation of electricity [21], and
modification of other microorganisms to combine electron transfer abilities
with other useful properties like photocatalytic activity [22].
A representative of these dissimilatory metal reducing bacteria (DMRB)
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1.1. OUTER-MEMBRANE CYTOCHROMES IN THE RESPIRATION
OF EXTRACELLULAR SUBSTRATES
Figure 1.1: Molecular structure of heme c. (A) Lewis structure showing the
central iron ion and the aromatic porphyrin ring surrounding it (coordinating
to the iron via four nitrogens). The cysteines linking the porphyrin ring to the
protein are abbreviated as “Cys”. The axial ligands are omitted for clarity.
(B) Three-dimensional structure showing the heme in orange (iron as a green
sphere) and the protein residues coloured by atom (carbon: gray, nitrogen:
blue, oxygen: red, sulphur: yellow.) The iron is axially coordinated via two
histidine side chains, the lower of which is part of a CXXCH binding motif
(cysteine-two arbitrary residues-cysteine-histidine; see text). Adapted from
Ref. [1] with permission from the Royal Society of Chemistry. The original
figure had been prepared by Dr. Julea Butt.
that has been studied very extensively so far is Shewanella oneidensis strain
MR-1, a facultatively anaerobic bacterium discovered first in Lake Oneida,
NY, USA in 1988 [19, 23]. The interaction of S. oneidensis with extracellular
substrates has been studied in great detail and has been found to depend on
a system of cytochromes, i. e. proteins containing heme cofactors. A heme
consists of an iron ion (most often in formal oxidation state II or III) lig-
ated by a porphyrin, a planar organic moiety with four nitrogens surrounding
and coordinating the central iron, see Fig. 1.1. This equatorial coordination
then allows for up to two additional axial ligands which in the cytochromes
in S. oneidensis are usually two histidine side chains from the protein. Fur-
thermore, hemes in cytochromes usually also bear two covalent links to the
protein via its side chains forming thioether bonds with cysteine residues (this
type of heme is called heme c); these cysteines, together with one of the his-
tidines, form a specific binding motif (‘CXXCH’, where C stands for cys-
teine, H for histidine and X for an arbitrary amino acid). The other func-
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tionality of interest are the two acidic propionate side chains of the heme,
giving it a negative total charge if both are deprotonated. Hemes can change
easily between an oxidized state (Fe(III)) and a reduced state (Fe(II)), ren-
dering them versatile cofactors for transport of electrons within a cellular
environment. (Although the entire heme loses/gains electron density during
oxidation/reduction, the iron’s formal oxidation state is used here to denote
the redox state of the cofactor.) S. oneidensis employs a special group of
cytochromes: Multi-heme cytochromes, defined as cytochromes with hemes
brought together in close distance (Fe-Fe distance 15.5 Å or smaller) [24, 25].
This close packing of hemes (sometimes ten or more in one protein) allows
rapid transport of electrons along the cofactor chain.
Multi-heme cytochromes are at the core of the respiratory capabilities of
S. oneidensis. Fig. 1.2 depicts the extracellular respiration of S. oneidensis
schematically: organic substrates are broken down (oxidized) in the cyto-
plasm and their electrons transported from the inner membrane (IM) through
the periplasm and outer membrane (OM) to multi-heme cytochromes located
on the cell exterior. The final ET from these OM cytochromes to an extra-
cellular insoluble substrate has been proposed to take place both via direct
contact (b in Fig. 1.2) [21, 26, 10] and indirectly via soluble redox shuttles,
in particular flavins (a in Fig. 1.2; ‘F’ for ‘flavin’). [27, 28] (Flavins seem
also capable of chelating Fe(III) ions in solution, thus enhancing their avail-
ability, and coating mineral oxide surfaces, possibly altering their reactivity
[29].) However, the relative physiological importance of these mechanisms is
still unclear; both direct and indirect electron transfer might even take place
under the same conditions [30]. In addition, the extracellular ET (EET) can
take place directly at the cell surface or via µm-long conductive appendages
[31, 32], often termed bacterial nano-wires. (Indicated in Fig. 1.2 as the bud in
c.) These nano-wires were shown to exhibit p-type semiconductor behaviour
[33] and were recently found to be extensions of the outer membrane con-
taining OM cytochromes [34], which might mean that they are able to reduce
insoluble substrates along their entire length (directly and/or indirectly).
The nature of the multi-heme cytochromes on the cell surface, and the
ones that transport electrons to them from the IM, has been extensively stud-
ied and considerable insight into the involved proteins, their properties and
interactions has already been obtained. The currently known multi-heme cy-
tochromes of S. oneidensis (structures, locations and substrates) are shown in
Fig. 1.3. The electron transport network begins at the IM where substrate oxi-
dation yields quinols (QH2) which is oxidized by the membrane-bound tetra-
heme cytochrome CymA. CymA is able to pass its electron on to, amongst
others, the deca-heme cytochrome MtrA [28]. MtrA can form a complex
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Figure 1.2: Different mechanisms for extracellular ET in S. oneidensis. The
oxidation of organic molecules releases electrons to the inner membrane (IM).
From the IM electrons can be passed on to soluble terminal electron acceptors
(black circle) that enter the periplasm; alternatively, they can be transported
across the periplasm and outer membrane (OM) to extracellular terminal elec-
tron acceptors. ET from the cell surface may be mediated by redox shuttles,
particularly flavins (F) (a), occur via direct contact with an OM cytochrome
(b), or involve cellular appendages called nano-wires (c). The latter are OM
extensions (represented by the bud in (c)) that contain OM cytochromes and
can reach lengths on the µm-scale. Transmembrane cytochrome complexes
are represented by a blue rectangle with a red stripe and red rectangle (the
latter representing the OM cytochrome). Reproduced from Ref. [1] with per-
mission from the Royal Society of Chemistry (figure prepared by Dr. Julea
Butt).
with the OM b-barrel protein MtrB which on its exterior side binds the deca-
heme cytochrome MtrC; MtrB is in this context believed to act as a pore
in which MtrA and MtrC can come sufficiently close to exchange electrons
[20]. MtrC is one of the OM cytochromes central to the reduction of extra-
cellular solid substrates: It has been shown to reduce solid substrates directly
[20, 10] and has been proposed as the major reduction site for flavin mononu-
cleotide (FMN) [35], a redox shuttle secreted by S. oneidensis [29]. It is this
di-cytochrome-transmembrane complex that is at the core of S. oneidensis’
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capability to respire on extracellular substrates: In fact, it has been shown that
the MtrA-MtrB-MtrC system (or short, MtrCAB) can be transferred to other
microorganisms as well and is sufficient to significantly enhance their ability
to reduce insoluble haematite [22].
Figure 1.3: Multi-heme cytochromes from S. oneidensis illustrated schemat-
ically to indicate their cellular location and roles. Structures are shown for
proteins from S. oneidensis STC (pdb code 2K3V), NrfA (3UBR), OTR
(1SP3), FccA (1QJD), MtrF (3PMQ) and OmcA (4LMH); and their homo-
logues NapAB (1OGY), CymA (2J7A), TorC (2J7A) and TorA (1TMO). The
arrangement of cofactors in DmsAB is based on that in the homologue NarGH
(1R27). At the inner membrane (IM), the respiratory processes are depicted
that generate adenosine triphospate (ATP) and pass electrons to quinones (Q)
in the IM. Hemes are shown in orange, FeS clusters in yellow/green, flavin
adenine dinucleotide (FAD) in cyan and molybdopterin in purple. Repro-
duced from Ref. [1] with permission from the Royal Society of Chemistry
(figure prepared by Dr. Julea Butt).
MtrC has two homologues in S. oneidensis: OmcA, which associates with
MtrC in a 2:1 stochiometry [36, 37, 38] (see complex model in Fig. 1.3); and
MtrF, whose gene is part of an operon containing genes for MtrD (a homo-
logue of MtrA) and MtrE (a homologue of MtrB). It is thus hypothesized that
MtrD, MtrE and MtrF form a transmembrane ET complex MtrDEF analogous
to MtrCAB. [39] The precise scopes of the functions of MtrC and its two ho-
mologues OmcA and MtrF are still not entirely clear. On the one hand, some
specificities have been observed: While MtrC has been proposed to play the
major role for reduction of FMN, OmcA is important in the reduction of the
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related riboflavin (RF) [35]. MtrF (together with MtrD and MtrE) is most
highly expressed during biofilm growth [40]. On the other hand, some mod-
ularity could be established as well: Hybrid complexes can form from Mtr-
CAB and MtrFDE components [39] and it has also been shown that while
MtrF does not contribute to iron oxide reduction in wild type cells, it is appar-
ently able to assume the role of MtrC in iron oxide reduction if the gene mtrC
is deleted; however, this activity still depends on MtrA and MtrB, and while
some natural substrates for MtrC could already be established (see above), the
actual substrate for the assumed MtrD-MtrE-MtrF pathway remains unknown
[39].
Both the properties of individual multi-heme cytochromes as well as their
interactions amongst each other have been studied quite extensively so far.
Electrochemical properties of individual cytochromes are routinely studied
via cyclic voltammetry [20, 2, 41] which yields the overall response of a cy-
tochrome to an applied bias potential; sometimes, this can be used to obtain
individual macroscopic redox potentials [2]. Interaction with substrates in-
volves studies of substrate binding [21, 42, 13] and substrate reduction rates
[2, 43]. In vitro and in vivo studies have also established interactions be-
tween specific multi-heme cytochromes [36, 37, 38, 44]. However, insight
into the large OM cytochromes (which are of particular interest as the in-
terface between microbe and mineral) has been hampered in the past by the
lack of structural information, with the studies mentioned above only yield-
ing “whole-protein” level information for these cytochromes. E. g., while the
redox potential range of operation for MtrC could be detected from voltam-
metry [45], only speculations could be made in regard to the protein’s need
for ten cofactors. This constitutes a significant obstacle in elucidating the ex-
act functions of these cytochromes. Molecular-level insight is also necessary
to understand and extract design principles for these complex biomolecules
which would not only promote understanding of the natural system but might
even provide concepts useful in the design of artificial proteins.
This situation changed a few years ago with a seminal paper presenting the
first crystal structure of an OM deca-heme cytochrome from S. oneidensis:
MtrF, the homologue of MtrC [2]. The most remarkable feature of this struc-
ture (which is discussed in detail in Section 1.2) is its nonlinear arrangement
of hemes, with eight hemes forming a central heme chain traversing the pro-
tein and the remaining two hemes branching off in the middle, thus yielding
a two-dimensional topology of cofactors. Recently, the structures of OmcA
and MtrC could be resolved as well [46, 3] and revealed the very same heme
arrangement. (Another homologue, the undeca-heme cytochrome UndA from
Shewanella sp. Strain HRCR-6, was also found to feature the same heme ar-
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rangement, plus an additional eleventh heme. [43]) An available structure not
only allows one to form new hypotheses based on the structure alone (e. g.
possible substrate binding regions [2]), but also enables one to study these
proteins with computational methods - yielding molecular-level insight diffi-
cult to obtain in experiment. Given that these cytochromes serve to transport
electrons, the intraprotein ET properties are of course of major interest; other
properties that would be both interesting and possibly attainable would be
interactions with substrates or other proteins.
This thesis focuses on the computational study of OM cytochromes in
S. oneidensis (mainly MtrF). In the work presented in this thesis, thermody-
namic and kinetic parameters of ET between heme cofactors inMtrF were cal-
culated using a variety of computational methods; these parameters for heme-
to-heme ET were then used to study electron flow through the entire protein.
Finally the interaction with soluble substrates was investigated, specifically
the binding of FMN to MtrC. While the calculations on thermodynamic prop-
erties of MtrF presented in this thesis [6] were the first computational study on
MtrF to be published to the author’s best knowledge, other authors have since
then also deployed computational approaches to study different functional as-
pects of this deca-heme cytochrome. Smith and Rosso [47] investigated pos-
sible gating effects for electron conduction throughMtrF; and Byun et al. [48]
used the heme-to-heme ET rate constants from this work [4] to model electron
flow through MtrF with a Kinetic Monte Carlo (KMC) algorithm. Nakano et
al. [49] extended these KMC simulations to a modeled MtrF-OmcA complex
(obtained from protein docking simulations).
As the structure of MtrF is the basis for all simulations presented in this
work, it is discussed in detail in the next section - together with the structure
of MtrC which is the focus of the substrate-binding studies in the last part of
this work. Subsequently, a detailed overview of this thesis is given in Section
1.3.
1.2 The crystal structures of MtrF and MtrC
The crystal structure of MtrF has for the first time been described by Clarke
et al. [2]. The protein consists of 593 amino acid residues arranged in four
domains (see figure 1.4); two of these domains (referred to as domain I and
domain III, based on the order of appearance in the amino acid sequence)
contain an extended b-sheet each, while the other two domains (II and IV)
contain several a-helices and covalently bind five heme groups per domain
via CXXCH binding motifs (see discussion in previous section). The iron
atom is ligated by two histidine residues in each cofactor, one of the his-
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tidines belonging to the binding motif. The spatial arrangement of the hemes
is similar between domains II and IV; both domains contain three stacked,
roughly parallel cofactors (3,4,5 and 8,9,10, respectively) and two approx-
imately coplanar heme groups (1,2 and 6,7, respectively) facing the triple-
stack (with porphyrin planes orthogonal to to planes in the stack). In the
overall protein structure the two domains are assembled such that the copla-
nar heme pairs form a line of four roughly coplanar cofactors through the
central region of the protein, with the two outer hemes (2 and 7) facing do-
mains I and III, respectively, which flank the two central domains II and IV.
The triple-stacks branch off this central line in opposite directions, giving rise
to a crossed arrangement of cofactors where the six stacked cofactors together
with the two central coplanar ones form a continuous octa-heme chain, while
the outer two of the four coplanar hemes form side branches of this major
heme chain. This motif has been termed “staggered cross” by Clarke et al.
Individual pairs of neighbouring cofactors can be grouped according to one
of the three orientation motifs: The pairs 1-2, 1-6 and 6-7 show a (roughly)
coplanar arrangement; 1-3 and 6-8 feature hemes with approximately orthog-
onal porphyrin planes and are thus referred to as “T-shaped” in the following;
3-4, 4-5, 8-9 and 9-10 finally consist of hemes with stacked porphyring rings.
(To be clear, “stacked” denotes partial stacking of the porphyrin rings - the
axial ligands would of course prevent the complete stacking of these hemes.)
Figure 1.4: Crystal structure of MtrF (pdb code: 3PMQ) [2]. Roman numerals
refer to different domains (shown with backbone only and secondary structure
elements) while Arabic numerals denote the different heme cofactors (shown
in yellow).
Clarke et al. hypothesize that domains I and IV serve to form contacts
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with other proteins, and that the heme cofactor at the end of the octa-heme
chain in domain IV (heme 10) could act as the electron entrance site in MtrF;
the cofactor at the opposite end of the heme chain in domain II (i.e. heme 5)
could then serve as an electron egress site towards mineral oxides as its con-
figuration has previously been found to be optimal for this electron transfer in
a related model compound [26]. It also might be used to transfer electrons to
other OM cytochromes.
As mentioned in the previous section, the structures of homologues of
MtrF could be resolved since this first structure was published [43, 46, 3]. The
homologue structures revealed the same staggered cross of hemes. Fig. 1.5A
shows the structure of MtrC, the cytochrome whose interaction with the sol-
uble shuttle FMN is studied in Chapter 5. As can be seen, its overall features
are very similar to MtrF. (Panel B depicts the molecular structure of FMN.)
1.3 Thesis statement
The aim of this work is to provide detailed insight into the properties of OM
cytochromes of S. oneidensis, specifically MtrF and MtrC, on a molecular
level using computational modelling methods. These allow us to address
questions that are difficult to tackle by experiment. Specifically, thermody-
namic and kinetic parameters for electron transfer between the ten cofactors
in MtrF are calculated, and hence for transport through the entire protein,
starting from the atomistic structure of MtrF. Using the framework of nona-
diabatic Marcus theory allows us to understand electron transfer in terms of
driving forces, free energies of (protein and solvent) reorganization and elec-
tronic couplings between heme cofactors. The results not only allow for pre-
dictions in regard to overall trans-protein transport rates and hypotheses re-
garding the function of different parts of the protein but also enable to draw
correlations between protein structure and function and thus to deduce design
principles. Fig. 1.6 illustrates the multi-scale nature of this topic: To describe
electron transport through MtrF as a whole (A), ET rates are needed for pairs
of adjacent hemes (B) which requires calculation of the electronic structure
of individual hemes and averaging of heme properties over the thermally fl-
cutuating protein conformations (C).
For MtrC we investigate the interaction with soluble flavins, in doing so
also trying to resolve properties on a molecular level so far not attainable in
experiment. Specifically, we use the atomistic structure to study where and
how strongly FMN could bind to the surface of MtrC.
This thesis is organized as follows. Chapter 2 presents the theoretical
foundations of the methods utilized in this work, covering: Semi-classical
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Figure 1.5: (A) Crystal structure of MtrC (pdb code 4LM8) [3]. Roman nu-
merals refer to different domains (shown with backbone only) while Arabic
numerals denote the different heme cofactors (shown in red). The barrel and a
disulphide bond in Domain III are labelled and are further discussed in Chap-
ter 5. (B) The molecular structure of flavin mononucleotide (FMN), whose
binding to MtrC is studied in Chapter 5. Carbon is shown in cyan, nitrogen
in blue, oxygen in red and hydrogen in silver. The tricyclic head group is the
redox-active moiety.
nonadiabatic Marcus theory which is used to describe heme-to-heme ET (2.1);
the classical molecular mechanics and molecular dynamics methods used to
calculate the redox potentials and hence driving forces, as well as reorgani-
zation free energies - both needed in the Marcus rate expression for ET (2.2);
methods employed to obtain electronic coupling matrix elements (also re-
quired in Marcus theory), namely density functional theory in general as well
as in the context of coupling calculations (2.3); and empirical docking calcu-
lations to determine binding sites and affinities of a soluble ligand to a protein
26
1.3. THESIS STATEMENT
Figure 1.6: (A) Amodel of the transmembrane cytochrome complexMtrFDE.
The OM deca-heme cytochrome MtrF (pdb code 3PMQ) is connected to the
periplasmic/membrane cytochrome MtrD (modelled here by two NrfB pro-
teins, pdb code 2OZY) via a porin MtrE (represented by a cartoon cylinder)
enabling close contact between the two cytochromes across the outer mem-
brane. (B) Arrangement of hemes in MtrF. Arrows denote single ET steps
from heme i to heme j with rate constant k ji (denoted exemplarily for pair
1-6) as well as ET steps to/from an external electron acceptor/donor, ki,out and
ki,in, shown exemplarily for hemes i=10 and 5. (C) The three different heme
pair motifs found in MtrF. From top to bottom: T-shaped, coplanar, stacked.
dpi orbitals involved in the coupling are also depicted (see Chapter 3). Figure
reprinted from [4]. (Figure created in collaboration with Cortland Johnson
and Julian Breuer.)
(2.4).
Chapter 3, the main chapter of this thesis, presents our work on heme-
to-heme ET in MtrF: Free energies, i. e. redox potentials for individual
hemes and reorganization free energies for ET between adjacent hemes (3.1);
and electronic couplings between adjacent hemes with the resulting heme-to-
heme ET rates (3.2).
Chapter 4 presents the application of our parameters for heme-to-heme
ET to through-protein transport. We model both an experimental setup un-
der physiological conditions featuring cytochrome complexes spanning a lipid
membrane (4.1); and recent scanning tunneling microscopy experiments mea-
suring the current I through deca-heme cytochromes as a function of the ex-
ternal voltage V (4.2).
Chapter 5 turns to the interaction with soluble substrates, namely the in-
teraction of MtrC with the proposed electron shuttle flavin mononucleotide
(FMN). We validate and employ an empirical docking protocol to investigate
FMN docking to MtrC; and carry out Simulated Annealing studies on MtrC
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to discover potential conformational changes upon reduction and cleavage of
a disulphide bond which in experiment has been reported to dramatically in-
crease the affinity for FMN.
Finally, we summarize our findings in Chapter 6 and provide an outlook
on extensions and continuations of the work presented here.
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Chapter 2
Theory
2.1 Semi-classical Marcus theory
Electron transfer (ET) over distances like those typical for heme groups in a
protein is well described by semi-classical nonadiabatic Marcus theory [50,
51]. This theory states the ET reaction rate constant kET between two redox
partners as:
kET =
1
h¯
〈
|HAB|2
〉( pi
λkBT
) 1
2
exp
(
−
(
∆A+λ
)2
4λkBT
)
(2.1)
Here, ∆ A is the reaction free energy, or driving force; λ is the so-called
reorganization free energy describing the free energy necessary to distort the
initial system to the final state (after ET) without actually transferring the elec-
tron (see further discussion below); and the “coupling matrix element” HAB is
a Hamiltonian element between two diabatic states A and B that describe the
initial (pre-ET) and final (post-ET) state of the system, respectively:
HAB =
〈
ψA
∣∣Hˆ∣∣ψB〉 (2.2)
where Hˆ denotes the electronic Hamiltonian and ψM denotes the elec-
tronic wave function for diabatic state M, i. e. a state that does not remain an
eigenstate of the electronic Hamiltonian as nuclear coordinates change (as is
the case for adiabatic states) but rather maintains certain physical characteris-
tics [52].
In particular, the diabatic states used to model electron transfer are defined
as states that maintain the same charge on donor and acceptor even as nuclear
coordinates are distorted to non-equilibrium configurations. As the electron
jump from donor to acceptor is fast compared to the nuclear motions of both
electron transfer partners and solvent [53], it has to happen in a nuclear con-
figuration for which the vertical energy difference between initial and final
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state, i. e. ∆E
(
~R
)
= EB
(
~R
)
−EA
(
~R
)
, is zero. (EA
(
~R
)
and EB
(
~R
)
refer to
the energy in the initial and final state, respectively, for a given nuclear config-
uration ~R. “Vertical” thus refers to a process with fixed nuclear coordinates.)
The vertical energy gap ∆E
(
~R
)
is determined by the polarization state of the
redox partners’ environment (solvent and, in this case, protein), the so-called
“outer sphere” contribution, and by the geometry of donor and acceptor them-
selves, the “inner sphere” contribution. It thus allows to sum up the role of an
ensemble of nuclei into one parameter and constitutes a useful reaction coor-
dinate for the overall electron transfer process [54, 5]. The two diabatic states
can be described by free energy curves along this reaction coordinate, with
each point on a curve referring to an ensemble of configurations featuring the
same value for ∆E
(
~R
)
, with an associated free energy of [5]:
AM (∆E) =−kBT ln pM (∆E)+ const (2.3)
where M is A for the initial or B for the final state, respectively; kB and T
are Boltzmann’s constant and absolute temperature, respectively; and pM (∆E)
is the probability of the energy gap value ∆E in state M. These free energy
curves are illustrated in Fig. 2.1.
Figure 2.1: Free energy curves of diabatic initial and final state (AA and AB,
respectively) of an electron transfer reaction along the reaction coordinate ∆E
(vertical energy gap between both states). ∆A denotes the reaction free energy,
∆A‡ the activation free energy and λ the reorganization free energy (see text).
Reproduced from Ref. [5] with permission from the PCCP Owner Societies
(figure prepared by Dr. Jochen Blumberger).
The use of ∆E as a reaction coordinate leads to a linear free energy rela-
tionship [5]:
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AB (∆E)−AA (∆E) = ∆E (2.4)
I. e., the difference in free energy between initial and final state for each
value of ∆E is equal to ∆E itself. Nonadiabatic electron transfer in the Mar-
cus picture can then be described as follows: In the initial state (red curve
in figure 2.1), solvent polarization and cofactor geometries correspond to the
reduced donor and oxidized acceptor, with ∆E fluctuating around the equilib-
rium value for the initial state. (Rare) thermal fluctuations enable the system
to reach the intersection point of the two free energy curves where the free
energies of initial and final state are equal, ∆E vanishes (by virtue of Eq. 2.4)
and electron hopping becomes possible. To reach such a configuration how-
ever requires the activation free energy ∆A‡; this energy in turn is related to
the reorganization free energy λ , the energy that would be required to distort
the system in the initial state to the equilibrium ensemble of geometries of
the final state, but without actually transferring the electron. (This is depicted
in Fig. 2.1 by moving along the red curve to the left until reaching the point
above the minimum of the blue curve.)
If the probability distribution of energy gaps pA is Gaussian, the corre-
sponding free energy curve AA becomes harmonic, as does AB due to Eq. 2.4
(with both parabolas having the same curvature). As a consequence, the reac-
tion free energy ∆A can be expressed as the average of the ensemble averages
of ∆E in the initial and final state [5]:
∆A=
(〈∆E〉A+ 〈∆E〉B)
2
(2.5)
where 〈∆E〉M denotes the ensemble average of ∆E in stateM. In addition,
the reorganization energy λ can be expressed similarly as [5]:
λ =
(〈∆E〉A−〈∆E〉B)
2
(2.6)
The activation free energy ∆A‡ can then be calculated from the vertex
of the initial state’s parabola and the intersection of the two parabolas; this
yields:
∆A‡ =
(
∆A+λ
)2
4λ
(2.7)
Once the system does reach the transition state ensemble via thermal fluc-
tuations, it may or may not cross to the final state. The probability of the
transition happening, i. e. ET taking place, is determined by the aforemen-
tioned electronic coupling matrix element HAB - more precisely, by the ther-
mal average of its square,
〈
|HAB|2
〉
. HAB is averaged in the ensemble at the
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transition point, i. e. in the ensemble with ∆E
(
~R
)
= 0. (For these are the
nuclear configurations where ET can take place only.)
The electronic coupling term HAB has been found to decay exponentially
with distance [16]. λ usually varies between 0.25 and 1.5 eV and for most
proteins with solvent-excluded cofactors assumes values in the range of 0.6
to 0.9 eV [55]; no large variations in the driving force are usually observed as
efficient energy transfer requires small driving forces [5].
Experimentally, the free energy of electron transfer can often be deter-
mined from the redox potential difference of the involved cofactors. Although
λ cannot be simply determined from the temperature dependence of the rate
constant in a reliable way [56], the driving force can be varied (for constant
temperatures) by modifying the cofactors’ chemical substituents; this, how-
ever, rests on the assumption that
〈
|HAB|2
〉
remains unaffected by the change
in the chemical environment of the cofactors [5]. This makes computational
approaches particularly appealing as these provide an alternative way of esti-
mating the quantities needed to describe electron transfer reactions by Mar-
cus theory. They also have the advantage of enabling decomposition of these
quantities into individual contributions from different components (cofactors,
individual residues, solvent) [5].
The next two subsections therefore discuss how reaction and reorganiza-
tion free energies as well as coupling elements can be obtained via computa-
tional methods. A purely classical description of the system was used in the
calculation of ∆A and λ ; however, the calculation of HAB requires quantum
chemical methods. Still, |HAB|2 needs to be averaged over an ensemble of nu-
clear configurations, and these configurations could be sampled classically as
well. Section 2.2 therefore describes the methods used in obtaining ∆A and λ
as well as in sampling nuclear configurations for HAB. The actual calculation
of HAB for single configurations using quantum chemical methods is covered
in Section 2.3.
2.2 Classical methods
2.2.1 Sampling the phase space - Molecular Dynamics
All three quantities needed to establish the heme-to-heme ET rates kET - reac-
tion free energies ∆A, reorganization free energies λ and electronic coupling
elements
〈
|HAB|2
〉
require the evaluation of some ensemble average. Two
decisions have to be made in this regard:
1. The computational model used to describe the system and its Hamilto-
nianH ;
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2. The method used to sample the system’s configuration space in order
to obtain ensemble averages.
In regard to the first point, the configurations to be sampled belong to the
equilibrium ensemble of a protein system without any chemical changes, i. e.
formation or breaking of chemical bonds. Therefore, costly electronic struc-
ture methods can be avoided in favor of the computationally much cheaper
Molecular Mechanics methods [57]. In constrast to electronic structure meth-
ods, the approach of Molecular Mechanics does not deal with the electronic
degrees of freedom explicitly; the Hamiltonian of a molecular system is ex-
pressed as a function of nuclear coordinates and momenta, possibly aug-
mented by additional terms describing electronic degrees of freedom in a very
simplified manner, like induced point dipoles [58]. In the absence of such ad-
ditional terms (referred to as the “nonpolarizable” case in the following due
to the absence of electronic polarization), the Hamiltonian is generally given
by:
H
(
~R,~P
)
= K
(
~P
)
+V
(
~R
)
=
N
∑
i=1
|~pi|2
2mi
+V
(
~R
)
(2.8)
i. e. it can be expressed as a sum of kinetic energy K
(
~P
)
and potential
energy V
(
~R
)
, with ~R and ~P denoting the total of all position and momentum
vectors, respectively, and ~pi and mi momentum and mass of atom i, respec-
tively; the sum runs over all N atoms in the system.
Different functional forms for the potential energy V
(
~R
)
in this purely
classical model Hamiltonian exist; they all contain parameters that need to be
determined by fitting to either experimental observables (e.g. vibrational fre-
quencies) or quantum mechanical calculations (on simple model compounds)
[59]. Functional form and parameters together then constitute a so-called
force field.
A common functional form for a nonpolarizable molecular mechanical
potential energy (and indeed the form used for the sampling of configuration
space in this work) is given by [60]:
V
(
~R
)
= ∑
bonds
ki
2
(li− li,0)2+ ∑
angles
κi
2
(θi−θi,0)2+ ∑
torsions
M
∑
n
Vn
2
(1+ cos(nω− γ))
+
N
∑
i=1
N
∑
j=i+1
(
4εi j
((
σi j
ri j
)12
−
(
σi j
ri j
)6)
+
qi ·q j
4piε0ri j
)
(2.9)
In this equation, the total potential energy of the molecular system is de-
composed into bonding terms (first three summations) and nonbonding terms
(last double-summation). The bonding terms assume that each covalent bond
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length li and angle θi between covalent bonds fluctuates around an equilib-
rium value (li,0 for bonds and θi,0 for angles, respectively) and that for values
close to the respective equilibrium value (for which the force field is designed
only), the associated potential energy can be approximated to be harmonic
with a force constant ki (for bonds) or κi (for angles), respectively. Torsional
terms (third summation) represent interactions between atoms separated by
three bonds in dependence on rotation around the second (central) bond; they
thus constitute four-body interaction terms of these atoms and the two atoms
connecting them and are used to model steric and, to some extent, nonbonded
(see below) interactions between the two outer atoms. Torsional terms are
modelled as a sum of M cosine terms (with M often just equal to 1) of dif-
ferent multiplicity n, “barrier height” Vn and phase shift γ; ω denotes the
torsional angle, i.e. the angle of rotation around the bond between the two
inner atoms.
The last double-summation runs over all unique pairs of atoms in the sys-
tem that are at least three bonds apart from each other (or not connected by
bonds at all, respectively); this sum represents electric Coulomb interactions
(second addend) as well as Van der Waals interactions (first addend), the lat-
ter being interactions that are even present in completely noncharged and un-
polar systems. Coulomb interactions are calculated by assigning effective
(partial) atomic charges qi to each atom and calculating the interaction us-
ing Coulomb’s law, with ri j as the interatomic distance and ε0 as the electric
constant; Van der Waals interactions are modelled by the so-called Lennard-
Jones potential which consists of an attractive long-range dispersion interac-
tion term −
(
σi j
ri j
)6
as well as a short-range repulsion term
(
σi j
ri j
)12
, both to-
gether resulting in a potential well of depth εi j; σi j is the interatomic distance
for which the two parts cancel out. As mentioned above, torsional interac-
tion terms already partially account for nonbonded interactions as well; thus
Van der Waals and Coulomb interactions are typically scaled by a scaling fac-
tor smaller than one for atoms separated by three bonds. As bond and angle
terms are supposed to fully describe the interactions between the atoms in-
volved, nonbonded interactions are not calculated at all for atoms separated
by only one or two bonds.
In order to avoid artificial boundary effects at the system’s boundary, peri-
odic boundary conditions [61] are frequently used and were used in this work
as well. In this approach, the simulation box is surrounded by an infinite set
of identical copies (“image cells”), filling out the space entirely. If an atom
leaves the central cell, its image enters on the opposite side (i. e. the atom
is projected back into the central cell again). Electrostatic interactions are
then calculated not only within the central cell but also between atoms in the
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central cell and all image cells:
Velec
(
~R
)
=
1
2
′
∑
~I
N
∑
i=1
N
∑
j=1
 qi ·q j
4piε0
∣∣∣~ri j+~I∣∣∣
 (2.10)
whereVelec
(
~R
)
denotes the electrostatic potential energy; the sum∑′
~I
runs
over all cells, i.e. central cell as well as image cells, where ~I is the transla-
tion vector of a given image cell (~0 for the central cell itself); the interatomic
distance ri j is substituted by
∣∣∣~ri j+~I∣∣∣, the distance between an atom i in the
central cell and atom j’s image in the image cell specified by ~I. The apos-
trophe above the summation sign indicates that the interaction of an atom
with itself in the central cell is still ignored, but atoms do interact with their
own periodic images. To calculate this infinite sum, Ewald summation is fre-
quently used [62, 63]. Van der Waals interactions are also computed between
atoms in the central cell and surrounding neighbour images; however, a cut-
off is usually applied for Van der Waals interactions to prevent an atom from
interacting with any other atom twice [64].
This description of the electrostatic energy however disregards any polar-
ization effects on individual atoms from their environment. Several simple
procedures exist to incorporate such effects at least partially, like fluctuating
atomic charges and the aforementioned induced dipoles [58]. In the latter
approach, each atom is assigned an isotropic atomic polarizability αi and a
polarization energy term Epol is added to the total energy, defined as [58]
Epol =−12∑i
αi~E
(0)
i
~Ei (2.11)
where ~Ei denotes the total electric field acting on atom i (from both static
monopole charges and induced dipoles) and ~E(0)i denotes the field due to
monopole charges only.
Coming to the choice on how to sample the phase space, there are two par-
ticularly popular computational approaches: Molecular Dynamics [65] and
Monte Carlo methods [66]. Monte Carlo methods are based on randomly
generating new configurations of atoms in a system and accepting or reject-
ing these new configurations with a probability depending on their energy,
thereby obtaining a Boltzmann (or any other desired) distribution. However,
for molecular systems most random coordinate changes will sharply increase
the system’s energy by e.g. severely stretching bonds and thus will lead to
configurations with small Boltzmann weights; this renders the application of
Monte Carlo methods to molecular systems rather difficult [67]. Molecular
Dynamics, on the other side, are based on computing actual dynamics of a
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system in order to obtain a trajectory in phase space along which the quan-
tities of interest can be computed; the ergodic hypothesis can then be used
to equate a quantity’s time average as obtained from these dynamics with its
ensemble average. (Provided that the average from these dynamics of finite
length can be assumed to come sufficiently close to the average that infinitely
long dynamics would yield.) The modelling of a system via Molecular Me-
chanics allows to describe the system’s dynamics by the classical Newtonian
dynamics of its atoms; the equation to be integrated is then Newton’s equation
of motion for each atom:
d2~ri
dt2
=
~Fi
mi
(2.12)
where ~ri denotes the position vector of atom i, mi denotes its mass, d
2
dt2
denotes the second derivative with respect to time and ~Fi is the external force
acting on atom i; this force is in turn obtained from the potential energy’s
gradient with respect to atom i’s coordinates:
~Fi =−~∇~riV
(
~R
)
(2.13)
As for a large system with a molecular mechanical force field solving
these equations analytically becomes unfeasible, numerical finite difference
methods have to be employed which are based on discretizing time into tiny
steps. The algorithm used in this work is the so-called velocity Verlet al-
gorithm [68]; in this algorithm, positions are updated based on positions~ri,
velocities~vi and accelerations ~ai at the current time t, whereas velocities can
be updated once the forces and hence accelerations at the next step t+δ t are
known:
~ri (t+δ t) =~ri (t)+δ t ·~vi (t)+ 12δ t
2 ·~ai (t) (2.14)
~vi (t+δ t) =~vi (t)+
1
2
δ t · (~ai (t)+~ai (t+δ t)) (2.15)
where δ t denotes the discrete time step of integration.
Incorporation of polarizability via induced point dipoles increases the com-
putational cost of force field calculations considerably; in this work, only a
nonpolarizable force field was used in sampling the phase space.
2.2.2 Redox potentials
The reaction free energies (or driving forces) for the individual electron trans-
fer steps in MtrF were calculated indirectly via the redox potentials of the in-
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dividual cofactors. The redox potential of a heme cofactor is the difference in
free energy between the state of a (protein) system with that cofactor oxidized
and reduced; this free energy difference can be computed via the method of
Thermodynamic Integration (TI) . The difference of the redox potentials of
two cofactors then yields the driving force for ET between them. (The term
“redox potential” is used in this work as a synonym for the free energy of re-
moving an electron from a heme cofactor; it is thus equal to the actual redox
potential (in Volt) multiplied by the charge of one electron. However, as the
electronvolt is used as the unit of energy throughout this work, the numerical
values are identical.) In principle, the redox potential of one heme in MtrF
depends on the redox states of the other hemes. We chose to treat all other
hemes as oxidized so that our redox potentials would apply to the transport of
one excess electron through the protein.
In the following, we outline the TI formalism. The free energy of a sys-
tem being a state function, the free energy difference ∆G between the two
redox states of interest can always be written as an integral over an arbitrary
“coupling parameter” ε:
∆G= G1−G0 =
1
0
dGε
dε
dε (2.16)
where G0 denotes the Gibbs free energy of the initial (reduced) state, G1
denotes the Gibbs free energy of the final (oxidized) state, dGεdε is the derivative
of the free energy which is taken to be a function of ε and the integral limits
denote an integral from initial to final state (i.e. ε = 0 corresponds to the
initial, ε = 1 to the final state). The Gibbs free energy is used rather than the
Helmholtz free energy since the system to be modelled is a protein located on
the outside of a biological cell, i.e. in contact with an aqueous solution and
thus under isobaric conditions. For the general relation 2.16 to have a practial
utility, an expression for the derivative dGεdε needs to be found. To this end, a
hypothetical intermediate state with a free energy Gε and a HamiltonianHε
is defined whereHε is a function of the coupling parameter ε andGε depends
on ε viaHε :
Gε = − 1β lnQε (2.17)
Qε =
1
N!h3NV0

exp
(
−β
(
Hε
(
~R,~P,ε
)
+ pV
))
d~Rd~PdV (2.18)
where N denotes the number of particles in the system, h denotes Planck’s
constant, β = 1kBT with kB as Boltzmann’s constant and T as the system tem-
37
2.2. CLASSICAL METHODS
perature, p and V denote pressure and volume, respectively, V0 is some basic
unit of volume (whose exact choice is not important for the following consid-
erations), ~R serves as a short form for all individual particle position vectors
and ~P serves as a short form for all individual particle momentum vectors [69].
The following procedure has been described in Ref. [70] using the Helmholtz
free energy and is adapted here to use the Gibbs free energy. Taking the
derivative of Gε with respect to ε yields:
dGε
dε
= − 1
β
∂Qε
∂ε
Qε
(2.19)
As Qε only depends on ε viaHε , ∂Qε∂ε can be expressed as:
∂Qε
∂ε
=
1
N!h3NV0

∂
∂ε
exp
(
−β
(
Hε
(
~R,~P,ε
)
+ pV
))
d~Rd~PdV
= − β
N!h3NV0
 ∂Hε
(
~R,~P,ε
)
∂ε
exp
(
−β
(
Hε
(
~R,~P,ε
)
+ pV
))
d~Rd~PdV
(2.20)
and thus:
dGε
dε
=
1
N!h3NV0
 ∂Hε(~R,~P,ε)
∂ε exp
(
−β
(
Hε
(
~R,~P,ε
)
+ pV
))
d~Rd~PdV
Qε
=
〈
∂Hε
∂ε
〉
ε
(2.21)
i.e. the derivative of the free energy with respect to ε for a certain value of
ε can be computed as the average of ∂Hε∂ε in the isothermal-isobaric ensemble
specified by the given value of ε . As only the potential energy part of the
Hamiltonian depends on ε , the change in free energy between the initial and
final state is then given by:
∆G=
1
0
〈
∂Vε
∂ε
〉
ε
dε (2.22)
whereVε denotes the potential energy as a function of ε , and the ensemble
average is in fact an average over configuration space (as the momenta can be
integrated out). ∆G can then be calculated by defining Vε and its dependency
on ε and choosing a set of integration points, or windows, in the ε range of
0 to 1 for which to obtain the ensemble average
〈
∂Vε
∂ε
〉
ε
in order to evaluate
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Eq. 2.22 numerically.
There are in principle several possibilities of defining Vε and its depen-
dency on ε . Vε
(
~R
)
could be defined to be a weighted average of initial and
final potential energy functionV0
(
~R
)
andV1
(
~R
)
, respectively, without using
an explicit expression for Vε
(
~R
)
:
Vε
(
~R
)
:= (1− ε)V0
(
~R
)
+ ε ·V1
(
~R
)
(2.23)
In this approach, both potential functions V0
(
~R
)
and V1
(
~R
)
are needed
during the simulation. This would result in a particularly simple expression
for ∂Vε∂ε :
∂Vε
(
~R
)
∂ε
=
∂
∂ε
(
(1− ε)V0
(
~R
)
+ ε ·V1
(
~R
))
=V1
(
~R
)
−V0
(
~R
)
(2.24)
However, this approach was not possible in the present work as the soft-
ware used (see Chapter 3) did not support the simultaneous use of two poten-
tial energy functions. Thus, Vε
(
~R
)
was instead defined by making the force
field parameters themselves dependent on the coupling parameter ε (with
ε = 0 and ε = 1 reproducing the parameters for the initial and final state,
respectively). In the force field parameters used to model the heme cofactors
[71] in this work, the atomic charges are the only parameters different be-
tween the two oxidation states. Thus, it is convenient to define the intermedi-
ate states for Thermodynamic Integration by linearly scaling (or “morphing”)
the charges on a heme cofactor:
qi,ε = (1− ε)qi,0+ ε ·qi,1 (2.25)
where qi,0 and qi,1 are the atomic charges of atom i in initial (reduced)
and final (oxidized) state, respectively, and qi,ε denotes the morphed charge
in the intermediate state given by ε . Based on this linear charge morphing, an
expression for ∂Vε∂ε has been derived by the author of this work. This derivation
is presented in the following.
With atomic charges being the only set of parameters depending on the
scaling parameter ε , the derivative ∂Vε∂ε correspondingly only contains electro-
static contributions:
∂Vε
∂ε
=
∂Vε,elec
∂ε
(2.26)
whereVε,elec
(
~R
)
denotes the total electrostatic energy for an intermediate
state and is given by:
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Vε,elec
(
~R
)
=
1
2
′
∑
~I
K
∑
i=1
K
∑
k=1
 qi,ε ·qk,ε
4piε0
∣∣∣~rik+~I∣∣∣

+
′
∑
~I
K
∑
i=1
M
∑
m=1
 qi,ε ·qm
4piε0
∣∣∣ ~rim+~I∣∣∣
+ 1
2
′
∑
~I
M
∑
m=1
M
∑
n=1
 qm ·qn
4piε0
∣∣∣ ~rmn+~I∣∣∣

(2.27)
where atom indices i and k denote atoms whose charges change (total
number of these atoms: K) and indices m and n denote atoms whose charge
is constant (total number: M). The first sum includes all interactions be-
tween atoms with changing charges, the second term includes all interactions
between atoms whose charge changes and those whose charge is constant
(disjoint sets of atoms, thus no double-counting in this case) and the last sum
describes the interactions between all atoms with constant charges. In the first
and third sum, interactions of an atom with itself in the central cell are again
excluded. The derivative ∂Vε,elec∂ε then reduces to the derivative of the first two
sums with respect to ε as the coupling parameter does not appear in the last
term. Furthermore, ε only appears in the numerator (of each individual pair
interaction) in the first two sums. It is thus sufficient to evaluate the derivative
for the numerators only. The second numerator gives:
qi,ε ·qm = ((1− ε)qi,0+ ε ·qi,1)qm
= ε (qi,1 ·qm−qi,0 ·qm)+qi,0 ·qm (2.28)
∂ (qi,ε ·qm)
∂ε
= qi,1 ·qm−qi,0 ·qm (2.29)
The first numerator requires a few more steps. Expanding the product and
bracketing out same powers of ε yields:
qi,ε ·qk,ε = (ε ·qi,1− ε ·qi,0+qi,0) ·
(
ε ·qk,1− ε ·qk,0+qk,0
)
= ε2
(
qi,1 ·qk,1−qi,1 ·qk,0−qi,0 ·qk,1+qi,0 ·qk,0
)
+ ε
(
qi,1 ·qk,0+qi,0 ·qk,1−2qi,0 ·qk,0
)
+ qi,0 ·qk,0
+ εqi,1 ·qk,1− εqi,1 ·qk,1 (2.30)
where at the end 0 has been added to further transform the right hand side
(RHS). Exchanging qi,0 · qk,0 for qi,1 · qk,1 in the second bracket on the RHS
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and factorizing yields:
qi,ε ·qk,ε = ε2
(
qi,1 ·qk,1−qi,1 ·qk,0−qi,0 ·qk,1+qi,0 ·qk,0
)
+ ε
(
qi,1 ·qk,0+qi,0 ·qk,1−qi,0 ·qk,0−qi,1 ·qk,1
)
+ qi,0 ·qk,0+ εqi,1 ·qk,1− εqi,0 ·qk,0
= ε2 (qi,1−qi,0)
(
qk,1−qk,0
)
− ε (qi,1−qi,0)
(
qk,1−qk,0
)
+ ε
(
qi,1 ·qk,1−qi,0 ·qk,0
)
+ qi,0 ·qk,0
=
(
ε2− ε)∆qi∆qk
+ ε
(
qi,1 ·qk,1−qi,0 ·qk,0
)
+ qi,0 ·qk,0 (2.31)
where
∆qi := (qi,1−qi,0) (2.32)
∆qk :=
(
qk,1−qk,0
)
(2.33)
Taking the derivative now yields:
∂
(
qi,ε ·qk,ε
)
∂ε
= (2ε−1)∆qi∆qk+qi,1 ·qk,1−qi,0 ·qk,0 (2.34)
Having derivatives for the numerators of the first two sums in 2.27, the
combined derivative can now be obtained by substituting the numerators in
the RHS of 2.27 by these derivatives:
∂Vε,elec
(
~R
)
∂ε
=
1
2
′
∑
~I
K
∑
i=1
K
∑
k=1
(2ε−1)∆qi∆qk+qi,1 ·qk,1−qi,0 ·qk,0
4piε0
∣∣∣~rik+~I∣∣∣

+
′
∑
~I
K
∑
i=1
M
∑
m=1
qi,1 ·qm−qi,0 ·qm
4piε0
∣∣∣ ~rim+~I∣∣∣

= V1,elec
(
~R
)
−V0,elec
(
~R
)
+(2ε−1)V∆,elec
(
~R
)
(2.35)
with:
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V1,elec
(
~R
)
=
1
2
′
∑
~I
K
∑
i=1
K
∑
k=1
 qi,1 ·qk,1
4piε0
∣∣∣~rik+~I∣∣∣
+ ′∑
~I
K
∑
i=1
M
∑
m=1
 qi,1 ·qm
4piε0
∣∣∣ ~rim+~I∣∣∣

+
1
2
′
∑
~I
M
∑
m=1
M
∑
n=1
 qm ·qn
4piε0
∣∣∣ ~rmn+~I∣∣∣

V0,elec
(
~R
)
=
1
2
′
∑
~I
K
∑
i=1
K
∑
k=1
 qi,0 ·qk,0
4piε0
∣∣∣~rik+~I∣∣∣
+ ′∑
~I
K
∑
i=1
M
∑
m=1
 qi,0 ·qm
4piε0
∣∣∣ ~rim+~I∣∣∣

+
1
2
′
∑
~I
M
∑
m=1
M
∑
n=1
 qm ·qn
4piε0
∣∣∣ ~rmn+~I∣∣∣

V∆,elec
(
~R
)
:=
1
2
′
∑
~I
K
∑
i=1
K
∑
k=1
 ∆qi∆qk
4piε0
∣∣∣~rik+~I∣∣∣

In this derivation, 0 has been added in between on the right hand side
(by adding and subtracting the sum over m and n) in order to yield the ex-
pressions for V1,elec
(
~R
)
and V0,elec
(
~R
)
, respectively. V∆,elec
(
~R
)
describes
the electrostatic energy of a system with point charges only on atoms whose
charge changes between the two states, the point charges’ magnitude being
given by the charge difference between initial and final state for each of these
atoms.
Thus, the derivative 2.35 differs from Eq. 2.24 only in the additional term
(2ε−1)V∆,elec
(
~R
)
. (And by using the electrostatic rather than overall po-
tential energies; however, as mentioned before,
∂Vε,elec(~R)
∂ε =
∂Vε(~R)
∂ε , and fur-
thermore V1
(
~R
)
−V0
(
~R
)
= V1,elec
(
~R
)
−V0,elec
(
~R
)
.) This additional term
can easily be computed for each snapshot by assigning the aforementioned
charge differences for each atom to that atom’s position and calculating the
electrostatic energy for that artificial system the same way it is computed for
the actual system.
2.2.3 Reorganization free energies
The reorganization free energy λ for a given ET process consists of contribu-
tions from two different regions:
λ = λinner+λouter (2.36)
where λinner describes the contribution of the so-called inner sphere, i.
e. donor and acceptor themselves; and λouter describes the contribution from
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their environment, the so-called outer sphere. The latter consists of the change
in polarization of the surrounding medium (in our case, protein and solvent)
while the former describes the reorganization (nuclear and electronic) within
the cofactors. Hence, while the outer sphere contribution can be well de-
scribed with a classical force field, the inner sphere contribution requires
quantum chemical calculations. Fortunately, previous work has shown [5]
that these two components can as a very good approximation be treated as
independent from each other; that is, the inner sphere contribution is largely
specific to a cofactor and not dependent on its environment. Hence, rather
than calculating the inner sphere contribution explicitly, we can apply a value
λinner = 0.05 eV derived from previous work. [9]
The outer sphere contribution λouter is then calculated via Eq. 2.6 for
which we need to sample the vertical energy gap ∆E
(
~R
)
= EB
(
~R
)
−EA
(
~R
)
in the initial state A and final state B of ET between two cofactors (whereas
∂Vε
∂ε contained the energy gap V1
(
~R
)
−V0
(
~R
)
for oxidation of a single co-
factor). To avoid double-counting, we then need to subtract the classical
inner sphere contribution from the classically obtained λ (Eq. 2.6), yielding a
purely classical λouter. [9] This is done by subtracting from each energy gap
∆E the contribution of the cofactors only, yielding the outer sphere energy
gap ∆Eouter which is then used for Eq. 2.6:
∆Eouter = EB
(
~R
)
−EA
(
~R
)
−
(
∆EDinner−∆EAinner
)
(2.37)
∆ECinner =
K
∑
i,k=1,i6=k
qi,1qk,1−qi,0qk,0
4piε0 |~rik| (2.38)
Here, A and B denote the initial and final state of ET, respectively (as in
Section 2.1);C denotes either the donor (D) or acceptor (A); the indices 0 and
1 refer to the reduced (0) and oxidixed (1) state of a cofactor; and the indices i
and k in the definition of ∆ECinner run over the inner sphere of a given cofactor,
i. e. all atoms whose charge changes upon ET (in both heme and histidines)
as these atoms constitute the inner sphere in the calculation of λinner. The
final total reorganization free energy λ is then the sum of our classical λouter
and the λinner of 0.05 eV.
A nonpolarizable description of electrostatics has been found to suffice
for the calculation of reaction free energies [5] which is why all dynamics
and per-snapshot calculations of ∂Vε∂ε for the redox potentials were done with
a nonpolarizable force field. However, when it comes to reorganization free
energies, nonpolarizable force fields are known to overestimate λ , as they
neglect the influence of the environment’s electronic polarizability on λ . [5]
This can be seen by Marcus’ continuum expression for λouter [50]:
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λouter = (∆q)2
(
1
εop
− 1
εs
)(
1
2r1
+
1
2r2
− 1
R
)
(2.39)
This equation approximates the two redox partners exchanging a charge
q as spheres of radii r1 and r2, respectively, at a center separation of R and
immersed in a dielectric medium of static dielectric constant εs and optical di-
electric constant εop. While the latter experimentally falls in the range of 1.5-
2.5 for most media [72], it is 1 with a nonpolarizable force field. Hence, the
term in the central bracket (the “Pekar factor”) is too large and thus is λouter.
A polarizable force field provides an approximative way of explicitly incor-
porating electronic polarizability, thus increasing the simulated medium’s εop
and hence decreasing the Pekar factor in Eq. 2.39.
A comparison of nonpolarizable and polarizable force fields for ET in
a cytochrome yielded a decrease by about a third when both dynamics and
per-snapshot calculations of ∆E used a polarizable force field; however, most
of this difference could already be attained by only calculating ∆E for each
snapshot with a polarizable force field while taking the snapshots themselves
from dynamics with a nonpolarizable force field. [5] In the light of these
previous results, the slight increase in accuracy by running dynamics with a
polarizable force field did not seem worth the large additional computational
cost this would mean for all pairs in MtrF. Hence, for the calculation of λ for
heme pairs in MtrF we decided to only use a polarizable force field (based
on induced atomic dipoles, see Section 2.2.1) to calculate ∆E for each snap-
shot while taking the snapshots from nonpolarizable force field dynamics. As
the nonpolarizable dynamics used in calculating the redox potentials for each
heme include a window with the heme in question fully reduced (and all oth-
ers oxidized), we can in fact use these fully-reduced windows for hemes i
and j as the initial and final states A and B for ET from heme i to heme j -
reusing their snapshots but calculating a different quantity (∆E for ET rather
than ∂Vε∂ε for oxidation). Thus, after the calculation of redox potentials, no new
dynamics are required for calculating λ .
2.3 Electronic coupling matrix elements
2.3.1 Density Functional Theory
Electronic couplings need to be computed for many snapshots, restricting the
acceptable computational costs of the quantum chemical method chosen. This
makes the use of Density Functional Theory (DFT) appealing as DFT is gen-
erally computationally cheaper than wave function methods based on solving
the Schroedinger equation [73]. DFT is based on the fact that the ground state
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electron density uniquely determines the electronic Hamiltonian and thus the
energy and all other properties of the system, i. e. the ground state energy
is a functional of the corresponding density; furthermore, for a given exter-
nal potential V (~r) (from e. g. a specific nuclear geometry) and fixed num-
ber of electrons the correct ground state electron density is the density that
minimizes this functional. These two fundamental findings are known as the
Hohenberg-Kohn theorems [74]. The energy functional E [ρ] was defined as:
E [ρ] =

V (~r)ρ (~r)d~r+F [ρ] (2.40)
where ρ (~r) denotes the electron density at point~r and F [ρ] denotes that
fraction of the total energy not due to the interaction of the electron density
with the external potential; finding an actual expression for this functional is
nontrivial due to the difficulty of expressing the electronic kinetic energy as a
functional of the density.
A practical way of putting the energy functional E [ρ] to use was provided
by the Kohn-Sham approach [75] which defines an electronic wave function
ψs for a hypothetical reference system of noninteracting electrons producing
the same density as the actual system:
ψs =
1√
N!
det [φ1φ2 · · ·φN ] (2.41)
where the φi are the individual spin orbitals occupied by the reference
system’s N electrons. The kinetic energy Ts [ρ] for this refence system is then
given by:
Ts [ρ] =
N
∑
i
〈
ψs
∣∣∣∣−12∇2i
∣∣∣∣ψs〉 (2.42)
This allows for F [ρ] in Eq. 2.40 to be expressed as the sum of Ts [ρ] and an
effective one-electron potential. To this end, F [ρ] is split into several terms:
F [ρ] = Ts [ρ]+ J [ρ]+Exc [ρ] (2.43)
where J [ρ], the so-called Hartree term, denotes the classic Coulomb en-
ergy of a charge density ρ:
J [ρ] =
1
2

d~rd~r′
ρ (~r)ρ (~r′)
|~r−~r′| (2.44)
and the so-called exchange-correlation energy Exc [ρ] is given by:
Exc [ρ] = T [ρ]−Ts [ρ]+Vee [ρ]− J [ρ] (2.45)
where T [ρ] denotes the kinetic energy of the interacting system andVee [ρ]
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its total electronic interaction energy, including exchange and correlation en-
ergy.
The functional derivatives δJ[ρ]δρ(~r) =

d~r′ ρ(~r
′)
|~r−~r′| and
δExc[ρ]
δρ(~r) =: Vxc (~r) can
now be combined with the external potential V (~r) to yield an effective one-
electron potential Vs (~r):
Vs (~r) =V (~r)+

d~r′
ρ (~r′)
|~r−~r′| +Vxc (~r) (2.46)
This in turn allows the definition of a noninteracting Hamiltonian Hˆs for
the reference system of electrons:
Hˆs =
N
∑
i
(
−1
2
∇2i
)
+
N
∑
i
Vs (~ri) (2.47)
where~ri is the position vector of the ith electron. The orbitals constitut-
ing the reference system of noninteracting electrons are then obtained as the
eigenfunctions of this Hamiltonian; they are referred to as the Kohn-Sham
orbitals: (
−1
2
∇2i +Vs (~r)
)
ψi = εiψi (2.48)
with εi as the ith orbital energy. As for the Hartree-Fock method, the
orbitals have to be determined self-consistently. The density of this reference
system and hence of the real system (since their densities were defined to be
identical) is then obtained as
ρ (~r) =
N
∑
i
∑
σ
|ψi (~r,σ)|2 (2.49)
where σ denotes electron spin (α or β ). Up to here, the theory is ex-
act; however, in order to actually use it, an approximation for the exchange-
correlation functional Exc [ρ] needs to be made. The conceptually simplest
approach is to assume this functional to be an integral over a function εxc that
depends on the local density [75], i. e.:
ELDAxc [ρ] =

ρ(~r)εxc(ρ)d~r (2.50)
Such functionals are consequently referred to as Local Density Approx-
imation (LDA) functionals. In contrast, another class of functionals defines
an εxc depending on both the local density ρ(~r) as well as its gradient ∇ρ(~r);
these are known as Generalized Gradient Approximation (GGA) functionals
[76]:
EGGAxc [ρ] =

ρ(~r) f (ρ,∇ρ)d~r (2.51)
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The GGA functionals PBE [76] and BLYP [77] have been employed in
this work.
Finally, a third popular class of functionals are so-called hybrid function-
als that try to improve on the exchange energy calculation in DFT by calcu-
lating the Hartree-Fock exchange energy and mixing it in (i. e., calculate the
total exchange energy as a fraction from the exchange functional and another
fraction from Hartree-Fock). A popular functional of this kind that is also
employed in this work is B3LYP. [78, 79] Thus incorporating a fraction of
“exact exchange” is computationally expensive but it does have the advantage
of mitigating the self-interaction error in DFT whereby even a single electron
interacts with its own charge density, thereby experiencing artificial delocal-
ization.
As for methods based on the Schroedinger equation, it is useful to expand
the Kohn-Sham orbitals in a basis set. There are two main approaches: Atom-
centered basis sets that try to describe the electronic structure around atoms by
a relatively small number of well-chosen localized functions; and plane wave
basis sets [80] that use a vast number of plane waves of the form fG (~r) = 1Ω ·
ei~G~r where ~G is the wave vector and Ω a cell volume; this approach assumes
a periodic system with certain cell dimensions, and for cluster calculations (i.
e. nonperiodic systems) the system needs to be decoupled from its periodic
images (i. e., the interaction energy needs to be subtracted). In this work,
plane wave calculations under cluster conditions were used. Unlike atom-
centered basis functions, they describe all regions of space equally well and
are hence advantageous in describing the region of space between donor and
acceptor, which is crucial for the coupling matrix element calculations.
While the procedure described so far treats the system in the gas phase,
it is also possible to treat the environment on a classical level, i. e. surround
the quantum system with classical point charges and thus take polarization
through the environment into account. In the case of MtrF, this allows us to
calculate the electron densities of individual cofactors under the influence of
the protein and solvent environment. This approach is known as QM/MM
[81] where the “QM” stands for the quantum-mechanically treated subsystem
and “MM” for the environment treated with Molecular Mechanics.
2.3.2 Constrained Density Functional Theory
The DFT approach described in the previous subsection provides an efficient
means of obtaining the adiabatic ground state energy and density for a given
system, but does in itself not yet yield the diabatic states ψa and ψb describing
a donor/acceptor system before and after ET, which are needed to obtain the
electronic coupling matrix element HAB =
〈
ψa
∣∣Hˆ∣∣ψb〉. However, the stan-
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dard DFT approach can be modified so as to yield diabatic states. An ap-
proach that has been found useful for ET applications is Constrained Density
Functional Theory (CDFT) where a constraint is introduced into the energy
functional Eq. 2.40 to enforce a certain charge difference between donor and
acceptor [52, 82]. This is achieved by adding a Lagrange multiplier V to the
energy functional E [ρ] to yield a new functionalW [ρ,V ]:
W [ρ,V ] = E [ρ]+Vc [ρ,V ] (2.52)
where
Vc [ρ] =V
(
w(~r)ρ (~r)d~r−Nc
)
(2.53)
Here, Vc is the constraint potential added, Nc is the desired difference in
number of electrons between donor and acceptor (+1 or −1 in initial and
final state, respectively) and w(~r) is a weight function defining the regions of
space belonging to donor and acceptor (bearing opposite sign for these two
regions). The functionalW [ρ,V ] is then minimized to yield the lowest-energy
electron density ρ that fulfils the density constraint set by the desired charge
difference Nc; this density then corresponds to the initial or final diabatic state,
respectively.
By enforcing localization of an excess charge onto one cofactor by means
of a constraint, this procedure also mitigates the issue of the self-interaction
error in DFT, i. e. the spurious interaction of an electron with its own charge
density, that in the case of donor-acceptor pairs favors spurious delocaliza-
tion/leakage of the excess charge from one cofactor to the other. With the
excess charge constraint by the additional potential Vc, spurious delocaliza-
tion is largely contained to within a cofactor.
To calculate the electronic coupling matrix element Hab =
〈
ψa
∣∣Hˆ∣∣ψb〉
with CDFT, Hˆ is approximated by the state-dependent Kohn-Sham Hamil-
tonian HˆKS and the two diabatic electronic wavefunctions ψA,B are approxi-
mated by the two diabatic Kohn-Sham wavefunctions that minimizeW [ρ,V ].
These are initially not yet orthogonal and thus labelled ψA,B to distinguish
them from the orthogonal wavefunctions ψa,b. In this nonorthogonal diabatic
basis ψA,B, the electronic Hamiltonian is given as [83, 82]:
H ′ =
1
1−S2AB
(
HAA−SABHBA HAB−SABHBB
HBA−SBAHAA HBB−SBAHAB
)
(2.54)
Here, HAA =
〈
ψA
∣∣HˆKSB ∣∣ψA〉 = EB and HBB = 〈ψB ∣∣HˆKSB ∣∣ψB〉 = EB, i. e.
these are the energies of the two diabatic states evaluated with the constraint-
free Kohn-ShamHamiltonian. HAB andHBA are the corresponding cross terms〈
ψA
∣∣HˆKSB ∣∣ψB〉 and 〈ψA ∣∣HˆKSA ∣∣ψB〉, respectively, and can be obtained from a
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few other quantities resulting from a CDFT calculation [82]:
HAB = FBSAB−VBWAB (2.55)
HBA = FASBA−VAWBA (2.56)
Here, FA,B are the energies of state A and B including the constraint en-
ergy; SAB = S∗BA is the overlap between the two states; VA,B are the Lagrange
multipliers and hence constraint energies in both states; and WAB =W ∗BA are
the off-diagonal elements of the weight function matrix W whose elements
are defined asWAB =
〈
ψA
∣∣∣∣ N∑
i=1
w(~ri)
∣∣∣∣ψB〉 where w(~r) is the weight function
used to construct the charge-constrained states. In order to obtain the de-
sired coupling matrix elements, the Hamiltonian has to be transformed to an
orthogonal basis. (For otherwise it would contain the overlap of the two dia-
batic states as an artifact.) This can be achieved by transforming ψA and ψB
to the generalized eigenstates of the weight function matrixW ; [82, 84] these
eigenstates should be the states to most closely resemble the original con-
strained states [84] and can therefore be used as the sought-after orthonormal
diabatic basis ψa,b. With C as the matrix of generalized eigenstates ofW , the
final Hamiltonian H in the proper basis is then obtained as:
H =C−1H ′C (2.57)
and the off-diagonal elements ofH constitute the final electronic coupling.
2.3.3 Fragment Orbital Density Functional Theory
The CDFT procedure outlined in the previous section is still computationally
more expensive than a standard DFT calculation due to the need to converge
the Lagrange multiplier as well. Therefore, another approach to obtain elec-
tronic coupling matrix elements that has been used in this work (in fact as the
main method for this purpose) is Fragment Orbital Density Functional The-
ory (FODFT). [82] Whilst the diabatic states in CDFT are obtained by opti-
mizing the electron density for the donor-acceptor dimer subject to a charge
constraint, they are in FODFT constructed from the Kohn-Sham orbitals of
the isolated fragments. I. e., an unconstrained DFT calculation is performed
on the isolated donor and the isolated acceptor and a Slater determinant is
formed by combining the resulting orbitals from both of these fragments (and
bi-orthogonalizing them, as they are initially only orthonormal within a frag-
ment). Hence, unlike in CDFT, polarization between the two fragments is not
taken into account in FODFT; however, on top of the lesser computational
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cost, this also means that any spurious delocalization between the two frag-
ments (due to the self-interaction error) is completely avoided. Constructing
this fragment-based Slater determinant in two different charge states (with the
excess charge being either on the donor or acceptor) would allow for the ex-
plicit construction of the initial and final diabatic state. However, part of the
FODFT approach is the assumption that the initial and final determinants only
differ in their respective highest occupied molecular orbital (HOMO):
ψA = |φD,1(~r1)φD,2(~r2) · · ·φD,N+1(~rN+1)φA,1(~rN+2) · · ·φA,N(~r2N+1)〉 (2.58)
ψB = |φD,1(~r1)φD,2(~r2) · · ·φD,N(~rN)φA,1(~rN+1) · · ·φA,N+1(~r2N+1)〉 (2.59)
with φD/A,i as the ith molecular orbital of donor or acceptor, respectively,
for a system of 2N+1 electrons. I. e., it is assumed that no significant orbital
relaxation takes place upon ET. Under this assumption, the matrix element
HAB between the two diabatic statesψA, ψB reduces to the Kohn-Sham Hamil-
tonian matrix element between the two HOMOs φD,N+1 and φA,N+1 only:
HAB =
〈
ψA
∣∣∣HˆKSFO∣∣∣ψB〉= 〈φHOMOD ∣∣∣HˆKSFO∣∣∣φHOMOA 〉 (2.60)
A third approximation is made in the construction of HˆKSFO: Both donor
and acceptor are calculated with N+ 1 electrons each to obtain the respec-
tive HOMO in the reduced state, φD/A,N+1; when combining these two orbital
sets to construct the Hamiltonian for the dimer system, the resulting Slater
determinant features bothmonomers with N+1 electrons so that HˆKSFO is con-
structed for a 2N+2 electron system.
All these assumptions render FODFT a more approximate method than
CDFT; however, for the work presented in this thesis, several hundred elec-
tronic coupling matrix elements needed to be calculated. Apart from the in-
trinsically higher computational cost of CDFT vs. FODFT, the former also
requires more manual work, e. g. when convergence difficulties for the La-
grange multiplier occur. FODFT on the other hand only requires standard
ground-state DFT calculations which can hence be automatized much more
easily. Thus, FODFT was used in this work to calculate coupling matrix el-
ements for heme pairs in MtrF. In fact, when we tried to calculate CDFT
couplings for a sample geometry from MtrF, we encountered severe technical
issues (namely, the calculation managed to constrain the charge difference,
but not the spin density, with the latter spreading to the other monomer).
However, comparative coupling calculations with CDFT and FODFT for
a number of test heme dimers yielded a good agreement between the two
methods (justifying the assumption made in the FODFT approach for our
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systems of heme dimers) and furthermore enabled to derive a correction factor
to scale FODFT-based couplings to CDFT. (See Section 3.2.2.) Hence, we
could use FODFT to efficiently calculate vast numbers of individual coupling
values in MtrF while accounting for the difference to the more accurate CDFT
method by means of a correction scheme.
2.4 Empirical ligand docking
In the last part of this work, we were interested in studying the interaction of
an OM cytochrome (specifically, MtrC) with small soluble ligands, specifi-
cally flavins. In particular, we wanted to investigate where on the cytochrome
surface flavins can bind, and how strongly so. For this, we used empirical
ligand docking [85]. Empirical docking generally involves studying the bind-
ing of a small (potential) ligand to a target protein by assigning a certain
scoring function to a given ligand and binding pose (which may or may not
correspond to an actual physical binding free energy). This is of consider-
able importance in drug research when new potential inhibitors to proteins of
therapeutic interest are searched for.
In this work, we deployed the program Autodock [86, 87]. To determine
the best binding site and pose of a given ligand on a protein, Autodock per-
forms a global optimization of the ligand’s conformation as well as position
and orientation within a specified search volume containing the protein region
of interest. Apart from the rigid-body degrees of freedom determining posi-
tion and orientation, the ligand has internal torsional degrees of freedom that
determine its conformation. I. e., torsions of aliphatic heavy-atom bonds can
be chosen as torsional degrees of freedom while all bonds lengths and angles
sizes are kept fixed.
The function that is optimized is a free energy function of the form [86]:
∆G= ∆GvdW ·
N
∑
i, j
((
Ai j
ri j
)12
−
(
Bi j
ri j
)6)
+∆Ghbond ·
N
∑
i, j
E (t)
((
Ci j
ri j
)12
−
(
Di j
ri j
)10
+Ehbond
)
+∆Gelec ·
N
∑
i, j
qiq j
ε
(
ri j
)
ri j
+∆Gtor ·Ntor+∆Gsol ·
N
∑
iC, j
SiVi · exp
(
−r2i j
2σ2
)
(2.61)
As hinted at by the subscripts, these five terms represent five separate free
energy contributions: van der Waals interactions, hydrogen bonds, electro-
static interactions, torsional entropy and desolvation. The ∆G prefactors were
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fitted to experimental binding affinities; thus, this function really describes a
free energy, rather than a potential energy function as it is used in molecular
mechanics. The indices i and j run over all pairs of ligand and protein atoms
as well as all pairs of ligand atoms separated by three bonds or more. The first
term (van der Waals interaction) contains a Lennard Jones 12-6 potential. The
second term (hydrogen bonding) contains a directional potential including an
angle-dependent weight term E (t), minus the average hydrogen bonding en-
ergy Ehbond of a polar atom with water (i. e., the hydrogen bonding energy that
is lost during ligand binding). The third term features a screened Coulomb
potential. The fourth term (torsional entropy) is proportional to the number of
torsional degrees of freedom in the ligand: It is assumed that these degrees of
freedom are lost upon binding and that the amount of entropy thus lost is equal
for each torsion. The last term describing desolvation of nonpolar atoms only
runs over carbon atoms iC in the ligand (and all protein atoms) and yields, for
each ligand carbon iC, a sum of fractional volumina Vj for surrounding pro-
tein atoms (the distance taken into consideration via the exponential weight
factor); this is multiplied by a desolvation constant Si for each ligand carbon.
The global optimization of ligand conformations and positions is then car-
ried out using a Lamarckian Genetic Algorithm, i. e. a modified genetic al-
gorithm. A genetic algorithm [88] is based on procreating a population of
individuals (specified by abstract “genes” - in our case, sets of ligand inter-
nal and external coordinates) under evolutionary pressure. Thus, some fitness
criterion (like the above free energy function) is used to let those individu-
als with higher fitness (lower binding free energy) create more offspring than
those with lower fitness. In the implementation in Autodock, an initial pop-
ulation is created consisting of individuals with randomly determined genes
(ligand coordinates). Eq. 2.61 is then used to calculate the binding free energy
of each individual and hence its fitness. This serves to determine how much
offspring a given individual creates; with a given frequency, crossover events
exchange some coordinates between the offspring individuals and mutations
unilaterally change some coordinates. The “Lamarckian” modification adds
local optimization of individuals with a certain frequency, thus occasionally
allowing individuals’ genes to acquire adaptations to their “environment”. Af-
ter thus obtaining a new generation, the cycle can begin again with evaluating
the fitness of this new generation of individuals. This can be continued for
as many generations as seems necessary to obtain a converged binding free
energy.
Typically, many (several 100) dockings are carried out for a given protein
structure and ligand and the obtained optimal ligand poses from each individ-
ual run are then clustered based on RMSD agreement.
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Chapter 3
Heme-to-heme electron transfer in
MtrF
3.1 Free energies
3.1.1 Procedure
Setup
The crystal structure coordinates forMtrF were taken from the protein database
(protein id 3PMQ). The nonpolarizable AMBER03 force field [89, 90] was
chosen for the classical Molecular Dynamics, together with the TIP3P water
model [91] and monovalent ion parameters from [92]. Force field parame-
ters for the heme cofactors were taken from earlier work [71] and adapted
to the cysteine linkages not present before. As mentioned in section 2.2.2, it
was decided to model the electron transport as transport of negative charges
rather than hole transport. Hence, nine cofactors were in the oxidized state at
any time whilst the tenth one was subject to the charge morphing procedure.
As the charge state with all ten hemes being oxidized was thus the common
end point of each heme’s Thermodynamic Integration, it was chosen as the
initial charge state of the protein when the simulation was set up, serving as
a starting point for the ten independent Thermodynamics Integrations. Pro-
tonation states for acidic and basic residues, including histidines not bound
to a heme cofactor, were decided upon by inspection of the crystal structure
as well as application of the empirical pKa estimation tool propKa 3.1 [93].
All glutamates and aspartates were taken to be deprotonated, all lysines and
arginines to be protonated. From five non-heme bound histidines four were
taken to be neutral (with the proton at the δ -nitrogen) and one was assumed
to be protonated to the positively charged imidazolium form. One histidine’s
pKa value was estimated by propKa to be 6.27 with no acidic residue in its
neighborhood; it was thus assumed to be neutral. Another histidine’s pKa
53
3.1. FREE ENERGIES
value was estimated as 6.28; even though it it was adjacent to an aspartate,
the geometry did not seem suitable for the formation of a hydrogen bond and
the neutral state was also assumed here. The other two δ -protonated histidines
were assigned pKa values below 5.0 by propKa, and visual inspection of the
structure did not provide any reason to deviate from this assessment. The
situation was different for the fifth free histidine which was assigned a pKa
value of 7.74 (thus not too clearly protonated) but showed a clear hydrogen
bond orientation towards a close-by aspartate. It seemed to be unambiguously
protonated in the crystal structure and was thus taken to be protonated to the
imidazolium form. The system was prepared using LeaP from the program
suite AmberTools 1.4 [94]; after hydrogen atoms were added to the crystal
structure, 35023 water molecules were added to the box in order to cover
the protein in every direction with at least 15 Å of water. 85 Na and 63 Cl
- ions were added to neutralize the system and reach a salt concentration of
about 0.1 mol · l−1. A pH value of 7.0 was assumed. For the dynamics, pe-
riodic boundary conditions were applied and a target temperature of 300 K
and a target pressure of 1.01325 bar (1 atm) were set whenever thermostats
and barostats were used; all bonds including hydrogen were constrained using
the SHAKE algorithm. The simulations were carried out using the molecular
dynamics package NAMD 2.7 [95] on the supercomputers HECToR (based
at the University of Edinburgh, UK) and Chinook (based at the Pacific North-
west National Laboratory, U.S.).
Molecular Dynamics protocol
The system was initially energy-minimized from the crystal structure for 5000
steps; subsequently the solvent was equilibrated for 500 ps (1 fs time step in
the first 50 ps, 2 fs time step afterwards) with the protein kept frozen, rescal-
ing of temperature every 5000 steps and a Langevin barostat. The protein was
then slowly released, applying harmonic constraints to its atoms with decreas-
ing force constants and still rescaling the temperature every 5000 steps while
fixing the volume. This was done for force constants of 99 kcal ·mol−1 ·Å−2
(500 ps, 1 fs time step; same parameters for the next three steps), 75, 50, 25,
10 (500 ps, 2 fs time step), 5 (1.0 ns, 2 fs time step from now on), 1, 0.5, 0.1,
0.05 and 0.01 kcal ·mol−1 ·Å−2. After this, all restraints were dropped and
the system was equilibrated with the protein fully released for 5.0 ns. From
this released equilibration on, the time step was kept at 2 fs and a Langevin
thermostat and barostat were used. It was then decided to have the system
neutral when one heme was reduced rather than with all hemes oxidized, and
a further Na+ ion was added to the last snapshot of the released equilibration,
its velocity set to zero and the system equilibrated for further 1.0 ns. The pro-
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tein having one excess electron (i. e. one heme being reduced and all others
oxidized) is the physical state of interest (as parameters are being calculated
relating to the transfer of said electron) while the fully oxidized protein con-
stitutes a state that does not actually occur during ET to begin with. If there
has to be a net charge in some state (as the cofactor charge morphing is not
compensated by introduction of another ion) it thus makes sense to not have
it in the state of interest, but in the fully oxidized state.
This equilibrated system with all hemes oxidized was then taken as the
starting point for the Thermodynamic Integrations. It was decided to carry
out two Thermodynamic Integrations per heme, one starting from the oxi-
dized state and morphing charges to the fully reduced state and the other
starting from that reduced state and oxidizing the cofactor again. Charges
were morphed in steps of 0.25 elementary charges, yielding five windows per
integration with ε = 0.0, 0.25, 0.5, 0.75 and 1.0 (corresponding to the fully
oxidized state). Starting from the equilibrated system, an all-oxidized win-
dow was run (to be used as the ε = 1.0 window for all ten hemes) and, in
parallel, the ε = 0.75 windows for the ten hemes were started (to be then fol-
lowed by the 0.5, 0.25 and 0.0 windows, the latter featuring a fully-reduced
heme each). In each window, the system was equilibrated in the respective
state for 2.75 ns and then a 2.75 ns production was carried out with snapshots
taken in 10 ps intervals to yield 275 snapshots in total. For each subsequent
window’s equilibration the equilibration of the previous window provided the
restart snapshot. For the integration in opposite direction, the respective 0.0
window was reused and the last snapshot of its equilibration trajectory used
as the restart snapshot for the ε = 0.25 window (to be followed by an 0.5, 0.75
and 1.0 window for each heme).
Calculation of redox potentials and reorganization free energies
Eq. 2.35 was used to calculate
∂Vε,elec(~R)
∂ε for each snapshot and thus the en-
semble average
〈
∂Vε,elec(~R)
∂ε
〉
ε
for each window. V1,elec
(
~R
)
and V0,elec
(
~R
)
were calculated using the topology files (i.e. the files containing the force field
parameters) from the final and initial state, respectively, whereas V∆,elec
(
~R
)
was obtained using a topology in which all atoms in the respective heme and
its histidine ligands bear a charge equal to their charge difference between
initial and final state (see end of section 2.2.2) and calculating the electro-
static energy of that subsystem only. All calculations were carried out on a
local workstation using a script in VMD [96] written by the author, based on
the VMD plugin “namdenergy” which uses NAMD to compute electrostatic
energies. The individual values of
〈
∂Vε,elec(~R)
∂ε
〉
ε
for each value of ε were
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integrated using Composite Simpson’s rule [97]:
∆G=
1
12
〈
∂Vε,elec
(
~R
)
∂ε
∣∣∣∣∣∣
ε=0
〉
0
+
1
3
〈
∂Vε,elec
(
~R
)
∂ε
∣∣∣∣∣∣
ε=0.25
〉
0.25
+
1
6
〈
∂Vε,elec
(
~R
)
∂ε
∣∣∣∣∣∣
ε=0.5
〉
0.5
+
1
3
〈
∂Vε,elec
(
~R
)
∂ε
∣∣∣∣∣∣
ε=0.75
〉
0.75
+
1
12
〈
∂Vε,elec
(
~R
)
∂ε
∣∣∣∣∣∣
ε=1
〉
1
(3.1)
This yielded two integrated values for ∆G for each heme, once for the
forward and once for the backward integration.
The ε = 0.0 windows were also used to calculate vertical electron trans-
fer energies ∆E as required for the evaluation of reorganization free energies
(Eq. 2.6). For this, the polarizable force field AMBER02 [98, 99] was em-
ployed in conjunction with the POL3 polarizable water model [100]. In lieu
of a charge parametrization of the heme cofactor for the polarizable force
field, the nonpolarizable charges were retained for the cofactors and their po-
larizabilities set to zero. The simulation program sander from the AMBER
package [94] was used for all energy calculations. Outer sphere energy gaps
∆Eouter were calculated via Eq. 2.37 in order to calculate the outer sphere
reorganization free energy λouter using Eq. 2.6.
3.1.2 Results
Fig. 3.1 shows the redox potentials obtained from Thermodynamic Integra-
tion, connected with a curve to illustrate the free energy landscape of one-
electron transport through MtrF [6]. The arrangement of hemes in the plot
corresponds to the arrangement in the protein (see b), with hemes 10 and
5 (left and right end in a, bottom and top in b) being the end points of the
octa-heme chain and hemes 2 and 7 branching off from hemes 6 and 1, re-
spectively. As two Thermodynamic Integrations were carried out per heme,
two curves are obtained (brown and cyan). The black curve contains the aver-
age values for each heme which were taken as the final redox potentials. Half
of the difference between the two individual values for each heme was used as
uncertainty. (The statistical errors in the individual values were always below
10 meV and are thus not shown.) For comparison, a set of ten marks along the
vertical axis describes a set of ten tentative redox potentials obtained experi-
mentally from protein film voltammetry [2]. The redox potentials shown are
relative to the standard hydrogen electrode; while the Thermodynamic Inte-
gration itself could only yield numbers containing an unknown offset (which
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is equal for all ten hemes), the red set of measured values could be used as a
reference towards which to uniformly shift our set of values. Thus, Fig. 3.1
contains an empirical shift of -1.567 V; however, this is irrelevant for the
driving forces which are equal to the differences in redox potentials and thus
are insensitive to such a uniform shift. Fig. 3.1a shows that the redox po-
tentials are roughly symmetric with respect to the center of the protein (be-
tween hemes 1 and 6); the only major exception is the asymmetry between
heme 2 and heme 7 which constitutes an outlier in the free energy landscape.
However, it is suspected that the protonation state of histidine 451 (labelled
“Hip451” in Fig. 3.1b) might be related to the unusually high redox poten-
tial of heme 7. This histidine was modelled as protonated due to its apparent
hydrogen bond with an aspartate in the crystal structure and estimated pKa
value of 7.74 (see Section 3.1.1); however, a pKa value of 7.74 would still
correspond to an ensemble fraction of 15 % unprotonated histidine 451 at pH
7.0. Our method only allowed us to treat this histidine as fully protonated or
fully deprotonated, so the amount of positive charge around heme 7 might in
fact have been overestimated in our simulations.
The additive nature of the force field used makes it possible to split the en-
ergy gap ∆E for a given snapshot into contributions from individual residues.
Averaging this contribution for a given residue over the entire window then
yields its contribution to 〈∆E〉ε , and integrating over all windows gives the
contribution of a given residue to the redox potential in question. (Calculating
∆G in this fashion of course neglects the correction term
〈
V∆,elec
〉
ε . However,
this term turned out to be nearly constant between windows; hence, due to the
(2ε−1) prefactor in Eq. 2.35, the correction term nearly cancels out when
integrating from ε = 0 to 1. Correspondingly, leaving out the correction term
from the integration and instead only integrating 〈∆E〉ε never changed the re-
dox potentials by more than 1 meV.) A program to analyze energy gaps and
redox potentials in this manner had been written by Dr. Jochen Blumberger
and was used in this work to decompose the redox potentials obtained for the
hemes in MtrF (see also Discussion in Section 3.1.3).
This residue decomposition could be used to obtain an idea of what the
impact of partial deprotonation (in a time-average/ensemble sense) of histi-
dine 451 might be: Simply scaling its contribution to the redox potential of
every heme (as obtained from this decomposition) by a factor of 0.85 (i. e.
considering the 15 % deprotonated histidine to not contribute) would decrease
the redox potentials of heme 6, 7 and 8 while not affecting the other hemes,
decreasing the overall potential range from currently 0.35 V to ca. 0.29 V.
The experimentally found range was about 0.26 V [2].
The numerical values are presented in table 3.1, taking half of the differ-
57
3.1. FREE ENERGIES
Figure 3.1: a. Redox potentials as obtained from Thermodynamic Integration
(in forward and backward direction of integration, see text) for each heme.
The red bars on the vertical axis denote a set of ten tentative redox potentials
obtained via film voltammetry [2] which however could not be assigned to
individual hemes. b. A colour map of the distribution of redox potentials
in MtrF, with a lighter colour indicating a lower redox potential (and thus a
higher position in the free energy landscape). Several residues of significant
influence are highlighted. Reprinted with permission from [6]. Copyright
2012 American Chemical Society.
ence between the values for forward- and backward-integration as the uncer-
tainty in the averages. In addition, table 3.2 lists driving forces for electron
transfer between adjacent hemes averaged over the driving forces obtained
from the brown and cyan curves in Fig. 3.1, again with half of the difference
in the individual values as uncertainty. It can be seen that, due to the very sim-
ilar shape of the two curves in Fig. 3.1, the uncertainty in the driving forces is
generally smaller than the uncertainty in the redox potentials themselves and
in most cases does not exceed ~10 % of the driving force, with the exception
of pairs 1-2 and 1-6 for which the driving force almost vanishes.
As described in section 2.2.3, only the outer sphere part of the reorga-
nization energy could be obtained here; we used an estimate of 0.05 eV for
the inner sphere contribution to obtain an estimate for the total reorganiza-
tion energy. The resulting numbers are shown in Table 3.3, together with
the activation free energies as obtained via Eq. 2.7. Together with the driv-
ing forces, the reorganization energies then allow construction of Marcus free
energy parabolas for each electron transfer step. This is shown in Fig. 3.2.
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Table 3.1: Average redox potentials (vs. standard hydrogen electrode, SHE)
for each heme in MtrF as obtained from Thermodynamic Integration. Half
of the difference of forward- and backward-integration values was taken as
uncertainty. Reprinted with permission from [6]. Copyright 2012 American
Chemical Society.
Heme Average redox potential vs. SHE with uncertainties [V]
1 -0.041 ± 0.020
2 -0.057 ± 0.007
3 -0.164 ± 0.031
4 -0.266 ± 0.026
5 -0.044 ± 0.057
6 -0.051 ± 0.024
7 0.074 ± 0.031
8 -0.153 ± 0.018
9 -0.279 ± 0.034
10 -0.092 ± 0.033
Table 3.2: Driving forces for ET between adjacent hemes in MtrF averaged
over the brown and cyan curve in Fig. 3.1 with half of the respective differ-
ence as uncertainties. Reprinted with permission from [6]. Copyright 2012
American Chemical Society.
Pair (donor→acceptor) Average driving force with uncertainty [V]
1→2 0.017 ± 0.014
1→3 0.123 ± 0.011
1→6 0.010 ± 0.004
3→4 0.103 ± 0.006
4→5 -0.223 ± 0.032
6→7 -0.125 ± 0.008
6→8 0.103 ± 0.006
8→9 0.126 ± 0.016
9→10 -0.187 ± 0.002
Table 3.3: Reorganization free energies for each heme pair in MtrF together
with resulting activation free energies (as obtained from Eq. 2.7 with the
driving forces ∆A from Table 3.2). Reprinted from Ref. [7].
Pair (donor→acceptor) λ [eV] ∆A‡ forward [eV] ∆A‡ backward [eV]
1→2 1.13 0.29 0.27
1→3 0.96 0.31 0.18
1→6 0.94 0.24 0.23
3→4 0.75 0.24 0.14
4→5 0.84 0.11 0.34
6→7 1.06 0.21 0.33
6→8 0.87 0.27 0.17
8→9 0.93 0.30 0.17
9→10 0.99 0.16 0.35
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Figure 3.2: Marcus free energy parabolas constructed from the reorganization
energies and driving forces determined in this work. The vertical position
of the parabola minimum for each heme denotes the free energy of that heme
being reduced (relative to heme 7 being reduced, which is hence at 0.0 eV) and
corresponds to the heme’s position in the redox potential landscape in Figure
3.1 a. From that minimum, a parabola arm rises in either direction to describe
the corresponding diabatic free energy surface in ET with the adjacent heme
(as in Figure 2.1). (Heme 6 and 1 each have a third parabola arm branching off
towards heme 7 and 2, respectively.) The curvature of each parabola arm, as
well as the horizontal spacings of parabola minima, are chosen so as to yield
the reorganization energies λ and activation free energies ∆A‡ from Table 3.3.
(Hence the slightly different curvatures e. g. of the two arms branching off
from heme 6 to heme 7 and 8.) ∆E on the x-axis refers to the energy gap
for each pair (i. e. it is zero at the intersection of the corresponding parabola
arms) and the ci is the constant added to each pair’s ∆E so as to align the
parabola arms horizontally as shown. Reprinted from [7].
3.1.3 Discussion
The first interesting feature to observe about the free energy landscape is
the aforementioned symmetry. This could not be expected beforehand as
the cofactor arrangement is quasi-symmetric, but the distribution of charged
residues (which affect the redox potentials) is not symmetric (see figure 3.1b
which marks all charged residues in MtrF). Nonetheless, the two free energy
hills in Fig. 3.1a have about the same height. To some extent this might be
accounted for by the propionate side chains of hemes 5 and 10 that form (tran-
sient) hydrogen bonds with the histidine ligands of hemes 4 and 9 during the
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dynamics. In analyzing the contributions of individual residues to the redox
potentials (see Results in Section 3.1.2) it was found that these propionates are
the groups that affect heme 4 and 9 the strongest. Thus, one major cause for
the free energy hills at heme 4 and 9 is already present in the heme cofactor
arrangement itself. Another observation in regard to the free energy profile is
that the exit hemes 10, 2 and 5 feature very similar redox potentials, with the
driving force from heme 10 to heme 5 amounting to ~50 meV (and even less
for 10→ 2). This seems reasonable given that this is a mere transport process
during which as little free energy as possible should be lost. The driving force
for 10→ 7 is of course higher, but as discussed in Section 3.1.2, the high
redox potential of heme 7 might be an artifact of an inaccurate treatment of
the charge state of one histidine. The question remains of course why the free
energy profile features uphill steps at all, rather than simply exhibiting a flat
surface to maximize transport rates. A possible answer might lie in MtrF’s in-
teraction with substrates. It has been found [2] that MtrF is able to reduce the
soluble electron shuttle flavin mononucleotide (FMN) whose redox potential
lies at -219 mV [101]. Our data implies that only hemes 4 and 9 would be
able to spontaneously reduce FMN. Hence, the free energy hills might indi-
cate that the non-terminal hemes fulfil other functions in addition to merely
moving electrons towards the terminal cofactors. This idea will be discussed
further below when couplings are taken into account.
The reorganization free energies λ found fall into the range generally ex-
pected for redox proteins (0.25-1.5 eV) [55]. λ for ET between cofactors in
a protein to a large extent depends on their solvent exposure [55]. The values
obtained for MtrF (0.75-1.13 eV) are consistent with expectation as λ values
below 0.9 eV are usually expected for solvent-shielded cofactors, with higher
values typical for one solvent-exposed cofactor [55]. In MtrF, most hemes
are partially solvent exposed. The not particularly large range of 0.4 eV for
λ in MtrF can be rationalized with the solvent exposure being comparatively
similar for most hemes (with only hemes 3 and 8 being a bit more shielded).
However, no stronger correlation could be found between λ and heme solvent
accessibilities.
It is interesting to note that λ already mitigates the effect of some driving
forces on the activation free energies, with e. g. almost the same ∆A‡ for
1→ 2 and 1→ 3 despite the latter featuring an uphill step in free energy.
However, we still end up with activation free energies for the two energetically
most unfavourable steps (10→ 9 and 5→ 4) that are higher by ~100 meV than
say for the central pair 1-6 (two basically equipotential hemes).
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3.2 Electronic couplings and heme-to-heme elec-
tron transfer rates
3.2.1 Procedures
Test systems
Electronic structure of a model heme Prior to any actual coupling cal-
culations, the electronic structure of a model heme in the gas phase (both
oxidized, Fe(III), and reduced, Fe(II)) was studied with DFT, using differ-
ent functionals and two different codes, the plane-wave based CPMD code
[102] and NWChem [103] (used with Gaussian basis functions here). The
model heme used is depicted in Fig. 3.3; it consists of the central iron ion
plus a porphyrin ring with all side chains truncated and two imidazole lig-
ands in place of the histidine ligands in the protein system. The imidazole
planes in this model are parallely aligned and staggered with regard to the
Fe-N bonds of the porphyrin. We optimized the geometry and calculated the
orbitals using different functionals. The functionals tried were PBE (both
CPMD and NWChem), BLYP (Fe(II) for CPMD, Fe(III) for NWChem) and
B3LYP (both codes, but using structures optimized in NWChem). For each
calculation, the nature of the highest occupied molecular orbitals and their
relative energies were studied. The calculations in CPMD used a plane wave
cutoff of 90 Ryd (with no subsequent single-point run with a higher cutoff,
except for PBE Fe(II) - see below) and a closest atom-box distance (“vacuum
gap”) of 3 Å for PBE and 4 Å for BLYP and B3LYP, respectively (as the
hybrid functional B3LYP required a different option to de-couple the system
from its images and create cluster conditions, which in turn required a larger
gap; BLYP was used to provide an initial guess for B3LYP). In NWChem
the basis set 6-311++G** was used for N, C and H and Ahlrichs VTZ for Fe
for all final single-point calculations. The geometry optimizations for Fe(II)
used smaller basis sets for PBE (6-31G*) and B3LYP (a combination of 6-
311++G** for C, N, H and 6-31G** for Fe). The Fe(III) geometry optimiza-
tions could be restarted from converged Fe(II) structures using the larger final
basis set straightaway. To study the possible influence of plane wave cutoff
and vacuum gap in CPMD on the electronic structure details, the orbitals for
the PBE Fe(II) final geometries were recalculated once with a higher plane
wave cutoff (120 Ryd instead of 90 Ryd) and once with a larger vacuum gap
(4 Å instead of 3 Å).
Electronic couplings for model dimer structures After studying the elec-
tronic structure of an individual model heme in the gas phase, the CDFT and
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Figure 3.3: The model heme used for electronic structure investigations. Iron
is shown in green, carbon in cyan, nitrogen in blue and hydrogen in white.
The porphyrin ring is truncated and the histidine ligands are cut off at their
imidazole ring.
FODFT method as implemented in CPMD [82] were applied to a set of model
heme dimers built from the monomer structure in Fig. 4. The five model
dimers (Fig. 3.4) were taken from Smith et al. [8] who also calculated elec-
tronic couplings for these dimers, thus allowing comparison of our results to
theirs. In order to mimic the transition state of electron transfer, the monomer
geometry used was obtained by averaging the porphyrin coordinates between
BLYP-optimized Fe(II) and Fe(III) geometries and adjusting the axial Fe-N
bond lengths to their average value between these geometries. The monomers
were then placed at an Fe-Fe distance of 16.0 Å according to the five motifs
in Fig. 4. For each dimer structure we calculated the electronic coupling
once with CDFT and once with FODFT. The pseudopotentials used were
Goedecker-Teter-Hutter (GTH) potentials [104] and the chosen plane wave
cutoff was 130 Ryd. We tried both the PBE [76] and the BLYP functional
[77]. (The PBE calculations still used the BLYP structure as we wanted to see
the impact of different functionals for the same geometry.)
Sampling of coupling matrix elements
Configurational sampling via Molecular Dynamics The configurations
to be used for coupling calculations should ideally be sampled from the en-
semble at the intersection of the two Marcus curves in Fig. 2.1, i. e. from
among the configurations with vanishing vertical energy gap ∆E. We chose
to approximate this ensemble by morphing the force field charges of the two
cofactors in question to the half-reduced state, i. e. the charges used for the ε
= 0.5 window in the Thermodynamics Integrations, but this time on two co-
factors, keeping in total one excess electron in the system. Hence, individual
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Figure 3.4: Model heme dimers of Smith et al. [8] used in this work as
test systems for electronic coupling calculations (see text). Reprinted with
permission from [8]. Copyright 2006 American Chemical Society.
dynamics were required for each of the nine heme pairs in MtrF. As the time
scale of fluctuations in HAB was not known a priori, a simulation time as long
as possible was desired, subject of course to the feasibility constraint that this
time had to be multiplied by nine again. A simulation time of 100 ns per pair
was then chosen. The ε = 0.5 windows from the Thermodynamic Integra-
tions provided restart snapshots for the half-reduced/half-reduced dynamics.
In order to smooth the charge morphing, only 0.25 elementary charges were
in a first step introduced into the fully oxidized partner heme and the system
equilibrated for a few ns; afterwards, another 0.25 elementary charges were
introduced, yielding the required charge state, and the systemwas equilibrated
for some further ns before the production was started.
With the prospect of possibly studying time correlations of the electronic
couplings, thermostat and barostat were switched off at the beginning of the
production run (as no meaningful time correlations could be extracted under
the influence of the stochastic Langevin thermostat). However, the energy
conservation of the system had been overestimated beforehand, and the sys-
tem energies increased over the course of the simulations, with a consequent
rise in temperature and pressure (at most a few 10 K and few 100 bar). Upon
observing this, the systems were cooled down again with a short reequilibra-
tion protocol and the dynamics were continued with thermostat and barostat
switched on again. (Except for two heme pairs that had completed their 100
ns already.) No visible impact on the cofactor dynamics could be observed
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for the heating trajectories.
This is not very surprising with the considerable stiffness bestowed by the
c-type hemes featuring in total four bonds to the protein per cofactor (thus
tightly connecting the secondary elements to which they are linked). Even
though the observed increase in pressure might appear like a more significant
perturbation than the temperature increase, pressure increase is in fact gener-
ally deemed a relatively mild perturbation for proteins [105] and pressures be-
low 1 kbar are actually still considered a “normal” pressure range for proteins
[106]; specifically for a c-type cytochrome (myoglobin), electron resonance
studies have actually shown that distance distributions across the protein are
still virtually unchanged even at 1 kbar compared to atmospheric pressure
[107]. It comes therefore at no surprise that the edge-to-edge distances be-
tween the hemes were not visibly affected by the accidental perturbation and
thus neither were the couplings (which are largely determined by the edge-to-
edge-distance, see Section 3.2.2). Therefore, no need was seen to disregard
the heated parts of the trajectories.
Couplings in the gas phase As discussed in Section 2.3.3, FODFT was
chosen as the method to calculate electronic couplings for MtrF heme dimer
snapshots sampled at finite temperature due to its advantages in computa-
tional cost. CDFT test calculations on some configurations for MtrF heme
dimers yielded large spin leakage from the ferric to the ferrous heme, i. e.
the constraint succeeded in enforcing the total charge difference but failed to
constrain the spin density to the oxidized heme. However, the test calcula-
tions on the five idealized heme dimer structures (see above) showed that the
FODFT couplings could be corrected with a scaling factor to reproduce the
more accurate CDFT values quite well (see results in Section 3.2.3).
The FODFT protocol allows for inclusion of the protein and solvent envi-
ronment via a quantum mechanics/molecular mechanics (QM/MM) approach
which is available in CPMD for regular wave function optimizations [108]
(which constitute the first step in an FODFT coupling calculation). In a first
step though, couplings were calculated in the gas phase, i. e. only the coor-
dinates for the two cofactors in question were used in CPMD. The functional
used was PBE with a plane-wave cutoff of 130 Ryd.
25 snapshots were selected from the MD trajectory of each pair to calcu-
late the couplings. A VMD script was written to extract the coordinates of
the respective heme pair for each snapshot from the MD trajectory; in doing
so saturating all carbon atoms whose bonds were cut in extracting the model
system by the addition of capping-hydrogen atoms located in a distance of
1.09 Å along the severed bond. The model heme system was slightly changed
compared to the test systems by including the aliphatic β -carbon of the imi-
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dazole ligands as well, in order to stay consistent with previous calculations
from our group [5]. The saturated extracted system was then aligned with its
Fe-Fe-axis along the x-axis so as to minimize the box volume necessary to
contain the system in CPMD. In order to keep the calculations as consistent
as possible, the same box dimensions were used for all snapshots of a partic-
ular pair; these dimensions were determined by requiring a minimal distance
of 4 Å between any box face and any atom at any time. Finding common
box dimensions for all nine pairs together was deemed too inefficient as this
would have required to wait for all Molecular Dynamics simulations to finish
before determining the global box dimensions and being able to proceed to
the DFT calculations (whereas the approach taken enabled to start with the
first coupling calculations for some pairs while the Molecular Dynamics were
still running for other pairs). As it was, the individual box dimensions for the
nine pairs were already similar.
Couplings from QM/MM Once the 25 couplings per pair had been calcu-
lated in the gas phase, they were recalculated using orbitals optimized using
QM/MM as implemented in the CPMD/Gromos interface [108]. To this end,
the entire MM system was rotated and shifted for each snapshot so as to align
the QM system exactly with its position in the gas phase calculation. Further-
more, as QM atoms in the CPMD implementation of QM/MM only see the
central cell but not the periodic images, after rotation and shifting the MM
system was rewrapped around the QM system in order to center it in the cen-
tral cell, as a QM system coincidentally located on the edge of the central box
would defeat the purpose of the QM/MM calculation. As the MM code Gro-
mos only supports cubic or monoclinic cells but not the generally triclinic cell
resulting from an arbitrary rotation of the MM box, the MM box dimensions
had to be increased so as to describe a cuboid completely containing the ro-
tated MM system. Thus, the MM energy in this calculation became meaning-
less as the periodic images were to a large part made up of vacuum. However,
this was not relevant for the wave function optimization. In accordance with a
previous protocol [5], the electrostatic interaction of the QM system with all
MM atoms within a distance of 10 a.u. to any QM atom was calculated on a
real space grid whilst MM atoms beyond that distance interacted with RESP
charges fitted to the QM system. Orbital optimizations were restarted from
the corresponding gas phase wave functions which worked well most of the
time but not always; in problematic cases MM charges were gradually scaled
up from 0.0 (gas phase) to 1.0 (full QM/MM).
For comparison, we also calculated couplings for the minimized crystal
structure so as to identify the effect of thermal fluctuations. To this end, the
crystal structure was energy-minimized using the same charge state for each
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pair as used during the dynamics as well (i. e. the two hemes in question
being half-reduced, all others oxidized). Settings were the same as for the
snapshots from the dynamics (incl. the respective box dimensions).
3.2.2 Results
Electronic structure and coupling tests
Electronic structure of a single heme All functionals in both codes agreed
in yielding a spin density for the oxidized cofactor (Fe(III)) shaped like an out-
of-plane d-orbital perpendicular to the imidazole ligands (see Fig. 3.5); this
is in agreement with the experimental evidence for a d2xy (dxz,dyz)
3 electron
configuration of low-spin ferric hemes where the out-of-plane orbitals dxz and
dyz mix to form a set of two quasi-degenerate dpi orbitals (and dxy is the in-
plane d orbital.). [109] However, this unoccupied dpi orbital in the oxidized
ferric heme does not correspond to what BLYP and PBE yield as HOMO for
the reduced ferrous heme (Fig. 3.5): Instead, dxy is given as the HOMO in
both functionals with both codes, followed by dpar (the dpi orbital in plane
with the imidazole ligands) and then dorth (the dpi orbital perpendicular to
the imidazole plane and corresponding to the spin density in the oxidized
case, i. e. to the only singly occupied d orbital of the oxidized state). This
level order was conserved, even qualitatively including the energy spacing
which was roughly 120 meV or less between HOMO and HOMO-1 with near-
degeneracy between HOMO-1 and HOMO-2. Increasing the box vacuum gap
or plane wave cutoff for Fe(II) in CPMD with PBE (see protocol) had no
significant impact.
The hybrid-functional B3LYP did yield dorth as the HOMO in the reduced
state, suggesting that the level reordering observed in the GGA functionals
BLYP and PBE was an artifact of their more approximative nature. However,
as long as this level reordering is known and persistent, it does not present an
obstacle for calculating couplings via the FODFT approach: All that needs
to be known is which orbital is occupied in the reduced state but not in the
oxidized one, i. e. which orbital constitutes φD,N+1(~rN+1) in Eq. 2.58. The
results presented in the next section show that couplings obtained with CDFT
can be reproduced well with FODFT and a GGA functional provided that the
level reordering is taken into consideration.
Electronic couplings for model dimers Table 3.4 shows the coupling ma-
trix elements obtained for the model dimers A-E from figure 3.4. The upper
half shows the couplings from CDFT (PBE) and for HOMO, HOMO-1 and
HOMO-2 from FODFT with PBE, together with the ratio CDFT/FODFT cou-
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Figure 3.5: Electronic structure of a single model heme. Left: Fe(III) spin
density; following: HOMO, HOMO-1 and HOMO-2 as obtained with the
functionals PBE and BLYP for Fe(II).
plings (using HOMO-2 for FODFT). The lower half shows the couplings by
Smith et al. [8] (scaled using their decay constants as their Fe-Fe distances
were higher by 0.5 Å) and FODFT couplings with BLYP.
Table 3.4: Electronic coupling matrix elements as obtained for model dimers
A-E with different methods. “Smith” refers to the values by Smith et al.
[8] HOMO, HOMO-1 and HOMO-2 refer to the corresponding FODFT cou-
plings for these orbitals. The last column shows the ratios of CDFT couplings
to the FODFT (PBE) values for HOMO-2.
Dimer CDFT (PBE) FODFT (PBE) [meV] CDFT/FODFT
[meV] HOMO HOMO-1 HOMO-2
A 0.21 0.27 0.11 0.10 2.12
B 0.79 0.70 0.64 0.48 1.65
C 0.97 0.21 0.10 0.51 1.91
D 0.16 0.21 0.10 0.10 1.57
E 0.01 0.14 0.51 0.01 1.45
Dimer Smith [meV] FODFT (BLYP) [meV]
HOMO HOMO-1 HOMO-2
A 0.33 0.26 0.10 0.10
B 1.90 0.69 0.48 0.65
C 1.42 0.20 0.51 0.10
D 182 0.21 0.11 0.10
E 0.03 0.14 0.01 0.51
Comparison of the CDFT data in Table 3.4 with the numbers by Smith
et al. shows the CDFT numbers to be lower by a factor of 1.5-2 for struc-
tures A-C, which would translate to a rate difference by a factor of 2-4 (as
the rate is determined by |Hab|2), i. e. the disagreement between the two data
sets still lies within chemical accuracy. This is interesting to note as they are
based on different approaches: Smith et al. used atom-centered basis sets to
construct their quasi-diabatic wave functions, without any charge constraints.
The relative difference is a little larger for structure E but these values (around
0.01 meV) are extremely small to begin with. The values for this structure do
agree with the trend observed for structures A-C, namely that the CDFT val-
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ues are consistently slightly smaller. In particular, this means that the two
methods also largely agree about relative trends, with structures B and C fea-
turing the highest couplings, structure A being an order of magnitude smaller
and structure E being smaller by another order of magnitude. The only actual
disagreement between the two data sets can be found for structure D; how-
ever, this structure is a clear outlier (by two orders of magnitude) even within
the data set of Smith et al. Hence, our coupling value for this structure seems
somewhat more plausible than the Smith value. For the other four structures,
we observe the aforementioned agreement for numbers spanning two orders
of magnitude.
While in CDFT the couplings are calculated between Kohn-Sham deter-
minants, in FODFT couplings are obtained between single Kohn-Sham or-
bitals, specifically the HOMOs of the reduced donor and acceptor, respec-
tively. However, as noted before, we found GGA functionals to yield a differ-
ent d-orbital order from what experimental spectroscopic data implies. [109]
Therefore, Table 3.4 lists the couplings for the three highest occupied molecu-
lar orbitals for PBE and BLYP, respectively. As can be seen, for PBE only the
HOMO-2 couplings reproduce the trends observed with CDFT. This is con-
sistent with the observation that, as already illustrated in Fig. 3.5, the d-orbital
that, according to the spin density, is singly vacant in the oxidized heme in fact
becomes the HOMO-2 in the reduced heme with PBE. Consequently, it is this
orbital that constitutes φD,N+1(~rN+1) in Eq. 2.58, i. e. the orbital whose occu-
pancy changes during ET, and whose one-orbital coupling matrix element can
be taken as the FODFT approximation to the whole-determinant coupling.
It can be seen that the PBE-FODFT couplings are consistently smaller
than their CDFT counterparts which can be rationalized by the missing polar-
ization influence between the two dimers in FODFT. Fortunately, the ratio be-
tween CDFT and FODFT numbers falls within a comparatively narrow range
of 1.5-2.2 (see last column in Table 3.4), with an average of 1.75. Hence,
applying this scaling factor to all PBE-FODFT couplings could be expected
to approximately correct for the missing polarization in FODFT and this ap-
proach will be taken when calculating the couplings for heme pairs in MtrF.
Lastly, a comparison of the FODFT couplings obtained with PBE and
BLYP shows that these are virtually identical - except for an exchange of
HOMO-1 and HOMO-2 couplings. This can be explained by the fact that
BLYP simply ordered the dpi -orbitals the other way around (with dorth being
the HOMO-1).
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Sampling of couplings
At first, all couplings for heme pairs in the protein were calculated in the gas
phase, as described in Section 3.2.1. In the case of the five model dimers,
the unoccupied d-orbital in the oxidized heme could be clearly identified as
the HOMO-2 in the reduced heme (dorth, i. e. the dpi -orbital whose lobes lie
perpendicular to the plane of the two histidines), consistent with the HOMO-2
couplings showing the best agreement with the CDFT numbers. The hemes in
MtrF however feature histidines at arbitrary angles with respect to each other
and hence the distinction between perpendicular (dorth) and parallel (dpar) dpi -
orbitals becomes impossible. These two orbitals (which were still HOMO-1
and HOMO-2 for the geometries taken from MtrF) are quasi-degenerate and
we therefore decided to follow a convention [83] for degenerate orbitals to
use the RMS average of all possible couplings (i. e., between the HOMO-1
orbitals, between the HOMO-2 orbitals and the two cross-couplings):
|Hab|= ccorr ·
√
1
4 ∑i, j=1,2
〈
dApi,i
∣∣HˆKSFO∣∣dDpi, j〉2, (3.2)
where dpi,1 and dpi,2 are the two dpi orbitals on each heme (D for donor, A
for acceptor) and HˆKSFO denotes the Kohn-Sham Hamiltonian constructed from
the separate donor and acceptor fragments, as discussed in Section 2.3.3. ccorr
is the aforementioned correction factor of 1.75 to account for the missing po-
larization from the other cofactor, as derived by comparing FODFT couplings
to CDFT values (see previous section). It should be noted that the ensemble
averages of the four individual couplings are similar to the ensemble average
of the RMS averaged coupling.
The results for all couplings in MtrF are summarized in Table 3.5 and
Fig. 3.6. Table 3.5 lists the couplings obtained for each heme pair - both the
single coupling values |Hab| from the minimized crystal structures and the en-
semble RMS averages 〈|Hab|2〉 12 over all 25 snapshots from finite-temperature
dynamics, calculated in gas phase and in the protein environment using QM/MM
conditions. (For pair 1-2, the QM/MM couplings for five snapshots were
ignored as the wave function optimizations with QM/MM yielded spurious
electron density accumulation on a positively charged protein residue from
the MM region; this meant a spurious coupling contribution, resulting in cou-
pling values up to a factor of 30 higher than the average of the unaffected
couplings.) The couplings are well converged with 25 snapshots: If we leave
out every second snapshot, 〈|Hab|2〉 12 changes by at most 10 %. The last three
columns in Table 3.5 show the edge-to-edge distance in the minimized crystal
structures as well as averaged over the MD snapshots, together with their σ .
(The edge-to-edge distance is calculated as the closest distance between any
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Table 3.5: Coupling matrix elements |Hab| obtained for heme pairs in MtrF,
together with edge-to-edge distances between the respective hemes. MD de-
notes data from thermal averaging, CS denotes data from a minimized crystal
structure. Table adapted from [4].
pair
i− j
|Hab| (CS,
QM/MM)
[meV]
〈
|Hab|2
〉 1
2
(MD, gas
phase)
[meV]
〈
|Hab|2
〉 1
2
(MD,
QM/MM)
[meV]
σ(|Hab|)
(MD,
QM/MM)
[meV]
R (CS)
[Å]
〈R〉
(MD)
[Å]
σ(R)
(MD)
[Å]
1-2 0.27 0.23 0.24 0.09 6.26 6.98 0.54
1-3 0.31 0.47 0.49 0.21 6.17 5.95 0.15
1-6 0.08 0.14 0.13 0.05 6.93 6.78 0.47
3-4 1.71 2.10 2.21 0.67 4.24 4.28 0.18
4-5 2.34 3.67 3.63 1.26 3.87 3.83 0.24
6-7 0.28 0.23 0.23 0.11 6.03 6.20 0.41
6-8 0.29 0.31 0.31 0.16 5.94 5.85 0.24
8-9 2.64 2.18 2.31 1.08 4.42 4.42 0.27
9-10 4.59 4.36 4.52 1.52 3.94 3.82 0.17
two carbon atoms of the two porphyrin rings.) First considering the effect of
the QM/MM environment, we see by comparing the couplings for each pair in
columns 3 and 4 that the impact of the protein environment is small, with the
gas phase numbers deviating less than 10 % from the corresponding QM/MM
values. This suggests that the polarizing influence of the environment on the
coupling orbitals is very small. Comparing the RMS averages from MD to
the crystal structure couplings, the impact is a bit larger with a factor of up
to ~1.6. In terms of ET rates (determined by 〈|Hab|2〉), this translates to a
difference by a factor of less than 3 which, given that biological ET rates span
many orders of magnitude, is still comparatively little. Fig. 3.6 shows that
the individual couplings |Hab| are mainly determined by the edge-to-edge dis-
tance (see below for the detailed discussion); thus, the relatively small impact
of thermal fluctuations on 〈|Hab|2〉 12 can be rationalized by comparing these
edge-to-edge distances for each pair between crystal structure and dynamics
(last three columns in Table 3.5): Apart from the difference of 0.7 Å for pair
1-2, the crystal structure and dynamics values are virtually identical. In ad-
dition, the fluctuations in the edge-to-edge distances are small as can be seen
from the standard deviations in the last column (consistent with the signifi-
cant stiffness bestowed by the covalently bound hemes); correspondingly, the
fluctuations in the couplings (see σ (|Hab|)) are comparatively small as well
(never exceeding half of 〈|Hab|2〉 12 ).
Fig. 3.6 shows the individual (QM/MM) couplings for all snapshots vs.
the respective edge-to-edge distance. The left y-axis shows the couplings on a
logarithmic scale and the opposite y-axis denotes the corresponding maximal
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Figure 3.6: Modulus of electronic coupling matrix elements (|Hab|) vs. heme
edge-to-edge distance for all snapshots and heme pairs in MtrF (couplings
incl. QM/MM). Points are colored according to the heme-heme orientation:
stacked in blue, T-shaped in hollow red and coplanar in green. (See Figure
1.6 C for a depiction of the three motifs.) |Hab| values obtained for the crys-
tal structure configuration are indicated by triangles (four for stacked, two
hollow ones for T-shaped, three for coplanar). Root-mean-square averages
of the scattered data points, 〈|Hab|2〉 12 , were calculated for bins (denoted by
black circles) of width 0.4 Å (left set) and 0.6 Å (right set) and fit to
two separate exponentials, one for the stacked heme pairs and one for the
T-shaped/coplanar heme pairs (solid black lines). Corresponding free energy-
optimized ET-rates k0ET (λ =−∆A) are indicated on the axis to the right. The
empirical ‘Moser-Dutton ruler’ (see text) is shown for the default packing
density (ρ = 0.76, dotted lines) and for a reduced packing density account-
ing for through space tunneling (ρ=0.48 [9], dashed lines). Figure reprinted
from Ref. [4].
ET rate (assuming ∆G = −λ ). The small, coloured circles denote individual
coupling points and the large, hollow circles show RMS averages for bins of
0.4 Å (left) and 0.6 Å (right) width, respectively. The colour code is based
on the three different heme dimer motifs present in MtrF (see discussion in
Section 1.2): Stacked pairs (3-4, 4-5, 8-9 and 9-10) are shown in blue, T-
shaped pairs (1-3 and 6-8) in red and coplanar pairs (1-2, 1-6 and 6-7) in
green. The nine hollow triangles (in the same colour scheme) depict couplings
for the minimized crystal structures.
The stacked pairs exhibit the smallest distances (3.6-5.0 Å), followed by
the T-shaped (5.2-6.5 Å) and coplanar motif (5.3-8.3 Å). The distance de-
pendence of the resultant bin RMS averages can be best described by two
exponential decay constants, one for the stacked motif, β = 2.25 Å−1 and
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A=5.55 meV (R2= 0.9997), and one for the T-shaped/coplanar motifs, β =
0.8 Å−1 and A=0.8 meV (R2= 0.85), using the fit function 〈|Hab|2〉1/2(r)=
Aexp[−β (r− r0)/2], r0= 3.6 Å (van der Waals contact). Although a fit of
all nine bin averages to a single exponential with parameters β = 1.65 Å−1
and A=3.77 meV still yields a reasonable correlation of R2= 0.91, two sep-
arate fits clearly give a better description of the data. The same fitting proce-
dure using the Fe-Fe distance rather than edge-to-edge distance would yield
β =0.6 Å−1 (R2=0.79) for the T-shaped and coplanar pairs (i. e., similar to
the 0.8 Å−1 with (R2=0.85) when edge-to-edge is used) and β =1.05 Å−1
with R2= 0.96 for the stacked pairs. The increase in β can easily be ratio-
nalized by the fact that for the stacked pairs, the Fe-Fe distance increases
about twice as fast as the edge-to-edge distance (i.e. for an edge-to-edge dis-
tance increase of 1 Å the Fe-Fe distance increases by around 2 Å) so that the
distance decay is just about half as strong. The much better correlation coeffi-
cient R2 for edge-to-edge (0.9997) however suggests that the latter is a better
descriptor for the stacked pairs. This can be explained by the shape of the
coupling orbitals: As can be seen for the ideal heme monomer in Fig. 3.5, the
dpi -orbitals actually feature minor lobes on the porphyrin ring as well. The
greater correlation of couplings with edge-to-edge distance then suggests that
these minor lobes actually determine the overall coupling to a large extent. A
global fit for the Fe-Fe distance would yield a decay constant of β=1.30 Å−1
(R2=0.90), slightly smaller than the 1.65 Å−1 from above for edge-to-edge;
however, the two individual fits describe the individual bin points better as
measured by average absolute differences between bin points and regression.
The decay constants obtained for the different motifs are within, or close
to, the range that Smith et al. obtained when they estimated the distance
dependence of the couplings for their five model dimers in the gas phase
[8], namely 1.1-2.6 Å−1 (excluding the outlier structure D). Comparing the
global fit β values to experimental estimates for tunneling through proteins,
we observe that our numbers are slightly higher: 1.65 Å−1 vs. 1.4 Å−1 us-
ing the edge-to-edge metric [110] and 1.30 Å−1 vs. 1.1 Å−1 using the Fe-Fe
distance [17, 14]. However, our couplings are based on through-space tun-
neling between closely spaced cofactors, whereas the experimental data are
predominantly based on protein-mediated electron tunneling reactions over
significantly longer distances. Interestingly, the free-energy optimized tun-
neling rates corresponding to the calculated couplings (k0ET, ∆A = −λ ) are
1-2 orders of magnitude below the empirical “Moser-Dutton ruler” (dashed
and dotted black lines in Fig. 3.6) [110]. This “ruler” is given by the equation
(for optimal driving forces, ∆A=−λ ) [110]:
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log k0ET = 13− (1.2−0.8ρ)(R−3.6) (3.3)
In this model, the protein matrix is described as a homogeneous square
potential barrier to electron tunneling between two cofactors with an edge-to-
edge distance R (in Å), the barrier height being determined by the effective
protein packing density ρ . A general value of 0.76 has been suggested for this
packing density [110] (dotted line in Fig. 3.6) while for closely spaced cofac-
tors a reduced effective density of 0.48 has been suggested [9] (dashed line
in Fig. 3.6). However, for very close distances like those in MtrF, the Moser-
Dutton ruler relies on a few known rates for bacterial reaction center and
photosystem proteins; comparing crystal structures shows that despite similar
edge-to-edge distances, the porphyrin overlap in the special pair of the reac-
tion center protein is much larger than in MtrF (Fig. 3.7). Hence, if the empir-
ical ruler is fitted so as to describe rates in the photosynthetic reaction center,
it can be expected to overestimate rates for heme dimers in MtrF. Hence, our
findings emphasize the importance of specific local molecular structure in un-
derstanding multi-heme ET kinetics beyond empirical rules.
Figure 3.7: Comparison of heme stacking in MtrF and a bacterial reaction
center: The stacked pair 4-5 from MtrF is shown in red/orange and the
chlorophyll-special pair from the photosynthetic reaction center from Rh.
sphaeroides (pdb code 1M3X) in blue/cyan. In spite of a similar edge-to-
edge distance, the porphyrin overlap is visibly larger in the case of the special
pair. Figure adapted from Ref. [4].
The ensemble-averaged couplings 〈|Hab|2〉 12 (from QM/MM) can now be
combined with the previously obtained driving forces ∆A and reorganization
free energies λ to calculate heme-to-heme kET rates for all heme pairs in MtrF
via the nonadiabatic Marcus rate equation, Eq. 2.1. Table 3.6 summarizes the
three individual quantities (couplings, λ and ∆A) for each pair and lists the
resulting ET rates k ji and ki j for ET from heme i to heme j or vice versa,
respectively. Comparing the couplings (a few meV at most) to the reorgani-
zation energies λ (in the range of 1 eV), we see that |Hab| << λ , i. e. ET
between the hemes can be safely assumed to take place in the nonadiabatic
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Table 3.6: Quantities entering the Marcus rate equation Eq. 2.1 for each heme
pair in MtrF: Couplings 〈|Hab|2〉 12 (from QM/MM), driving forces ∆A ji [6],
and reorganization free energies λ [7]. The last two columns contain the
resulting heme-to-heme ET rates, k ji and ki j. The notation ∆A ji and k ji refers
to ET from heme i to j and ki j is for ET from heme j to i. Table adapted from
Ref. [4].
pair i− j
〈
|Hab|2
〉 1
2 [meV] ∆A ji [eV] λ [eV] k ji [s−1] ki j [s−1]
1-2 0.24 0.02 1.13 1.18×104 2.19×104
1-3 0.49 0.12 0.96 2.89×104 3.37×106
1-6 0.13 0.01 0.94 2.68×104 3.95×104
3-4 2.21 0.10 0.75 8.10×106 4.19×108
4-5 3.63 -0.22 0.84 3.12×109 5.81×105
6-7 0.23 -0.13 1.06 2.99×105 2.38×103
6-8 0.31 0.10 0.87 4.47×104 2.31×106
8-9 2.31 0.13 0.93 8.46×105 1.11×108
9-10 4.52 -0.19 0.99 6.14×108 4.43×105
regime.
The resulting rates for each pair in both directions (i→ j and j→ i) are
also compared in Fig. 3.8A. It becomes apparent that the steps that feature
the greatest energetic uphill steps (namely, 10→ 9 and 5→ 4) do in fact
not have the lowest rates; instead, they are still an order of magnitude higher
than most of the rates along the central tetra-heme plain. Panel B provides an
explanation of this: Here, the RMS couplings 〈|Hab|2〉 12 (motif colour code
same as in Fig. 3.6) are superimposed onto the free energy landscape intro-
duced in Section 3.1.2. As can be seen, the same steps that feature the greatest
energetic uphill steps also have the highest couplings, whereas the coplanar
pairs in the center (green circles) feature the smallest couplings. The impact
of the difference in couplings is considerable: The order of magnitude dif-
ference between highest and lowest couplings corresponds to two orders of
magnitude difference in the pre-exponential term of the Marcus rate equation
(which contains 〈|Hab|2〉). Accordingly, without this correlation of couplings
and driving forces (i. e., if e. g. the same nine couplings were distributed
in a different manner across the nine pairs), the two energetic uphill steps
10→ 9 and 5→ 4 could become kinetic bottlenecks as well. This aspect is
further explored in the next chapter. Another aspect to note in Fig. 3.8 is the
(approximate) symmetry in the couplings (on top of the previously discussed
free energy symmetry) and hence in the calculated ET rates, suggesting that
electron conduction through MtrF is equally fast along either direction of the
octa-heme chain.
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Figure 3.8: Kinetics of ET through MtrF and superposition of constituent
quantities. (A) Individual ET rates kET for each pair in forward (left→ right,
dark bars) and backward direction (right→ left, light bars) as obtained via Eq.
2.1 (see also Table 3.6). (B) The free energy landscape for ET through MtrF
(see Section 3.1.2 and Figure 3.1 a) together with the RMS coupling 〈|Hab|2〉 12
for each pair (circles, area proportional to the coupling). The color code of the
circles corresponds to the three heme pair motifs as in Fig. 3.6. Figure adapted
from Ref. [4]. (Figure prepared in collaboration with Cortland Johnson.)
3.2.3 Discussion
The most significant outcome of our calculation on 〈|Hab|2〉 12 for each heme
pair in MtrF is the aforementioned correlation with the free energy landscape
as illustrated in Fig. 3.8, enabling the uphill ET rates at these heme pairs
to compete with (exceed, actually) the rates among the equipotential central
coplanar hemes. Hence, the low-potential hemes 4 and 9 can be incorporated
without creating kinetic bottle necks. In the next chapter we study in more de-
tail the importance of this matching between electronic couplings and driving
forces for the overall transport of electrons through MtrF.
Here, we would like to raise another question in regard to the heme pair
motifs occuring in MtrF: Given that stacked heme pairs exhibit the high-
est couplings, why does the protein feature non-stacked heme pairs at all?
Three issues seem relevant here. Firstly, a higher total flux may not yield any
metabolic benefit if the preceding metabolic reactions or the electron output to
external substrates is rate limiting. In this case there is no evolutionary pres-
sure to increase the flux by further optimizing the mutual orientations of all
heme pairs. Secondly, the coplanar pairs may serve a distinct function in ad-
dition to electron transport along the heme network. The coplanar tetra-heme
chain 2-1-6-7 exhibits a large contiguous surface area, which could possibly
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form an effective multi-point contact site for solid substrates that would still
be accessible if hemes 10 and 5 were already docking to substrates or partner
cytochromes. Structural modeling suggests that it would be difficult to obtain
the same contiguous area if hemes 1 and 6 were part of a continuous stacked
octa-heme chain. Thirdly, non-stacked hemes are necessary for the forma-
tion of the staggered cross protein motif. The latter could serve as a building
block for a supramolecular 2-dimensional network as previously assumed in
a modeling study of a conducting bacterial pilus [111].
Further conclusions can be drawn in regard to protein design. Accord-
ing to our calculations, the impact of the protein electrostatic environment
on the heme-heme couplings is practically negligible (difference < 10 %);
that is, under through-space tunneling the couplings are solely determined by
the heme-heme packing motif and interheme distances. This has the remark-
able implication that as long as ET takes place via through-space tunneling
without protein mediation, electronic couplings and driving forces could be
modulated independently from each other (both during protein evolution and,
hypothetically, in any artificial protein redesign).
In particular, this independence of the couplings from the surrounding
protein suggests that the coupling results obtained for MtrF can be transferred
to its homologues MtrC, OmcA and UndA that do not only share the same
basic heme arrangement motif (the staggered cross) but even feature the same
heme pair motifs (stacked, T-shaped and coplanar) for most of their analogous
heme pairs. In addition, both MtrC and UndA feature the same proximity be-
tween propionate side chains of the outermost hemes of the octa-heme chain
(hemes 5 and 10 in MtrF/C) and the histidines of the adjacent hemes (4 and 9
in MtrF/C) which we found to be a major factor in decreasing the redox po-
tential these hemes in MtrF, respectively (see Section 3.1.3). (In UndA, heme
4 does not have a propionate closeby but some other negative residue.) OmcA
still features this propionate-histidine motif for one heme. Thus, these homo-
logues might feature the same kind of barriers in their free energy profiles
as MtrF, with the overall profile and rates potentially being modulated with
respect to MtrF through a different protein environment. The same correla-
tion between driving forces and couplings that we found for MtrF might then
to a certain extent apply to these other proteins as well, suggesting a design
principle of wider significance.
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Chapter 4
Through-protein electron
transport in MtrF
In this chapter we combine the kET rate constants for heme-to-heme ET in
MtrF to describe electron transport through the entire protein. For this, we
consider stepwise ET along a linear chain of hemes in MtrF as well as het-
erogeneous ET between the first and last heme of that chain and the environ-
ment. By assuming different boundary conditions we seek to model several
experimental setups. Specifically, we are interested in modelling electron flux
through MtrF and the trans-membrane complex MtrCAB under physiolog-
ical conditions, namely in an experimental in vitro setup designed to mimic
in vivo conditions [10]; and in describing the current I throughMtrF as a func-
tion of an external bias potential V in the context of a tunneling spectroscopy
setup [48]. The formalism we deploy in both cases is a steady-state formalism
[112, 113] that yields the electron flux J under the condition that the average
population on each site (i. e., heme along the chain) is constant (as is the net
flux between any two sites).
Specifically, it is assumed that the electron flux from heme i to heme j,
J ji=J j←i, can be described by a master equation
J ji = k jiPi(1−Pj)− ki jPj(1−Pi) (4.1)
with k ji the ET rate constant according to Eq. 2.1 and Pi the electron popu-
lation of heme i (0 for oxidized heme, 1 for reduced) [112, 113]. The terms
(1−Pi) account for the fact that each heme can be occupied by only one ex-
cess electron (and thus can receive an electron in the oxidized state only). The
external electron donor and acceptor are assumed to be in excess concentra-
tion, i. e. the fluxes J10,in and J5,out into the protein entrance site (heme 10)
and out of the protein exit site (e. g. heme 5) are not limited by donor/acceptor
availability and hence do not depend on Pdonor or Pacceptor:
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J10,in = k10,in(1−P10)− k10,outP10 (4.2)
J5,out = k5,outP5− k5,in(1−P5) (4.3)
Requiring steady state, i.e. J10,in=J ji=J5,out=const∀ i gives the following
recursive relationship for the steady-state populations:
Pi+1 = [ki+1 iPi−k10,in(1−P10)+k10,outP10]/[ki i+1+Pi(ki+1 i−ki i+1)] (4.4)
which can be solved for all Pi. Inserting Pi and Pj in the above expression for
J ji then yields the steady state flux J=J ji.
A MATLAB [114] script was written to solve these equations for a given
set of rate constants ki+1 i,ki i+1,k10,in,k10,out,k5,out,k5,in. In the following, sev-
eral applications of this formalism are presented and discussed.
4.1 Modelling of physiological conditions
4.1.1 Modelling of electron flux through MtrF
Our model of steady-state electron flux through MtrF is motivated by an ex-
perimental study [10] which measured electron flux through the transmem-
brane MtrCAB complex embedded in a liposome. The otherwise insulating
lipid vesicle was filled on the inside with a strong reducing agent (methyl vi-
ologen, MV) and oxidation of the dye was measured as soon as an electron
acceptor (in the form of some insoluble Fe(III) oxide) was added to the solu-
tion (thus outside the vesicle). This yielded different overall oxidation (and
thus electron flux) rates depending on the acceptor added, implying that the
final ET step from heme to oxide is at least a partial bottleneck.
Here, we model electron flux through MtrF with boundary conditions
based on this experimental setup and compare the outcome to the experimen-
tal flux rates of White et al. for their MtrCAB complex. We assume that
reduction by MV is faster than any intraprotein ET rate (owing to the low
redox potential of MV [10]) so that the heterogeneous reduction of the first
heme is ultrafast and irreversible. We also assume that the oxidation of the
last heme by the final electron acceptor is irreversible but we do not make any
assumptions on the heterogeneous ET rate; instead, we treat this last heteroge-
neous step kout as a variable and calculate the steady-state flux J as a function
of kout. In the limit kout→ ∞, J should then converge to an intrinsic maximal
flux. We consider heme 10 as the electron entrance site (in accordance with
the suggestion in [2]) and calculate J for electron transport to heme 5, 2 or 7
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(i. e., to each of the three potential egress sites).
Figure 4.1: Dependence of the steady-state electron flux through MtrF, J
(from Eqs. 4.1-4.4), on the heterogeneous rate constant to an external elec-
tron acceptor, kout (see text). The electron entrance site is heme 10 and the
electron exit site is heme 5 (black solid line), heme 2 (black dashed line) and
heme 7 (black dotted line); the respective maximal intrinsic electron fluxes
(for kout→ ∞) are 1.5× 104, 0.9× 104 and 2.6× 105s−1, respectively. (See
Fig. 1.6 B for the heme connectivity network.) Experimentally measured
electron fluxes through MtrCAB to solid Fe(III)-oxide particles are shown for
comparison as red horizontal lines for lepidocrocite (dash dotted), hematite
(dotted) and goethite (dashed)[10]. Figure reprinted from Ref. [4].
The results for J as a function of kout are presented in Fig. 4.1. We find that
for small output rates J increases linearly with kout to indeed asymptotically
reach a maximum flux for large values of kout.
In fact, the dependence of J on kout can be expressed in the form J=
Jmax/(1+ Jmax/kout), as is shown in Fig. 4.2 for heme 5 as exit heme. (As
well as the opposite direction for comparison, i. e. heme 5→ 10.) This
equation is obtained by mapping the multiple-step electron transport through
the protein onto a single step, thereby reducing the overall electron transport
from donor to acceptor to an effective four state model based on four sites
only: Site A corresponds to an external donor injecting electrons into the
protein; site B denotes the protein electron entrance site; site C represents the
protein electron egress site; and site D denotes an external electron acceptor.
The kinetics is then described by the following scheme:
A
kin
GGGGGGAB
kf
GGGGGBF GG
kb
C
kout
GGGGGGGAD (4.5)
where electron injection into the protein (A to B) and ejection from the protein
(C to D) is again considered irreversible. As mentioned above, the compli-
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Figure 4.2: J vs. kout (from Eqs. 4.1-4.4, as in Fig. 4.1) for electron flux along
the octa-heme chain in MtrF (see Fig. 1.6 B) in both directions (solid lines;
black: forward/10→ 5, blue: backward/5→ 10), together with analytic fits to
the numeric curves using Equation 4.10 (broken lines). Figure reprinted from
Ref. [4].
cated kinetics of electron flux through the protein is condensed into one effec-
tive forward and backward rate constant kf and kb, respectively. Steady-state
conditions then require:
J = kin (1−PB) = kfPB (1−PC)− kb (1−PB)PC = koutPC (4.6)
where PB and PC denote populations in the interval [0,1]. Solving for PB in
terms of PC and reinserting to solve for PC yields the equation:
PC =
(
kf
kin
− kb
kin
)
P2C−
(
kf
kin
+
kf
kout
)
PC+
kf
kout
(4.7)
The assumption of electron injection being much faster than any intraprotein
ET yields kin >> kf,kb and Eq. 4.7 reduces to the simple expression
PC =
kf
kf+ kout
. (4.8)
Insertion of Eq. 4.8 in the last identity of Eq. 4.6 gives
J =
kf
1+ kfkout
. (4.9)
Thus, for high injection rates the flux through the protein depends only on
the effective forward rate kf and the ejection rate kout. Furthermore, if we
take the limit kout → ∞, J becomes equal to kf: The latter in fact represents
the maximal possible flux Jmax through the protein. We can therefore rewrite
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Equation 4.9 as:
J =
Jmax
1+ Jmaxkout
(4.10)
Using this equation to fit the J-curves for electrons exiting at heme 2, 5
and 7, we obtain Jmax=0.9× 104, 1.5× 104 and 2.6× 105s−1, respectively.
The corresponding rate-limiting single steps for these routes are 1.2×104 (at
1→ 2), 2.9× 104 (at 1→ 3) and 3.0× 105 s−1 (at 6→ 7). Hence, the order
of magnitude difference in the respective rate-limiting steps translates into a
corresponding difference in Jmax. The flow out of heme 7 is particularly large
as it avoids one the slow ET steps between coplanar hemes, 6→ 1 (k16 =
4.0×104 s−1).
4.1.2 Modelling of electron flow through MtrCAB
In the following we try to model electron flux through the protein complex
MtrCAB, i. e. the transmembrane complex that was used in the study by
White et al. [10] MtrA is known to be a deca-heme cytochrome [115] while
MtrB is a membrane pore protein proposed to enable close contact between
MtrA and MtrC [20]. We thus need a model and ET parameters for MtrC,
MtrA and the contact between them. For MtrC, we use our ET parameters for
MtrF: As discussed in Section 3.2.3, we assume that our couplings for MtrF
might be to a good degree transferable to MtrC, and MtrC might also fea-
ture a qualitatively similar free energy landscape. We again assume electron
transport along the octa-heme chain from heme 10 to heme 5 (egress site).
The structure of MtrA is not known; however, the heme-binding motifs in
its N-terminal half can be sequence-aligned with the penta-heme cytochrome
NrfB [116], and MtrA has been found to be of a rod-like shape of around
100 Å length [117]. We therefore decided to model MtrA as a NrfB head-to-
tail homodimer. We can then use our regressions for the two coupling regimes
in Fig. 3.6 to estimate approximate couplings for the heme pairs in the crystal
structure of NrfB [118] as well as for the contact between the two NrfB sub-
units on the one hand and between NrfB and MtrC/F on the other hand (by
some crude manual docking of protein structures which should suffice for this
modeling). In regard to reorganization free energies, the most significant dif-
ference should occur between heme pairs located in the solvent-exposed part
of MtrA and those located within the membrane-buried part making contact
to MtrC. With a membrane thickness of around 40-50 Å [10], MtrA should be
roughly half-buried into the membrane, with the other half exposed into the
periplasm. Thus, for the first five heme pairs (as well as the final MtrA-MtrC
contact) we assume a reorganization free energy λ of 0.9 eV (i. e. a typical
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number for MtrF) while for the four remaining membrane-buried pairs we as-
sume 0.57 eV, the reorganization energy previously obtained [9] for heme a to
heme a3 ET in membrane-embedded cytochrome c oxidase. The final set of
parameters to be estimated are then the driving forces of each ET step. Whilst
the overall electrochemical response of MtrA has been studied [20], redox
potentials of individual cofactors are not known. A crude fit to the voltam-
mogram in Hartshorne et al. [20] yields a set of ten distinct redox potentials
however (courtesy of Dr. Julea Butt) that enable us to estimate minimal and
maximal flux through MtrCAB within the model described so far, by assign-
ing redox potentials to the ten cofactors of MtrA so as to either yield the
smallest possible or highest possible rate-limiting single ET rate. We thereby
obtain the two curves in Fig. 4.3, delimiting upper and lower limits for the
flux through MtrCAB based on our model. As can be seen, depending on the
combination of parameters the flux through MtrCAB could reach the same
level as for MtrF itself (maximal flux for flux-maximizing parameters, black
curve: 14300 s−1); it could also be one order of magnitude smaller than for
MtrF (maximal flux for flux-minimizing parameters, blue curve: 800 s−1),
but this is rather unlikely as it requires the steepest possible free energy uphill
step to coincide with a small electronic coupling and a high reorganization
energy.
Figure 4.3: J vs. kout (from Eqs. 4.1-4.4, as in Fig. 4.1) for electron
flux through the protein complex MtrCAB (see text for model applied).
Black curve: Redox potentials in MtrA chosen so as to maximize flux; blue
curve: redox potentials chosen so as to minimize flux. Figure reprinted from
Ref. [4].
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4.1.3 Discussion
The intrinsic maximal flux rates Jmax through MtrF and our simple model for
MtrCAB can be compared to the experimental data from [10]. To this end,
Fig. 4.1 also contains the experimental electron flux rates to three different
final electron acceptors (red horizontal lines). The overall rate constant re-
ported was dependent on the type of Fe(III) mineral used, ranging from 1133
to 8500 s−1. This indicates that transport kinetics was mainly limited by ET
from the terminal heme to the mineral. Hence, the highest value reported
(8500 s−1) should be considered as a lower limit to the intrinsic fluxes calcu-
lated here for MtrF and MtrCAB. Interestingly, this highest experimental rate
is not much smaller than our calculated maximum flux through MtrF, ranging
from 104−105 s−1 depending on the heme exit site. A similar intrinsic flux
seems feasible for MtrCAB: Assuming that the free energy landscape for ET
through MtrA is not unfavourably shaped (see model parameters in previous
section), we obtain a steady-state current similar to the one for MtrF alone.
The assumptions that heme edge-to-edge distances are not larger in MtrA than
in MtrF and that the reorganization free energies λ in the solvent-exposed part
of MtrA are also comparable to MtrF seem somewhat safer.
At this point we can discuss the impact of the correlation between free en-
ergy landscape and electronic couplings in MtrF in more detail. The steady-
state modeling approach enables us to experiment with the heme-to-heme ET
rates kET as well as their constituent quantities (in particular, couplings and
driving forces). If we were to keep the free energy landscape fixed and per-
mute the heme dimer motifs such that the stacked hemes become coplanar
and vice versa, the big energetic uphill step from heme 10 to 9 would not be
counteracted by a favourable coupling anymore and hence the maximum elec-
tron flux along the octa-heme chain would decrease 17-fold from 1.5×104 to
9×102 s−1. (The single rate for 6→ 1 would of course significantly increase,
but this would not preserve the overall flux.) Similarly, keeping the couplings
fixed and changing the redox landscape such that the first 0.2 eV uphill step
moves from 10→ 9 (stacked) to 6→ 1 (coplanar) would yield a 25-fold de-
crease in maximal flux to 6× 102 s−1. While it is not clear what the impact
of such a decrease on respiration rates and metabolism would be, it would let
Jmax drop below the experimentally established lower limit of ~104 s−1 by at
least an order of magnitude. This suggests that the proper matching of cou-
plings and driving forces is indeed necessary to maintain the proper function
of MtrF for electron transduction.
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4.2 Modeling of a tunneling spectroscopy experi-
ment
4.2.1 Modeling of current-voltage response
Pioneering tunneling spectroscopy measurements employing an AFM tip and
a gold electrode revealed that bacterial nanowires can support very high cur-
rents of several nano-Ampere (nA) at moderate voltages [32, 31]. It has been
assumed that the conduction along these nanowires is facilitated by multi-
heme cytochromes and that conduction through multi-heme cytochromes in
these setups occurs via electron hopping along the heme groups [111, 113].
These nanowires have recently been shown to be outer membrane exten-
sions, indeed containing multi-heme cytochromes along their entire length
[34]. In addition, recent work has expanded these measurements to single
MtrF molecules immobilized on a surface [48], yielding nA currents even for
a single molecule.
Here, we would like to investigate if the hopping mechanism can account
for the observed nA currents when we apply the heme-to-heme ET parameters
obtained in this work. To this end, we model the current-voltage response of
a single MtrF protein placed between two electrodes with potential difference
V by the same steady-state approach as used in Section 4.1; however, now we
cannot use our parameters anymore without modification as the external bias
potential will affect the heme-to-heme driving force. The experimental setup
for tunneling spectroscopy on a single MtrF molecule partially preserved the
hydration environment, but it is not clear howmuch water still remains around
the protein even when the sample is macroscopically “dry” [48]; here, we
consider two limiting cases, complete solvation on the one hand (where re-
organization free energies and intrinsic driving forces can be taken from our
simulations in solvated environment) and a dry protein on the other hand (re-
quiring adjustments in λ and ∆A). As mentioned above, we would like to
study whether the hopping model is consistent with the experimentally ob-
served nA currents; thus, the aim is not a quantitative estimate but an order of
magnitude estimation.
4.2.2 Model details
We obtain the current I for a given bias potential V by the convention I=−J.
For calculation of the heme-to-heme ET rates in solution conditions, we use
the values for Hab and λ that we calculated in Chapter 3; the driving forces
from Chapter 3 are modified so as to incorporate the external bias potential:
∆A→ ∆A− eV/(n+ 1) where we assume that the potential falls off linearly
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Figure 4.4: Modelled Current (I)-Voltage (V ) response of a single MtrF
molecule in solution (black lines) and in air (red lines) assuming heme-to-
heme electron hopping as the conduction channel. (Calculated via Eqs. 4.1-
4.4, but modifying driving forces via a bias voltageV ; see text.) Two different
regimes are shown, protein limiting (r= 100 (black solid line), r= 10 (red
solid line)) and electrode-protein limiting (r= 1 (black and red dash dotted
lines)). See text for definition of r. Figure reprinted from Ref. [4].
and the cofactors are spaced roughly evenly between the two electrodes. For
lack of more specific information, we assume electron transduction along the
octa-heme chain between hemes 5 and 10. The heterogeneous ET steps be-
tween heme 10 and the left electrode and heme 5 and the right electrode are
treated as reversible (i. e. k10,out,k5,in 6=0) and symmetric (i. e. k10,in = k5,out
and k10,out = k5,in) and are obtained via the electrochemical form of the nona-
diabatic ET rate equation [119, 111]:
k10,in =Celec
+∞
−∞
exp
[
−
(
x− λ+e(E−E10)kBT
)2( kBT
4λ
)]
1+ exp(x)
dx (4.11)
k10,out =Celec
+∞
−∞
exp
[
−
(
x− λ−e(E−E10)kBT
)2( kBT
4λ
)]
1+ exp(x)
dx (4.12)
where λ is the reorganization energy of the heterogeneous ET step, E is the
potential level at the electrode, E10 is the potential at heme 10, Celec is a con-
stant denoting the average coupling between heme and electrode and kB and
T are Boltzmann constant and temperature, respectively. Hence, to estimate
the heterogeneous ET rates at the electrodes via this pair of equations, es-
timates are needed for the reorganization free energy λ , the local potential
drop E−E10 and the coupling constant Celec. Whilst no values are available
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for the reorganization free energy of MtrF in contact with an electrode, elec-
trochemical measurements of wild type and mutated cytochrome c on a gold
electrode [120] yielded reorganization free energies of around 0.45 eV which
we chose to use in our model of current-voltage response in solution. For the
potential drop at the electrode we made the assumption that it is comparable
to the voltage drop between adjacent hemes, i. e. 1/(n+1)=0.11 (with eight
redox sites); this is similar to experimental estimates [32]. For the electrode
contacts, 1/2×∆E010→5, half the redox potential difference between the ter-
minal hemes 10 and 5, was added to correct for the unequal potential levels of
the terminal hemes at zero bias potential (yielding a nonzero current at zero
potential otherwise).
The remaining parameter is thenCelec, the constant summarizing the over-
all coupling between terminal redox site and electrode. Rather than just mak-
ing one assumption for this electrode-protein coupling, we tried different val-
ues to obtain the current-voltage response in different regimes. Specifically,
we determined Celec by fixing a certain ratio r of heterogeneous input (= out-
put) rate, k10,in(= k5,out) and the smallest heme-heme ET rate, kminji evaluated
at zero potential bias, r=k10,in/kminji . A high r (10-100) yields protein-limited
current while a small r of 1 leads to electrode contact limitation for certain
voltage ranges.
Under dry conditions, i. e. for a measurement in ambient air, we assume
the couplings to stay the same given that these depend only on the heme cofac-
tor arrangement which should change the least. In regard to the reorganization
free energies, a significant change can be expected given that they are known
to be highly affected by the solvent environment. Specifically, Tipmanee et
al. [71] found for a set of model ET proteins that the solvent contributed 1/2
to 3/4 of the total reorganization free energy. Without more precise informa-
tion on the corresponding solvent contributions in MtrF, we chose a λ of 0.4
eV for intraprotein ET and 0.2 eV at the protein-electrode interface for our
ambient air model. In regard to driving forces, no information is available
on these under dry conditions, but it can be assumed that without a solvation
shell, ionizable groups should be either neutral or binding a counter ion so
that the electrostatic potential on air should be much more homogeneous than
in water. We therefore decided to set all intrinsic driving forces equal to zero
so that the total driving forces are equal to the contribution from the external
potential. Obviously this crude set of parameters does not allow for detailed
predictions and is only used to get an idea what the current-voltage behavior
might be under dry conditions.
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4.2.3 Results and Discussion
In Fig. 4.4 the simulated I-V -curves obtained for different assumed condi-
tions are shown. Curves in black assume solution conditions, curves in red
assume a dry protein (air). Solid and dash dotted lines represent the two dif-
ferent regimes mentioned above: Protein limited (r= 100, black solid line;
and r=10, red solid line) and partially electrode limited (black and red dash
dotted lines). For r= 100 (solution) and r= 10 (air), respectively, the protein
limitation of total flux gives rise to a clear maximum in I in Fig. 4.4 (solid
lines) indicating the transition between normal and inverted Marcus regime
for nonadiabatic ET. Decreasing r to 1 yields the broken lines which for dry
conditions at first show an electrode-limited response, reaching a constant cur-
rent indicating the maximal overlap between Gaussian redox peak and Fermi
distribution in Eq. 4.11 - until the slowest protein rate becomes slower than
the heterogeneous rate upon which the curve matches the corresponding curve
for higher r again. For solution conditions, only the electrode-limited regime
is visible in the potential range studied.
The maximum current we obtain under solution conditions is 36 pA at a
voltage of 8.2 V; when we assume dry conditions (i. e., decreasing λ and
removing intrinsic driving forces), the maximum current becomes 58 pA at
3.6 V. For comparison, the single-molecule measurements of Byun et al. [48]
yield currents of 1-3 nA (depending on the humidity conditions) for a bias
voltage of 2 V (highest voltage shown in their results). Thus, our calcula-
tions suggest that the surrounding medium (air/solution) has a large effect
on the voltage range but only a relatively small effect on the maximum cur-
rent, which in either case is smaller than in experiment by a factor of 30-50
with our maximum currents or 100 if we use our “dry-protein” current at 2 V.
(The “wet protein” current is still virtually zero at that bias voltage.) Hence,
if the main effect of removing the solvation environment is just to lower λ
while not changing the mechanism of ET, then the different conditions in ex-
periment cannot account for the almost two orders of magnitude difference
between the experimental currents in the nA range [32, 31, 48] and the tens
of pA we obtain with our model. (If (partial) drying of the protein were to,
say, increase the couplings somehow, the different conditions could perhaps
account for the difference.) Hence, while the heme-to-heme hopping with
full thermal equilibration after each hop is able to reproduce the experimental
data on electron transduction through MtrCAB in solution (see Section 4.1),
it seems quite possible that the mechanism of ET in tunneling spectroscopy
experiments is a different one altogether.
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Chapter 5
Substrate interaction in MtrC
In this last part of our work we turn to the interaction of OM cytochromes
with soluble substrates. As discussed in Chapter 1, it has been established ex-
perimentally that OM cytochromes can reduce small redox active molecules,
specifically flavins, and these substrates have been implied to act as electron
shuttles between the cytochromes and solid final electron acceptors, hence en-
abling reduction of the insoluble substrate without the need for direct cytochrome-
surface contact. However, the main open questions are where on the cy-
tochromes the flavins bind and how strongly. The former question not only
concerns the specific binding site for a flavin but more generally whether such
a site exists to begin with, or whether the flavin binds unspecifically to the cy-
tochrome. The latter question concerns the qualitative mode of interaction
(transient interaction vs. stable binding as a cofactor), and as outlined further
in Chapter 1, very recent experimental evidence [3] suggests that the mode
of interaction for some cytochromes actually depends on the redox state of a
certain disulphide bond, with flavins interacting transiently with the protein
with the disulphide bond oxidized/closed and binding stably if the bond is
reduced/open.
In the following, we describe our computational approaches to these ques-
tions mainly based on empirical docking studies. We focus on the binding of
FMN to MtrC as flavin interaction with this cytochrome has been of more
interest in the field [121, 28, 35], and the effect of cleaving the disulphide
bond on the FMN affinity is also reported to be more pronounced in MtrC
than in MtrF. [3] We study in molecular detail the docking of FMN to MtrC
in the state with the disulphide bond oxidized/closed (henceforth referred to
as the "SS" state from the disulphide “-S-S-” bond) and afterwards carry out
Simulated Annealing studies to investigate possible conformational changes
in MtrC upon cleaving the disulphide bond (yielding the “SH” state, from
the reduced thiol groups) that could explain the observed steep increase in
binding affinity for FMN.
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The circumstances for the docking studies are somewhat special in that no
a priori information is available on possible binding sites (not even if there are
well-defined binding sites to begin with). To investigate flavin binding under
these circumstances we therefore turn to a “blind docking” protocol which
makes no assumptions on the binding site for a ligand. The empirical docking
program Autodock [86, 87] enables such a blind search as it carries out an
unbiased search on a predefined region of space around the target protein (see
theory in Section 2.4). In fact, such a blind docking protocol has already been
employed and tested for ligands of comparable size to FMN and found to
be effective in reproducing known binding sites [122, 123]. However, FMN
itself was not amongst the ligands tested and hence the first part of this project
involved setting up and validating such a blind docking protocol for FMN by
re-docking FMN for experimentally known protein-FMN complex structures.
5.1 Procedure
5.1.1 Validation of the FMN blind docking protocol
We chose two FMN-bound protein structures to test and validate our blind
docking protocol for FMN: The flavin-binding protein (FMN-bp) fromDesul-
fovibrio vulgaris (Miyazaki F) (pdb code 1AXJ) [12] and the NAD(P)H:acceptor
Oxidoreductase (FerB) from Paracoccus denitrificans (pdb code 3U7R) [11].
For both of these proteins there are also experimental binding affinities avail-
able, allowing to test not only the prediction of binding poses but also of
binding free energies. The NMR structure for FMN-bp contains 20 configura-
tions; configuration 14 was chosen for the re-docking. In order to re-dock, the
bound FMN molecule was removed from both proteins; in the case of FerB,
crystal water and one nonaethylene glycol were stripped as well and one se-
lenomethionine was mutated to a regular methionine as no parameters were
available for selenium. Furthermore, protonation states for ionizable groups
in FerB were set according to the results of the pKa estimator propKa 3.1 [93].
For FMN-bp, the NMR structure already included hydrogens. We used the
two protein structures as-is without force field relaxation/minimization and
merged nonpolar hydrogens in both FMN and proteins to their parent carbons
using the utility program AutodockTools. (This means that the hydrogens are
deleted and any atomic charges on them added to the carbon bound to them.)
Autodock 4.2 [87] was used for all docking calculations. The default
atomic parameters in Autodock were used except for the atomic charges which
where taken from the AMBER03 force field. [89] Atomic charges for FMN
were obtained according to the RESP procedure [124] from a DFT electronic
structure calculation (using NWChem [103]) with the B3LYP exchange corre-
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lation functional [78, 79] and cc-pVTZ basis set, combined with the COSMO
continuum solvation model [125] (using a relative permittivity of 4.0). The
atomic charges of FMN are summarized in Table 5.1. (RESP parametriza-
tion courtesy of Dr. Adam Kubas.) During docking, intramolecular electro-
static interactions and hydrogen bonding terms between atoms of FMN were
switched off. This was found to be necessary to prevent spurious formation
of intramolecular hydrogen bonds between the ribitol hydroxy groups and the
phosphate group of FMN. As we will see in Section 5.2.1, the re-docking of
FMN to the two flavin-binding proteins with the same intramolecular interac-
tions switched off were rather successful, justifying this ad-hoc approach.
Table 5.1: RESP charge parametrization for FMN.
Atom name Charge [e] Atom name Charge [e]
N1 -0.396715 C5’ 0.069370
C2 0.373383 O5’ -0.411130
O2 -0.560608 P 0.923193
N3 -0.040698 O1P -0.763397
C4 0.149203 O2P -0.763397
O4 -0.517263 O3P -0.763397
C4A 0.590519 H3 0.237377
N5 -0.544057 H6 0.125184
C5A 0.162506 H7M1 0.083170
C6 -0.134921 H7M2 0.083170
C7 0.029809 H7M3 0.083170
C7M -0.240263 H8M1 0.047064
C8 0.069789 H8M2 0.047064
C8M -0.081776 H8M3 0.047064
C9 -0.180532 H9 0.116942
C9A 0.016667 H1’1 0.037677
N10 0.076287 H1’2 0.037677
C10 0.050082 H2’ 0.098083
C1’ 0.091311 HO2 0.357665
C2’ -0.022327 H3’ 0.074538
O2’ -0.542320 HO3 0.253008
C3’ 0.015111 H4’ 0.115456
O3’ -0.366671 HO4 0.380892
C4’ 0.051154 H5’1 0.031974
O4’ -0.628058 H5’2 0.031974
The blind docking was carried out employing the Lamarckian Genetic
Algorithm as implemented in Autodock. This is a modified genetic algo-
rithm featuring occasional local optimizations of individuals. All parameters
relating to the genetic algorithm were kept at their default values except men-
tioned otherwise. A 23× 38× 38 Å3 search box was used for FMN-bp and
a 35× 37× 27 Å3 search box was used for FerB, as indicated in Figure 5.3
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(A) and (B). These boxes were chosen to resemble the search conditions for
MtrC (see further below) and were large enough to cover most of the pro-
tein surface of FMN-bp and a large surface on the bigger protein FerB, hence
allowing for the flavin to probe protein regions far away from the experimen-
tally determined binding site. 1200 docking runs with 75 individuals and 7000
generations per run were carried out for FerB and 300 docking runs with 100
individuals and 7000 generations per run for FMN-bp. The resultant 1200
docking poses for FerB were clustered with an RMSD cutoff of 3.0 Å and the
300 poses for FMN-bp with a cutoff of 2.0Å. This means that all poses with
an RMSD relative to the global lowest-energy pose that is smaller than the
cutoff were included in the first cluster. The lowest-energy pose among the
remaining poses was then the reference for the second cluster and so on. This
yielded large numbers of clusters in total (around 50 for FMN-bp and almost
200 for FerB), of which only the lowest-free energy ones were significantly
populated however.
5.1.2 Docking of FMN to MtrC in the SS state
Our docking studies to MtrC in the SS state started off from the crystal struc-
ture [3]. The crystal structure contains five Ca ions which might however
originate from the crystallization buffer; we removed four of the ions and left
one (around heme 3) that appeared to be a little more buried in the structure.
We set all hemes to be reduced assuming that this should be the physiologi-
cally more relevant state if MtrC was to reduce a docked flavin. Protonation
states were chosen according to the results of the pKa estimator propKa 3.1
[93]. The crystal water was removed. The protein structure was then re-
laxed (energy-minimized) in NAMD 2.9 [95] using the AMBER03 force field
[89] with heme parameters as in our previous studies [5, 71, 9]. The relaxed
structure was used for the docking runs. As for the two proteins from the
redockings, nonpolar hydrogens were merged in AutodockTools.
The blind docking was carried out similarly as for the FMN-binding pro-
teins above. The same default Autodock atomic parameters and the same
atomic charges for FMN were used as before, with atomic charges for protein
atoms taken from the AMBER03 force field [89] and the ones for the heme
cofactors and axial histidine ligands from the same parametrization we used
for MtrF as well [5, 71, 9]. As in MtrF, eight of the ten hemes in MtrC are
solvent accessible with hemes 3 and 8 buried inside the protein; the latter two
were thus not considered as viable docking targets. We therefore carried out
an individual blind docking procedure for each of the other eight hemes, 10,
9 , 7, 6, 1, 2, 4, and 5. For each heme to which FMN was docked, a search
box was centered on the heme with enough space in all directions to allow
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docking in the heme’s extended surrounding. This yielded box lengths in the
range of 25 to 40 Å in each direction. For each heme 1200 individual docking
runs were carried out. The populations for the genetic algorithm were chosen
between 75 and 125 individuals for each run depending on the box size. Each
docking run consisted of 7000 generations in the genetic algorithm. The re-
sultant 1200 poses were clustered with an RMSD cutoff of 3.0 Å resulting in
about 100 clusters for each heme.
5.1.3 Simulated annealing in the SH state
Observation from experiment suggests that upon reduction of the disulphide
bond, MtrC undergoes some conformational change that leads to a significant
increase in the binding affinity of FMN. We tried some exploratory runs at
room temperature or slightly elevated temperature starting from an SS equi-
librated structure with the disulphide bond cleaved, but these showed no sig-
nificant changes in the structure; therefore, we turned to Simulated Anneal-
ing (SA) in order to accelerate the conformational sampling by heating up the
protein to higher temperatures and subsequently cooling it down to room tem-
perature again. Prior to SA, the protein was equilibrated at room temperature.
For this part of the study, all hemes were set to oxidized corresponding to the
conditions in the study of Edwards et al. [3]; the same protonation states as
in the docking runs were used but all of the five calcium ions were included
(as a non-structural ion could now simply diffuse away during the dynamics).
The protein was solvated with a water layer of thickness 15 Å and sodium
and chloride ions were added to neutralize the system and obtain a salt con-
centration of about 0.1 M. The disulphide bond was treated as closed (SS)
initially. All MD simulations were carried out with NAMD 2.9 [95] in peri-
odic boundary conditions. The system was energy-minimized for 5000 steps
before the solvent was equilibrated for 500 ps with the protein kept frozen,
using periodic temperature rescaling to 300 K and a barostat to equilibrate the
volume. Keeping the temperature rescaling but fixing the volume, the protein
was then slowly released by restraining it with successively weaker harmonic
force constants of 99, 75, 50, 25, 10, 5, 1, 0.1 and 0.01 kcal/mol/Å2 (each
step for 250 ps with a 1 fs time step until 5 kcal/mol/Å2 and for 500 ps with a
2 fs time step thereafter). All restraints were then fully released, the barostat
switched on again and the thermostat changed to a Langevin thermostat. The
system was equilibrated for 7 ns after which the disulphide bond was cleaved
and the two sulphur atoms were saturated with hydrogen. In this SH state the
system was equilibrated for another 5 ns. The output of this last equilibration
step served as input for the SA studies.
Test simulations at elevated temperature revealed that Domain III is sur-
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prisingly stable while the other domains, particularly Domain I, were less
stable. It was found to be necessary to restrain certain protein regions during
SA to avoid denaturation of the protein structure at high temperature. In or-
der to exert restraints as mild as possible, the targeted MD feature in NAMD
was used. This option allows one to restrain the total RMSD of a specified
protein region with respect to a reference structure, rather than restraining
atoms to individual reference positions. Two separate restraint regions were
defined: one region comprised of the backbone atoms of the entire Domain
I, parts of Domains II and IV and hemes 1, 2, 8, 9 and 10; the other region
containing the alpha-helix connecting Domains II and III. These regions are
depicted in Fig. 5.1. They were chosen so as to keep the restraints clear from
Domain III as far as possible. A force constant of 75 kcal/mol/Å2 was used
to harmonically restrain each region to zero RMSD with respect to its initial
structure for the SA runs, which is the final structure of the equilibration at
room temperature (see above).
Figure 5.1: Setup for RMSD-restrained Simulated Annealing (SA) runs: The
two restraint regions are depicted in green and blue, respectively. These were
separately restrained to a target RMSD of 0 Å with respect to their initial
structure (i. e., the last snapshot of the preceding equilibration). The region
in red was unrestrained.
The annealing protocol consisted of instantaneously heating the system to
a high temperature (resampling velocities at that temperature and setting the
thermostat accordingly) and simulating the system at this temperature for 1
ns. This was then followed by cooling the system down to 300 K by lowering
the thermostat temperature every 100 ps in steps of 50 K. At 300 K, the sim-
ulation was run for 1 ns with the RMSD restraints active and then for another
1 ns with the restraints turned off. The initial temperatures were determined
by investigating the protein behaviour over a range of temperatures from 500
K to 900 K: While no potentially significant conformational changes were
observed for initial temperatures below 600 K, Domain III often showed a de-
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naturated structure upon cooling for initial temperatures above 700 K. Hence,
initial temperatures of 600 K, 650 K and 700 K were chosen. 24 SA runs
with initial temperatures of 600 K and 650 K and 28 SA runs at 700 K start-
ing temperature were carried out. In order to isolate conformational features
specific to the SH state, similar SA runs were carried out for the SS state for
comparison (20 runs for each of the three temperatures).
Finally, as the recooled structures from the SH annealings did not appear
necessarily equilibrated (with several hydrophobic residues quite solvent-exposed),
we selected the final snapshot of one 700 K SA run and let it further run at
room temperature for a long time (around 110 ns). The final snapshot of one
700 K SA run was selected and further equilibrated for 110 ns at room tem-
perature. As is discussed in detail in Section 5.2.3, this room temperature
continuation resulted in a conformational change of the loop containing the
two cysteines (“cys-loop” from now on) making a large-scale motion towards
Domain II, bringing the two now unbound cysteines around 20 Å apart in the
process. After this conformational change took place during the first few 10
ns, it was observed to be stable during the remaining simulation time. Four
randomly chosen snapshots after 60 ns run time and the final snapshot at 110
ns were selected for subsequent docking studies (see next section).
5.1.4 Docking of FMN to annealed MtrC in the SH state
Several potential regions of interest arose due to the large scale motion of the
cys-loop: The top of the barrel where the loop had moved away; the front
of the protein where the loop was making contact to Domain II; the region
around heme 4 and 5 where the cys-loop now passed by; and the region around
heme 7, which was suggested as a potential binding site in experiment. [3]
With the five snapshots chosen for docking, this resulted in 20 docking jobs
in total, with box dimensions and genetic algorithm populations similar to the
dockings in the SS state. To scan for potential new binding sites more rapidly,
we only ran 300 runs for each snapshot and binding region (leaving the clus-
tering RMSD cutoff at the default value of 2.0 Å for these dockings). For the
dockings to heme 4 and heme 7 we found one interesting snapshot each for
which we carried out more extensive docking runs (1200 runs in total, clus-
tering at 3.0 Å as for the SS state dockings). The hemes were chosen to be in
the all-reduced state to facilitate comparison of binding affinities with docking
runs carried out for the SS state. Additional dockings to hemes 4 and 7 were
also carried out for the all-oxidized state, which was the experimental redox
state in the disulphide cleavage experiment [3] and the state for which the SA
simulations were carried out. The docking results were found to be rather in-
sensitive to the exact heme redox state for a given protein configuration, with
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the main effect a slight increase in affinity.
5.2 Results
5.2.1 Validation of FMN docking protocol
Figure 5.2: Histograms for re-docking to two FMN-binding proteins (only
first ten clusters shown). (A) Re-docking to FerB. The experimental bind-
ing free energy obtained from the experimental dissociation constant KD
(Ref. [11]) is indicated by a red vertical bar. (B) Redocking to FMN-bp.
The clusters obtained from docking were ordered according to the pose
with lowest binding free energy in each cluster. In Fig. 5.2 the size of each
cluster (first ten shown) is plotted versus the lowest binding free energy (within
that cluster) for both FMN-binding proteins. In both cases the first cluster
containing the best pose with the overall lowest binding free energy is sepa-
rated from the next cluster by a significant energy gap (2-3 kcal/mol). In the
case of FerB (Fig. 5.2(A)) the cluster containing the best pose is also the most
populated one, with almost one in four individual docking runs (262/1200)
resulting in a pose in that cluster. In case of FMN-bp (Fig. 5.2 (B)) there
are two other clusters with comparable population to the cluster with the best
pose (one of them, the fourth cluster, even being a bit larger). However, these
are already 3 kcal/mol higher in energy than the best overall pose, therefore
still allowing for a clear discrimination. In addition, the dockings for FerB
had been distributed over eight jobs with 150 dockings per job that were in-
dividually clustered with the Autodock default cutoff of 2.0 Å. All of these 8
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individual clusterings yielded lowest energy poses in close agreement with the
best pose obtained by clustering all of the 1200 poses, and the corresponding
8 histograms were similar to the overall histogram shown in Fig. 5.2.
The best re-docked FMN poses with the lowest binding free energy are
shown in Fig. 5.3 (A) and (B) for FMN-bp and FerB, respectively (struc-
tures in red). They are overlayed on the experimental crystal/NMR structure
of FMN, shown in blue. Both experimental structures of the ligand are re-
produced very well with RMSD values for the heavy-atoms of FMN of 1.1
Å (FMN-bp) and 1.3 Å (FerB), respectively. Most of the residual deviation
arises from the side chain, as the RMSD values for the head group alone
amounts to 0.5 Å (FMN-bp) and 0.3 Å (FerB), respectively. Including both
head group and phosphate tail increases the RMSD to 1.0 Å for FMN-bp but
still yields only 0.4 Å for FerB.
The ligand dissociation constants as obtained from Autodock are Kd =
1.1 µM and 25 nM for the best poses for 1AXJ and 3U7R, respectively. The
latter value matches the experimental dissociation constant of 27±2 nM very
well[11] (indicated by a red bar in Fig. 5.2(A)). In contrast, when we in-
tentionally excluded the experimental binding site from the search region in
1AXJ, the dissociation constant of the best pose increased from 1.1 to 770 µM
and the histogram showed a continuum of clusters. Moreover, while all clus-
ters from the original re-docking for 1AXJ (including the experimental bind-
ing region) agree in the location and alignment of the head group, side chain
and phosphate tail, the poses from the re-docking without the experimental
binding region only agree in the location of the most favourable binding site,
but not in the alignment of the ligand.
The docking results also allowed us to analyze the binding of FMN to
these two proteins (which could then further down be compared to the situ-
ation in MtrC). Fig. 5.3 shows the hydrogen bonds formed between the re-
docked FMN (best overall pose) and FMN-bp or FerB, respectively (using a
cutoff of 2.5 Å for the distance between hetero and hydrogen atoms). It can
be seen that the “mold" into which the flavin docks (illustrated in panels C and
D) provides in each case 4 hydrogen bonds for the flavin head group as well as
a number of hydrogen bonds with the side chain and phosphate tail, yielding
in total 11 (FMN-bp) and 13 (FerB) hydrogen bonds, respectively. This is in
good agreement with the experimental numbers of 11 and 12 hydrogen bonds
for FMN-bp and FerB, respectively.
Thus, our results for re-docking of FMN to two known FMN-binding pro-
teins gave credence to both the parametrization of ligand and protein and the
blind docking protocol; with the overall very good agreement with experi-
ment (both in terms of binding poses and affinities) the chosen protocol was
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Figure 5.3: Re-docking of FMN to two FMN-binding proteins. (A) Re-
docking to FMN-binding protein (FMN-bp) from Desulfovibrio vulgaris
(Miyazaki F) (pdb code 1AXJ) [12]. The experimental binding pose of FMN
is shown in blue, the best pose obtained from computational re-docking is
shown in red. The rectangular box indicates the Autodock search region. (B)
Re-docking to NAD(P)H:acceptor Oxidoreductase (FerB) from Paracoccus
denitrificans (pdb code 3U7R) [11]; same color-code as in (A). (C) Close-up
of the re-docked pose of FMN shown in (A), indicating individual hydrogen
bonds (black) together with the protein residues involved. (D) Close-up of the
re-docked pose of FMN shown in (B), indicating individual hydrogen bonds
(black) together with the protein residues involved.
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deemed useful to predict the interaction of FMN with other proteins such as
MtrC.
5.2.2 Docking of FMN to MtrC in the SS state
After preliminary tests showed that searching the entire protein surface at
once was ineffective, we chose to search a large region around each heme in-
dividually for possible docking sites (see protocol in Section 5.1.2). In fact,
recent NMR results [13] indicate that FMN should indeed bind closely to a
heme, so that from the onset excluding protein regions further away is jus-
tified. Of the eight hemes subjected to docking, six yielded FMN binding
poses in (or almost in) van der Waals contact to the heme. Docking to the
two central hemes 1 and 6 resulted in final poses that were closer to heme 2
and 7, respectively. Hence, association of FMN with these hemes seems least
probable. Table 5.2 summarizes Kd for the best poses for each heme. As can
be seen, these range from 490 µM for heme 2 to 30 mM for heme 5.
Table 5.2: Dissociation constants Kd for hemes in MtrC in the SS state.
Heme Kd [mM]
1 -
2 0.49
3 -
4 12
5 29
6 -
7 7.4
8 -
9 8.9
10 17
protein surface 2.9
For comparison, we also docked FMN to a region of the protein surface
in domain I that is far away from any of the hemes, i. e. in a region that
is expected to be functionally irrelevant for flavin docking. This yielded a
dissociation constant of 2.9 mM for the lowest free energy pose (entry ‘protein
surface’, last row in Table 5.2). Together with the value of 770 µM for the
protein surface excluding the binding region in FMN-bp (see results for FMN-
bp in Section 5.2.1), this suggests that dissociation constants on the order of
1 mM can easily be achieved on globular protein surfaces that do not contain
specific FMN binding motifs. It further suggests that heme 2 is the only heme
in MtrC to have an affinity for FMN that is stronger, but not much stronger,
than the ‘base line’ affinity corresponding to 1 mM.
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The relative binding affinities also allow for a comparison to the binding
stochiometry obtained from NMRmeasurements [13] which gave FMN:MtrC
= 1:1. In our dockings, heme 2 not only has aKd one order of magnitude lower
than the Kd for the heme with the second highest affinity, but it is also the only
heme to exceed the aforementioned basis line affinity. Thus, it appears to be
reasonable to conclude that the affinity of FMN to heme 2 accounts for a good
fraction of the overall affinity of FMN to MtrC. This is further supported by
the good agreement between the calculated dissociation constant for heme 2
(490 µM) and the experimental value of 255±126 µM. [13]
Figure 5.4: Histogram for docking of FMN to heme 2 in the crystal structure
of MtrC (only first ten clusters shown). The experimental binding free en-
ergy obtained from the experimental dissociation constant KD (Ref. [13]) is
indicated by the red vertical bar.
The structure of the FMN-heme 2 complex is less clearly defined. The
histogram for heme 2 in Fig. 5.4 does not show a single most favourable clus-
ter that is significantly lower in energy than the others, in contrast to what
was found for re-docking to FMN binding proteins (Fig. 5.2). Rather, the his-
togram shows an almost continuous spectrum of binding free energies, with
the best pose only 0.1 kcal/mol lower in free energy than the second-best one
and 0.4 and 0.6 kcal/mol lower than the two largest clusters. The lowest en-
ergy poses in the different clusters only agree in the location relative to heme 2
whereas they differ significantly in orientation. This is illustrated in Fig. 5.5A,
where the lowest energy poses from cluster 1 (overall lowest binding free en-
ergy), 4 and 6 (two largest clusters in the histogram) are shown. This is akin
to the observations for docking to the protein surface excluding the binding
site in FMN-bp and suggests that while heme 2 is the likely binding site for
FMN, there is no single well-defined binding pose to heme 2.
The difference in FMN binding affinity between MtrC and the flavin-
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Figure 5.5: Docking of FMN to heme 2 in the crystal structure of MtrC. (A)
Best poses of FMN in clusters 1 (yellow), 4 (green) and 6 (blue) of the his-
togram shown in Fig. 5.4 (i. e. the strongest-binding cluster and the two most
populated clusters). Heme 2 is shown in orange and the rectangular Autodock
search box in blue. (B) Close-up on best pose of FMN in cluster 1, indicating
individual hydrogen bonds (black) together with the protein residues involved.
The closest distance between the planar head group of FMN and the porphyrin
edge is 3.5 Å.
binding proteins studied in section 5.2.1 can be explained qualitatively by the
number of hydrogen bonds formed with the proteins (recognising, of course,
that other interactions may be important as well). The best pose obtained by
docking of FMN to heme 2 of MtrC forms 8 hydrogen bonds with the pro-
tein (Fig. 5.5B), compared to 11-13 hydrogen bonds formed with the flavin-
binding proteins (Fig.5.3C,D). It is the head group that is hardly involved in
bonding to MtrC (1 hydrogen bond), compared to the flavin-binding proteins
(4 hydrogen bonds). These observations are consistent with the idea of the
absence of a well-defined binding site in MtrC: The flexible ribitol side chain
and phosphate tail can be expected to easily form hydrogen bonds on a glob-
ular protein surface while the requirements for the large rigid head group of
FMN to form multiple hydrogen bonds (as in FMN-bp and FerB) is higher be-
cause it does not contain rotatable polar groups that could be easily positioned
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to interact with H-bond acceptors or donors.
5.2.3 Structural flexibility of MtrC in the SH state
In experiment, FMN was found to bind much stronger to MtrC with the disul-
phide bond cleaved (SH state) [3]. Since no experimental structure is available
for the SH state, it was attempted to rationalize this finding in this work by
carrying out simulated annealing (SA) MD runs to probe the flexibility of the
protein in this state. SA runs were carried out for both the SH and the SS
state, which allowed us to relate any differences observed to the cleavage of
the disulphide bond (see protocol). The front part of the loop containing the
two cysteines (above heme 7; see Figure 1.5A) was found to show at least
some flexibility in both sets of simulations; however, in the SS state this sec-
tion can only flip upwards, whereas in the SH state the entire loop can lift off
the barrel and move away even within the comparatively short SA protocol of
a few ns.
Upon further MD simulation of one such structure for more than 100 ns
at room temperature, the loop was found to actually move all the way to the
front of the protein, somewhat inserting itself between Domain II to the left
and some other loop of Domain IV to the right, seemingly forming a small hy-
drophobic core together with nonpolar residues from one loop in Domain II.
The backbone seemed somewhat stable over the last few tens of ns, suggesting
that this could possibly be a stable structure. This conformational switch is
depicted in Fig. 5.6: Fig. 5.6A illustrates the motion experienced by the loop
containing cysteine 453 by comparing the crystal structure of MtrC (blue) to
the final structure after SA and further 110 ns simulation at room temperature
(red). The final structure is presented in a space-filling representation in Panel
B so as to show how the loop inserts itseld between Domains II and IV. Panel
C depicts a new docking of FMN to MtrC after the observed conformational
change (see next section).
Interestingly, the backbone of the barrel in Domain III itself is largely
unaffected by the structural changes in the loop region during SA and even by
the switching motion of the loop to the front shown in Fig. 5.6; in particular,
no significant structural changes could be observed in the vicinity of heme
7 (which was hypothesised to be a possible binding site in the SH state[3]),
despite the relatively high starting temperatures in the SA runs (600-700 K).
5.2.4 Docking to MtrC in the annealed SH state
As outlined in Section 5.1.4, dockings were also carried out several snapshots
from the SA trajectories featuring the conformational switch of the cys-loop.
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Five dockings were carried out at each of four potentially interesting regions.
Features of interest in any poses obtained were both higher affinities and any
qualitative binding site features that might suggest formation of some new
binding site (even if no actually higher affinity could be found yet). Inspection
of the results led to one potentially relevant binding pose shown in Fig. 5.6C
with the flavin close to heme 4 and 5 (7.1 Å and 5.2 Å edge-to-edge distance,
thus relevant for ET). While this pose does not yield an affinity better than 2
mM (weaker than the best pose at heme 2 in the SS state), it does show several
features which are outlined here as they suggest the potential formation of an
actual binding site.
The pose shown in Fig. 5.6C forms seven hydrogen bonds as well as an
ionic bond. Three hydrogen bonds are formed with proprionates of heme 4
and 5 (left of the flavin) and four with residues from the cys-loop (right of
the flavin), which after the conformational switch passes by in the vicinity of
heme 4 (see also Fig. 5.6A). Two hydrogen bonds are formed by the flavin
head group which also enters some kind of cleft, in contrast to the pose lying
on the surface for heme 2 in the SS state. (The cluster histogram also showed
a preference for the pose shown in Fig. 5.6C, unlike the unclear picture ob-
served for heme 2 (see Figures 5.4 and 5.5).) Thus, different protein regions
(the hemes 4 and 5 and the cys-loop) come together by the conformational
switch to provide hydrogen bonds and ionic interactions for the flavin from
both sides which might be the onset of an actual binding site. In the search for
a binding site of FMN in the SH state that explains the strong affinity observed
in experiment[3], this seems like the most interesting starting point. As men-
tioned in Section 5.1.4, there was also an interesting docking pose obtained
in the general region around heme 7 - however, this was too far away to be
relevant for ET.
5.3 Discussion
In this last part of our work we investigated docking of FMN to the solvent-
accessible hemes in MtrC. At first we validated the docking protocol used by
re-docking of FMN to flavin-binding proteins and found that both the exper-
imental structure of the FMN-protein complex as well as a binding affinity
could be reproduced in very good agreement with experiment. Using the
same docking protocol we found that the interaction of FMN with MtrC is
much weaker than for the flavin-binding proteins. There is no well-defined
binding site, although our docking studies in the SS state indicate that inter-
action with heme 2 is strongest with a KD of 490 µM, in close agreement with
the experimental value of 255 µM.
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A possible qualitative explanation for the relatively weak binding is the
limited number of hydrogen bonds that the planar head group of FMN can
form with MtrC. In the lowest free energy pose obtained, only one hydrogen
bond is formed between the head group and MtrC, whereas 4 strong hydro-
gen bonds are formed with the FMN-binding proteins. Overall, the relatively
weak and reversible binding of MtrC seems to be consistent with the role of
a redox shuttle: binding to heme 2 in MtrC is stronger than on the protein
surface but still relatively weak so that after ET rapid unbinding is possible.
This presumes, however, that the interaction with the reduced forms of FMN
is similarly weak, which we have not further investigated in this study.
Our results are consistent with previous docking studies on MtrC ho-
mologues, investigating the interaction of FMN with the deca-heme protein
OmcA and of a related redox molecule, Anthraquinone 2,6-disulfonate, with
the undeca-heme protein UndA [13]. In both cases heme 2 was identified as
the preferred docking site, similar to the present result for MtrC. This begs
the question whether there is any functional relevance for interaction with
this particular heme. The microscopic redox potential computed for heme 2
in MtrF was at the higher end among the ten hemes, −0.06 V (see Section
3.1), implying that electron transfer to FMN (ε0=−0.22 V) is possible but
would be slightly uphill if specific interactions between protein and FMN are
neglected. Interestingly, the hemes that appeared as plausible candidates for
shuttle binding sites due to their low (computed) redox potentials, heme 4
(−0.27 V) and heme 9 (−0.28 V), did not exhibit significant binding affinity
for FMN.
Prompted by the recent suggestion that reduction of the disulphide bond
in MtrC (SH state) strongly increases FMN binding, possible conformational
switches upon cleavage of this bond were investigated via simulated annealing
MD. A major conformational change of the loop containing the disulphide
group upon cleavage of the bond was observed indeed, but a new binding
site could not yet be clearly established. Nonetheless, it is interesting to note
that the switch observed would suggest possible formation of a binding site
somewhere else than in the barrel region next to heme 7, as was hypothesized
previously[3]; in particular, the dockings in the SH state did yield a pose in the
vicinity of heme 4 that for several reasons appears as a promising candidate
for a new binding site.
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Figure 5.6: Simulated Annealing (SA) of MtrC in the SH state and subse-
quent docking of FMN. (A) The conformational switch of the cys-loop after
SA and subsequent 110 ns of room temperature dynamics. The blue structure
shows the crystal structure and the red structure depicts the final MD struc-
ture. The two cysteines are labelled and depicted explicitly in Licorice (as
are the hemes), with sulphur as van der Waals spheres. For ease of compar-
ison, the front part of the loop (according to the crystal structure position) is
highlighted with yellow stripes in both structures. The long arrow for Cys453
describes its observed translocation. "Docking region" refers to the region
where FMN was docked after SA (see panel C). (B) Close-up of the final po-
sition (red structure) of the cys-loop. The cysteines are labelled again and the
yellow highlighting is kept. In addition, loops belonging to Domains II and
III, respectively, are shown and labelled. These loops, as well as the cys-loop,
are also shown in Surf representation to illustrate their spatial extension (red
for the cys-loop, silver for the loops from Domains II and III). (C) Docking of
FMN to the region around heme 4 after SA and the observed conformational
switch. Hydrogen bonds are indicated as black lines. It can be seen that the
flavin simultaneously interacts with the proprionates of heme 4 and 5 on the
left side and with backbone and side chains of protein residues on the right
side. These residues belong to the cys-loop, i. e. this binding pose is only pos-
sible after the conformational switch (see also position of the docking region
in Panel (A)).
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Chapter 6
Conclusion and Outlook
In this work, extensive computer simulations have provided thermodynamic
and kinetic parameters for electron transfer in the bacterial deca-heme cy-
tochrome MtrF, as well as insight into binding of a flavin to MtrC, a homo-
logue of MtrF.
Our calculations of ET parameters in MtrF (specifically, redox poten-
tials, reorganization free energies and electronic coupling matrix elements)
enabled the calculation of heme-to-heme electron transfer rates in the frame-
work of nonadiabatic Marcus theory, and they also allowed inferences regard-
ing structure-function relationships. The redox potentials for a single excess
electron in MtrF revealed, rather counter-intuitively, a rugged, symmetric free
energy landscape featuring two energetic “hills” of around 0.2 eV for electron
flow through the protein. One possible biological role of these low-potential
hemes might be reduction of low-potential soluble redox shuttles like flavins,
but thus far this is just a hypothesis. Electronic couplings were found to show
the same symmetry along the cofactor network and also to correlate with re-
dox potentials, with the highest electronic couplings occuring for the ener-
getically most unfavourable ET steps. Modeling of through-protein electron
transport showed that this correlation was necessary to maintain the steady-
state electron transport rates observed in solution experiments, suggesting that
this correlation is indeed relevant. Another interesting outcome of the simu-
lations is that couplings and redox potentials can be modulated practically
independently from each other, with implications for protein design. The
electron transport rates obtained could however not reproduce the nA-currents
observed in single-molecule I-V -measurements.
The protocols that were developed during the work for this thesis can also
be transferred to other multi-heme cytochromes, namely MtrC, in order to
obtain Marcus parameters for this homologue as well and see how they com-
pare to the parameters obtained for MtrF. This is work currently underway by
coworkers. The long-term goal for MtrC is comparison to experiment (in col-
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laboration with experimentalists): Sophisticated site-directed mutations are
planned to introduce an electron donor group as well as a differently ligated
heme cofactor. According to this plan, excitation of the donor group should
lead to controlled electron injection into a specific heme; the ligand-modified
heme could then be spectroscopically distinguished from the other cofactors
so as to spectroscopically follow the arrival of the electron at this reporter
heme (starting from heme where the electron was injected), thus allowing to
measure through-protein electron transport rates in experiment. These experi-
mental electron transport rates could then be compared to rates obtained from
simulation.
The disagreement between calculated electron transport rates assuming a
heme-to-heme hopping model on the one hand and the experimentally ob-
served currents in I-V -measurements on the other hand is still an unsolved
puzzle. Thus, an alternative approach is currently being developed by cowork-
ers where the electronic wave function would be explicitly propagated along
the heme network inMtrF in the framework of nonadiabatic dynamics, thereby
making no assumption regarding the validity of a hopping model.
Docking simulations of the small organic molecule FMN to MtrC are in
agreement with the suggested role of FMN as a redox shuttle: The binding
affinity of FMN to MtrC is significant but still weak, suggesting transient
interactions. However, very recent experimental studies suggest the ability
of MtrC to bind FMN much more stably if a disulphide bond is reduced and
hence cleaved. Simulated Annealing studies carried out here yielded a major
conformational change indeed upon cleavage of the disulphide bond, but the
region where formation of a new binding site was suggested in experiment
was found to be not visibly affected by the annealing. This suggested that
the binding site might be formed somewhere else. Indeed, dockings of FMN
to the annealed protein structure yielded a promising pose in the vicinity of
heme 4, one of the hemes found to have a low redox potential in MtrF. A
significant increase in affinity was not found; however, these dockings were
more of an exploratory nature and one possible extension of this work could
be a more extensive search for new binding sites as a consequence of the
observed conformational change. In addition, this conformational switch in
itself could be investigated more extensively; in a first step by qualitatively
investigating whether long continuations of annealing-derived conformations
usually yield this switch and, if the potential relevance of the switch observed
seems high enough, by free energy calculations to estimate whether the new
structure really is more stable than the initial structure (with the disulphide
bond cleaved but no conformational change yet).
Overall, the work in this thesis has lead to a number of functional in-
110
sights into outer membrane deca-heme cytochromes, complementing exper-
iment with molecular-level insight. Points of continuation that could be or
are already being pursued are analogous calculations of Marcus parameters
for homologues of MtrF (in connection with experimental studies); more ex-
tensive studies starting off from the state of the current work regarding con-
formational switches and flavin binding in the deca-heme cytochrome MtrC;
and studies aiming at solving the discrepancies observed in this work be-
tween calculated and experimentally observed through-protein currents in I-
V -measurements.
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