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採っているように思える。英語では連分数は continued fractionsである。Hardy-Wrightは continued


























本書第 2版では、第 5章に拡張 Pell方程式 x2 −my2 = ±4の新しい解法を
添えておいた。これは定理 2の Pell方程式 x2 −my2 = ±1の解法のアイデア
を拡張 Pell方程式に適用したもので、まだ全く知られていないはずである。






























3 · 5 3× 5
a | b aは bを割り切る
a ∤ b aは bを割り切らない
gcd(a, b, ...) a, b, ...の最大公約数
[x] Gaussの整数化記号 (0 ≤ x− [x] < 1)
|M | 集合M の位数 (要素の個数) (M は任意の集合とする)
N 自然数の集合
N(ξ) 代数的数 ξ のノルム (5.2章参照)
Z 整数の集合
Q 有理数の集合




• (a, b, c, ...)のような複数のデータを含む丸括弧は、順序が意味を持つデー
タの集まりとして
• { ... }のような波括弧 (curly bracket)は集合の意味で
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11349を 6201で割った剰余を計算して 5148を得る。 11349 = 1 · 6201 + 5148
6201を 5148で割った剰余を計算して 1053を得る。 6201 = 1 · 5148 + 1053
5148を 1053で割った剰余を計算して 936を得る。 5148 = 4 · 1053 + 936
1053を 936で割った剰余を計算して 117を得る。 1053 = 1 · 936 + 117
936を 117で割った剰余を計算して 0を得る。 936 = 8 · 117 + 0
剰余が 0になった所で計算を止め、117を答 (最大公約数)とする。
この計算法の基本的なアイデアは、a を b で割った剰余を c とすると、a
と b の約数は b と c の約数でもあることの発見に基づいている。つまり a =
a′d, b = b′d とすると a = nb + c は (a′ − nb′)d = c であるから c も d で割





11349と 6201の公約数は 6201と 5148との公約数でもある。この操作を繰り
返して、ついには 117と 0との自明な公約数 117に辿り着くのである 2。これ
が最大の公約数であることは明らかである。
互除法の計算を (連分数との関係で多少拡張して)纏めると次のようになる:
x0 = n0x1 + x2
...
xl−1 = nl−1xl + xl+1
xl = nlxl+1 + 0

(1.1)
ただし x1 ≥ 1 としている。x0 は負でもよい。x2, x3, ... は剰余であるから、
x1 > x2 > x3 > · · · > xl+1 > 0 である。剰余が 0 になったら計算を止める。
xl+2 = 0と考えればよい。n1, ..., nl ≥ 1であるが、n0は負でもよい。x1, ..., xl
の中には 1は現れない。xl+1は 1であってもよい。xl+1が最大公約数である。


















= · · ·
で表すこともできるが、この表現方法 (文字通りの連分数表示)は煩雑で、紙面を要
し、計算が面倒で、見通しが悪い。従って、ここでは、このような連分数表示を採
用しない。代わりに、Hardy-Wrightに従って、簡単に 11349/6201 = [1, 1, 4, 1, 8]
のように表記する。式 (1.1)との関係では x0/x1 = [n0, n1, ..., nl]である。そし




3Hardy-Wright: “the partial quotients, or simply the quotients, of the continued fraction”
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そして xk/xk+1 = [nk, ..., nl]である。従って
[nk, ..., nl] = nk +
1
[nk+1, ..., nl]




例 1. [1, 1, 4, 1, 8]は次のように逆順に求まっていく。
































みる。すなわち、与えられた連分数の商 (ここでは 1, 1, 4, 1, 8)を生成する 2数
を求める問題として考えてみる。
2数、例えば 11349 と 6201 から最大公約数 117 を取り除いた数 97 と 53
からも、連分数の商 1, 1, 4, 1, 8 が生成される。これも 97/53 の連分数と言い
1.2. 有理数の連分数展開 9
[1, 1, 4, 1, 8]で表す。11349/6201 = 97/53であるから、混乱は発生しない。一






右に書かれた 1であり、その剰余が 53の下に書かれた 44である。以下同様




















図 1.2に図 1.1の逆問題を示す。x6 = 1にすることによって、互いに素な x1
と x2 が得られるはずである。x1 から x5 までが求める箇所である。逆問題で
は、x5, x4, ..., x1 の順に計算していく。慣れれば図 1.2から直接 x5, ..., x1 を計
算できるが、そうでなければ、例 1のように、連分数の計算ルール、式 (1.2)の
[nk, ..., nl] = nk +1/[nk+1, ..., nl]を使って、逆順に求めることもできる。しか
し、以下では互除法の規則、式 (1.1)を使って、x5, x4, ..., x1 を求めてみよう。
x6 = 1から x5 = n5 = 8を得る。そして x4 = 1 · 8 + 1 = 9を得る。同様に
x3 = 4 · 9 + 8 = 44, x2 = 1 · 44 + 9 = 53, x1 = 1 · 53 + 44 = 97と計算されて
行く。
この計算例から分かるように xk は nk, nk+1, ..., nl の関数である。そこで
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xk = H(nk, nk+1, ..., nl) と書くことにする 4。すると関数 H は次のように再
帰的に定義される。
H() = 1, H(nl) = nl
H(nk, ..., nl) = nkH(nk+1, ..., nl) +H(nk+2, ..., nl) (k = l − 1, ..., 1)
(1.3)
例 2.
H(a) = a, H(a, b) = ab+ 1, H(a, b, c) = abc+ a+ c,
H(a, b, c, d) = abcd+ ab+ cd+ ad+ 1
x1 = H(n1, n2, ..., nl), x2 = H(n2, ..., nl)であるから H と連分数とは次の
関係がある:
[n1, n2, ..., nl] =
H(n1, n2, ..., nl)
H(n2, ..., nl)
関数 H は次の性質を持つ。
H(n1, n2, ..., nl−1, nl) = H(nl, nl−1, ..., n2, n1) (1.4)
H(n1, n2, ..., nl−1, nl) = nlH(n1, n2, ..., nl−1) +H(n1, n2, ..., nl−2) (1.5)
この証明は少し長くなるので、付録 Cに示す。また同じ付録に次の重要な性質∣∣∣∣∣H(n1, ..., nl) H(n1, ..., nl−1)H(n2, ..., nl) H(n2, ..., nl−1)
∣∣∣∣∣ = (−1)l
が示されている。






H(n1, ..., nl) H(n1, ..., nl−1)
H(n2, ..., nl) H(n2, ..., nl−1)
)
で定義すると plql−1−pl−1ql = (−1)lで、gcd(pl, ql) = 1および gcd(pl−1, ql−1) =
4この関数は Gaussによって導入された。彼は基本的な関数であると考えたのであろう。名前
を与えずに、単に “[nk, nk+1, ..., nl]”のように、角括弧を使って表した。Dirichlet-Dedekindや高
木は Gaussの意味で角括弧を使っている。Hardy-Wrightは、Gaussの角括弧は不要と考え、角括
弧を連分数を表すのに使った。ここでも Hardy-Wrightに従って、角括弧で連分数を表す。しかし、




pl/ql = [n1, ..., nl], pl−1/ql−1 = [n1, ..., nl−1]
となる。
これは pl, ql, pl−1, ql−1 が関数H によって定義されている場合の関係式であ
る。しかし [n1, ..., nl]と [n1, ..., nl−1]だけが求まっている場合にはどうか? 関
心を分母が正の分数に限定すれば
pl/ql = [n1, ..., nl], pl−1/ql−1 = [n1, ..., nl−1]
となる既約分数 pl/ql と pl−1/ql−1 が一意に定まる。そして、それらはH から
求めたものと一致するはずである。
従って次の重要な定理を得た。
定理 1. pl/ql、pl−1/ql−1 を
pl/ql = [n1, n2, ..., nl−1, nl], pl−1/ql−1 = [n1, n2, ..., nl−1]
となる (分母が正の)既約分数とする。すると
plql−1 − qlpl−1 = (−1)l
である。
注釈 1 分数の表現で、分母に負数を許すと、一意に分数を表現できない。この
ことは定理 1では特に問題で、符号が定まらないのである。従って [n1, n2, ..., nl]






例 3. [1, 1, 4, 1, 8] = 1 + 1/[1, 4, 1, 8] = 97/53, [1, 1, 4, 1] = 11/6である。確か
に 97 · 6− 53 · 11 = −1が成立している。
この定理により、不定方程式 px − qy = ±1 の特殊解が得られる。例えば
97x− 53y = ±1の不定方程式の解の一つは (x, y) = (6, 11)である。p > q の
12 連分数の基礎
場合 p/q を連分数 [n1, n2, ..., nl−1, nl]に展開し、y/x = [n1, n2, ..., nl−1]から
解を得る。p < q の場合には、(p, q)の役割を入れ替える。
p > q > 0 として、p/q の連分数を [n1, n2, ..., nl] としよう。また pk/qk =


























H(n1, n2, ..., nk)
H(n2, ..., nk)
=
nkH(n1, n2, ..., nk−1) +H(n1, n2, ..., nk−2)























> · · ·
となり、奇数の列と偶数の列は共に p/qに向かって、増加あるは減少して行く。














































, [1, 1] =
2
1
, [1, 1, 4] =
1 + 2 · 4
1 + 1 · 4 =
9
5
[1, 1, 4, 1] =
2 + 9 · 1
1 + 5 · 1 =
11
6
, [1, 1, 4, 1, 8] =
9 + 11 · 8





[n1, n2, ..., nl +
1
nl+1
] = [n1, n2, ..., [nl, nl+1]] = [n1, n2, ..., nl, nl+1]
である 5。特に nl+1 = 1の場合には
[n1, n2, ..., nl + 1] = [n1, n2, ..., nl, 1]
である。このことは、連分数を整数だけで展開した場合、2通りに表されるこ
とを意味している。例えば [1, 2, 3] = [1, 2, 2, 1]である。
1.3 無理数の連分数展開
有理数の連分数は有限の長さで終了するが、無理数の場合には無限に続く 6。
ω (ω > 1) を無理数とする。この連分数を ω = [n1, n2, n3, ...] とする。nk は
(原理的には)以下のように求まっていく。
(ω1 − n1)ω2 = 1, (ω2 − n2)ω3 = 1, (ω3 − n3)ω4 = 1, · · ·
ここに ω1 = ω とした。また nk は
nk ≤ ωk < nk+1
となる整数である。ωk−1 が無理数なら ωk も無理数である。従って等号が成
立することはない。また 0 < ωk − nk < 1で、この下で ωk > 1となる。故に
nk ≥ 1である。ωk を使うと、
ω = [n1, n2, n3, ..., nk, ωk+1]
5付録 C に証明がある。
6無理数の発見は古代ギリシャにさかのぼり、ピタゴラス学派によると言われている。ユーク





となる。n1, n2, n3, ..., nk を部分商、ωk+1 を終項と言う 7。
定理 2. ω (ω > 1)を無理数とする。この連分数を [n1, n2, n3, ...]とする。また












ω = [n1, n2, n3, ..., nk, ωk+1]
とすると
ω =
H(n1, n2, n3, ..., nk, ωk+1)







H(n1, n2, n3, ..., nk) H(n1, n2, n3, ..., nk−1)












が得られる。ここで kを k + 1に置き換えると、定理の不等式が得られる。







実数 θを与える。θ0 = θとし、式
θk =
1
θk−1 − nk−1 (k = 1, 2, 3, ...) (2.1)
に基づいて θk と nk を再帰的に求める。ここに nk は nk ≤ θk < nk + 1なる
整数とする。このような整数はガウスの整数化記号を使って nk = [θk]と書か
れることが多い。ここでもこの記法を使う。また停止条件は θk = 0 とする。
その結果得られる数列 n0, n1, n2, ...を θの連分数と言う 1。
しばしば θ を、その連分数で表記する必要に迫られる。その場合は様々な
書き方があるが、ここでは Hardy-Wright に従い、角カッコで囲って、 θ =
[n0, n1, n2, ...] のように書くことにする 2。n1, n2, ... は自然数である。すなわ
ち nk > 0 (k > 0)である。n0 は特殊で、整数ではあるが、n0 ≤ 0を許す。た
だし以下の点で Hardy-Wrightの記法を変更する。
1実数とその連分数との対応は、連分数の長さが有限であれば自明なのであるが、無限の場合に





• 繰り返しの範囲を上線で示す。つまり [n0, n1, ..., nk, nk+1, nk+2, ..., nk+r]
のように書く 3。









nk = [θk], (θk − nk)θk+1 = 1 (k = 0, 1, 2, ...) (2.2)
と書き換える。この式で θk を基に θk+1 を順に決めて行く。すると θ0 の正負
に関わらず、式 (2.2)で得られる θk, nk (k ≥ 1)について関係
θk > 1, nk > 0, 0 < θk − nk < 1,
が成立していることが容易に分かる。
証明: k ≥ 0について 0 < θk − nk < 1は nk = [θk]とガウスの整数化記号の
























との相性が良いことにある。すなわち bk+1 = nkak − bk によって bk+1 を決め
る。その際には、bk+1 <
√





となる。従って ak+1 は ak+1 = (m− b2k+1)/ak から決めればよい。その結果、
どの k (≥ 1)でも次の関係が成立することになる:










< 1, ak | (m− b2k) (2.5)
実際に計算を行う場合には、最初に 0 < b <
√




7にとると b = 1, 2である。次のような表を作っておく。
√
m− b m− b2√
7− 1 6√
7− 2 3
















































7 = [2, 1, 1, 1, 4]を得る。この計算例で分かるように、この書き方
の利点は、紙面を節約できるばかりではなく、計算のプロセスを目の子で追っ
ていけることにある。
計算機による計算では nk = [(
√
m+ bk)/ak]を nk = [(n0 + bk)/ak]で置き
換えても構わない。
18 二次無理数の連分数展開
証明: なぜなら nk ≤ (
√
m + bk)/ak < nk + 1 であるから nkak ≤
√
m +
bk < (nk + 1)ak となる。また n0 = [
√
m] より n0 ≤
√
m < n0 + 1 つまり
n0 + bk ≤
√
m+ bk < n0 + bk + 1である。従って nkak < n0 + bk + 1つまり
nkak ≤ n0+bkとn0+bk < (nk+1)akを得る。故に nk ≤ (n0+bk)/ak < nk+1




m], a0 = 1, b0 = 0 (2.6)




, nk = [
n0 + bk
ak




• √m > bk > 0 (k = 1, 2, ...)となること
• ak−1 | (m− b2k) (k = 2, 2, ...)となること
• 循環が発生し、そこで停止すること
これらの問題は、多少の一般化を含む形で、次節で扱われる。
連分数の計算は、結局、実数 ξ から ξ − [ξ]を求めること、ξ − [ξ]の逆数を
求めることの繰り返しである。従って、以下ではこの二つの基本操作に対して
次のように名前を与え、同時に操作の記号的な表現を示しておく。




























































































































































(b ∈ Z, a ∈ N)なる数の集合で、かつ S(m)
の元は次の条件が満たされているとする。
√






定義: 集合 S− と S+:
• S− = {ξ ∈ S; ξ < 1}
• S+ = {ξ ∈ S; ξ > 1}



























上段に S− の元、下段に S+ の元を示してある。上段の元と下段の元を掛け
ると 1になるように配置されている。







である。f は S− から S− への写像である。この写像を k 繰り返す写像を fk
とする。写像の出発点を ξ0 =
√
m− [√m]とし fk (k = 0, 1, 2, ...)を計算する
と、(S− が有限集合なので)どこかで fk(ξ0) = fk
′










補題 1. 逆数化で S+ ⇔ S− 、すなわち
• ξ ∈ S− ⇒ ξ−1 ∈ S+
• ξ ∈ S+ ⇒ ξ−1 ∈ S−










である。ここに aa′ = m− b2 である。集合 S− の条件より、このような a′ は
存在する。従って ξ−1 ∈ S+ である。後半も同様に証明される。

















補題 2. ξ ∈ S+, ξ′ = ξ − [ξ]とすると ξ′ ∈ S− である。詳しくは ξ = (√m +
b)/a, ξ′ = (
√
m− b′)/aとすると、0 < ξ′ < 1の他に、次が成り立つ。
(a) 0 < b′ <
√
m
(b) a | (m− b′2)
(c) (
√
m+ b′)/a > 1
証明: n = [ξ]と置く。ξ > 1より n ≥ 1であり、b′ = na− bである。
まず (b)を証明する。
m− b′2 = m− (na− b)2 = m− b2 − na(na− 2b)
であるから a | (m − b2) ならば a | (m − b′2) である。そして S+ の条件から
a | (m− b2)が成立している。
次に (c)を証明する。
√
m+ b′ − a = √m+ na− b− a = √m− b+ (n− 1)a > 0
ここで、最後の不等関係は n ≥ 1と S+ の条件 √m > |b| > bから得る。











m > b′ > 0が得られる。
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注意: ξ′ = (
√
5+1)/4は ξ′ < 1であり、従って ξ′ ∈ S− であるが、ξ′ = ξ− [ξ]





5 + 2)/1, (
√
5 + 1)/1, (
√




補題 3. 数 (
√













m > b′ (2.9)
となる最大の自然数 nが存在する。さらに、このときの b′ について、次が成
り立つ。
(a) b′ > 0
(b) (
√
m− b′)/a < 1
証明: 最初に、最大の自然数 nの存在を示す。nには上限があるので自然数の




















m > b′ = na− bを満たす最大の b′が存在し、√m < b′+aである。






注意: 「最大」の条件を外すと、式 (2.9) の n は 1 つとは限らない。例えば
(m, b, a) = (12, 3, 1)の組では n = 4, 5, 6が条件 (2.9)を満たす。
定義: 最大の数: 数 (
√





m+ b)/a ∈ S and (√m+ b)/a+ 1 ̸∈ S
となる数でもある。
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m− b)/a < 1と同じである。
補題 4. 数 (
√
m − b)/a ∈ S− の逆数を (√m + b)/a′ とする。もしも (√m +
b)/a > 1ならば (
√
m+ b)/a′ は最大の数である。(従って (
√


































< 1 ⇒ √m < b+ a′
定義: 演算 ξ∗: ξ = (
√
m+ b)/a ∈ S に対して ξ∗ = (√m− b)/aとする。bは
負でもよい。
定義: 集合 T− と T+:
T− = {ξ ∈ S−; ξ∗ > 1}
T+ = {ξ ∈ S+; ξ∗ < 1}
注釈 3 T− の元は S+ の元を最小化しても得られる (補題 2)。T+ の元は S−
の元を最大化しても得られる (補題 3)。
注釈 4 集合 T− と T+ は、連分数の循環において本質的な役割を演じるので
あるが、ξ ∈ T− のための条件としては、ξ = (√m− b)/aとしたときに b > 0
だけでは不足である。(
√
5− 1)/4 ̸∈ T− の例がある。
補題 5. (
√
m− b)/a ∈ T− あるいは (√m+ b)/a ∈ T+ とすると、どちらも
• 0 < b < √m
• a | (m− b2)
• 0 < (√m− b)/a < 1, (√m+ b)/a > 1
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となる。
証明: これらは補題 2と補題 3、および T−、T+ の定義から明らか。
補題 6. 以下の写像はどれも全単射である。
(a) T− inv←→ T+
(b) T+ min−→ T−





















m− b)/a ∈ T− なら
(
√




m+ b)/a′ > 1, (
√
m− b)/a′ < 1
つまり (
√




ξ ∈ T− =⇒ f(ξ) ∈ T−
すなわち f は T− から T− への全単射である。
証明: 写像 f(ξ)は、ξ の逆数を求めて、その結果を最小化して得られる。従っ
て補題 6によって f は T− から T− への全単射である。
定理 1. ξ ∈ T− とすると ξ = f l(ξ)となる自然数 l ≥ 1が存在する。
証明: f が T− から T− への写像であることと、T− は有限集合であることか
ら fk(ξ) = fk
′
(ξ) (k < k′) となる自然数 k と k′ が存在する。また補題 7に
よって f は全単射であるから fk(ξ) = fk
′
(ξ)ならば fk−1(ξ) = fk
′−1(ξ)が成
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立し、結局 ξ = f0(ξ) = fk−k(ξ) = fk
′−k(ξ)である。従って l = k′− kと置け
ばよい。
ξ ∈ T− としよう。すると定理 1より ξ = f l(ξ)となる自然数が l が存在す
る。f は逆数化、最小化の合成写像である。ξの連分数なので、θ0 = ξと置く。
連分数の計算手順は
nk = [θk], ξk = θk − nk, θk+1 = 1/ξk (k = 0, 1, 2, ...)
である。0 < ξ < 1 なので、n0 = [θ0] = [ξ] = 0 である。従って ξ0 = θ0 で
ある。この後 θ1 = 1/ξ0 と続く。そして、θl = 1/ξl−1, θl+1 = 1/ξl であるが、






m], ξ = θ− n0 とすると ξ ∈ T− である。従って√












m+ b)/aを (b, a)
で表し、計算プロセスの中で (b, a)がどのように遷移するかを見てみよう。幾
つかの例を図 2.1から図 2.4に示す。横軸が b で、縦軸が a である。図では
T− と T+ の元が、 i1 や 2 のように、数字を丸や四角の図形で囲って示され
ている。
操作 f は、逆数化と、最小化の合成である。逆数化では (b, a) (b < 0)から
(−b, (m − b2)/a) を求める。最小化では (b, a) (b > 0) から (−b′, a) を求める
が、b′ は条件 0 < b′ = na− b < √mを満たす最大の数である。図との関係で
は、写像 f を逆数化と最小化に分解したほうが分かりやすい。T− の元に作用
した場合には逆数化、T+ の元に作用した場合には最小化を表す写像を gとす
る。すると T = T− ∪ T+ の元は gによって T のどれかに移る。ξ ∈ T に gの
作用を繰り返すと、やがては ξに戻る。gによる推移関係によって T の元は類
を作る。図では同じ類に属する T の元を同じ図形で囲っている。数字は g に
よって推移する順序を表している。例えば i1 に g を作用させると i2 に移る。



















































































図 2.1: 遷移図: m = 5








図 2.2: 遷移図: m = 6











図 2.3: 遷移図: m = 7





























































































































































































































































2次無理数 θの連分数は式 (2.2)、すなわち θ0 = θとして
nk = [θk], (θk − nk)θk+1 = 1 (k = 0, 1, 2, ...)
で計算される。以下、ηk = θk − [θk]と置く。すると 0 < ηk < 1である。この




以下では a | (m− b2)とする。この条件はきついように思われるかも知れな
いが、全く一般性を失わない。なぜなら a ∤ (m−b2)であれば (m−b2)/a = d/c
となる dと cを導入して a′ = ac, b′ = bc, m′ = mc2 とすれば
(b±√m)/a = (bc±
√
mc2)/(ac) = (b′ ±
√
m′)/a′
となり、しかも (m′ − b′2)/a′ = (c2(m− b2))/(ac) = d故 a′ | (m′ − b′2)とな
るからである。d/cは通分しておいて構わない。





これは (a, b,m) = (6, 5, 11)に相当する。b2 −m = 14




















逆数の計算結果と、それをさらに最小化した結果を表 2.1に示す。η = η0
で、ここから出発する。0 < η < 1 である。a′ は aa′ = |m − b2| を満たす正
整数である。b′ は bから a′ を (幾つか)引いて得られる整数である。詳しくは
n = [θ′] ≥ 1, b′ = b− na′ である。従って b′ < bである。
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表 2.1: 状態遷移表










































m)/aは S− の元であるが (S− の定義)、そのままでも T− の
元であるかも知れない。そうでなければ逆数 θ′ は S+ の元であり (補題 1)、そ
の最小化 η′ は T− の元である (補題 2と T− の定義)。
TYPE (B) η > 0 であるから、条件 m < b2 の下では b > 0 である。結局
b >
√
m である。0 < η′ < 1 であるから、b′ >
√
m である。従って η′ は
TYPE(D)である。
TYPE (C) 条件m > b2 の元では b−√m < 0であり、η > 0の条件と矛盾す
る。従って、このタイプは発生しない。
TYPE (D) η > 0であるから b > 0であるが、条件m < b2によって、b >
√
mで
ある。η′のタイプは、mと b′2との大小によって 2つの可能性がある。m > b′2
なら η′ は TYPE (A) であり、 T− に入って、そこで循環する。m < b′2 なら















→ · · ·
しよう。整数 bk (k = 0, 1, 2...)には下限がある: bk > −
√
m。他方 b0 > b1 >
b2 > · · · である。しかし、これは不可能である。
2.5. 二次無理数の連分数の循環性 31













































































である。ここに d(n)は nの約数の個数である。例えば n = 6の約数は 1, 2, 3, 6
なので d(6) = 4である。2倍してあるのは bは正負を許すからである。
32
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3.1.2 S− の位数









このような回りくどい言い方をしたのは ξ ∈ S かつ ξ < 1のような条件を
式に反映させるのが面倒だからである。
3.1.3 T− の位数
T− の元を、T− の定義どおりに「 ξ ∈ S かつ ξ < 1かつ ξ∗ > 1」で調べるの
は面倒である。そこでアプローチを工夫する。




















m− b)/a > 1であれば (√m+ b)/c < 1であるから、(√m−
b)/c < 1であったとしても (
√





m − b)/a < 1 から b0 − b < a を得る。
従って、各 b = 1, 2, ..., b0 に対して、可能な aは次の条件から決まる。
• a | (m− b2)
• b0 − b < a and b0 − b < c 但し c = (m− b2)/a
例 1. m = 7:
このとき b0 = 2, b = 1, 2
b = 1でm− b2 = 6 = ac = (1 · 6), 2 · 3, 3 · 2, (6 · 1)




例 2. m = 8:
このとき b0 = 2, b = 1, 2
b = 1でm− b2 = 7 = ac = (1 · 7), (7 · 1)
b = 2でm− b2 = 4 = ac = 1 · 4, 2 · 2, 4 · 1
|T−(8)| = 3
注: (...)は条件から外れているもの
例 3. m = 13:
このとき b0 = 3, b = 1, 2, 3
b = 1でm− b2 = 12 = ac = (1 · 12), (2 · 6), 3 · 4, ...
b = 2でm− b2 = 9 = ac = (1 · 9), 3 · 3, ...
b = 3でm− b2 = 4 = ac = 1 · 4, 2 · 2, ...
注: a ≤ cだけを書いた。この場合の計算法は |T−(13)| = 2 · 2 + 1 · 2 = 6
注: (...)は条件から外れているもの
例 4. m = 19:
このとき b0 = 4, b = 1, 2, 3, 4
b = 1でm− b2 = 18 = ac = (1 · 18), (2 · 9), (3 · 6), ...
b = 2でm− b2 = 15 = ac = (1 · 15), 3 · 5, ...
b = 3でm− b2 = 10 = ac = (1 · 10), 2 · 5, ...
b = 4でm− b2 = 3 = ac = 1 · 3, ...
注: a ≤ cだけを書いた。この場合の計算法は |T−(19)| = 2 · 3 + 1 · 0 = 6
注: (...)は条件から外れているもの
3.1.4 T− の位数と S− の位数との比較
表 3.1に |S−(m)|と |T−(m)|の例をmの幾つかの値について示す。
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表 3.1: |S−(m)|と |T−(m)|の例
m 2 3 5 6 7 8 10 11 12 13 14 15 17 18 19
|S−(m)| 1 2 4 4 6 5 8 8 8 12 8 10 12 11 16
|T−(m)| 1 2 2 2 4 3 4 2 4 6 4 4 4 3 6
見て分かるように、|T−(m)|は |S−(m)|に比べてかなり小さい。mが大き
くなるに従って、違いは顕著になるように見える。しかし、それは見かけ上の
ことである。観察によると 2 から m における |T−(m)|/√m の最大値は、m
の緩やかな増加関数である。この最大値が更新されたときのmと |S−(m)|と
|T−(m)|の値の一部を表 3.2に示す。"ratio"の欄には 100|T−(m)|/|S−(m)|も
書かれている。この比率が m → ∞で 0になるのか、それとも有限の値に留
まるのかははっきりしない。
表 3.2: |S−(m)|と |T−(m)|の比率
m |S−(m)| |T−(m)| ratio(%)
2 1 1 100
3 2 2 100
7 6 4 66
13 12 6 50
109 74 22 29
244 130 40 30
601 262 64 24
1009 398 92 23
2041 656 140 21
5569 1306 252 19
10921 2060 376 18
21961 3272 564 17
53881 5972 956 16





う。θk を式 (2.1)で定義される実数とすれば、θ1, θ2, ... ∈ T−(m)であり、従っ
て l(m) ≤ |T−(m)|の関係がある。
この周期が更新されたときのmの値と、の関係を表 3.3に示す。|T−(m)|と





があるが、この現象は、θ1, θ2, ...たちが時々 T−(m)の全ての要素を渡ること
から発生していることがこの表から読み取れる。
表 3.3: 連分数周期と T− の位数
m |T−(m)| = l(m)? |T−(m)| l(m) n
2 Y 1 1 1
3 Y 2 2 1
7 Y 4 4 2
13 N 6 5 3
19 Y 6 6 4
31 Y 8 8 5
43 Y 10 10 6
46 Y 12 12 6






























表 3.4を見る限り |T−(m)| = l(m)となるmが無限個ありそうではあるが、
筆者はまだ証明に成功していない。
表 3.4: 連分数周期と T− の位数
m |T−(m)| = l(m)? |T−(m)| l(m) n
2 Y 1 1 1
3 Y 2 2 1
7 Y 4 4 2
43 Y 10 10 6
46 Y 12 12 6
211 Y 26 26 14
331 Y 34 34 18
631 Y 48 48 25
919 Y 60 60 30
1726 Y 88 88 41
4846 Y 152 152 69
7606 Y 194 194 87
10399 Y 228 228 101
10651 Y 234 234 103
10774 Y 238 238 103
18379 Y 322 322 135
2Beceanuのプログラムの d(n)には 1と nが含まれていない
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19231 Y 332 332 138
32971 Y 438 438 181
48799 Y 544 544 220
61051 Y 614 614 247
78439 Y 696 696 280
82471 Y 716 716 287
111094 Y 834 834 333
162094 Y 1016 1016 402
187366 Y 1106 1106 432
241894 Y 1262 1262 491
257371 Y 1318 1318 507
289111 Y 1400 1400 537
294694 Y 1438 1438 542
799621 N 3174 2383 894
969406 Y 2664 2664 984
1234531 Y 3030 3030 1111
1365079 Y 3196 3196 1168
1427911 Y 3308 3308 1194
1957099 Y 3898 3898 1398
2237134 Y 4212 4212 1495
2847079 Y 4784 4784 1687
5715319 Y 6892 6892 2390
Balková-Hrus˘ková [18] は次のように述べている。mの全域で成立する連分数
の周期 l(m) の上限に関して、定理としては l(m) ≤ 2m が知られている。し
かし、この評価はあまりにも現実とかけ離れている。代わりに l(m) ≤ 2nが (
m ≤ 1000までの観察に基いて)予想されていたものの、この予想はm = 1726
で破れている。ここに n = [
√
m]である。詳細は表 3.4からも確認できる。m
が大きくなるに従って、 l(m) ≤ 2mの破れが酷くなっていくのが分かるであ
ろう。
証明されている関係 l(m) ≤ 2mは、ほんの少しだけ改善できる。すなわち
l(m) < mが成り立つ。
3.2. T− の位数と連分数の周期 39
補題 1. nを自然数とすると d(n) ≤ 2[√n]
証明: a1, a2, ..., al を
√
n以下の nの約数とする。明らかに l ≤ [√n]である。
各 akには akbk = nなる bkが存在して、bkもまた nの約数である。従って nが
平方数でなければ d(n) = 2l ≤ 2[√n]、平方数であれば d(n) = 2l−1 ≤ 2[√n]−1
であり、どちらにせよ補題の主張が成立する。

































l(m) ≤ |T−(m)| ≤ |S−(m)| < m
次に Hardy-Wrightにある定理を (証明なしに)紹介する 3。
補題 3.
limn→∞





dˆ(n) = max(d(1), d(2), ..., d(n))
すると dˆ(n)は nについて増加関数である。






log dˆ(n) log log n
log n
= log 2 (3.2)
証明: Hardy-Wrightは補題 3の証明にあたって
log d(n) ≤ (1 + ϵ) log 2 log n
log log n
を導いている。この d(n)は dˆ(n)に置き換えてよい。(右辺は nの増加関数だ
から)
また彼らは n = 2 · 3 · 5 · · ·P (P は素数)のとき
log d(n) >
(1− ϵ) log 2 log n
log log n
を導いている。この d(n)も dˆ(n)に置き換えてよい。(dˆ(n) ≥ d(n)だから)









































連分数を [n0, n1, n2, ...]と表記する。また繰り返しの範囲を上線で示す。
定義: 代数共役: ξ = x+ y
√
m (x, y ∈ Q)なる数 ξ に対して、x− y√mを ξ
の代数共役と言う 6。
代数共役は複素共役と同様に、同型写像である。





mは [n0, n1, n2, ..., nr−1, nr, 2n0]の周期構造を持つ
(b) nk ≤ n0 (k = 1, 2, ..., r)
(c) [n0, n1, n2, ..., nr−1, nr, 2n0) = [n0, nr, nr−1, ..., n2, n1, 2n0]
(d) もしも
√
m = [n0, n1, n2, ..., nr−1, nr, 2n0] となる m が存在すれば、
n1, n2, ..., nr−1, nr を同じにするmが無数に存在する。
証明: (a)の証明: θ0 =
√
mとし、θk は式 (2.1)、すなわち
θk = (θk−1 − [θk−1])−1 (k = 1, 2, ...)
で与えられるとする。以下では




m− n0 は T−(m)の元であり、従って T−(m)の中で循環する (第 2







7これらの定理は Sierpinski [4] にも載っている。しかし (b) に関しては弱い主張 nk < 2n0 と
なってる。Balková-Hrus˘ková [18] には (b) の nk ≤ n0 は observationとして紹介されている。証明
されていないとのこと。さして難しくはないのに不思議である。(d)の証明は Sierpinski [4] にある。





m− bk)/ak−1 と置く。すると、a1, a2, ..., al−1 の中には 1は現れな
い。なぜなら、仮に ak = 1 (1 ≤ k < l)としよう。すると bk+1 = nk − bk で
あり、nk は bk+1 ≤ n0 の条件下で最大になるように選ばれる。従って、その
ときの bk+1 は n0 である。従って
ηk+1 = (
√
m− nk+1)/ak = (
√
m− n0)/1 = η1
となり、lが ηl+1 = η1 となる最小の自然数であるとする当初の仮定に反する。
従って連分数 a1, a2, ...の列の中で、最初に現れた 1から元に戻る。そして




m+ b)/a− n = (√m− b′)/aの代数共役をとると、(−√m+ b)/a− n =

































































































循環しているので al+k = ak, bl+k = bk, nl+k = nk である。
θ =
√
mの場合には η0 = ηl = (
√
m− n0)/1で、従って al = 1, b1 = n0 と









従って bk + bk+1 = nkak である。他方、第 2.2 節:補題 5 によると bk (k =
1, 2, ..., r) はどれも 0 < bk <
√
m すなわち 0 < bk ≤ n0 を満たす。従って
bk + bk+1 ≤ 2n0 であり、ak = 1は k = lでのみ発生し、nk = nl = 2n0 であ




m − b1)/al と式 (3.5)の (
√
m − bl)/al は同じなので、式





注釈: この定理の別証を第 5章の定理 1に載せておく。
Chapter 4
平方根の連分数の逆問題
連分数の表記法 ここでは Hardy-Wrightに従い、連分数を [n0, n1, ...]で表す。
また繰り返しの範囲を上線で示す。







m = [n, n1, n2, ..., nr, 2n] (4.1)
としてよい。我々の目標は n1, n2, ..., nr を与えて、mを求めることにある。
4.1 解法: r = 0
r = 0のパターンは
√
m = [n, 2n]である。
√




m− n)θ1 = 1 (4.2)
(θ1 − 2n)θ1 = 1 (4.3)
44
4.2. 解法: r = 1 45
θ1 を ξ と置くと式 (4.2)および式 (4.3)から、各々
(m− n2)ξ2 − 2nξ − 1 = 0
ξ2 − 2nξ − 1 = 0
を得る。この 2つの式を比較して、
m = n2 + 1 (n = 1, 2, 3, ...) (4.4)
を得る。つまりm = 2, 5, 10, 17, ...である。
4.2 解法: r = 1
r = 1 のパターンは
√
m = [n, c, 2n] である。このパターンは m が小さい
場合には出現頻度が非常に高い。
√
m = [n, θ1], θ1 = [c, 2n, θ1] であるから、
θ1 = [c, θ2], θ2 = [2n, θ1]と書き換えて、次の式が得られる:
(
√
m− n)θ1 = 1 (4.5)
(θ1 − c)θ2 = 1
(θ2 − 2n)θ1 = 1














c(2nξ + 1) + ξ
2nξ + 1
これから
2nξ2 − 2ncξ − c = 0 (4.6)
を得る。他方、式 (4.5)からは
aξ2 − 2nξ − 1 = 0, a = m− n2 (4.7)
が得られる。この 2つの式を比較すると、
ac = 2n (4.8)
を得る。
m = n2 + aであるから、a = 1のケースは既に
√
m = [n, 2n]で扱われてい
る。従って a ≥ 2としてよい。つまり cは c ≤ nを満たす必要がある。従って√
m = [n, c, 2n]となるmが存在するためには c | (2n)で、その場合 a = (2n)/c
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と置いて、m = n2 + aである。
あるいは次のように考えてもよい。cを与えたとき、解 (a, n)は、cが奇数の
場合、a | (2n)の条件より、(a, n) = (2k, ck)である。このときm = k(kc2+2)
となる。他方 c が偶数の場合、c = 2d と置いて、式 (4.8)より n = ad を得
る。従って、(a, n) = (k, kd)である。条件 a ≥ 2より k ≥ 2である。このと
きm = k(kd2 + 1)となる。
逆に mからの連分数の計算は m = n2 + a (a ≥ 2)として a | 2nであれば
c = (2n)/aと置いて [n, c, 2n]が答となる。
各 cについて無限個の解がある。c毎に、最初の 3つの kから生じる a, n,m
を表に示す。cが奇数であれば、kは 1から始まり、偶数なら 2から始まる。
c k a n m
1 1 2 1 3
1 2 4 2 8
1 3 6 3 15
2 2 2 2 6
2 3 3 3 12
2 4 4 4 20
3 1 2 3 11
3 2 4 6 40
3 3 6 9 87
4 2 2 4 18
4 3 3 6 39
4 4 4 8 68
得られた結果を、mが小さい方から書くと、m = 3, 6, 8, 11, 12, 15, ...となる。
4.3 解法: r ≥ 2
式 (4.1)を
√
m = [n, ξ], ξ = [n1, n2, ..., nr, 2n] (4.9)








(m− n2)ξ2 − 2nξ − 1 = 0 (4.11)
を得る。そこで a = m− n2 と置くと、
aξ2 − 2nξ − 1 = 0 (4.12)
となる。aと nが求まるとm = n2 + aでmが得られる。
次に nを求めるために、式 (4.9)から ξについてのもう一つの方程式を導く。
ξ = [n1, n2, ..., nr, 2n, ξ]
であるから
ξ =
H(n1, n2, ..., nr, 2n.ξ)
H(n2, ..., nr, 2n, ξ)
=
H(n1, n2, ..., nr, 2n)ξ +H(n1, n2, ..., nr)
H(n2, n2, ..., nr, 2n)ξ +H(n2, n2, ..., nr)
となる (付録 C)。従って ξ についての方程式を立てると
Aξ2 −Bξ − C = 0
ここに
A = H(n2, n3, ..., nr, 2n)
B = H(n1, n2, ..., nr, 2n)−H(n2, n2, ..., nr)
C = H(n1, n2, ..., nr)
であるが、r ≥ 2として 2nを外に出すと
A = 2nH(n2, n3, ..., nr) +H(n2, n3, ..., nr−1)
B = 2nH(n1, n2, ..., nr) +H(n1, n2, ..., nr−1)−H(n2, n3, ..., nr) (4.13)
C = H(n1, n2, ..., nr)
となる。ところが
H(n1, n2, ..., nr−1) = H(n2, n3, ..., nr)
である。
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証明: 関数 H の性質より H(n2, n3, ..., nr) = H(nr, ..., n3, n2) である。他方
n1, n2, ..., nr−1, nr の対称性 (第 3.3節:定理 2)より
H(nr, ..., n3, n2) = H(n1, n2, n3, ..., nr−1)
となる。
従って ξ は
Aξ2 − 2nCξ − C = 0
A = 2nH(n2, n3, ..., nr) +H(n2, n3, ..., nr−1)
C = H(n1, n2, ..., nr)
を満たす。この結果と、式 (4.12)に C を掛けた
aCξ2 − 2nCξ − C = 0
を比較して aC = Aすなわち
aH(n1, n2, ..., nr) = 2nH(n2, n3, ..., nr) +H(n2, n3, ..., nr−1) (4.14)
を得る。
従って目標は a, n についての不定方程式 (4.14)を解くことにある。簡潔に
書くために
pk = H(n1, n2, ..., nk), qk = H(n2, n3, ..., nk) (1 ≤ k ≤ r) (4.15)
と置くと、式 (4.14)は
apr = 2nqr + qr−1 (4.16)
となる。そこで最初に、x, yに関する次の不定方程式の解の、一般的性質を明
らかにしておく。
xpr − yqr = qr−1 (4.17)
以下の議論に次の補題が役に立つ。
補題 1. n1, n2, ..., nr > 0であれば pk, qk > 0である。
証明: これは関数 H の一般的性質である。実際 pr については、H(n1) >
0, H(n1, n2) > 0と
H(n1, n2, ..., nr) = nrH(n1, n2, ..., nr−1) +H(n1, n2, ..., nr−2)
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の関係から再帰的に正であることが示される。qr についても同様である。
補題 2. n1, n2, ..., nr ≥ 1であれば pr > pr−1, qr > qr−1 である。
証明:
pr − pr−1 = H(n1, ..., nr)−H(n1, ..., nr−1)
= H(n1, ..., nr−1)(nr − 1) +H(n1, ..., nr−2) > 0
qr − qr−1 についても同様である。
補題 3. 次の不等関係が成り立つ:
pr > qr > qr−1
証明: n1, ..., nr は正である。従って
pr = H(n1, ..., nr) = n1H(n2, ..., nr) +H(n3, ..., nr) > H(n2, ..., nr) = qr
qr = H(n2, ..., nr) = H(n2, ..., nr−1)nr +H(n2, ..., nr−2)
> H(n2, ..., nr−1) = qr−1
である。
補題 4. x, y を
xpr − yqr = qr−1
の整数解とする。その下で次が成り立つ:
(a) x ≥ 0とすると、x ≤ y である
(b) x ≤ qr とすると、y < pr である
(c) y ≥ 0とすると、0 < x ≤ y である
(d) 0 ≤ y ≤ pr とすると、0 < x ≤ qr である
証明: (a)補題の式を
x(pr − qr) + (x− y)qr = qr−1
と変形する。x ≥ 0と pr > qr 故 (x− y)qr ≤ qr−1 であり、また qr > qr−1 故
x ≤ y を得る。
(b)補題の式を
(x− qr)pr + (pr − y)qr = qr−1
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と変形する。x ≤ qr より (pr − y)qr ≥ qr−1 であり、また qr > qr−1 故 pr > y
を得る。
(c) x > 0は明らかである。補題の式を
(x− y)pr + y(pr − qr) = qr−1
と変形する。pr > qr 故 (x− y)pr ≤ qr−1 であり、また pr > qr−1 故 x ≤ y を
得る。
(d) x > 0は明らかである。補題の式を
(x− qr)pr + (pr − y)qr = qr−1
と変形する。pr ≥ yより (x− qr)pr ≤ qr−1 であり、また pr > qr−1 故 x ≤ qr
を得る。
式 (4.15)で与えられる pk, qk に関して、次の恒等式が存在する 1。
pkqk−1 − qkpk−1 = (−1)k (2 ≤ k ≤ r) (4.18)
pkqk−2 − qkpk−2 = (−1)k+1nk (3 ≤ k ≤ r) (4.19)
この恒等式は n1, n2, ..., nr の対称性の有無に関わらず成立する。
この恒等式から次の重要な性質が読み取れる: pkqk−1 と qkpk−1 は互いに
素である。
対称性がある場合には
pr−1 = qr (4.20)
である。これと式 (4.18)から
prqr−1 − q2r = (−1)r (4.21)
を得る。ここから得られる pr, qr, qr−1 の偶奇関係を表に示す。
1この恒等式は Appendix Cで証明されている。比較するときは Appendix Cの方は Hadry-Wright
に従って pn = H(a0, a1, ..., an)となっているが、ここでは pn = H(a1, ..., an)となっているこ
とに注意しなくてはならない
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x0, y0 を不定方程式 (4.17)の一つの解 (特殊解)とする。すなわち x0, y0 は
x0pr − y0qr = qr−1 (4.22)
を満たすとする。すると
(x− x0)pr − (y − y0)qr = 0
であるから、方程式 (4.17)の任意の解は
x = x0 + kqr, y = y0 + kpr (k ∈ Z)
が得られる。
式 (4.21)の両辺に qr−1 を掛けると
prq
2
r−1 − qr−1q2r = (−1)rqr−1
を得る。この恒等式は特殊解 x0, y0 を求めるために使える。これと式 (4.22)を
比較して
x0 = (−1)rq2r−1, y0 = (−1)rqr−1qr (4.23)
とすればよい。従って一般解は
x = kqr + (−1)rq2r−1, y = kpr + (−1)rqr−1qr (k ∈ Z) (4.24)
である。
a, nについての不定方程式 (4.16)を解くには、次の条件を全て満たす解 x, y
が必要である。
(a) x > 0, y > 0
(b) y は偶数である
(c) nmax ≤ y/2
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ここに nmax = max(n1, n2, ..., nr) である。そのような解が得られれば a =
x, n = y/2である。
qr−1qr が奇数の場合には、表 4.1によって、pr は偶数である。従って y を
偶数とする k は存在しない。他方 qr−1qr 、y が偶数となるように、次のよう
に kを選ぶことができる:
• pr が偶数であれば、kの偶奇に関わらず y は偶数となる
• pr が奇数であれば、kを偶数に選ぶ
k を正の方向に大きくすると y → +∞、逆に負の方向に大きくすると y →
−∞となるから y ≥ 2nmax とする最小の k が存在する。そのときの x, y の組
を x1, y1 とすると、pr, qr, qr−1 > 0なので、式 (4.17)によって x1 は正である。
従って
a = kqr + x1, 2n = kpr + y1, (k ≥ 0) (4.25)
となる。ここに、y1 は偶数である。pr が奇数の場合には、k を偶数に選ぶ必
要がある。
以上より、次の定理が得られた。
定理 1. 数列 n1, n2, ..., nr は対称性 (n1, n2, ..., nr) = (nr, ..., n2, n1) を持って
いるとする。また pr, qr, qr−1 は式 (4.15)で与えられているとする。そのとき、
不定方程式 (4.16)の解 (a, n)が存在するための必要充分条件は
qr−1qr ≡ 0 (mod 2) (4.26)
である。
ところで nと aは独立していないのである。なぜなら n = [
√
m], m = n2+a
である。(n + 1)2 > m であるから 2n + 1 > a でなくてはならない。つまり
y ≥ xの必要がある。これが成立していることは補題 4で示されている。
結局、条件式 (4.26)を考慮に入れると、表 4.1に代って次の表を得る。
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表 4.2: 偶奇表 2
pr qr qr−1 k
奇 奇 偶 偶
奇 偶 奇 偶
偶 奇 偶 偶/奇
結局 a, nを手に入れる計算プロセスは次のようになろう。(条件を満たさな
い場合には、次のステップに行く)
(S1) pr, qr, qr−1 および nmax を計算する
(S2) 0 < x < qr, 0 < y < pr を満たす x, y を
x ≡ (−1)rq2r−1 (mod qr), y ≡ (−1)rqr−1qr (mod pr)
から算出する
(S3) y < 2nmax なら xに qr を、y に pr を加える
(S4) y が奇数なら xに qr を、y に pr を加える
(S5) y が偶数なら (S7)へ行く
(S6) 解は存在しない。計算を止める
(S7) a = x, n = y/2として終わる
さて Balková-Hrus˘ková [18] は、
√
mの連分数の周期が奇数の場合には a ≡ 3
(mod 4)の解が存在しないことを、観察結果から予想している。証明はされて
いないと言う。ここで、この予想が正しいことを証明しよう。
余題 1. rが偶数の場合、a ̸≡ 3 (mod 4)である 2。
証明: rが偶数の場合には、式 (4.24)は
x = kqr + q
2
r−1, y = kpr + qr−1qr (k ∈ Z)
となる。
2Pell方程式を使った別証明が第 5.3 節:定理 2 にある。
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qr−1 が奇数の場合、qr は偶数である。従って表 4.2より、pr は奇数である。
従って kは偶数になる。qr−1 = 2k′ + 1と置こう。すると
x = kqr + q
2
r−1 = kqr + (2k
′ + 1)2 ≡ 0 + 1 (mod 4)
従って a = x ̸≡ 3 (mod 4)である。
qr−1 が偶数かつ pr が奇数の場合には、表 4.2より、kは偶数、qr は奇数に
なる。従って xは偶数、つまり a = x ̸≡ 3 (mod 4)である。
qr−1 が偶数かつ pr が偶数のケースは、rが偶数の場合には発生しない。な
ぜなら、表 4.2より qr は奇数である。他方、式 (4.21)は
prqr−1 = q2r + 1
となる。この式の左辺は 4の倍数である。右辺は qr = 2k+ 1と置けば分かる
ように、4の倍数にはならない。
以上によって、r ≥ 2の場合に余題の主張が証明されたが、r = 0の場合に
は a = 1であるから余題の主張は成立している。
補足 1 式 (4.17)を引用する:
xpr − yqr = qr−1
この式の一般解は
x = kqr + (−1)rq2r−1, y = kpr + (−1)rqr−1qr (k ∈ Z)
であった。そして逆問題を解くには、x, yが自然数となる最小解が必要であっ
た。原理的には、そのような解は合同式
y ≡ (−1)rqr−1qr (mod pr) (4.27)
から y > 0となる最小の y と、そのときの k を求めて、その k を xに適用す
ればよかったのである。補題 4によると、そうして得られる xは 0 < x ≤ qr
を満たしている。従って、この不等式を満たす xを見つければよいのである。
次の合同式から得られる xは 0 < x < qr を満たしている。
x ≡ (−1)rq2r−1 (mod qr) (4.28)
qr と qr−1 は互いに素であるから、x = 0 にはならない。つまり、合同式
(4.27,4.28)から得られる正の最小の x, y で構わない。
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合同式 (4.28)からは x = kqr + (−1)rq2r−1 を満たす k が、合同式 (4.27)か
らは y = k′pr + (−1)rqr−1qr を満たす k′ が得られる。しかし一般的に言えば
k = k′ となる保証は無い。




], k′ = [(−1)r qr−1qr
pr
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注: 任意の実数 ω に対して、n = [ω]としたとき n ≤ ω < n + 1となる。従っ
て q を自然数、p を q ∤ p である整数とすると、n = [p
q
] なる n によって、




] とする。すると −p = n′q + r′ となる r′ (0 < r′ < q) が存在す
る。従って 0 = (n+ n′)q + (r + r′)である。そして 0 < r + r′ < 2q であるか







] = −1− [ 5
3
] = −1− 1 = −2である。
式 (4.29)は任意の n1, n2, ..., nr (r ≥ 2)に対しては成立しないことは、例え
ば n1, n2, ..., nr = 2, 3, 5を試してみれば分かる。この場合には、(p3, q3, q2) =
(37, 16, 3)で、従って [q2r−1/qr] = [9/16] = 0、[(qr−1qr)/pr] = [48/37] = 1で






nk (k = 1, ..., r)を与えて pk と qk を計算するアルゴリズムを示す。
p0 = 1, p1 = n1, q0 = 0, q1 = 1, q2 = n2
pk = nkpk−1 + pk−2, qk = nkqk−1 + qk−2 (k = 2, ..., r)
但し、再帰式を統一的に理解するために、便宜的に q0 = 0と置いた。
pk と qk を再帰的に求めるには、次のような表を作って、左から順に
(“?” と書いたところを)埋めていく。
k 0 1 2 3 ... r − 1 r
nk * n1 n2 n3 ... nr−1 nr
pk 1 n1 ? ? ... ? ?
qk 0 1 n2 ? ... ? ?
ここに、“*”は空欄を表している。
4.4.1 例 1
k 0 1 2 3 4 5
nk * 2 3 4 3 2
pk 1 2 7 30 97 224
qk 0 1 3 13 42 97
つまり
pr = 224, qr = 97, qr−1 = 42
で、qrqr−1 が偶数だから解を持つ:
x ≡ −422 ≡ 79 (mod 97), y ≡ −42 · 97 ≡ 182 (mod 224)
故に n = 91, a = 79となりm = 912 + 79 = 8360である。
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4.4.2 例 2
k 0 1 2 3 4 5 6
nk * 2 3 4 4 3 2
pk 1 2 7 30 127 411 949
qk 0 1 3 13 55 178 411
つまり
pr = 949, qr = 411, qr−1 = 178
で、qrqr−1 が偶数だから次の解を持つ:
x ≡ 1782 ≡ 37 (mod 411), y ≡ 178 · 411 ≡ 85 (mod 949)
であるが、しかし、この yは奇数である。従って x, yに各々 qr, pr を追加する
必要がある。その結果 x = 448, y = 1034を得る。これから n = 517, a = 448
となりm = 5172 + 448 = 267737である。
4.4.3 例 3
k 0 1 2 3
nk * 1 2 1
pk 1 1 3 4
qk 0 1 2 3
つまり
pr = 4, qr = 3, qr−1 = 2
で、qrqr−1 が偶数だから次の解を持つ:
x ≡ −22 ≡ 2 (mod 3), y ≡ −2 · 3 ≡ 2 (mod 4)
しかし n = y/2 = 1は nk の最大値 2に満たない。従って x, y に各々 qr, pr
を追加する必要がある。その結果 x = 5, y = 6を得る。これから n = 3, a = 5
となりm = 32 + 5 = 14である。
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4.4.4 例 4
k 0 1 2 3 4 5
nk * 1 2 1 2 1
pk 1 1 3 4 11 15
qk 0 1 2 3 8 11
つまり
pr = 15, qr = 11, qr−1 = 8
で、qrqr−1 が偶数だから次の解を持つ: r = 5で
x ≡ −82 ≡ 2 (mod 11), y ≡ −8 · 11 ≡ 2 (mod 15)
しかし n = y/2 = 1は nk の最大値 2に満たない。従って x, y に各々 qr, pr
を追加する必要がある。その結果 x = 13, y = 17を得る。
しかし y = 17 は奇数である。従って x, y に各々 qr, pr を追加する必要が
ある。その結果 x = 24, y = 32 を得る。これから n = 16, a = 24 となり




m = [n, 1, 1, 1, ..., 2n]
これは n1 = n2 = · · · = nr = 1のケースである。r = 0の場合は既に第 4.1節
で、r = 1の場合は第 4.2節で解決されており、ここでは r ≥ 2の場合を扱う。
その場合、第 4.3節で得られた成果を活用できる。
目標は不定方程式
xpr − yqr = qr−1
の解で y が偶数のものを見つけることにあった。見つかれば a = x, n =
y/2, m = n2 + aとしてmが求まる。ここに
pk = H(n1, n2, ..., nk) (0 ≤ k ≤ r), qk = H(n2, ..., nk) (1 ≤ k ≤ r)
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である。
H() = 1, H(1) = 1と公式
H(n1, n2, ..., nk) = nkH(n1, n2, ..., nk−1) +H(n1, n2, ..., nk−2)
により
p0 = 1, p1 = 1
pk = pk−1 + pk−2 (k = 2, 3, 4, ..., r)
および、H(n2, ..., nk) = nkH(n2, ..., nk−1) +H(n2, ..., nk−2)により
q1 = 1, q2 = 1
qk = qk−1 + qk−2 (k = 3, 4, ..., r)
が成り立つ。つまり pk も qk も Fibonacci 数である。以下 Fibonacci 数を
Fk (k = 1, 2, 3...) で表す。習慣的な Fibonacci 数のインデックス k は 1 か
ら始まる 3。ここでも、この習慣に従う。すると pk = Fk+1, qk = Fk である。
解mが存在するための条件は
qr−1qr = Fr−1Fr ≡ 0 (mod 2)
である。言い換えれば Fr−1Fr が奇数であれば解は存在しない。
明らかに、
F3k+0, F3k+1, F3k+2 ≡ 0, 1, 1 (mod 2) (k = 0, 1, 2, 3, ...)
つまり
r ≡ 2 (mod 3)
の場合には m は存在しない 4。あるいは pr m は存在しないと言い換えても
よい。
m = n2 + aを Fibonacci数を使って表そう。x = a, y = 2nとすれば、x, y
は式 (4.24)、すなわち
x = kqr + (−1)rq2r−1, y = kpr + (−1)rqr−1qr (k ∈ Z)




x = kFr + (−1)rF 2r−1, y = kFr+1 + (−1)rFr−1Fr (k ∈ Z) (4.30)
となる。
y が正の偶数となる最小の x, y を求めよう。次の補題が役に立つ。
補題 5.
Fr+1Fr−1 − F 2r = (−1)r (4.31)
Fr+1Fr−2 − FrFr−1 = (−1)r+1 (4.32)
証明: 式 (4.18)を引用する:
pkqk−1 − qkpk−1 = (−1)k (2 ≤ k ≤ r)
pkqk−2 − qkpk−2 = (−1)k+1nk (3 ≤ k ≤ r)
この恒等式は n1, n2, ..., nrの対称性の有無に関わらず成立する。qk = Fk, pk−1 =
Fk に注意し、k = r を代入し、nr = 1であることから、補題の関係が得られ
る。
そこで式 (4.30)において、仮に k = (−1)r+1Fr−2 とすると
x = (−1)r(−Fr−2Fr + F 2r−1) = (−1)r{−(−1)r−1} = 1
y = (−1)r(−Fr−2Fr+1 + Fr−1Fr) = (−1)r{−(−1)r+1} = 1
である。これは x, y を正にする最小の組であるが、 y は偶数ではない。そこ
で k = (−1)r+1Fr−2 + k′ と置いてみる。すると
x = k′Fr + 1, y = k′Fr+1 + 1
となる。Fr+1 が偶数であれば、yを偶数とする k′ は存在しない。Fr が奇数で
あれば、k′ を奇数に選ぶ。その下で a = x, n = y/2である。
例 1. k′ = 1とすると、r = 2では解は存在しない。r = 3でm = 7、r = 4で





m = [n, c, c, c, ..., 2n]
これは n1 = n2 = · · · = nr = cのケースである。r = 0の場合は既に第 4.1節
で、r = 1の場合は第 4.2節で解決されており、ここでは r ≥ 2の場合を扱う。
その場合、第 4.3節で得られた成果を活用できる。
目標は不定方程式
xpr − yqr = qr−1
の解で y が偶数のものを見つけることにあった。見つかれば a = x, n =
y/2, m = n2 + aとしてmが求まる。ここに
pk = H(n1, n2, ..., nk) (0 ≤ k ≤ r), qk = H(n2, ..., nk) (1 ≤ k ≤ r)
である。
H() = 1, H(c) = cと公式
H(n1, n2, ..., nk) = nkH(n1, n2, ..., nk−1) +H(n1, n2, ..., nk−2)
により
p0 = 1, p1 = c
pk = cpk−1 + pk−2 (k = 2, 3, 4, ..., r)
が成り立つ。同様に qk に対しては
q1 = 1, q2 = c
qk = cqk−1 + qk−2 (k = 3, 4, ..., r)
である。従って qk = pk−1 である。
参考のために、最初のいくつかを挙げておく:
q1 = 1, q2 = c, q3 = c
2+1, q4 = c
3+2c, q5 = c
4+3c2+1, q6 = c
5+4c3+3c
解の存在は qr−1qr の偶奇で決まる。cが奇数の場合には
q1 ≡ q2 ≡ 1 (mod 2)
qk ≡ qk−1 + qk−2 (mod 2) (k = 3, 4, ...)
q1, q2, q3, q4, q5, q6, ... ≡ 1, 1, 0, 1, 1, 0, ... (mod 2)
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従って r ≡ 2 (mod 3)の場合には解は存在しない。cが偶数の場合には
q1 ≡ 1 q2 ≡ 0 (mod 2)
qk ≡ qk−2 (mod 2) (k = 3, 4, ...)
qk ≡ 1 (mod 2) (k = 1, 3, 5, ...)
qk ≡ 0 (mod 2) (k = 2, 4, 6, ...)
従って任意の rについて解が存在する。
次に y が正の偶数となる最小の x, y を求めよう。x = a, y = 2nとすれば、
x, y は式 (4.24)、すなわち
x = kqr + (−1)rq2r−1, y = kpr + (−1)rqr−1qr (k ∈ Z)
で与えられる。そこで仮に k = (−1)r+1qr−2 を試すと
x = (−1)r(−qr−2qr + q2r−1)
y = (−1)r(−qr−2pr + qr−1qr)
ここで次の補題が役に立つ。
補題 6.
qrqr−2 − q2r−1 = (−1)r+1
prqr−2 − qrqr−1 = (−1)r+1c
証明: 式 (4.18)を引用する:
pkqk−1 − qkpk−1 = (−1)k (2 ≤ k ≤ r)
pkqk−2 − qkpk−2 = (−1)k+1nk (3 ≤ k ≤ r)
この恒等式は n1, n2, ..., nr の対称性の有無に関わらず成立する。k = r − 1を
代入する。pr−1 = qr, pr−2 = qr−1 であることから第 1の式を得る。第 2の
式は、k = r を代入する。pr−2 = qr−1, nk = cであることから第 2の式を得
る。
従って、この補題によって、x = 1, y = cである。c、これで目的の x, yを
得たのであるが、しかしながら、ここから得られるのは a = 1, n = y/2の解
であり、第 4.1節で r = 0のケースとして、既に終わっている。従って cの偶
奇に関わらず、もう少し計算が必要である。k = (−1)r+1qr−2 + k′ と置いてみ
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る。すると
x = k′qr + 1, y = k′pr + c




c r = 2 r = 3 r = 4 r = 5 r = 6
1 None 7 13 None 58
2 41 55 925 1326 29041
3 None 335 3170 None 355577
4 370 1462 94394 420210 29978210
5 None 4927 124745 None 89362850
以上では (正攻法をとったために)回りくどい計算によって、驚くほどシンプ
ルな結果を導いた: 最小の正の (x, y)の組は (1, c)である。
実はこの結果は、自明なほど簡単な論理で導き出せる。
我々が欲しいのは次の不定方程式の最小解である:
xpr − yqr = qr−1
ここに qr−1 = H(n2, n3, ..., nr−1)である。他方では我々は、恒等式
pr = n1qr +H(n3, n4, ..., nr)
を知っている。従って
H(n2, n3, ..., nr−1) = H(n3, n4, ..., nr)
であれば、最小解 (x, y) = (1, n1)を得たことになる。特に n1, n2, ..., nr が全て





x2 −my2 = ±1 (5.1)
を満たす非負整数 x, y を求める問題である 1。(x, y) = (1, 0) は自明な解で
ある。
通常は式 (5.1)の右辺が +1 のものを Pell 方程式と呼んでいるが 2、ここで
は ±1とする。その方が数学的には理にかなっているからである。
この章の目標は、Pell方程式の新しい解法を述べた幾つかの定理 (定理 2、定






2高木 p.317によると、この方程式に Pellの名前が付いたのは Eulerの誤解に基づいているとの
こと。Fermatが既に扱っている。さらに、インドの数学者は解法も知っていたらしい








m)(x− y√m) = ±1 (5.2)
と書き換えられる。この式の右辺が −1の解 x, y が求まれば
(x+ y
√
m)(x− y√m) = −1
であるから、+1の解は
1 = (x+ y
√
m)2(x− y√m)2 = (x2 +my2 + 2xy√m)(x2 +my2 − 2xy√m)
= (x2 +my2)2 − (2xy)2m (5.3)
とすることによって求めることができる。このように両者が関わっているの
で、+1の場合に解を限定すると数学的には煩雑になってしまう。
方程式 (5.2)の一つの解 x, yが求まれば、(x+ y
√
m)n(x− y√m)n = ±1で




x2 −my2 = −1 (5.4)
の解は必ずしも存在しない。例えば m ≡ 3 (mod 4) の場合には存在しない。
なぜなら、x2 ≡ 0, 1 (mod 4)および y2 ≡ 0, 1 (mod 4)であるから x2 + y2 ≡
0, 1, 2 (mod 4)であるが、他方では式 (5.4)から、x2 + y2 ≡ 3 (mod 4)であ
り矛盾する。同様な理由でm ≡ 0 (mod 4)の場合にも存在しない。
式 (5.4)の解は、任意の m に対しては必ずしも存在しないが、存在する例
としては、m = n2 + 1 (n = 1, 2, 3, ...) の場合が挙げられる。この場合には、
x = n, y = 1の解を持っている。これ以外のmで、式 (5.4)の解を持つパター
ンは多くはない。付録 Bには平方根の連分数 (m < 100)が載っている。後に
述べる定理 2と突き合わせると、連分数の周期が奇数のものが、式 (5.4)に対
応している。例えばm = 41の場合には解を持つ。そのときの解は定理 2によ









定義: 代数共役: ξ = x+ y
√
m ∈ Q(√m)なる数 ξ に対して、平方根の符号を










2 · 3 ̸= √2 ·√3となるので、上線の持つ重要な性質: ξ1ξ2 = ξ1 ξ2 が
失われる。
定義: ノルムN(ξ): ξ = x+y
√
m ∈ Q(√m)なる数 ξに対して、N(ξ) = ξξ =
x2 −my2 を定義する。N(ξ)を ξ のノルムと言う。ノルムは負になり得る。
定義: 集合 Z(ω): ω を無理数として集合 Z(ω)を次で定義する。






定義: 代数的整数: ここでは代数的整数を 2次に限定する。2次の代数的整数




代数的整数を次のように言い換えてもよい: ωが代数的整数であるとは ω2 ∈
Z(ω)となる無理数 ω のことである。
ξ が代数的整数であれば ξ =
−b±√D
2






















より 4ω2 − 4ω − (m− 1) = 0を得る。従って ωが代数的整数
となる必要十分条件はm ≡ 1 (mod 4)である。
補題 1. ω が代数的整数ならば Z(ω)は環をなす。
証明: 加減算で Z(ω)が閉じていることは明らかである。乗法で閉じているこ
とは次のように分かる。
ξ1, ξ2 ∈ Z(ω)とすると、ξ1 = x1+y1ω, ξ2 = x2+y2ωと置ける。ξ = ξ1ξ2 =
x1x2 + y1y2ω
2 + (x1y2 + y1x2)ωであるが、ω2 ∈ Z(ω)であるから、補題の主
張を得る。
補題 2. ω が代数的整数ならば Z(ω)の無理数の元もまた代数的整数である。
証明: ρ ∈ Z(ω) ⇒ ρ2 ∈ Z(ρ)を示せばよい。ω2 = uω+vとする。ρ = x+yω
とすると、
(ρ− x)2 = y2ω2 = y2(uω + v) = uy(yω) + vy2 = uy(ρ− x) + vy2
であり、従って














for m ≡ 1 (mod 4)
√




m) = Z(ω)で定義する 5。
すると (a) ωは代数的整数である。(b) Z∗(
√
m)は環をなし、その元は代数
的整数である。また (c) ξ ∈ Z∗(√m)であれば ξ ∈ Z∗(√m)である。
証明: (a)と (b)は既に証明済み。(c)はm ̸≡ 1 (mod 4)の場合には自明。m ≡ 1




定義: 単数: ϵが Z∗(
√
m)の単数とは ϵϵ = ±1となる Z∗(√m)の元である。ε
が Z(
√
m)の単数とは εε = ±1となる Z(√m)の元である。±1は自明な単数
である。


























式 (5.5)の ωを使って ξ ∈ Z(ω)とする。単数条件から ξξ = e = ±1である。
従って ξ−1 = eξ ∈ Z(ω)である。






m)の正の単数は乗法に関して群をなす。ε = x+ y
√
m (x, y >
0)とすると ε−1 = |x−y√m|である。x+y√mを正の単数として x+y√m > 1
なら x, y > 0、x+ y
√







x2 −my2 = ±4 (5.6)




補題 4. 拡張 Pell方程式の解を x, yとすると (x+ y
√
m)/2 ∈ Z∗(√m)である。
証明: m ≡ 0 (mod 4)の場合: m = 4m′として、式 (5.6)は x2−4m′y2 = ±4と




















2x′ + y′, y = y′ を得るが、x2 ≡ y2 (mod 4)なので x, y は共に偶数あるいは







m ≡ 2, 3 (mod 4) の場合: x2 ≡ my2 (mod 4) なので x, y は共に偶数であ





= x′ + y′
√





することがある。このことは m ̸≡ 0 (mod 4)の場合に Z(√m)の単数を考察
から外すことを意味しない。
N(ξ) = ±1は x2 −my2 = ±1であるから、Pell方程式 (5.1)を解く問題は、
自明でない Z(
√














8)の単数である。これらのノルムは 1である。(x, y) = (3, 1)は Pell方程
式 x2 − 8y2 = 1の解である。











5)の単数である。これらのノルムは −1である。(x, y) = (2, 1)は Pell方
程式 x2 − 5y2 = −1の解である。
例 4. ϵ = (1 +
√
5)/2は ϵϵ = −1を満たし、Z∗(√5)の単数である。ϵ2 = ϵ2 =
(3 +
√
5)/2は ϵ2ϵ2 = 1を満たし、Z∗(
√
5)の単数である。右辺の符号が +に
なったのは当然である。ϵ3 = ϵ3 = 2+
√









例 5. θ = (1 +
√
10)/3 は N(θ) = −1 ではあるが、単数ではない。なぜなら
3θ2 − 2θ − 3 = 0で、代数的整数の要件を満たさない。
定義: 2次の無理数の原始 2次式と判別式: ξ は aξ2 + bξ + c = 0の根とする。
a, b, cの最大公約数は除去できるので gcd(a, b, c) = 1として構わない。その時
の 2次式を ξ の原始 2次式と言う。ここでは a > 0としておく 6。ξ の原始 2
次式の D = b2 − 4acを ξ の判別式と言う 7。
Dが偶数であれば、bも偶数である。従って D ≡ 0 (mod 4)となる。Dが
奇数であれば bも奇数であり、従って D ≡ 1 (mod 4)となる。次の補題から
判別式の重要性が理解できる。
補題 5. X を 2次の無理数の集合とする。ξ ∈ X に対する変換 (a),(b)を
(a) ξ −→ ξ′ = ξ − n (n ∈ Z)
(b) ξ −→ ξ′ = 1/ξ
として定義する。ξ が満たす 2次式 aξ2 + bξ + c = 0が a′ξ′2 + b′ξ′ + c′ = 0に
変換されるとすると
(1) gcd(a, b, c) = gcd(a′, b′, c′)




(2) b2 − 4ac = b′2 − 4a′c′
(3) b ≡ b′ (mod 2)
証明: この補題の主張は、変換 (b)に対しては自明である。そこで変換 (a)のみ
を吟味する。
aξ2 + bξ + c = a(ξ′ + n)2 + b(ξ′ + n) + c
= aξ′2 + (2an+ b)ξ′ + (an2 + bn+ c)
従って a′ = a, b′ = 2an+ b, c′ = an2 + bn+ cとなる。これから
b ≡ b′ (mod 2)
を得る。また最大公約数の計算規則を使えば
gcd(a′, b′, c′) = gcd(a, 2an+ b, an2 + bn+ c) = gcd(a, b, an2 + bn+ c)
= gcd(a, b, c) = 1
となる。ξ の判別式を D、ξ′ の判別式を D′ とすると、
D′ = (2an+ b)2 − 4a(an2 + bn+ c) = b2 − 4ac = D
となる。










m = 4n+1 (n ∈ N)として ξ = (√m+1)/2の連分数の計算を考えよう。ξ
の原始 2次式は ξ2 − ξ− n = 0であり、ξ の判別式はmである。ξ の原始 2次
式から生成される 2次式 a′ξ′2 + b′ξ′ + c′ = 0は gcd(a′, b′, c′) = 1を保つ。判
別式はmを保ち、また b′ は奇数を保つ。従って ξ′ を (
√
m+ b)/aとして表す
と、b (= b′)は奇数、a (= 2a′)は偶数である。
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定義: モジュラー変形: 実数 ωの変形 ω′ = (rω+s)/(tω+u)を ωのモジュラー
変形と言う。ここに r, s, t, uは整数で、ru−st = ±1とする。以下、e = ru−st
とする 8。
条件 ru− st = eは行列式を使って
∣∣∣∣∣r st u
∣∣∣∣∣ = eとも表現できる。従って、モ




















ω′ = (rω + s)/(tω + u), ω′′ = (r′ω′ + s′)/(t′ω′ + u′)
とすると
ω′′ = ((r′r + s′t)ω + r′s+ s′u)/((t′r + u′t)ω + t′s+ u′u)
となる。つまり、モジュラー変形を繰り返して得られた結果は、対応する行列
の積に一致している:(
r′r + s′t r′s+ s′u




























符号が定まらないことは、逆変形によく現れている。ω′ = (rω+ s)/(tω+u)






















注意: それでもモジュラー変形は ωに対して一意には定まらない。例えば ω =√
2, ω′ =
√
2 + 1とすると (r, s, t, u) = (1, 1, 0, 1)であるが、他方 (r, s, t, u) =
(0, 1, 1,−1)も可能である。eの値は、前者は 1で、後者は −1である 9。この
例は (
√



































































で、これは θ = [n, θ′]に相当する。
θを連分数に展開すると θ = [n1, n2, n3, ...]であるから θ′ = [n2, n3, ...]と置
くと θ = [n1, θ′]である。つまり、θ′ は θ の連分数の計算において、最初に現
れる数である。
補題 6. ω′ = [n1, n2, ..., nl, ω] とする。すると [n1, n2, ..., nl, ω] は ω のモジュ
ラー変形である。この変形行列をM とすると |M | = (−1)l となる。







l ≥ 2の場合には、付録 Cの定理 6より、自然数 r, s, t, uを
r/t = [n1, n2, ..., nl], s/u = [n1, n2, ..., nl−1]
で定義する。ここに r/t, s/uは (分母が正の)既約分数とする。すると、


























, [2, 3, 5] =
2 + 7 · 5
1 + 3 · 5 =
37
16








である。故に ω′ = (37ω + 7)/(16ω + 3)となる。
なお
∣∣∣∣∣37 716 3
∣∣∣∣∣ = −1となる。符号は l = 3に対応している。
定義: 自己変形: θを 2次無理数とする。θ = (rθ+s)/(tθ+u)でかつ ru−st =
±1となる (r, s, t, u)の組を θ の自己変形という。つまり自己変形とは自分自
身に変形するモジュラー変形である。その場合には θは必然的に 2次無理数と
なる。(r, s, t, u) = (1, 0, 0, 1)は自明な自己変形である。我々は自明でない自己
変形に関心がある。




, ru− st = e = ±1 (1)
を基に p2 −Dq2 = 4eの解が求まる。ここに Dは θの判別式である。
証明: 求め方を示す。式 (1)より
tθ2 + (u− r)θ − s = 0 (2)
である。θ が 2次無理数であるから、ts ̸= 0である。q = gcd(t, u− r, s)とし
て a = t/q, b = (u− r)/q, c = −s/q と置くと
aθ2 + bθ + c = 0 (ac ̸= 0, gcd(a, b, c) = 1) (3)
となる。式 (3)から θの判別式D = b2− 4acが得られる。ここで p = u+ rと











ru− st = (p2 − b2q2)/4 + acq2 = (p2 −Dq2)/4 (5)
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となる。故に p2 −Dq2 = 4eである。
補注: D = 4m の場合には、p は偶数となる。従って p = 2p′ と置いてよ
い。その場合には Z(
√
m)の単数 p′2 −mq2 = eが求まっている。
例 8. θ =
5θ + 3
3θ + 2
とすると、p = 5 + 2 = 7 である。また 3θ2 − 3θ − 3 = 0
から q = 3 および θ2 − θ − 1 = 0 を得て D = 5 である。確かに p2 − 5q2 =




θ = (rθ + s)/(tθ + u), e = ur − st = ±1
の分母 ρ = tθ+uは Z∗(
√
D)の単数である。ここにDは θの判別式である 10。
証明: 補題 7の式 (4)より
ρ = tθ + u = aqθ +
p+ bq
2























補注: D = 4m の場合には、p は偶数となる。従って p = 2p′ と置いてよ
い。その場合には Z(
√




とする。e = −1である。また自己変形の分母は ρ =
3θ+2である。3θ2− 2θ− 3 = 0よりD = 40および θ = 2 +
√
40













自己変形から 2 次の無理数と、(その判別式を D として) Z∗(
√
D) の単数




補題 9. θを 2次の無理数とし,整数 a, b, cによって
aθ2 + bθ + c = 0 (a ̸= 0) (1)
と表されるとする。θの判別式を
D = b2 − 4ac (2)
とする。そして整数 p, q は

















証明: 式 (4)と (3)より
ru− st = (p2 − b2q2)/4 + acq2 = (p2 −Dq2)/4 = e (6)
である。また式 (4)と式 (1)より
θ(tθ + u)− (rθ + s) = tθ2 + (u− r)θ − s = q(aθ2 + bθ + c) = 0 (7)
を得る。ところが a ̸= 0, q ̸= 0であるから t ̸= 0であり、また θ は無理数な






式 (2)より D ≡ b2 (mod 4)であるから、式 (3)より p2 ≡ (bq)2 (mod 4)を
得る。従って pと bq は共に偶数、あるいは共に奇数であり、r, uは整数とな
る。
すなわち、自己変形と単数は与えられた θ の下に 1対 1に対応しているの
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である。
補注: 補題の式 (1)において、bが偶数の場合は次のようになる。式 (1)に代
わって
aθ2 + 2bθ + c = 0 (a ̸= 0) (1’)
式 (2)に代わって
D = 4m, m = b2 − ac (2’)
式 (3)に代わって












例 10. 単数を ε = 3 +
√
8 とする。(p, q) = (3, 1) である。θ =
√
8 とすれ
ば θ2 − 8 = 0 故、補注を使うのが楽である。(a, b, c) = (1, 0,−8) となる。














8− 2とすれば、θは θ2 + 4θ− 4 = 0を満たし、補注のケースで




θ(θ + 5) = θ2 + 5θ = −4θ + 4 + 5θ = θ + 4







































rr′ + st′ rs′ + su′
tr′ + ut′ ts′ + uu′
)
となるが、生成された自己変形の分母 (tr′ + ut′)θ + (ts′ + uu′)は、基になっ
た自己変形の分母 tθ + sと t′θ + s′ の積に等しい。
証明: 行列の積が自己変形であることは明らか。そこで (tr′ + ut′)θ + (ts′ +
uu′) = (tθ + s)(t′θ + s′)を示す。2つの自己変形の分母の積は
(tθ + s)(t′θ + s′) = tt′θ2 + (ut′ + tu′)θ + uu′
であるが、ここで t′θ2 = (r′ − u′)θ + s′ を利用する。すると
tt′θ2 + (ut′ + tu′)θ + uu′ = t((r′ − u′)θ + s′) + (ut′ + tu′)θ + uu′
= (tr′ + ut′)θ + ts′ + uu′
で求める結果を得る。
定義: 簡約 2次無理数: 2次無理数 θが不等式 θ > 1, 0 > θ > −1を満たすと
き、θを簡約 2次無理数と言う 11。
定義: 純循環: 純循環とは、循環が最初の部分商から始まるのを言う 12。連分
数の表記では θ = [n1, n2, ..., nl, θ]の形になる。
注釈: 簡約 2次無理数は既に第 2章で集合 T+ の要素として扱われて、純循環
することが証明されている。
補題 11. θ は簡約 2次無理数とする。ξ =
1
θ − [θ] とすれば ξ も簡約 2次無理
数である。
証明: 証明を分かりやすくするために θ∗ = −θ, ξ∗ = −ξ とする。すると




n = [θ] ≥ 1 とする。ξ = 1/(θ − n) > 1 は明らか。0 < θ∗ < 1 であるから、



















である。故に 0 < ξ∗ < 1が成り立つ。
補題 12. θは簡約 2次無理数とする。
θ = [n1, n2, ..., nl−1, nl, θ] = [n1, n2, ..., nl−1, nl] (1)
とすれば η = −1/θに対して
η = [nl, nl−1, ..., n2, n1, η] = [nl, nl−1, ..., n2, n1] (2)
となる。
証明: n1, n2, ..., nl は
θ1 = θ, nk = [θk],
1
θk+1
= θk − nk (k = 1, 2, ..., l − 1, l) (3)
によって再帰的に決まる自然数列である。ここに θl+1 = θ1 とする。θ∗k = −θk
と置くと、この下で θk > 1, 0 < θ∗k < 1 (k = 1, 2, ...) が成り立つ (補題 11)。
従って ηk = 1/θ∗k と置けば ηk > 1, 0 < η
∗
k < 1 (k = 1, 2, ...)が成り立つ。こ
こに η∗k = −ηk とした。そして
ηl+1 = η1 = η,
1
ηk
= ηk+1 − nk (k = l, l − 1, ..., 2, 1)
となる。ηk > 1 (k = 1, 2, ...)故 0 < ηk+1−nk < 1である。従って [ηk+1] = nk
が成り立つ。故に
η = [nl, nl−1, ..., n2, n1, η]
となる。
次の定理は既に第 2章の定理 2で証明されているが、別証を載せる。
定理 1. ω =
√
m, n0 = [ω]とすると次が成立する。
(a) ω は [n0, n1, n2, ..., nr−1, nr, 2n0]の周期構造を持つ
(b) [n0, n1, n2, ..., nr−1, nr, 2n0) = [n0, nr, nr−1, ..., n2, n1, 2n0]
(c) nk ≤ n0 (k = 1, 2, ..., r)
証明: ω =
√
mとする。すると ω > 1, ω + ω = 0である。n0 = [ω]とすると
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n0 ≥ 1である。そこで θ1 = 1
ω − n0 と置くと、θ1 > 1である。また
− 1
θ1
= n0 − ω = n0 + ω > 1
であるから−1 < −θ1 < 0となり、θ1は簡約無理数である。従って η1 = −1/θ1
とすると補題 12によって
ω = [n0, θ] (1)
θ1 = [n1, n2, ..., nl−1, nl, θ1] (2)




= ω − n0, η1 = −ω + n0
である。これと ω + ω = 0より
1
θ1
− η1 = −2n0
故に




である。これと式 (3)を比較して 2n0 = nl および
θ1 = [nl−1, ..., n2, n1, η1] = [nl−1, ..., n2, n1, [2n0, θ1]]
= [nl−1, ..., n2, n1, 2n0, θ1]
(4)
を得る。これを式 (2)と比較して (nl−1, ..., n2, n1) = (n1, n2, ..., nl−1)を得る。













(k = 1, 2, ..., r)
である。従って bk + bk+1 = nkak である。他方、bk (k = 1, 2, ..., r) はどれ
も 0 < bk <
√
mすなわち 0 < bk ≤ nを満たす。ここに n0 = [
√
m]である。
従って bk + bk+1 ≤ 2n0 である。ak ≥ 2の場合には nkak ≤ 2n0 より nk ≤ n0
を得る。他方 ak = 1の場合には nk を bk+1 = n0 となるように選ぶことがで
きる。つまり
√












θk−1 − [θk−1] (k = 1, 2, ...)
に基いて θk を再帰的に求める。但し θ0 = θとする。√
mの連分数を √
m = [n0, n1, n2, ..., nl]
とする。ここに nk = [θk]である。
その連分数が k = l+1で循環し k = 1に戻るとせよ。すなわち、θl+1 = θ1
とする。すると θ1 = [n1, n2, ..., nl, θ1] であり、θ1 の自己変形を表している。




m − nと置くと θ1 = 1/η である。そして θ1 の自己変形から
η の自己変形 η = (uη + t)/(sη + r)が得られる。補題 8より sη + r は単数で
あり、N(sη + r) = ru− stである。これより
N(r + sη) = (r + sη)(r + sη) = r2 + sr(η + η) + s2ηη
= r2 − 2nsr − s2(m− n2) = (r − sn)2 −ms2 = (−1)l (5.7)
が得られる。従って x = ns− r, y = sが Pell方程式の解である 13。















例 1. Pell方程式 x2 − 8y2 = ±1
m = 8,
√
8 = [2, 1, 4], l = 2, n0 = 2のケースである。
付録 Cの定理 6を使うと、次のように効率よく自己変形を計算できる。














x = r − ns = 5− 2 · 1 = 3, y = s = 1
となる。
別解: 式 (5.7)の世話にならなくても次のようにやっていける。
θ1の自己変形 θ1 = (5θ1+1)/(4θ1+1)より方程式 4θ21−4θ1−1 = 0が得られる。
そして自己変形の分母 4θ1 +1は単数である。方程式を解くと θ = (2±
√
8)/4












m = [n, n1, n2, ..., nr, 2n]となる (定理 1)。そこ
で p/q = [n, n1, n2, ..., nr]とすると





m− n), θ1 = [n1, n2, ..., nr, 2n, θ1]
とすると θ1 = (rθ1 + s)/(tθ1 + u), ru − st = (−1)r+1 と表せる (補題 6)。そ





r = H(n1, n2, ..., nr, 2n), s = H(n1, n2, ..., nr)
である (付録 C定理 6)。ここで定理 1
(n1, n2, ..., nr−1, nr) = (nr, nr−1, ..., n2, n1)
と、付録 C定理 1を使って





H(2n, n1, n2, ..., nr)
H(n1, n2, ..., nr)








7 = [2, 1, 1, 1, 4]の場合 p/q = [2, 1, 1, 1]を計算すればよい。
[1, 1] = 1+1/1 = 2/1, [1, 1, 1] = 1+1/2 = 3/2, [2, 1, 1, 1] = 2+2/3 = 8/3
従って p/q = 8/3である。これから p2 − 7q2 = 1が確認できる。なお Pell方
程式の右辺は、 l = r + 1 = 4故 (−1)l = 1と一致している。







る。証明においては (n1, n2, ..., nr)の対称性だけが仮定されており、これらが
2n より小さいことは使われていない。従って例えば p/q = [2, 1] だけではな
く、p/q = [2, 1, 4, 1]も p/q = [2, 1, 4, 1, 4, 1]も m = 8の Pell方程式を満たす
のである。
注釈 3 先にm ≡ 3 (mod 4)の場合には式 (5.4)の解が存在しないことを指摘
しておいた。このことと定理 2から、
√
mの連分数の周期 (r + 1)は、m ≡ 3
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(mod 4)の場合には、奇数にはならないことが分かる。同じ理由で、 m ≡ 0
(mod 4)の場合にも、連分数の周期は奇数にはならない。ところで、第 4.3節:
余題 1では、rが偶数の場合 (つまり連分数の周期が奇数の場合)、m = n2 + a
の aは a ̸≡ 3 (mod 4)であることが示されている。n2 ≡ 0, 1 (mod 4)である
から、n2 ≡ 0 (mod 4)の場合にはm ̸≡ 3 (mod 4)、n2 ≡ 1 (mod 4)の場合に






定義: 基本単数: εを 1 < εの条件を満たす Z(
√
m)の単数とする。Pell方程





m)の元 ε′ = x′ + y′
√
mで ε′ ≤ εを満たすものは少なくとも 1つ
は存在し、また高々有限個しか存在しない。なぜなら x′, y′ は非負整数だから




















m)のどの単数 ε > 1
も εn0 で表される。ここに nは非負整数である。
証明: 1 < ε0 であるから ε > 1に対して εn0 ≤ ε < εn+10 となる nが存在する。
これから 1 ≤ ε/εn0 < ε0である。ε/εn0 は Z(
√
m)の単数であるが、ε0は 1 < ε0





m = [n0, θ], θ = [n1, n2, ...]とし、n1, n2, ...が周期 lを持つとする。すな




θ = [n1, n2, ..., nl, θ], θ =
rθ + s
tθ + u
, ru− ts = ±1














である。tkθ + uk は単数であり、tkθ + uk = (tθ + u)k である (補題 10)。
































ε = 3θ+ 2 =
√
10 + 3は εε = −1を満たし、確かに Z(√10)の単数である。
ε′ = 18θ + 13 = 6
√
10 + 19も ε′ε′ = 1を満たし、確かに Z(
√
10)の単数であ
る。そして ε′ = ε2 の関係が成立している。
例 2. ω =
√




己変形は最小周期を採用した。これから単数 ε = 1θ + 0 = ω + 3 を得る。


















m) の基本単数を ε0 とする。θ と ε0 から自己変形を作ることがで




既に tθ + u が Z(
√
m) の単数であることは証明されている (補題 8)。ま
たどの単数 ε も基本単数 ε0 によって εk0 = ε (k ≥ 1) と表されることも










の自己変形である。 ε は最小周期から得たのであったから k = 1 である。つ
まり εは基本単数である。
定義: Pell方程式の基本解: 基本単数に対応する Pell方程式の解を「Pell方程
式の基本解」と言うことにする。Pell方程式の基本解から基本単数が求まり、
その基本単数のべき乗から Pell方程式の全ての解が求まる。




m)の基本単数である。従って (x, y) = (3, 1)は Pell方程
式 x2 − 8y2 = ±1の基本解である。(3 +√8)k から Pell方程式 x2 − 8y2 = ±1
の全ての解が求まる。
定理 2を強めた次の定理が成立する。




m = [n, n1, n2, ...]、lを連分数の周期とする。すると
nl = 2nで n, n1, n2, ..., nl−1 のどれも 2nより小さい (定理 1)。
そこで、pk/qk = [n, n1, n2, ..., nkl−1] (k = 1, 2, ...)とすると
p2k −mq2k = (−1)kl
である。そして、(p1, q1)は Pell方程式の基本解である。また、基本単数を ε0
とすると、 (pk, qk)は、単数 εk0 に対応した Pell方程式の解である。
証明: Z(
√
m)の基本単数を ε0とする。また θ1 = 1/(
√
m−n)とする。すると
自己変形 θ1 = [n1, n2, ..., nr, 2n, θ1]は基本単数に対応する (補題 14)。p1/q1 =
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[n, n1, n2, ..., nr]が Pell方程式を満たすことは定理 2で証明済みであるが、これ
は Pell方程式の基本解である。同様にして pk/qk = [n, n1, n2, ..., nkl−1] (k =
1, 2, ...)は εk0 に対応する解であることを示せる。
Pell方程式の解の基本性、あるいは単数の基本性の判定は面倒であった。し
かし、この定理が綺麗に、この問題を解決してくれるのである。
例 4. Pell方程式 p2 − 7q2 = ±1の解は √7 = [2, 1, 1, 1, 4]であるから、p/q =






例 5. (p, q) = (15, 4)は p2 − 14q2 = 1の解である。p/q の連分数 [3, 1, 3]は必
要な対称性を持っていないが変形して、p/q = [3, 1, 2, 1]となる。これは必要
な対称性を持っており、
√
14 = [3, 1, 2, 1, 6] から派生していることが分かる。
従って (p, q) = (15, 4)は基本解である。
例 6. (p, q) = (17, 12)は p2 − 2q2 = 1の解である。p/q = [1, 2, 2, 2]は √2 =
[1, 2, 2, 2, 2] に対応する。ところが [1, 2, 2, 2, 2] = [1, 2] であり、[1, 2] からは
p/q = [1] を得る。従って、(p, q) = (17, 12) は基本解ではない。基本解は





2である。なお 17 + 12
√





T1 x2 −my2 = ±1
T2 x2 −my2 = ±4
x2 −my2 = ±4においてm ≡ 1 (mod 5)の場合だけが新しい問題を提起す
る。なぜなら x2 ≡ my2 (mod 4)であるから
(a) m ≡ 0 (mod 4)の場合、x = 2x′, m = 4m′ と置いて x′2 −m′y2 = ±1;
(b) m ≡ 2, 3 (mod 4) の場合、x ≡ y ≡ 0 (mod 2) である。故に x =
2x′, y = 2y と置いて x′2 −my′2 = ±1;
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故に m ≡ 1 (mod 4) を除いて、いずれも T1 に還元できる。従って以下では
m ≡ 1 (mod 4)とする。
既に示したように、T2の Pell方程式は、判別式mの無理数 θと、それが満
たす自己変形M を見つければ解ける。M は θを連分数に展開すれば得られる
ので、結局 θを見つけることに帰着する。






答: 4ω2−4ω−(m−1) = 0であるが、m ≡ 1 (mod 4)であるから (m−1) = 4m′
と置いて ω2−ω−m′ = 0を得る。従って判別式はD = 1+4m′ = mである。
問題 2. 問題 1において、m = 5, 13, 17, 21, 29, 33, 37の場合の ωの連分数を求
めよ。
答: CASEm = 5: ω = [1]
CASEm = 13: ω = [2, 3]
CASEm = 17: ω = [2, 1, 1, 3]
CASEm = 21: ω = [2, 1, 3]
CASEm = 29: ω = [3, 5]
CASEm = 33: ω = [3, 2, 1, 2, 5]










































, n0 = [ω]とすると次が成立する。
(a) ω は [n0, n1, n2, ..., nr−1, nr, 2n0 − 1]の周期構造を持つ
(b) [n0, n1, n2, ..., nr−1, nr, 2n0 − 1) = [n0, nr, nr−1, ..., n2, n1, 2n0 − 1]
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とする。すると ω > 1, ω + ω = 1である。n0 = [ω]とす
ると n0 ≥ 1である。そこで θ = 1
ω − n0 と置くと、θ > 1である。また
−1
θ
= n0 − ω = n0 − (1− ω) = n0 − 1 + ω > 1
であるから −1 < θ < 0 となり、θ は簡約された 2次無理数である。従って
η = −1/θとすると、補題 12によって
ω = [n0, θ] (1)
θ = [n1, n2, ..., nl−1, nl, θ] (2)




= ω − n0, η = −ω + n0
である。これと ω + ω = 1より
1
θ
− η = 1− 2n0
故に
η = 2n0 − 1 + 1
θ
= [2n0 − 1, θ]
である。これと式 (3)を比較して 2n0 − 1 = nl および
θ = [nl−1, ..., n2, n1, η] = [nl−1, ..., n2, n1, [2n0 − 1, θ]]
= [nl−1, ..., n2, n1, 2n0 − 1, θ]
(4)
を得る。これを式 (2)と比較して (nl−1, ..., n2, n1) = (n1, n2, ..., nl−1)と nl =














(k = 1, 2, ..., r)
従って bk + bk+1 = nkak である。他方、bk (k = 1, 2, ..., r) はどれも 0 <
bk <
√
m すなわち 0 < bk ≤ n を満たす。ここに n = [
√
m] である。従って
bk + bk+1 ≤ 2n である。m ≡ 1 (mod 4) の場合には ak = 1 は発生しない。
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ak は偶数だからである (補題 5の補注)。ak ≥ 2 の場合には nkak ≤ 2n より
nk ≤ nを得る。
問題 3. 問題 2の結果を利用して、m = 5, 13, 17, 21, 29, 33, 37の場合について、
拡張 Pell方程式 x2 −my2 = ±4の解を求めよ。
答: CASEm = 5: ω = [1, θ], θ = [1, θ]として、θの自己変形 θ = (θ+1)/θを得
る。θ = (
√
5+1)/2で、自己変形の分母である θが単数である。実際 θθ = −1
を満たしている。従って (x, y) = (1, 1)である。
CASE m = 13: ω = [2, θ], θ = [3, θ] として、θ の自己変形 θ = (3θ + 1)/θ
を得る。θ = (
√
13 + 3)/2 で、自己変形の分母である θ が単数である。実際
θθ = −1を満たしている。従って (x, y) = (3, 1)である。
CASE m = 17: ω = [2, θ], θ = [1, 1.3, θ] として、θ の自己変形 θ = (7θ +
2)/(4θ+1)を得る。θ = (
√
17+3)/4で、自己変形の分母である 4θ+1 = 4+
√
17












m m (mod 8) ω Pell eq.
5 5 ω = [1] = [1, 1] 12 − 5 · 12 = −4
13 5 ω = [2, 3] 32 − 13 · 12 = −4
17 1 ω = [2, 1, 1, 3] 42 − 17 · 12 = −1
21 5 ω = [2, 1, 3] 52 − 21 · 12 = +4
29 5 ω = [3, 5] 52 − 29 · 12 = −4
33 1 ω = [3, 2, 1, 2, 5] 232 − 33 · 42 = +1






補題 15. m ≡ 1 (mod 8)とすると、Z∗(√m)における単数は Z(√m)の単数
でもある。
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m ≡ 1 (mod 4)でもあるので、x2 ≡ y2 (mod 4)、つまり x, yは共に偶数ある









証明: ϵ = (x+ y
√
m)/2とすると x2 −my2 = ±4である。m ≡ 1 (mod 4)で
もあるので、x2 ≡ y2 (mod 4)、つまり x ≡ y (mod 2)である。ϵ3 を計算す
ると
ϵ3 =





x(x2 + 3my2) ≡ x(1 + 3m) ≡ 16x ≡ 0 (mod 8)
y(3x2 +my2) ≡ y(3 +m) ≡ 8y ≡ 0 (mod 8)
従って ϵ3 ∈ Z(√m)である。
x, y が共に偶数の場合には ϵ は既に Z(
√








m + 1)/2 として、ω = [n, n1, n2, ..., nl] とすると、ω = [n, θ], θ =
[n1, n2, ..., nl, θ] と書けた。θ の自己変形を θ = (rθ + s)/(tθ + u) とすると
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である。従って η + η = −(2n− 1), ηη = ((2n− 1)2 −m)/4が成り立ち
N(sη + r) = (r2 + sr(η + η) + s2ηη)
= r2 − (2n− 1)sr + s2 · (2n− 1)
2 −m
4
= (r − 2n− 1
2




(2r − (2n− 1)s)2 −ms2 = ±4
が成り立つ。
例 1. m = 21とすると、ω = [2, θ], θ = [1, 3, θ] = (4θ + 1)/(3θ + 1)である。
従って (n, r, s) = (2, 4, 1)となり、
(8− 3 · 1)2 − 21 · 12 = +4
で、確かに、拡張 Pell方程式の解になっている。
例 2. m = 33とすると、ω = [3, θ], θ = [2, 1, 2, 5, θ] = (43θ + 8)/(16θ + 3)で
ある。従って (n, r, s) = (3, 43, 8)となり、
(2 · 43− 5 · 8)2 − 33 · 82 = +4
となるが、通約できて
(43− 5 · 4)2 − 33 · 42 = +1
を得る。









= [n, n1, n2, ..., nr]
によって定義した既約分数 p/q は

















を得る。付録 C定理 6、付録 C定理 1を使って
r = H(n1, n2, ..., nr, 2n− 1) = H(2n− 1, nr, ..., n2, n1)
= H(2n− 1, n1, n2, ..., nr)





H(2n− 1, n1, n2, ..., nr)
H(n1, n2, ..., nr)
= [2n− 1, n1, n2, ..., nr]
= n− 1 + [n, n1, n2, ..., nr] = n− 1 + p
q
となる。従って
s = q, r = p+ (n− 1)q









(2p− q)2 −mq2 = ±4
である。連分数の長さが偶数なら正、奇数なら負である (補題 6)。
例 3. m = 5の場合、ω = [1], p/q = [1]より (p, q) = (1, 1)である。従って
(2− 1)2 − 5 · 12 = −4









と書き換える必要がある。その場合 ω = [1, 1, 2, 1]となり定理の方法が適用で
きない。ではどうすれば拡張 Pell 方程式 x2 − 6y2 = ±4 の解を求めること
ができるか? x = 2p, y = 2q と置いて p2 − 6q2 = ±1 を求める。この解は
(p, q) = (5, 2)である。
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例 5. m = 13の場合、ω = [2, 3], p/q = [2] = 2/1である。従って
(4− 1)2 − 13 · 12 = −4
例 6. m = 17の場合、ω = [2, 1, 1, 3], p/q = [2, 1, 1] = 5/2である。従って
(10− 2)2 − 17 · 22 = −4 or 42 − 17 · 12 = −1
例 7. m = 21の場合、ω = [2, 1, 3], p/q = [2, 1] = 3/1である。従って
(6− 1)2 − 21 · 12 = +4
例 8. m = 29の場合、ω = [3, 5], p/q = [3] = 3/1である。従って
(6− 1)2 − 29 · 12 = −4
例 9. m = 33 の場合、ω = [3, 2, 1, 2, 5], p/q = [3, 2, 1, 2] = 27/8 である。
従って
(54− 8)2 − 33 · 82 = +4 or 232 − 33 · 42 = +1
例 10. m = 37の場合、ω = [3, 1, 1, 5], p/q = [3, 1, 1] = 7/2である。従って
(14− 2)2 − 37 · 22 = −4 or 62 − 37 · 12 = −1
重要な問題が残されている。


































例 11. m = 13の場合、ω = [2, 3]の循環の第 1節から p/q = [2] = 2/1が得ら





















ある。これから拡張 Pell方程式の他の解 112 − 13 · 32 = 4が得られる。
同じ結果は ω の循環の最初の 2つの節を使って
p/q = [2, 3] = 7/3, x = 2p− q = 11, y = q = 3
としても得られる。
例 12. m = 21の場合、ω = [2, 1, 3]の循環の第 1節から p/q = [2, 1] = 3/1が





















ある。これから拡張 Pell方程式の他の解 232 − 21 · 52 = 4が得られる。
同じ結果は ω の循環の最初の 2つの節を使って





ここではm, d ∈ N を与え
x2 −my2 = k (= ±d) (x, y ∈ Z) (6.1)
のタイプの方程式を考える。mは平方数ではないとしている。
例えばm = 5, d = 20を与えると、(x, y) = (0, 2), (5, 1), (5, 3), (10, 4), (15, 7)
などの解を得る。そのときの kは +20または −20となるが、どちらも解とす
る。どちらの解であるかを明示するために、この章の例題では解を (x, y, k) =
(0, 2,−20), (5, 1, 20), (5, 3,−20), (10, 4, 20), (15, 7,−20)のように kの値も表示
している。kを与えて方程式を解いているのではないことを注意しておく 1。










式 (6.1)の x, yを実数と考え、グラフを描くと双曲線になる (図 6.1)。整数解
はこの双曲線の上にある。この双曲線は x 軸と y 軸に対称であり、整数解の




(x−√my)(x+√my) = k (6.2)
と変形する。すると式 (6.1)を解く問題は、ξξ = k となる Z(
√











であるから、ε0ε0 = +1 の場合には ξ は n に関わらず ξξ = k を満たすが、
ε0ε0 = −1の場合には ξ は nの偶奇に従って ξξ = +kまたは ξξ = −kを満た
す。基本単数は常に存在するので、式 (6.1)に解が存在するなら、無限個の解
が存在するのである。
図 6.1に x2 − 5y2 = ±20の双曲線と、整数解 (黒丸)を例として示す。また
双曲線の漸近線 x +
√
5y = 0と x − √5y = 0も参考のために描かれている。
当然のことであるが、整数解 (黒丸)は x軸と y 軸に対称に分布している。図
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図 6.1: 解の分布例









5ε0 = 10 + 4
√
5で、座標点 (10, 4)が得られる。また 2
√













5)ε−10 = −5 + 3
√
5である。


















が重要な役割を演じている。さらに、k = −dの解から k = +dの解が得られ
る (あるいはその逆)ことがあるのだから、k = +dの解と k = −dの解を切り
離してはならないことが分かる。
式 (6.1)の解について考えるときは x +
√
my > 0の領域だけに注目して構






によって εn0 (n ∈ Z)で表せるのであった。
ここで「同伴」を次のように定義する。
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図 6.1の x +
√
5y > 0の領域では 9個の整数解 (黒丸)が存在し、同伴関係
によって次の 3つに分類される:
(0, 2) ∼ (10, 4) ∼ (10,−4)
(5, 1) ∼ (15, 7) ∼ (−5, 3)
(5, 3) ∼ (5,−1) ∼ (−15, 7)
ここに U(
√
5)による同伴関係を ∼で表している。従って x2 − 5y2 = ±20の
全ての整数解は Z(
√





5εn0 , ±(5 +
√
5)εn0 , ±(5 + 3
√








ϵ0 = (1 +
√
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を分類する場合、単数集合として何を使っているのか、はっきりさせる必要が
あるのである。
我々は一般 Pell方程式 (6.1)の、次の特性を持つ解の組 S が欲しいのである。
(a) S の中に、同伴な 2つの元は存在しない
(b) 方程式 (6.1)の全ての解が、S の元に単数を乗じて生成される
これらの 2つの特性を持つ解の組を一般 Pell 方程式の代表解の組と呼ぶこ
とにしよう。また代表解の組の要素を代表解と呼ぶことにしよう 6。
6.2 解法 I
補題 1. 自然数 dと、平方数ではない自然数mを与える。Z(
√
m)の元 θが





d ≤ θ0 < ε0
√
d
を満たすものが一つだけ存在する。ここに ε0 は Z(
√
m)の基本単数である。
証明: θ′ = ±εn0 θ (n ∈ Z)はどれも U(
√
m)における θ の同伴解である。その
うち、θ′ ≥ √dとなる最小の θ′ を選び、それを θ0 とする。すると θ0 < ε0
√
d
が成り立つ。なぜなら、仮に θ0 ≥ ε0
√











である。この ± の符号は N(ε0) = ε0ε0 = ±1 の符号に対応している。+1









dと N(θ′0) = ±1を満たし、θ0 より
小さい。つまり最初の仮定に反する。





m)の単数 εを使って θ′ = εθ0 と表
されることとなる。すると θ0 < εθ0 < ε0
√
dである。ところが θ0 は θ0 ≥
√
d
を満たすように選ばれたのであった。従って ε < ε0
√








定理 1. 自然数 dと、平方数ではない自然数mを与えた不定方程式
x2 −my2 = k (= ±d) (1)
が自然数解を持つとする。すると N(ε0) = +1の場合は
0 ≤ y < q
√
d if k > 0√
d/m ≤ y < p
√
d/m if k < 0
(2)
N(ε0) = −1の場合は
0 ≤ y < p
√
d/m if k > 0√
d/m ≤ y < q
√
d if k < 0
(3)
の範囲に代表解を求めることができる。ここに ε0 は Z(
√




証明: x, yを実数として、双曲線 x2−my2 = k (k = ±d)と直線 x+√my = c
との交点を調べよう。与えられた cと dに対して、この交点は (存在するとす
れば) k = +dと k = −dの各々について唯 1点が定まる。これを P (c)と Q(c)
としよう。
x, y ≥ 0の領域に代表解を見出そう。そこで、以下では x, y ≥ 0とする。こ
の領域において、この双曲線のグラフは増加関数である。
この領域の中で、双曲線と直線が交点を持つ最小の c を c0 とする。する
と c0 =
√
d で、そのときは、直線 x +
√
my = c0 は k = +d の双曲線と
k = −dの双曲線の両方に (x, y ≥ 0の領域境界で)交点を持つ (図 6.2)。そこで
P0 = P (c0), Q0 = Q(c0)とする。P0 = (
√
d, 0), Q0 = (0,
√
d/m)である。




















図 6.2: x, y ≥ 0における代表解の範囲
ε0 を Z(
√
m) の基本単数とする。ε0 > 1 に注意しておく。また N(εn0 ) =
±1 (n ∈ Z)である。




















を得る。k = ±d故、これで 2点が求まる。
簡単のために r = q
√
mと置く。ε0 = p + r とすると、2p = ε0 + ε0, 2r =
ε0 − ε0 である。k > 0の場合、











































= ε0 + ε0 = 2p
ε0 − 1
ε0














= ε0 − ε0 = 2r
ε0 − 1
ε0











従って、不定方程式 (1)の自然数解が存在するとすれば、双曲線の区間 P0, P1
あるいは区間 Q0, Q1 に存在しなくてはならないので、定理の式 (2),(3) を得
る。
図 6.2では、x2 − 5y2 = ±20が例示されている。
原理的な話としては、定理 1で十分に問題が解決されているのである。以下
に適用例を挙げる。
例 1. x2 − 2y2 = k = ±7
計算に必要なパラメータを整理すると次のようになる。
m = 2, d = 7, ε0 = 1 +
√
2, N(ε0) = −1, p = 1, q = 1
定理 1式 (3)より、k = +7の場合 0 ≤ y < √7/2となる。故に y = 0, 1を
試せばよい。k = −7の場合√7/2 ≤ y < √7となる。故に y = 2を試せばよ
い。xは x2 = 2y2 ± 7から求める。結果は (x, y, k) = (3, 1, 7), (1, 2,−7)
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例 2. x2 − 3y2 = k = ±6
計算に必要なパラメータを整理すると次のようになる。
m = 3, d = 6, ε0 = 2 +
√
3, N(ϵ0) = +1, p = 2, q = 1
定理 1式 (2)より、k = +6の場合 0 ≤ y < √6となる。故に y = 0, 1, 2を
試せばよい。k = −6の場合√6/3 ≤ y < 2√6/3となる。故に y = 2を試せ
ばよい。xは x2 = 3y2 ± 6から求める。結果は (x, y, k) = (3, 1, 6)
別解: x = 3x′と置いて、y2− 3x′2 = k = ∓2を得る。この +2の解は存在し
ない。−2の解は (x′, y) = (1, 1)である。従って例題の解は (x, y, k) = (3, 1, 6)
である。
補注 1: x2 − 3y2 = ±2 と x2 − 3y2 = ±3 を別々に解けばよいと考えるか
も知れない。x2 − 3y2 = ±2 から N(1 + √3) = −2 、x2 − 3y2 = ±3 から
N(
√
3) = −3を得るが、この方法で N(3 +√3) = 6が得られる。問題は、こ
の方法が適用可能な条件がはっきりしないことにある 7。
補注 2: x2 − 3y2 = kの解は、kが次の場合には存在しない:
k ≡ 3 (mod 4)の場合: なぜなら x2 + y2 ̸≡ 3 (mod 4)
k ≡ 2 (mod 3)の場合: なぜなら x2 ̸≡ 2 (mod 3)
以上より、次の kでは解が存在しない: k = 2, 3,±5,±7, 8, 11, 14,±17, ...
例 3. x2 − 5y2 = k = ±20
計算に必要なパラメータを整理すると次のようになる。
m = 5, d = 20, ε0 = 2 +
√
5, N(ε0) = −1, p = 2, q = 1
定理 1 式 (3) より、k = +20 の場合 0 ≤ y < 2√20/5 となる。故に y =
0, 1, 2, 3 を試せばよい。k = −20 の場合 √20/4 ≤ y < √20 となる。故に
y = 3, 4 を試せばよい。x は x2 = 5y2 ± 20 から求める。結果は (x, y, k) =
(0, 2,−20), (5, 1, 20), (5, 3,−20)
補注 1: x2 − 5y2 = kの解は、kが次の場合には存在しない:
k ≡ 2 (mod 4)の場合: なぜなら x2 − y2 ̸≡ 2 (mod 4)
k ≡ 2, 3 (mod 5)の場合:なぜなら x2 ̸≡ 2, 3 (mod 5)




k = ±2, ±3, ±6, ±7, ±8, ±10, ±12, ±13, ±14, ±17, ±18, ...




例 4. x2 − 6y2 = k = ±25
計算に必要なパラメータを整理すると次のようになる。
m = 6, d = 25, ε0 = 5 + 2
√
6, N(ε0) = +1, p = 5, q = 2
定理 1 式 (2) より、k = +25 の場合 0 ≤ y < 2√25 となる。故に y =
0, 1, 2, ..., 9を試せばよい。k = −25の場合√25/6 ≤ y < 5√25/6となる。故
に y = 2, 3, ..., 10を試せばよい。これから




する誘惑を防ぐためである。x = 5x′, y = 5y′と置くと、x′2−6y′2 = 1となり、
これから代表解 x′ = 1, y′ = 0を得るので、x = 5, y = 0が x2 − 6y2 = ±25
の代表解であると思うかも知れない。しかし、これは代表解の一部に過ぎない。
6.2.1 x2 −my2 = k = ±4d
m ≡ 0, 2, 3 (mod 4)の場合には、易しい問題に還元できる。なぜなら x, y は
次の合同式
x2 ≡ my2 (mod 4)
を満たさなくてはならない。
CASE m ≡ 0 (mod 4) : x は偶数。m = 4m′, x = 2x′ と置くと、式
x2 −my2 = ±4dは x′2 −m′y2 = dに還元できる。
CASE m ≡ 1 (mod 4) : x2 ≡ y2 (mod 4) ゆえ、x, y は共に偶数あるいは
共に奇数。この場合、θ = (x +
√
my)/2と置いて、式 x2 −my2 = ±4dの代
わりに N(θθ) = ±dとなる θを求める。
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CASE m ≡ 2, 3 (mod 4) : x, y 共に偶数。x = 2x′, y = 2y′ と置くと、式
x2 −my2 = ±4dは x′2 −my′2 = ±dに還元できる。
例 5. x2 − 8y2 = k = ±20
x = 2x′ と置くと、x′2 − 2y2 = ±5となるが、解はない。
例 6. x2 − 8y2 = k = ±28
x = 2x′と置くと、x′2−2y2 = ±7となる。これは (x′, y, k) = (3, 1, 7), (1, 2,−7)










(x, y, k) = (6, 1, 28), (2, 2,−28), (10, 3, 28), (10, 4,−28)
である。なぜなら Z(
√












2) = 10 + 4
√















2)n (n ∈ Z)
x+
√




2)n (n ∈ Z)
で表されると。
例 7. x2 − 6y2 = k = ±20
x = 2x′, y = 2y′と置くと、x′2−6y′2 = ±5となる。ε0 = 5+2
√
6, N(ε0) = 1
である。これを解くと、(x′, y′, k) = (1, 1, 5), (7, 3, 5) で、従って (x, y, k) =
(2, 2, 20), (14, 6, 20)を得る。
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補題 2. 自然数 dと、平方数ではない自然数mを与える。Z∗(m)の元 θが





d ≤ θ0 < ϵ0
√
d








に、 ε0 を ϵ0 に置き換えればよい。
この補題は代表解の組を
√




定理 2. mは平方数ではない自然数で、m ≡ 1 (mod 4)とする。また dを自然
数とする。不定方程式
x2 −my2 = ±4d (1)
は自然数解を持つとする。するとN(ϵ0) = +1の場合は
0 ≤ y < q
√
d if k > 0
2
√
d/m ≤ y < p
√
d/m if k < 0
(2)
N(ϵ0) = −1の場合は
0 ≤ y < p
√
d/m if k > 0
2
√
d/m ≤ y < q
√
d if k < 0
(3)











ϵ0 + ϵ0 = p, ϵ0 − ϵ0 = r
8この定理の式 (2) と等価な記述は、高木 p.224にある。高木はこれを「根原解」と名付けたの
である
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= ϵ0 + ϵ0 = p
ϵ0 − 1
ϵ0














= ϵ0 − ϵ0 = r
ϵ0 − 1
ϵ0











例 8. x2 − 5y2 = k = ±16
計算に必要なパラメータを整理すると次のようになる。
m = 5, d = 4, ϵ0 = (1 +
√
5)/2, N(ϵ0) = −1, p = 1, q = 1
定理 2式 (3)より、k = +16の場合 0 ≤ y < √4/5となる。故に y = 0で
ある。k = −16の場合 2√4/5 ≤ y < √4となる。故にこの範囲に yの整数値
はない。x は x2 = 5y2 ± 16 から求める。結果は (x, y, k) = (4, 0, 16) 従って
(x, y, k) = (4, 0, 16)だけが U∗(
√
5)における代表解である。他の解はこれから
求まる。例えば 4ϵ0 = 2 + 2
√
5, (2 + 2
√
5)ϵ0 = 6 + 2
√
5であるが、これらは
x2 − 5y2 = ±16の U(√5)における代表解である。
例 9. x2 − 5y2 = k = ±20
ϵ0 = (1+
√
5)/2, N(ϵ0) = −1なので k = +20の場合には 0 ≤ y <
√
5/5で
ある。しかし y = 0は解にはならない。k = −20の場合には 2√5/5 ≤ y < √5








5)ϵ0 = 5 + 3
√












解の分布は x軸と y 軸に対称であった。定理 1では、この事実が利用され
ていなかった。Conradの定理は、この対称性を利用すれば探索範囲を著しく
改善できることを示している。
定理 3. εを N(ε) = 1, ε > 1を満たす Z(
√
m)の最小の単数とする。すると












m)の基本単数 ε0 = p+ q
√
mで表
すと、定理 1では、y は N(ε0) = +1の場合には 0 ≤ y < p
√
d/mの範囲に、
N(ε0) = −1の場合には 0 ≤ y < q
√
dの範囲にあるのであった。
他方、この定理 3の εは、ε0 を使って表すと
ε =
 ε0 if N(ε0) = +1ε20 if N(ε0) = −1
9論文と言うより、ネット上の記事である。何らかの理由で投稿を見送ったのであろう。考えら
れるのは Robertsonの論文 [24, 25] である。Conradの記事 [23] には発行年が書かれていないが、2016
年にネットに上がっていることが Firefoxを使えば分かる。Robertsonの論文は 2004年と 2014年
であり、この論文には定理 4 の特殊ケース N(ε0) = +1と等価な式が載っている。Conradの方
法は、この式を超えていないので、投稿を見送った可能性が高い。それにも関わらず、Conradを
採り上げたのは、筆者自身は定理 1 と定理 2 を書き上げたあと Conradに触発され、定理 4 と定







て N(ε0) = +1の場合には、定理 3は y の上限の評価を大きく改善する。




















例 10. x2 − 7y2 = 57
ε0 = 8 + 3
√
7, N(ε0) = 1である。定理 1では 0 ≤ y < 3
√
57 = 22.6、他方
定理 3では 0 ≤ y <√57ε0/7 = 11.4となる。
定理 1から得られる解 (代表解の組)は
(x, y) = (8, 1), (13, 4), (20, 7), (43, 16)
に対して、定理 3から得られる解は
(x, y) = (±8,±1), (±13,±4), (±20,±7)
である。定理 1では代表解の組を求めているのに対して、Conradの方は式 (1)
を満たす解を条件式 (1)の範囲で求めているために ±が付加されている。とこ
ろが 20 + 7
√




件式 (1)の y の範囲が広すぎることを意味している。
例 11. x2 − 34y2 = k = ±18√
34 = [5, 1, 4, 1, 10] より p/q = [5, 1, 4, 1] とすると、p = 35, q = 6 であ
る。これから ε0 = 35 + 6
√
34, N(ε0) = 1 を得る。従って定理 1 を使うと
0 ≤ y < 35√18/34の範囲が得られる。故に y = 1, 2, ..., 25を試せばよい。結
果は (x, y, k) = (18, 3, 18), (4, 1,−18), (64, 11,−18)である。
Conradの方法では |y|の範囲は |y| = 0, 1, ..., 6になる。
なぜなら u = (35 + 6
√
34)故　 |y| ≤ √18u/34 = 6.09である。条件式 (1)を
満たす解は (x, y) = (±4,±1), (±18,±3)である。なお定理 1の結果の (x, y) =
(64, 11)は (x, y) = (4,−1)から得られる。
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例 12. x2 − 5y2 = k = ±20
m = 5, d = 20, ε0 = 2 +
√
5, ε = ε20, |y| ≤ ε0
√
d/m = 8.47












補題 3. 自然数 dと、平方数ではない自然数mを与える。Z(
√
m)の元 θが





d/ε0 ≤ θ0 <
√
dε0
を満たすものが一つだけ存在する。ここに ε0 は Z(
√
m)の基本単数である。
証明: θ′ = ±εn0 θ (n ∈ Z)はどれも U(
√
m)における θの同伴解である。そのう
ち、θ′ ≥√d/ε0となる最小の θ′を選び、それを θ0とする。すると θ0 < √dε0
が成り立つ。なぜなら、仮に θ0 ≥
√











である。この ± の符号は N(ε0) = ε0ε0 = ±1 の符号に対応している。+1
の場合には ε0 > 0 であるが、−1 の場合には ε0 < 0 である。何れにせよ、
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d/ε0 とN(θ′0) = ±1を満たし、θ0 よ
り小さい。つまり最初の仮定に反する。





m)の単数 εを使って θ′ = εθ0 と表さ
れることとなる。すると θ0 < εθ0 <
√















定理 4. ε0は Z(
√
m)の基本単数で ε0 = p+ q
√
mとする。すると x2−my2 =




d(p+ 1)/2 if N(ε0) = +1√




d(p− 1)/2 if N(ε0) = +1√




≤ y < b√
m
if k > 0 (1)√
d
m
≤ y ≤ a√
m












my = c0 と、双曲線 x2−my2 = ±d
の交点を各々 P0, Q0とし、また直線 x+
√
my = c1と、双曲線 x2−my2 = ±d




の交点を各々 P1, Q1 とする (図 6.3)。すると
P0 = (a,− b√
m



















































ε0 + ε0 − 2 = 2p− 2 if N(ε0) = +1ε0 − ε0 − 2 = 2r − 2 if N(ε0) = −1
 P0 
 P1 

















図 6.3: 代表解の範囲例 (m, d) = (5, 20)
従って定理の主張を得る。なお、この範囲にある解は同伴にならないことは
補題 3から明らか。
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補注: 式 (1)において b/
√
mが整数の場合にだけ等号が必要になる。この式
は −b/√m < y ≤ b/√mでもよい。式 (2)においても a/√mが整数の場合に
だけ「(−b ≤ x < b)」の部分が必要になる。その場合、等号はどちらに付いて
もよい。
図 6.3には例として x2−5y2 = ±20が描かれている。整数解は黒丸で示され














定理 4は定理 1の良い面を引き継いでおり、さらに Conradを次の点で改善
している。
• N(ε0) = −1の場合も試行範囲を大きく狭めている
• 同伴解を含まない
例 13. x2 − 5y2 = ±20
m = 5, d = 20, ε0 = 2 +
√















従って k > 0では |y| = 0, 1を試し (x, y) = (5,±1)を得る。また k < 0で
は y = 2を試し (x, y) = (0, 2)を得る。
例 14. x2 − 73y2 = k = ±8
m = 73, d = 8, ε0 = 1068 + 125
√















従って k > 0で |y| = 0, 1, ..., 7を、k < 0で y = 1, 2, ..., 7を試せばよいが、こ
れから x = 9, y = ±1を得る。
補題 4. 自然数 dと、平方数ではない自然数mを与える。Z∗(m)の元 θが






d/ϵ0 ≤ θ0 <
√
dϵ0








に、 ε0 を ϵ0 に置き換えればよい。




定理 5. m は平方数ではない自然数で、m ≡ 1 (mod 4) とする。また d を自
然数とする。ϵ0 は Z∗(
√
m)の基本単数で ϵ0 = (p + q
√
m)/2とする。すると




d(p+ 2) if N(ϵ0) = +1√




d(p− 2) if N(ϵ0) = +1√




≤ y < b√
m





≤ y ≤ a√
m
(−b ≤ x < b) if k < 0 (2)
の範囲に求めることができる。










my = 2c1に囲まれた領域である。そこで直線 x+
√
my = 2c0と、
双曲線 x2−my2 = ±4dの交点を各々 P0, Q0 とし、また直線 x+
√
my = 2c1
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と、双曲線 x2 −my2 = ±4dの交点を各々 P1, Q1 とする (図 6.4)。すると
P0 = (a,− b√
m










































































補注: 式 (1)において b/
√
mが整数の場合にだけ等号が必要になる。この式
は −b/√m < y ≤ b/√mでもよい。式 (2)においても a/√mが整数の場合に
だけ「(−b ≤ x < b)」の部分が必要になる。その場合、等号はどちらに付いて
もよい。
例 15. x2 − 61y2 = ±12
計算に必要なパラメータを整理すると次のようになる。
m = 61, d = 3, ϵ0 = (39 + 5
√




m = 1.35, a/
√
m = 1.42, 2
√
d/m = 0.44
を得る。従って k > 0の場合には y = 0, 1を、k < 0の場合には y = 1試せば
よいことが分かる。結果は (x, y, k) = (±7, 1,−12)である。
この例題を他の方法と比較しよう。まず定理 1を使った場合には
m = 61, d = 12, ε0 = 29718 + 3805
√
61, N(ε0) = −1, p = 29718, q = 3805
である。ε0 の値は、付録 Dに載っている。この値が、かくも大きくなるのは√
61の連分数の周期が長いからである (付録 B)。定理 1の式 (3)を使って yの
範囲を求めると k > 0の場合、y = 0, 1, 2, ..., 13180を試さなくてはならない。
また k < 0の場合も, y = 1, 2, ..., 13180である。これらの合計が、たったの 3
つに減少したのであるから、定理 5の凄さが分かるであろう。
次に定理 2と比較しよう。定理 2では定理 5と同じパラメータ
m = 61, d = 3, ϵ0 = (39 + 5
√
61)/2, N(ϵ0) = −1, p = 39, q = 5
が使われる。結局k > 0の場合 y = 0, 1, 2, ..., 8を、k < 0の場合も y = 1, 2, ..., 8
を試すことになる。定理 1に比べると驚異的に改善されているが、定理 5には
及ばない。
もしも N(ϵ) = 1の単数の利用に拘るなら、そのような単数で効率的に計算
できるものは ε = ϵ20 = (1523 + 196
√
61)/2であり、計算に必要なパラメータ
は今度はm = 61, d = 3, p = 1523, q = 196となる。従って k > 0の場合に
は y = 0, 1, 2, ..., 339を、k < 0の場合も y = 1, 2, ..., 337を試すことになる。
次に Conradの方法 (定理 3)と比較しよう。Conradの方法では N(ε) = +1
の単数が要求される。そのような単数で効率的に計算できるものは ε = ε20 で
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あり、これは ε = 1766319049 + 226153980
√
61である。従って、試すべき y
は y = 0, 1, 2, ..., 26361となるが、定理 1よりも悪くなっている。
次に定理 4と比較しよう。計算に必要なパラメータは
m = 61, d = 12, ε0 = 29718 + 3805
√


















を得る。その結果 k > 0で y = 0, 1, 2, ..., 54を、k < 0でも y = 1, 2, ..., 54を
試すことになる。
もしも N(ε) = 1の単数の利用に拘るなら、そのような単数で効率的に計算




p = 1766319049, a =
√










となる。これから k > 0で y = 0, 1, 2, ..., 13180を、k < 0でも y = 1, 2, ..., 13180
を試すことになる。これは (結果的には)定理 1と変わらない。
6.5 補足
一般 Pell 方程式 x2 −my2 = k (= ±d) の代表解の例を付録 Fに載せておく。
ここには m = 2, ..., 10 の各々について d = 2, ..., 50 の代表解が載っている。




(b) k1, k2 を相異なる素数として、k = k1k2 の解が存在し k = k1 の解が存







証明を容易にするために θ′を次のように定義する: θ = x+ y
√
m ∈ Q(√m)
について θθ > 0 なら θ′ = θ = x − y√m とし、θθ < 0 なら θ′ = −θ =
−x+√mとする。あるいは、符号関数 sgn(x)を使って 2つのケースを纏める
と θ′ = sgn(θθ)θである 13。
すると θθ′ > 0であり、特に θ = θ′ であれば θ = xあるいは θ = y
√
mであ
る。また方程式 x2 −my2 = kは θθ′ = |k|である。
補題 5. 次の関係が成立する:
(a) a′ = a (a ∈ Q)
(b) (θ′)′ = θ
(c) (αβ)′ = α′β′
証明: (a)は自明。(b)と (c)は
(θ′)′ = (sgn(θθ)θ)′ = sgn(θθ)2θ = θ




m)における方程式 θθ′ = |k|の解の一つを θ と
する。一般性を失わずに θ′ ≤ θと考えてよい。もしも θ′ > θとなっていれば、
θと θ′ を入れ替えればよい。そこで以下では θ′ ≤ θとする。補題 3により√
|k|
ε0





13√mは無理数であるとしている。すると θθ = 0の場合は θ = θ = 0であり、θ′ = sgn(θθ)θ
は自然に成立する。
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√|k|の場合には、θθ′ = |k|の条件から、√ε0 = θ/√|k|となり、
θが代表解の領域に入らない。この場合、θ ∼ θ′ である。なぜなら θ = θ′ε0 が
成り立つ。θ′ が領域境界にあり、そのために θが領域に含まれないのである。




√|k| を発生させる k の特徴を
調べよう。θ = θ′ の場合には |k| = x2 あるいは |k| = my2 である。従って












mについて θ = θ′ε0
となる条件は
(p+ 1)y = qx, (p− 1)x = mqy if θθ > 0
(p− 1)y = qx, (p+ 1)x = mqy if θθ < 0
である。従って xy ̸= 0 であれば、何れの場合も p2 − 1 = mq2 すなわち
N(ε0) = 1が必要である。
θθ > 0 の場合は x = (p + 1)t, y = qt と置く、θθ < 0 の場合は x =
(p− 1)t, y = qtと置く。これからN(ε0) = 1を考慮して
k = θθ =
 2(p+ 1)t
2 for θθ > 0
−2(p− 1)t2 for θθ < 0
が得られる。tは x, y が共に整数となる有理数から選ばれる。
例 1. m = 7 の場合 ε0 = 8 + 3
√
7 、従って p = 8, q = 3, e = +1 である。
k > 0の場合 x = 9t, y = 3t故、t = n/3 (n = 1, 2, 3, ...)と置くと、k = 2n2
を得る。k < 0 の場合 x = 7t, y = 3t 故、t = n (n = 1, 2, 3, ...) と置くと、
k = −14n2 を得る
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補題 6. 一般 Pell 方程式 x2 − my2 = k が解 (x, y) を持つような k の集合を
S(m)とする。すると a, b ∈ S(m)ならば ab ∈ S(m)である。
証明: a, b ∈ S(m)とすると、αα = a, ββ = bとなる α, β ∈ Z(√m)が存在す
る。すると ααββ = abであるから
γ1 = αβ, γ2 = αβ, γ3 = αβ, γ4 = αβ
は γiγi = abを満たす。つまり ab ∈ S(m)である。
補題 3に基づいて、一般 Pell方程式 x2 −my2 = kの代表解の組を
1√
ε0
≤ θ√|k| < √ε0 (6.3)
の領域に求める。ここに ε0 は Z(
√
m)の単数であり θ = x+ y
√
mとした。方
程式は θθ = k と等価である。この領域に θ が存在する k の集合を S0(m)と
する。 S0(m) ⊂ S(m)である。S0(m)の例を次の表に示す 14:
表 6.1: 集合 S0(m)
m N(ε0) S0(m)
2 −1 −2, 4,−7,−8, 9, 14, 16,−17,−18, 23, 25,−28,−31,−32, ...
3 +1 −2,−3, 4, 6,−8, 9,−11,−12, 13, 16,−18, 22,−23, 24, 25, ...
5 −1 ±4,−5, 9, 11,±16,−19,±20, 25,−29, 31,±36,−41,±44, ...
6 +1 −2, 3, 4,−5,−6,−8, 9, 10, 12,−15, 16,−18, 19,−20,−23, ...
7 +1 2,−3, 4,−6,−7, 8, 9,−12,−14, 16, 18,−19, 21,−24, 25, ...
8 +1 ±4,−7,±8, 9,±16, 17,−23, 25,±28,−31,±32,±36, 41, ...
10 −1 4,−6,±9,−10, 15, 16,−24, 25, 26,−31,±36,±39,−40, ...
S(m) は S0(m) から次のように得られる。N(ε0) が +1 であれば S(m) =
S0(m)である。なぜなら単数 ε0 を θに乗じても kは変化しないから。しかし
−1であれば S(m)の元は全て ±を要する。なぜなら単数 ε0 を θ に乗じると
kの符号は変化するから。
定理 6. a, b ∈ S0(m)ならば ab ∈ S0(m)である。















√|ab|/ε0 ≤ α′β <√|ab|ε0となる。同様に√|ab|/ε0 ≤ αβ′ <√|ab|ε0 も得られる。従って γ = α′β または γ = αβ′ と置くと√|ab|/ε0 ≤
γ <
√|ab|ε0 である。そして γγ′ = αα′ββ′ = |ab|であるから γγ = abであり
ab ∈ S0(m)である。
例 2. x2 − 7y2 = ±6 について考えてみよう。表から x2 − 7y2 = 2 の解と
x2− 7y2 = −3の解が存在することが分かる。この場合、定理 6は x2− 7y2 =








ここでは有理数の連分数 p/q = [n1, n2, ..., nl]について考えてみる。
問題 pを与えて、その下で qを q = 2, ..., p− 1と変える。すると連分数の長
さ lを最大にする qは pといかなる関係にあるか? また、そのときの lは pと
いかなる関係にあるか?
この疑問に答えるために、p = 19と q = 2, ..., 18の連分数の計算例を示す。
計算の方法は本文の互除法の式 (1.1)に基づいている。この例は、この問題を
考える上でのヒントになろう。
19 2 [9, 2]
19 3 [6, 3]
19 4 [4, 1, 3]
19 5 [3, 1, 4]
19 6 [3, 6]
19 7 [2, 1, 2, 2]
19 8 [2, 2, 1, 2]
19 9 [2, 9]
19 10 [1, 1, 9]
19 11 [1, 1, 2, 1, 2]
19 12 [1, 1, 1, 2, 2]
19 13 [1, 2, 6]
19 14 [1, 2, 1, 4]
19 15 [1, 3, 1, 3]
19 16 [1, 5, 3]
19 17 [1, 8, 2]
19 18 [1, 18]
連分数の計算結果を [n0, n1, ..., nl]とすると、この例では、どれも nl ̸= 1で
ある。実は、これは一般的な性質である。理由は明らかである。式 (1.1)の一
部を引用すると
xl−1 = nl−1xl + xl+1
xl = nlxl+1 + 0
であるが、仮に nl = 1とすると、xl = xl+1 となり、xl+1 が xl による除算の
剰余であることから発生する制限 xl > xl+1 ≥ 0と両立しないからである。
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次に、与えられた pの下で、最大長を生成する q の例を次に示す。一般に、
そのような複数の qが存在する。例えば p = 19の場合には、q = 11と q = 12
で最大長が生成される。その場合には、そのうちの 1つが例示されている。p
が Fibonacci数 (1, 1, 2, 3, 5, 8, 13, ...)の場合には、最大長を生成する qは手前の
Fibonacci数である。他の qは最大長を生成しない。pが増加していくときの、
最大長の更新は Fibonacci数と深く関係しているのである。
5 3 [1, 1, 2]
6 4 [1, 2]
7 4 [1, 1, 3]
8 5 [1, 1, 1, 2]
9 5 [1, 1, 4]
10 6 [1, 1, 2]
11 7 [1, 1, 1, 3]
12 7 [1, 1, 2, 2]
13 8 [1, 1, 1, 1, 2]
14 9 [1, 1, 1, 4]
15 11 [1, 2, 1, 3]
16 9 [1, 1, 3, 2]
17 10 [1, 1, 2, 3]
18 11 [1, 1, 1, 1, 3]
19 11 [1, 1, 2, 1, 2]
20 11 [1, 1, 4, 2]
21 13 [1, 1, 1, 1, 1, 2]
22 13 [1, 1, 2, 4]
23 14 [1, 1, 1, 1, 4]
24 13 [1, 1, 5, 2]
25 14 [1, 1, 3, 1, 2]
26 15 [1, 1, 2, 1, 3]
27 17 [1, 1, 1, 2, 3]
28 17 [1, 1, 1, 1, 5]
29 18 [1, 1, 1, 1, 1, 3]
連分数が、互除法によって発生したことを無視して、付録 Cに解説されて
いる形式的算法に従うとすれば、先に「 nl ̸= 1」とした部分は訂正しなくて
はならない: nl > 1 の場合には、[n1, n2, ..., nl] は [n1, n2, ..., nl − 1, 1] と同
じである。連分数の計算規則に従うと、両者は同じになるのである。例えば
[1, 1, 1, 1, 1, 2] = [1, 1, 1, 1, 1, 1, 1]である。その結果、連分数の商が全て 1にな
るものは、この例では 5/3, 8/5, 13/8, 21/13である。これらは Fibonacci数列
になってる。
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定義 l(p, q)を p/q の連分数の長さとする。
その際、連分数は長い方に規格化されているとする 1。例えば l(5, 3) = 4で
ある。互除法の除算の回数は l(p, q)より、1回少ない。
rを剰余 p = aq + r (0 < r < q)とすると、l(p, q) = 1 + l(q, r)である。
補題 1 a1 = a2 = · · · = ak = 1として、[ak, ak−1, ..., a1]を pk/qk と置く。こ
こに pk, qk は自然数で、互いに素としてよい。すると qk = pk−1 で
p0 = p1 = 1
pk = pk−1 + pk−2 (k = 2, 3, ...)













故に、qk = pk−1で pk = akpk−1+ qk−1である。これから pk = akpk−1+pk−2
が得られる。
以下 Fibonacci 数列を F1, F2, F3, ... (F1 = F2 = 1) とする。l(Fk+1, Fk) =
l(Fk, Fk−1)+1であり、l(F2, F1) = 1であるから、l(Fk+1, Fk) = kが成り立つ。
定理 1 Fn ≤ p < Fn+1 (n ≥ 3)とする。すると 0 < q < pであれば l(p, q) ≤
l(Fn, Fn−1)である 2 。
証明: nについての数学的帰納法で証明する。
n = 3 では F3 ≤ p < F4 すなわち 2 ≤ p < 3 で、p = 2 である。このとき








そこで n > 3とし、n = kで帰納法の仮定を満たすとする。すなわち、次の
命題 P (n, p, q)が n = kで成立しているとする。
P (n, p, q) : Fn ≤ p < Fn+1 and 0 < q < p =⇒ l(p, q) ≤ l(Fn, Fn−1)
n = k + 1として Fk+1 ≤ p < Fk+2 で 0 < q < pとする。
CASE A: q < Fk+1
この場合、Fk′ ≤ q < Fk′+1 となる k′ (k′ ≤ k)が存在する。rを剰余 p = aq+
r (0 < r < q)とする。l(p, q) = 1+ l(q, r)であるが帰納法の仮定から l(q, r) ≤
l(Fk′ , Fk′−1) である。従って l(q, r) ≤ 1 + l(Fk′ , Fk′−1) = l(Fk′+1, Fk′) ≤
l(Fk+1, Fk)である。すなわち q < Fk+1 ≤ p < Fk+2 の場合には P (k + 1, p, q)
は真である。
CASE B: Fk+1 ≤ q
p − q < Fk+2 − Fk+1 = Fk である。従って剰余 r は r = p − q で l(p, q) =
1 + l(q, r) であるが、r < Fk < Fk+1 < q < Fk+2 故、CASE A の議論を






# continued fractions of sqrt(m)














if a == 1:
break
return n0,cf




次は実行結果のリストである。2 ≤ m < 100を示してある。出力フィール
ドの意味は次の通りである:
m n0 [ 連分数の循環部分 ]
ここに n0 = [
√
m]である。例えば
7 2 [1, 1, 1, 4]
と書かれている行はm = 7の結果で、その連分数は [2, 1, 1, 1, 4]である。
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2 1 [2]
3 1 [1, 2]
4 2 None
5 2 [4]
6 2 [2, 4]
7 2 [1, 1, 1, 4]
8 2 [1, 4]
9 3 None
10 3 [6]
11 3 [3, 6]
12 3 [2, 6]
13 3 [1, 1, 1, 1, 6]
14 3 [1, 2, 1, 6]
15 3 [1, 6]
16 4 None
17 4 [8]
18 4 [4, 8]
19 4 [2, 1, 3, 1, 2, 8]
20 4 [2, 8]
21 4 [1, 1, 2, 1, 1, 8]
22 4 [1, 2, 4, 2, 1, 8]
23 4 [1, 3, 1, 8]
24 4 [1, 8]
25 5 None
26 5 [10]
27 5 [5, 10]
28 5 [3, 2, 3, 10]
29 5 [2, 1, 1, 2, 10]
30 5 [2, 10]
31 5 [1, 1, 3, 5, 3, 1, 1, 10]
32 5 [1, 1, 1, 10]
33 5 [1, 2, 1, 10]
34 5 [1, 4, 1, 10]
35 5 [1, 10]
36 6 None
37 6 [12]
38 6 [6, 12]
39 6 [4, 12]
40 6 [3, 12]
41 6 [2, 2, 12]
42 6 [2, 12]
43 6 [1, 1, 3, 1, 5, 1, 3, 1, 1, 12]
44 6 [1, 1, 1, 2, 1, 1, 1, 12]
45 6 [1, 2, 2, 2, 1, 12]
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46 6 [1, 3, 1, 1, 2, 6, 2, 1, 1, 3, 1, 12]
47 6 [1, 5, 1, 12]
48 6 [1, 12]
49 7 None
50 7 [14]
51 7 [7, 14]
52 7 [4, 1, 2, 1, 4, 14]
53 7 [3, 1, 1, 3, 14]
54 7 [2, 1, 6, 1, 2, 14]
55 7 [2, 2, 2, 14]
56 7 [2, 14]
57 7 [1, 1, 4, 1, 1, 14]
58 7 [1, 1, 1, 1, 1, 1, 14]
59 7 [1, 2, 7, 2, 1, 14]
60 7 [1, 2, 1, 14]
61 7 [1, 4, 3, 1, 2, 2, 1, 3, 4, 1, 14]
62 7 [1, 6, 1, 14]
63 7 [1, 14]
64 8 None
65 8 [16]
66 8 [8, 16]
67 8 [5, 2, 1, 1, 7, 1, 1, 2, 5, 16]
68 8 [4, 16]
69 8 [3, 3, 1, 4, 1, 3, 3, 16]
70 8 [2, 1, 2, 1, 2, 16]
71 8 [2, 2, 1, 7, 1, 2, 2, 16]
72 8 [2, 16]
73 8 [1, 1, 5, 5, 1, 1, 16]
74 8 [1, 1, 1, 1, 16]
75 8 [1, 1, 1, 16]
76 8 [1, 2, 1, 1, 5, 4, 5, 1, 1, 2, 1, 16]
77 8 [1, 3, 2, 3, 1, 16]
78 8 [1, 4, 1, 16]
79 8 [1, 7, 1, 16]
80 8 [1, 16]
81 9 None
82 9 [18]
83 9 [9, 18]
84 9 [6, 18]
85 9 [4, 1, 1, 4, 18]
86 9 [3, 1, 1, 1, 8, 1, 1, 1, 3, 18]
87 9 [3, 18]
88 9 [2, 1, 1, 1, 2, 18]
89 9 [2, 3, 3, 2, 18]
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90 9 [2, 18]
91 9 [1, 1, 5, 1, 5, 1, 1, 18]
92 9 [1, 1, 2, 4, 2, 1, 1, 18]
93 9 [1, 1, 1, 4, 6, 4, 1, 1, 1, 18]
94 9 [1, 2, 3, 1, 1, 5, 1, 8, 1, 5, 1, 1, 3, 2, 1, 18]
95 9 [1, 2, 1, 18]
96 9 [1, 3, 1, 18]
97 9 [1, 5, 1, 1, 1, 1, 1, 1, 5, 1, 18]
98 9 [1, 8, 1, 18]
99 9 [1, 18]
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C 連分数の形式的算法
ここでは Hardy-Wright に従って記法 [a1, a2, a3, ...] を扱う 1。また、ここでは





[a1] = a1, [a1, a2, ..., an] = a1 +
1
[a2, a2, ..., an]
(n ≥ 2) (1)
次のように定義してもよいだろう 2。
定義 1a
[a] = a, [a, b] = a+
1
b
, [a1, a2, a3, ...] = [a1, [a2, a3, ...]]
定義 1aのメリットは、次の関係が自明になることにある。
[a1, a2, a3, ..., [b1, b2, b3, ...]] = [a1, a2, a3, ..., b1, b2, b3, ...] (2)
つまり括弧の中の末尾に括弧は許されるが、その括弧は外してもよい 3。
証明: すなわち
[a1, a2, a3, ...] = [a1, [a2, a3, ...]] = [a1, [a2, [a3, ...]]] = [a1, a2, [a3, ...]]
等々、帰納法を使えばよい。




1Dirichlet-Dedekind は 角括弧を定義 1 の H(a, b, c, ...) の意味に使う。これは Gauss に拠る
らしい。高木も同様である。他方 Dirichlet-Dedekind と Sierpinski は連分数を丸括弧で表現する。




例 1 [2, 3, 5, 7]の計算。定義そのままに、後方から計算してみる。


















定理 6を使って、前方から計算することもできる (例 4)。
例 2



















a(bcd+ b+ d) + bc+ 1
bcd+ b+ d
=
abcd+ ab+ ad+ bc+ 1
bcd+ b+ d
定義 2 関数 H(a1, a2, a3, ..., an)を
H() = 1, H(a1) = a1, H(a1, a2) = a1a2 + 1,




H() = 1, H(a) = a, H(a, b) = ab+ 1, H(a, b, c) = abc+ a+ c,














H(a1, ..., an) H(a1, ..., an−1)
H(a2, ..., an) H(a2, ..., an−1)
)

















































H(a1, ..., an) H(a1, ..., an−1)
H(a2, ..., an) H(a2, ..., an−1)
)







H(a1, a2, ..., an−1, an) = H(a1, a2, ..., an−1)an +H(a1, a2, ..., an−2) (6)
H(a1, a2, ..., an−1, an) = H(an, an−1, ..., a2, a1) (7)
証明: 式 (6)は(
H(a1, a2, ..., an−1, an) H(a1, a2, ..., an−1)




H(a1, a2, ..., an−1) H(a1, a2, ..., an−2)





H(an, an−1, ..., a2, a1) H(an, an−1, ..., a2)
H(an−1, ..., a2, a1) H(an−1, ..., a2)
)t
= (AnAn−1 · · ·A2A1)t = A1A2 · · ·An−1An
から得られる。
定理 2 n ≥ 2として∣∣∣∣∣H(a1, ..., an) H(a1, ..., an−1)H(a2, ..., an) H(a2, ..., an−1)
∣∣∣∣∣ = (−1)n
証明: 補題 1から自明。
定理2の系 H(a1, ..., an)とH(a2, ..., an)は互いに素である。またH(a1, ..., an)
と H(a1, ..., an−1)も互いに素である。
















































であるから、式 (8)を第 1の関係を使って、式 (9)を第 2の関係を使って変形
すると(
H(a1, ..., an) H(a1, ..., an−2)
H(a2, ..., an) H(a2, ..., an−2)
)







[a1, a2, ..., an] =
H(a1, a2, ..., an)
H(a2, ..., an)
(10)
証明: n = 1では成立している。n > 1では、角括弧の中の aたちの個数に関
する、数学的帰納法で示される。個数が n− 1で成立しているとすれば




a1H(a2, ..., an) +H(a3, ..., an)
H(a2, ..., an)
=
H(a1, a2, ..., an)
H(a2, ..., an)
定理 5 a1, ..., an を整数として
[a1, ..., an] =
pn
qn
, [a1, ..., an−1] =
pn−1
qn−1
とする。pn/qn, pn−1/qn−1 が (分母が正の)既約分数であれば
pnqn−1 − pn−1qn = (−1)n
となる。
証明: 分母が正の既約分数の一意性と、定理 2と定理 2の系、および定理 4よ
り明らか。
定理 6 a1, ..., an を整数として
[a1, ..., an−1] =
pn−1
qn−1
, [a1, ..., an] =
pn
qn
とする。ここに pn/qn, pn−1/qn−1 は (分母が正の)既約分数とする。すると、
任意の可換体の元 θに対して





証明: 正整数からなる既約分数の一意性と、定理 1と定理 4より
[a1, ..., an, θ] =
H(a1, ..., an, θ)
H(a2, ..., an, θ)
=
H(a1, ..., an)θ +H(a1, ..., an−1)




例 4 定理 6を使うと、連分数を前方から計算できるばかりか、連分数の末尾











, [2, 3, 5] =
2 + 7 · 5
1 + 3 · 5 =
37
16





以下に Pell方程式 x2 −my2 = e (e = ±1)の基本解をm, x, y, eの順に示す。
2 1 1 -1
3 2 1 1
5 2 1 -1
6 5 2 1
7 8 3 1
8 3 1 1
10 3 1 -1
11 10 3 1
12 7 2 1
13 18 5 -1
14 15 4 1
15 4 1 1
17 4 1 -1
18 17 4 1
19 170 39 1
20 9 2 1
21 55 12 1
22 197 42 1
23 24 5 1
24 5 1 1
26 5 1 -1
27 26 5 1
28 127 24 1
29 70 13 -1
30 11 2 1
31 1520 273 1
32 17 3 1
33 23 4 1
34 35 6 1
35 6 1 1
37 6 1 -1
38 37 6 1
39 25 4 1
40 19 3 1
41 32 5 -1
42 13 2 1
43 3482 531 1
44 199 30 1
45 161 24 1
46 24335 3588 1
47 48 7 1
48 7 1 1
50 7 1 -1
51 50 7 1
52 649 90 1
53 182 25 -1
54 485 66 1
55 89 12 1
56 15 2 1
57 151 20 1
58 99 13 -1
59 530 69 1
60 31 4 1
61 29718 3805 -1
62 63 8 1
63 8 1 1
65 8 1 -1
66 65 8 1
67 48842 5967 1
68 33 4 1
69 7775 936 1
70 251 30 1
71 3480 413 1
72 17 2 1
73 1068 125 -1
74 43 5 -1
75 26 3 1
76 57799 6630 1
77 351 40 1
78 53 6 1
79 80 9 1
80 9 1 1
82 9 1 -1
83 82 9 1
84 55 6 1
85 378 41 -1
86 10405 1122 1
87 28 3 1
88 197 21 1
89 500 53 -1
90 19 2 1
91 1574 165 1
92 1151 120 1
93 12151 1260 1
94 2143295 221064 1
95 39 4 1
96 49 5 1
97 5604 569 -1
98 99 10 1
99 10 1 1






(m = 4n+ 1)の連分数と、それから得られた拡張 Pell方
程式の基本解を載せる。
出力フィールドの意味は次の通りである:
m n0 [ 連分数の循環部分 ] x y (x2 −my2)
ここに n0 = [ω]である。例えば
33 3 [2, 1, 2, 5] 23 4 1
と書かれている行はm = 33の結果で、その場合の ωの連分数は [3, 2, 1, 2, 5]と
なる。拡張 Pell方程式 x2−my2 = ±4を満たす基本解 x, yは、p/q = [3, 2, 1, 2]
より求めた p, qによって、x = 2p− q, y = qとして得られるが、表には、通約
した結果が書かれている。(長くなる行は 2行に分けて書かれている)
5 1 [1] 1 1 -4
13 2 [3] 3 1 -4
17 2 [1, 1, 3] 4 1 -1
21 2 [1, 3] 5 1 4
29 3 [5] 5 1 -4
33 3 [2, 1, 2, 5] 23 4 1
37 3 [1, 1, 5] 6 1 -1
41 3 [1, 2, 2, 1, 5] 32 5 -1
45 3 [1, 5] 7 1 4
53 4 [7] 7 1 -4
57 4 [3, 1, 1, 1, 3, 7] 151 20 1
61 4 [2, 2, 7] 39 5 -4
65 4 [1, 1, 7] 8 1 -1
69 4 [1, 1, 1, 7] 25 3 4
73 4 [1, 3, 2, 1, 1, 2, 3, 1, 7] 1068 125 -1
77 4 [1, 7] 9 1 4
85 5 [9] 9 1 -4
89 5 [4, 1, 1, 1, 1, 4, 9] 500 53 -1
93 5 [3, 9] 29 3 4
97 5 [2, 2, 1, 4, 4, 1, 2, 2, 9] 5604 569 -1
101 5 [1, 1, 9] 10 1 -1
105 5 [1, 1, 1, 1, 1, 9] 41 4 1
109 5 [1, 2, 1, 1, 2, 1, 9] 261 25 -4
113 5 [1, 4, 2, 2, 4, 1, 9] 776 73 -1
117 5 [1, 9] 11 1 4
125 6 [11] 11 1 -4
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129 6 [5, 1, 1, 2, 3, 2, 1, 1, 5, 11] 16855 1484 1
133 6 [3, 1, 3, 11] 173 15 4
137 6 [2, 1, 5, 5, 1, 2, 11] 1744 149 -1
141 6 [2, 3, 2, 11] 95 8 1
145 6 [1, 1, 11] 12 1 -1
149 6 [1, 1, 1, 1, 11] 61 5 -4
153 6 [1, 2, 5, 1, 5, 2, 1, 11] 2177 176 1
157 6 [1, 3, 3, 1, 11] 213 17 -4
161 6 [1, 5, 2, 2, 1, 2, 2, 5, 1, 11] 11775 928 1
165 6 [1, 11] 13 1 4
173 7 [13] 13 1 -4
177 7 [6, 1, 1, 2, 1, 3, 1, 2, 1, 1, 6, 13] 62423 4692 1
181 7 [4, 2, 2, 4, 13] 1305 97 -4
185 7 [3, 3, 13] 68 5 -1
189 7 [2, 1, 2, 13] 55 4 1
193 7 [2, 4, 6, 1, 2, 1, 1, 1, 1, 2, 1, 6, 4, 2, 13] 1764132 126985 -1
197 7 [1, 1, 13] 14 1 -1
201 7 [1, 1, 2, 3, 6, 1, 3, 1, 6, 3, 2, 1, 1, 13] 515095 36332 1
205 7 [1, 1, 1, 13] 43 3 4
209 7 [1, 2, 1, 2, 6, 1, 6, 2, 1, 2, 1, 13] 46551 3220 1
213 7 [1, 3, 1, 13] 73 5 4
217 7 [1, 6, 2, 3, 4, 1, 1, 1, 1, 1, 4, 3, 2, 6, 1, 13]
3844063 260952 1
221 7 [1, 13] 15 1 4
229 8 [15] 15 1 -4
233 8 [7, 1, 1, 3, 3, 1, 1, 7, 15] 23156 1517 -1
237 8 [5, 15] 77 5 4
241 8 [3, 1, 4, 2, 2, 1, 1, 1, 7, 7, 1, 1, 1, 2, 2, 4, 1, 3, 15]
71011068 4574225 -1
245 8 [3, 15] 47 3 4
249 8 [2, 1, 1, 3, 2, 1, 7, 5, 7, 1, 2, 3, 1, 1, 2, 15]
8553815 542076 1
253 8 [2, 4, 1, 4, 2, 15] 1861 117 4
257 8 [1, 1, 15] 16 1 -1
261 8 [1, 1, 2, 1, 2, 1, 1, 15] 727 45 4
265 8 [1, 1, 1, 3, 2, 2, 3, 1, 1, 1, 15] 6072 373 -1
269 8 [1, 2, 2, 1, 15] 82 5 -1
273 8 [1, 3, 5, 3, 1, 15] 727 44 1
277 8 [1, 4, 1, 1, 1, 1, 4, 1, 15] 2613 157 -4
281 8 [1, 7, 2, 3, 1, 2, 1, 1, 2, 1, 3, 2, 7, 1, 15] 1063532 63445 -1
285 8 [1, 15] 17 1 4
293 9 [17] 17 1 -4
297 9 [8, 1, 1, 3, 1, 3, 1, 1, 8, 17] 48599 2820 1
301 9 [5, 1, 2, 1, 1, 1, 2, 1, 5, 17] 22745 1311 4
F. 一般 Pell方程式の解の例 143
F 一般 Pell方程式の解の例
以下に m = 2, 3, 5, 6, 7, 8, 10における一般 Pell方程式 x2 −my2 = ±dの解を
d = 2, ..., 41について載せる。
出力フィールドの意味は次の通りである:
m d [ (代表解), (代表解),...]
ここに (代表解)は (x, y, x2 −my2)の組である。
例えば
2 7 [(-1, 2, -7), (1, 2, -7)]
と書かれている行はm = 2, d = 7の結果で、その場合の代表解は 2つあり、一
つは x = −1, y = 2, x2 − 2y2 = −7もう一つは x = 1, y = 2, x2 − 2y2 = −7
であることを意味している。
F.1 m = 2
2 2 [(0, 1, -2)]
2 3 []
2 4 [(2, 0, 4)]
2 5 []
2 6 []
2 7 [(-1, 2, -7), (1, 2, -7)]
2 8 [(0, 2, -8)]





2 14 [(4, -1, 14), (4, 1, 14)]
2 15 []
2 16 [(4, 0, 16)]
2 17 [(-1, 3, -17), (1, 3, -17)]





2 23 [(5, -1, 23), (5, 1, 23)]
2 24 []
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2 25 [(5, 0, 25)]
2 26 []
2 27 []
2 28 [(-2, 4, -28), (2, 4, -28)]
2 29 []
2 30 []
2 31 [(-1, 4, -31), (1, 4, -31)]
2 32 [(0, 4, -32)]
2 33 []
2 34 [(6, -1, 34), (6, 1, 34)]
2 35 []










2 46 [(-2, 5, -46), (2, 5, -46)]
2 47 [(7, -1, 47), (7, 1, 47)]
2 48 []
2 49 [(-1, 5, -49), (1, 5, -49), (7, 0, 49)]
2 50 [(0, 5, -50)]
F.2 m=3
3 2 [(-1, 1, -2)]
3 3 [(0, 1, -3)]
3 4 [(2, 0, 4)]
3 5 []
3 6 [(3, -1, 6)]
3 7 []
3 8 [(-2, 2, -8)]
3 9 [(3, 0, 9)]
3 10 []
3 11 [(-1, 2, -11), (1, 2, -11)]
3 12 [(0, 2, -12)]
3 13 [(4, -1, 13), (4, 1, 13)]
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3 14 []
3 15 []
3 16 [(4, 0, 16)]
3 17 []




3 22 [(5, -1, 22), (5, 1, 22)]
3 23 [(-2, 3, -23), (2, 3, -23)]
3 24 [(6, -2, 24)]
3 25 [(5, 0, 25)]
3 26 [(-1, 3, -26), (1, 3, -26)]





3 32 [(-4, 4, -32)]
3 33 [(6, -1, 33), (6, 1, 33)]
3 34 []
3 35 []
3 36 [(6, 0, 36)]
3 37 [(7, -2, 37), (7, 2, 37)]
3 38 []





3 44 [(-2, 4, -44), (2, 4, -44)]
3 45 []
3 46 [(7, -1, 46), (7, 1, 46)]
3 47 [(-1, 4, -47), (1, 4, -47)]
3 48 [(0, 4, -48)]
3 49 [(7, 0, 49)]





5 4 [(-1, 1, -4), (1, 1, -4), (2, 0, 4)]




5 9 [(3, 0, 9)]
5 10 []





5 16 [(-2, 2, -16), (2, 2, -16), (4, 0, 16)]
5 17 []
5 18 []
5 19 [(-1, 2, -19), (1, 2, -19)]









5 29 [(-4, 3, -29), (4, 3, -29)]
5 30 []










5 41 [(-2, 3, -41), (2, 3, -41)]
5 42 []
5 43 []
5 44 [(-1, 3, -44), (1, 3, -44), (7, -1, 44), (7, 1, 44), (8, -2, 44), (8, 2, 44)]
5 45 [(0, 3, -45)]
5 46 []
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5 47 []
5 48 []
5 49 [(7, 0, 49)]
5 50 []
F.4 m=6
6 2 [(-2, 1, -2)]
6 3 [(3, -1, 3)]
6 4 [(2, 0, 4)]
6 5 [(-1, 1, -5), (1, 1, -5)]
6 6 [(0, 1, -6)]
6 7 []
6 8 [(-4, 2, -8)]
6 9 [(3, 0, 9)]
6 10 [(4, -1, 10), (4, 1, 10)]
6 11 []
6 12 [(6, -2, 12)]
6 13 []
6 14 []
6 15 [(-3, 2, -15), (3, 2, -15)]
6 16 [(4, 0, 16)]
6 17 []
6 18 [(-6, 3, -18)]
6 19 [(5, -1, 19), (5, 1, 19)]
6 20 [(-2, 2, -20), (2, 2, -20)]
6 21 []
6 22 []
6 23 [(-1, 2, -23), (1, 2, -23)]
6 24 [(0, 2, -24)]
6 25 [(5, 0, 25), (7, -2, 25), (7, 2, 25)]
6 26 []
6 27 [(9, -3, 27)]
6 28 []
6 29 [(-5, 3, -29), (5, 3, -29)]
6 30 [(6, -1, 30), (6, 1, 30)]
6 31 []





6 36 [(6, 0, 36)]
6 37 []
6 38 [(-4, 3, -38), (4, 3, -38)]
6 39 []
6 40 [(8, -2, 40), (8, 2, 40)]
6 41 []
6 42 []
6 43 [(7, -1, 43), (7, 1, 43)]
6 44 []
6 45 [(-3, 3, -45), (3, 3, -45)]
6 46 [(10, -3, 46), (10, 3, 46)]
6 47 [(-7, 4, -47), (7, 4, -47)]
6 48 [(12, -4, 48)]
6 49 [(7, 0, 49)]
6 50 [(-10, 5, -50), (-2, 3, -50), (2, 3, -50)]
F.5 m=7
7 2 [(3, -1, 2)]
7 3 [(-2, 1, -3), (2, 1, -3)]
7 4 [(2, 0, 4)]
7 5 []
7 6 [(-1, 1, -6), (1, 1, -6)]
7 7 [(0, 1, -7)]
7 8 [(6, -2, 8)]
7 9 [(3, 0, 9), (4, -1, 9), (4, 1, 9)]
7 10 []
7 11 []
7 12 [(-4, 2, -12), (4, 2, -12)]
7 13 []
7 14 [(-7, 3, -14)]
7 15 []
7 16 [(4, 0, 16)]
7 17 []
7 18 [(5, -1, 18), (5, 1, 18), (9, -3, 18)]
7 19 [(-3, 2, -19), (3, 2, -19)]
7 20 []
7 21 [(7, -2, 21), (7, 2, 21)]
7 22 []
7 23 []
7 24 [(-2, 2, -24), (2, 2, -24)]
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7 25 [(5, 0, 25)]
7 26 []
7 27 [(-6, 3, -27), (-1, 2, -27), (1, 2, -27), (6, 3, -27)]
7 28 [(0, 2, -28)]
7 29 [(6, -1, 29), (6, 1, 29)]
7 30 []
7 31 [(-9, 4, -31), (9, 4, -31)]




7 36 [(6, 0, 36), (8, -2, 36), (8, 2, 36)]
7 37 [(10, -3, 37), (10, 3, 37)]









7 47 [(-4, 3, -47), (4, 3, -47)]
7 48 [(-8, 4, -48), (8, 4, -48)]
7 49 [(7, 0, 49)]




8 4 [(-2, 1, -4), (2, 0, 4)]
8 5 []
8 6 []
8 7 [(-1, 1, -7), (1, 1, -7)]
8 8 [(0, 1, -8), (4, -1, 8)]








8 16 [(-4, 2, -16), (4, 0, 16)]






8 23 [(-3, 2, -23), (3, 2, -23)]
8 24 []
8 25 [(5, 0, 25)]
8 26 []
8 27 []
8 28 [(-2, 2, -28), (2, 2, -28), (6, -1, 28), (6, 1, 28)]
8 29 []
8 30 []
8 31 [(-1, 2, -31), (1, 2, -31)]















8 47 [(-5, 3, -47), (5, 3, -47)]
8 48 []
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10 3 []
10 4 [(2, 0, 4)]
10 5 []
10 6 [(-2, 1, -6), (2, 1, -6)]
10 7 []
10 8 []
10 9 [(-1, 1, -9), (1, 1, -9), (3, 0, 9)]





10 15 [(5, -1, 15), (5, 1, 15)]








10 24 [(-4, 2, -24), (4, 2, -24)]
10 25 [(5, 0, 25)]










10 36 [(-2, 2, -36), (2, 2, -36), (6, 0, 36)]
10 37 []
10 38 []
10 39 [(-1, 2, -39), (1, 2, -39), (7, -1, 39), (7, 1, 39)]
10 40 [(0, 2, -40)]
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m = [n, n1, n2, ..., nr, 2n]
p
q
= [n, n1, n2, ..., nr]
p2 −mq2 = ±1
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