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We construct the general vortex solution in the color–ﬂavor-locked vacuum of a non-Abelian gauge
theory, where the gauge group is taken to be the product of an arbitrary simple group and U (1). Use of
the holomorphic invariants allows us to extend the moduli-matrix method and to determine the vortex
moduli space in all cases. Our approach provides a new framework for studying solitons of non-Abelian
varieties with various possible applications in physics.
© 2008 Elsevier B.V. Open access under CC BY license.1. Introduction
Vortices play important roles in various areas of physics from
condensed matter physics such as superconductors, superﬂuids,
quantum Hall effects to particle physics [1] and cosmology [2].
In the theory of fundamental strong forces (quantum chromody-
namics) they are believed to be essential in the quark conﬁne-
ment mechanism. Recently there has been a signiﬁcant progress
in the understanding of non-Abelian vortices in the color–ﬂavor-
locked vacuum of SU(N) × U (1) gauge theories [3,4]. Unlike
Abelian vortices [5], they carry orientational moduli in the internal
space, in addition to the usual position moduli. The most general
Bogomol’nyi–Prasad–Sommerﬁeld (BPS) vortex solutions and their
moduli space have been found [6,7] and the dynamics of two col-
liding vortices studied [8]. Moduli spaces have been crucial in cal-
culations on solitons and in particular in the understanding of the
role of instantons and monopoles in the non-perturbative dynamics
of Yang–Mills theories. Though these and many other interesting
features have been extensively explored [6–15], most studies so far
have been restricted to the gauge group SU(N) × U (1), with few
but notable exceptions [11,16].
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Open access under CC BY license.We present here a simple framework for writing the most gen-
eral non-Abelian BPS vortex solutions in theories with an arbi-
trary gauge group of the type G = G ′ × U (1). For concreteness
we take G ′ to be a simple Lie group, but the method can easily
be generalized to non-simple groups. The cases of classical groups
G ′ = SU, SO,USp will be worked out in some detail. Exceptional
groups arise naturally in grand uniﬁed theories as well as in string
theory. Various new physical results seem to follow from our study,
even though here we limit ourselves to the basic formulas. Fuller
account will be given elsewhere [17].
2. Model and BPS vortex equations
We focus our attention on the classical Lie groups G ′ = SU(N),
SO(N) and USp(2M), leaving the exceptional groups to a short dis-
cussion at the end. For G ′ = SO(N), USp(2M) their group elements
are embedded into SU(N) (N = 2M for USp) by constraints of the
form, U T JU = J , where J is the rank-2 invariant tensor
J =
(
0M 1M
1M 0M
)
,
(
JSO(2M) 0
0 1
)
, (1)
where  = +1 for SO(2M), while  = −1 for USp(2M); the sec-
ond matrix is for SO(2M + 1). Apart from the gauge bosons Wμ =
W 0μt
0 + Waμta the matter content of the model consists of N ﬂa-
vors of Higgs scalar ﬁelds in the fundamental representation, with
a common U (1) charge, written as a color–ﬂavor mixed N×N ma-
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as t0 = 1N/
√
2N, tr(tatb) = δab/2. The Lagrangian is
L = − 1
4e2
F 0μν F
0μν − 1
4g2
Faμν F
aμν + (DμHA)†DμHA
− e
2
2
∣∣∣∣H†At0HA − v2√2N
∣∣∣∣
2
− g
2
2
∣∣H†AtaH A∣∣2, (2)
where DμH = (∂μ + iWμ)H , e and g are the gauge coupling con-
stants for U (1) and G ′ , respectively, and A is the ﬂavor index.
The ﬂavor symmetry of the model is SU(N)F. Though our discus-
sion concerns mainly the bosonic system, (2), the model is really
to be considered as the (truncated) bosonic sector of the corre-
sponding N = 2 supersymmetric gauge theory, which explains the
particular form of the potential, ensuring at the same time its sta-
bility against radiative corrections. The Bogomol’nyi completion for
static, x3 independent conﬁgurations
T − v
2
√
2N
∫
d2x F 012, (3)
yields the BPS vortex equations
Dz¯ H = 0, (4)
F 012 −
e2√
2N
(
tr
(
HH†
)− v2)= 0, (5)
Fa12t
a − g
2
4
(
HH† − J †(HH†)T J)= 0, (6)
for the groups G ′ = SO(N), USp(2M), where a complex coordinate
z ≡ x1 + ix2 has been introduced. Eq. (6) reads for G ′ = SU(N) in-
stead:
Fa12t
a − g
2
2
[
HH† − 1N
N
tr
(
HH†
)]= 0. (7)
3. Solving the BPS vortex equations
Let us choose the fully Higgsed, color–ﬂavor-locked vacuum:
〈H〉 = v√
N
1N . The G ′ × U (1) × SU(N)F invariance of the theory is
broken to the global color–ﬂavor diagonal G ′C+F. Introduce an N by
N matrix S(z, z¯) taking a value in the complexiﬁcation GC of G ,
S(z, z¯) = Se(z, z¯)S ′(z, z¯) (8)
with Se ∈ U (1)C 	 C∗ and S ′ ∈ G ′C . The gauge ﬁelds can be taken
to be equal to the Maurer–Cartan form:
W1 + iW2 = −2i S−1(z, z¯)∂¯ S(z, z¯). (9)
The ﬁrst of the BPS equations (4) can then be solved by
H = S−1H0(z) = S−1e S ′−1H0(z), (10)
where H0(z) is a matrix whose elements are holomorphic in z.
H0(z) will be called moduli matrix [12], as all moduli parameters
are encoded in it (see below). H0(z) is deﬁned up to equivalence
relations of the form
(H0, S) ∼ VeV ′(z)(H0, S), V ′(z)T J V ′(z) = J . (11)
By introducing N × N matrices Ω0 ≡ H0H†0 and
Ωe ≡ Se S†e ≡ eψ12N ∈ U (1)C, Ω ′ ≡ S ′S ′ † ∈ G ′C, (12)
the BPS equations (5), (6) can be cast into the form:
∂¯∂ψ = − e
2
4N
(
tr
(
Ω0Ω
′−1)e−ψ − v2),
∂¯
(
Ω ′∂Ω ′−1
)= g2 (Ω0Ω ′−1 − J †(Ω0Ω ′−1)T J)e−ψ, (13)
8(master equations). The boundary conditions are tr(Ω0Ω ′−1)e−ψ =
v2 and Ω0Ω ′−1 = J †(Ω0Ω ′−1)T J . We assume the existence and
uniqueness for the solutions to these equations. There are at least
two justiﬁcations for this. One is the fact that in the strong cou-
pling limit (e, g → ∞) these can be algebraically and uniquely
solved. The other relies on the index theorem: the number of the
moduli parameters encoded in H0 coincides with that obtained
from the index theorem [17].
The tension of the BPS vortices can be written as
T = − v
2
√
2N
∫
d2x F 012 = 2v2
∫
d2x ∂¯∂ψ = 2π v2ν, (14)
as can be seen from the asymptotic behavior
Se ∼ |z|ν for |z| → ∞, (15)
with a rational number ν (> 0) being the U (1) winding number.
ν will be found to be quantized in half-integers (ν = k/2) for the
groups G ′ = SO(2M),USp(2M) with k ∈ Z+; ν = k (integers) for
G ′ = SO(2M +1); ﬁnally ν = k/N for G ′ = SU(N), as is well known.
The integer k denotes the vortex number: k = 1 corresponds to the
minimal vortex in all cases.
The key idea of this Letter, which enables us to extend the
moduli-matrix formalism to general gauge groups, is to consider
the holomorphic invariants I iG ′ (H) made of H , which are invari-
ant under G ′C , with i labeling them. If the U (1) charge of the ith
invariant I iG ′ (H) is ni , the following relation
I iG ′(H) = I iG ′
(
S−1e S ′−1H0
)= S−nie I iG ′(H0(z)) (16)
holds. If the boundary condition is given by
I iG ′(H)
∣∣|z|→∞ = I iveveiνniθ , (17)
where νni is the number of zeros of I iG ′ , it follows that
I iG ′(H0) = Snie I iG ′(H) ∼ I ivevzνni , |z| → ∞. (18)
As I iG ′ (H0(z)) are holomorphic, the above condition implies that
I iG ′(H0(z)) are polynomials in z. We ﬁnd that νni must be a positive
integer for all i:
νni ∈ Z+ → ν = k/n0, k ∈ Z+, (19)
where (GCD = the greatest common divisor)
n0 ≡ GCD
{
ni
∣∣I ivev = 0}. (20)
Note that a U (1) gauge transformation e2π i/n0 leaves invariant
I iG ′(H):
I iG ′(H
′) = e2π ini/n0 I iG ′(H) = I iG ′(H); (21)
the phase rotation e2π i/n0 ∈ Zn0 changes no physics, and the true
gauge group is thus
G = (U (1) × G ′)/Zn0 , (22)
where Zn0 is the center of G
′ . A simple homotopy argument tells
us that 1/n0 is the U (1) winding for the minimal (k = 1) vortex
conﬁguration. Finally, for a given k the following important rela-
tions hold
I iG ′(H0) = I ivevzkni/n0 + O
(
zkni/n0−1
)
, (23)
which imply nontrivial constraints on H0(z).
The explicit form of the constraints follows from this general
discussion. For G ′ = SU(N) (with N ﬂavors), there exists only one
invariant
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with charge N . Thus the minimal winding (1/n0) is equal to 1/N
and the condition for k vortices is given by:
AN−1: det H0(z) = zk + O
(
zk−1
)
, ν = k/N. (25)
For G ′ = SO(N), USp(2M), there are N(N ± 1)/2 invariants
(ISO,USp)
r
s =
(
HT J H
)r
s, 1 r  s N, (26)
in addition to (24). The constraints are:
CM , DM : H
T
0 (z) J H0(z) = zk J + O
(
zk−1
)
, ν = k/2,
BM : H
T
0 (z) J H0(z) = z2k J + O
(
z2k−1
)
, ν = k, (27)
for G ′ = SO(2M),USp(2M) and SO(2M + 1), respectively. As antici-
pated, vortices in the SO(2M + 1) model have integer U (1) wind-
ings [11].
Explicitly, the minimal vortices in SU(N) and SO(2M) or
USp(2M) theories are given respectively by the moduli matrices:
H0 =
(
z − a 0
b 1N−1
)
,
(
z1M − A CS/A
BA/S 1M
)
. (28)
The moduli parameters are all complex. For SU(N), a is just a num-
ber; b is a column vector. For SO(2M) or USp(2M), the matrix
CS/A , for instance, is symmetric or antisymmetric, respectively. And
vice versa for B. Moduli matrices for SO(2M + 1) as well as those
for k = 2 vortices in SU, SO,USp theories, will be given explicitly
in [17].
The index theorem gives the complex dimension of the moduli
space
dimC(MG ′,k) = kN2/n0. (29)
This was obtained in [3] for SU(N); a proof in other cases will
be reported elsewhere [17]. In all cases studied we have checked
that the dimension of the moduli space inferred from our moduli
matrices agrees with the one given in Eq. (29).
Except for the SU(N) case, our model has a non-trivial Higgs
branch (ﬂat directions). The color–ﬂavor-locked vacuum 〈H〉 ∝ 1N
is just one of the possible (albeit the most symmetric) choices for
the vacuum; our discussion can readily be generalized to a generic
vacuum on the Higgs branch. This fact, however, implies that our
non-Abelian vortices have “semilocal” moduli (see Achucarro et al.
[1]), even for N f = N . In contrast to the Abelian or SU(N) cases,
moreover, they exhibit new, interesting phenomena such as “frac-
tional” vortices [17].
4. Local (ANO-like) vortices
For various considerations, we are interested in knowing which
of the moduli parameters describe the so-called local vortices, the
ANO-type vortices with exponential tails. To identify these, let us
ﬁrst consider generic points in the moduli space. In the strong cou-
pling limit our theory reduces to a nonlinear sigma model, with
the (classical) vacuum moduli Mvac as its target space. In such
a limit, semilocal vortices with non-zero size moduli reduce to
the so-called sigma model lumps. The local vortices on the other
hand shrink to singular conﬁgurations. It is well-known that lumps
are characterized by π2(Mvac) with a wrapping around a 2-cycle
inside Mvac. Even at a ﬁnite gauge coupling, asymptotic conﬁgu-
rations of semilocal vortices can be well approximated by lumps.
Now the moduli space of vacua Mvac in supersymmetric mod-
els is parametrized by holomorphic invariants I IG(H) (I = 1,2, . . .)
of the complexiﬁed gauge group GC [18]. In our case, G = G ′ ×
U (1), with the common U (1) charge of the scalar ﬁelds H , all
the GC invariants I IG(H) can be written using the G
′C invariantsI iG ′ (H). For instance, from I
i
G ′ and I
j
G ′ with ni = n j , one can con-
struct
I(i, j)G (H) ≡
I iG ′(H)
I jG ′(H)
= I
i
G ′(H0(z))
I jG ′(H0(z))
, (30)
where use was made of (16). The last line deﬁnes so-called (gener-
alized) rational maps. This observation allows us to deﬁne local
vortices. While the asymptotic region of semilocal vortices are
mapped to some domain of Mvac, those around the local vortices
are mapped into a single point. Therefore, all the GC invariants
I IG(H) must be constant for the latter. All the IG ′ (H)’s have zeros
at the vortex positions and winding around them as seen in (17).
These facts, together with (30), imply that all I iG ′(H0(z))’s with the
same ni must have common zeros:
I iG ′ (H0,local) =
[
k∏

=1
(z − z0
)
]ni/n0
I ivev. (31)
For G ′ = SO(2M), USp(2M) with ISO,USp of (26) we ﬁnd that the
condition for vortices to be of local type is
HT0,local(z) J H0,local(z) =
k∏

=1
(z − z0
) J . (32)
Let us now discuss a few concrete examples. The general solu-
tion for the minimal vortex (28) for G ′={SU(N), SO(2M),USp(2M)}
is reduced to a local vortex if we restrict it to be of the form:
H0,local =
(
z − a 0
b 1N−1
)
,
(
(z − a)1M 0
BA/S 1M
)
. (33)
The vortex position is given by a. b for SU(N) and BA/S for SO(2M)
or USp(2M) encode the Nambu–Goldstone modes associated with
the breaking of the color–ﬂavor symmetry by the vortex G ′C+F →
HG ′ . The moduli spaces are direct products of a complex number
and the Hermitian symmetric spaces
MlocalG ′,k=1 	 C × G ′C+F/HG ′ , (34)
HSU(N) = SU(N − 1) × U (1) while HSO(2M),USp(2M) = U (M). The re-
sults for SU(N) and SO(2M) are well-known [3,4,11]. The matrices
(33) describe just one patch of the moduli space. In order to de-
ﬁne the manifold globally we need a suﬃcient number of patches.
The number of patches is N for G ′ = SU(N) and 2M for G ′ =
SO(2M),USp(2M). The transition functions correspond to the V -
equivalence relations [6,7]. In the case of G ′ = SO(2M), the patches
are given by permutation of the ith and the (M + i)th columns
in (33). We ﬁnd that no regular transition functions connect the
odd and even permutations (patches), hence the moduli space
consists of two disconnected copies of SO(2M)/U (M) [11]. The
complex dimensions of the moduli spaces are dimC MlocalSO(2M),k=1 =
1
2M(M − 1) + 1 and dimC MlocalUSp(2M),k=1 = 12M(M + 1) + 1.
5. Exceptional groups
E6: There is a rank-3 symmetric tensor: Γi jk . The conditions on
the moduli matrix is
Γi1 i2 i3 (H0)
i1
j1 (H0)
i2
j2 (H0)
i3
j3 ∼ Γ j1 j2 j3 zk, (35)
and the U (1) winding number is quantized as ν = k/3.
E7: There are 2 invariant tensors: dijkl and f i j respectively of
rank 4 and 2. The moduli matrix is constrained:
di1 i2 i3 i4 (H0)
i1
j1 (H0)
i2
j2 (H0)
i3
j3 (H0)
i4
j4 ∼ d j1 j2 j3 j4 z2k,
f i1 i2 (H0)
i1
j1 (H0)
i2
j2 ∼ f j1 j2 zk, (36)
and the vortices are quantized in half-integers: ν = k/2.
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The dimension of the fundamental representation (R), the rank of the other in-
variants [19] and the minimal tension ν = 1/n0, i.e. the center Zn0 of G ′ . The
determinant of the R × R matrix gives one invariant with charge, dim R
G ′ AN−1 BM CM , DM E6 E7 E8 F4 G2
R N 2M + 1 2M 27 56 248 26 7
rank inv – 2 2 3 2,4 2,3,8 2,3 2,3
n0 N 1 2 3 2 1 1 1
G2,F4,E8: See Table 1 for the list of the invariant tensors and
the winding numbers.
6. Conclusion
We have thus given all the necessary tools to construct vortex
solutions in the color–ﬂavor-locked vacuum of a non-Abelian gauge
theory with gauge group G = G ′ × U (1) where G ′ is an arbitrary
simple group, coupled to Higgs ﬁelds in the fundamental repre-
sentation. Our method can be extended to other BPS solitons such
as domain walls, monopoles and instantons, and hopefully opens
powerful new windows for their investigation. Among future di-
rections are the Kähler quotient construction of the moduli space,
D-brane conﬁgurations, possible relations to the ADHM instanton
moduli spaces, applications to dualities in supersymmetric gauge
theories, understanding of the GNO duality with general groups,
and ﬁnally, applications to cosmic strings and string theory.
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