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Let Q(x,, . . . . x,) be a real indefinite quadratic form of type (r, n-r) 
(1 <r ,<n - 1) and determinant D #O. We know that there exist constants f, 
independent of Q and dependent only on n and r such that given any reals ri, . . . . r,, 
there exist integers xi, . . . . x. such that 
0 < Q(x, + r,, . . . . x,+r,)<(rjDl)““. 
Let r,,+, denote the inlimum of all such numbers K Then in this we prove that 
I- ,,r+2=(22r+2)/3 for r>4. 0 1988 Academic Press. Inc. 
1. INTRODUCTION 
Let Q(x,, . . . . x,) be a real indefinite quadratic form of type (r, n-r) 
(1 d r <n - 1) and determinant D # 0. Blaney [4] has shown that there 
exist constants r, independent of Q and dependent only on n and r such 
that given any reals r,, . . . . rn there exist (x,, . . . . x,)= (r,, . . . . r,) (mod 1) 
satisfying 
0 < Q(xl, . . . . x,) ,< (r IDI I”“. (1.1) 
Let r,.,- r denote the inlimum of all such numbers r. Bambah, Dumir, 
and Hans-Gill have shown that 
(1) rr+3,,=22r+1 (r2 1) Cl], 
(2) rr+2,r= (22’+2)/3 (r> 1) Cll, 
(3) Tr+l.r =22r (t-2 1) Cl], 
(4) c,, = 22’ (r 2 1) C21, 
(5) cr., = 22’ (r > 3) and T2,s = (i)’ [3]. 
Earlier Dumir had also proved r1,2 = 8 [6]. Thus minima of positive 
values of inhomogeneous quadratic forms of signatures 0, _+ 1, 2, and 3 are 
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known completely. In this paper we shall consider the minima of positive 
values of signature -2. 
Dumir and Hans-Gill [S] have already proved that r,,3 = 16. Also from 
a result of Jackson [lo] and Theorem 3(a) of Bambah, Dumir, and 
Hans-Gill [2], it follows that r2.4 < 64. In this paper we shall take up the 
quadratic forms of type (r, r + 2) (r >, 3). To be precise, we shall prove the 
following results: 
THEOREM 1. Let Q,(x,, . . . . x,) (n 3 8) be a n-ary zero quadratic form of 
signature - 2 and determinant D # 0. Then given any real numbers r 1, . . . . r,, 
there exist integers x,, . . . . x, such that 
(1.2) 
This result is the best possible. 
THEOREM 2. Let Q8 = Qs(x,, . . . . x8) be a non-zero quadratic form of type 
(3,5) and det D # 0. Then given any real numbers r,, . . . . r,, there exist 
integers x,, . . . . x, such that 
0 < Qdx, + rl, . . . . x,+r,)<(116 JD()“*. 
[The constant I16 can be improved. However, Theorem 2 is good enough 
to prove the result for n > lo]. Combining Theorems 1 and 2, we get 
THEOREM 3. r,,,<116. 
For r 2 4, we prove 
THEOREM 4. rr,r+2=(22r+2)/3 (r24). 
2. ZERO FORMS 
First we shall deal with zero forms by giving a few definitions. 
DEFINITION 2.1. Let CL, p be any given real numbers and let Q(x, , . . . . x,) 
be any quadratic form. We say 
a < Q(xl, . . . . x,) s B (2.1) 
is solvable if for any reals r, , . . . . rn, there exist (xi, . . . . x,) = (rl , . . . . r,) 
(mod 1) satisfying (2.1). 
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DEFINITION 2.2. Let a # 0 be any real number. We say a quadratic form 
represents the number “a” if there exist integers x1, . . . . x, such that 
ecx ,) . ..) x,) = a. 
Before starting with the proof of Theorem 1, we state a few results 
without proofs. 
LEMMA 2.1. Let a, /?, x0, and Iz be real numbers with I > 1. Let m be an 
integer given by m c A< m + 1. Then 
(a) there exists x E x0 (mod 1) satisfying, 
O<(x+a)‘+/?<I. 
provided - m2/4 < p < 1- 4. 
(b) There exists x c x0 (mod 1) satisfying 
0-c -(x-a)2+B<1 
provided a < j? < m2/4 + 1. 
For the proof of (a), see Lemma 6 of Dumir [7] and for the proof of (b) 
see Lemma 2 of Dumir [6]. 
LEMMA 2.2. Let Q(x,, . . . . x,) be a real indefinite zero quadratic form of 
determinant D # 0. Then given reals a and /I, 
a < Q(x,, . . . . x,) < B 
is solvable provided (fi - a) > 2( (DI )I’“. 
For the proof, see Jackson [lo]. 
LEMMA 2.3. Let Q(x, y) be a positive definite quadratic form of deter- 
minant A. Then there exist integers x, y such that 
O-=Q(x, Y)<($ IAl)“=. 
It is the classical result of Lagrange (1773). 
LEMMA 2.4. Let t and A be positive numbers and let j?, 1 be any real 
numbers. Let 2h, k be integers such that 
I I ht-; +;<A. 
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Suppose that either t3 # k2/h or fi f th/k (mod t/k, 2/t2) (i.e., /? - th/k is not 
an integral combination of t/k and 2/t2). Then there exist integers x, y 
satisfying 
For the proof, see Lemma 6 of Macbeath [ 111. 
LEMMA 2.5. Let Q(x, y, z, t) be a non-zero quaternary quadratic form of 
type (3, 1) and determinant A # 0. Then there exist integers x, y, z, t; not all 
zero, such that 
0 < lQ(x, Y, z, ?)I G (3 IAl )1’4 
except when Q is equivalent to a positive multiple of the following: 
G,=x’+ y2+z2-t2-xt- yt-zt 
or 
or 
G2 =x2 + xy - y2 + 2(z2 -t zt + t2) 
G3 =x2 + xy + y2 + 2(z2 + zt - t2). 
Moreover, for each i = 1,2, 3, there exist integers x, y, z, t, not all zero, 
satisfying 
0-c IGi(x, y, z, ?)I < ($ ILII)~‘~. 
For the proof, see Oppenheim [12]. 
Remark 2.1. We know by the results of Oppenheim ([13, 111) that a 
zero incommensurable form in n 2 4 variables takes arbitrarily small non- 
zero values of either sign. Also by Watson [IS], for such forms, given any 
reals a, 6 (6 > 0), 
a<Q(x ,,..., x,)<a+6 
is solvable. So by taking a = 0, 6 < r,,n _, results hold in this case. Thus we 
need consider only zero rational forms. 
LEMMA 2.6. Let Q,= Q,(x,, . . . . x,) (n 28) be a rational form of 
signature - 2 and determinant D # 0. Then (1.2) is solvable if Q,, represents 
a number “a” with 0 < Ial < K/2. 
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Proof: Without loss of generality, we can suppose that representation 
of a by Q, is primitive. Replacing Q, by an equivalent form, if necessary, 
we can suppose that 
Qn = 4x1 + h,x, + ... +h,x”)2+ Q,-1(x,, . . . . x,). 
By homogeneity, we can suppose that la( = 1 so that K> 2. Also Q,- i is a 
rational form and so by Meyer’s Theorem, Q,, _, is also a zero form since 
n 2 8. Now we distinguish the two cases. 
Case I. a = 1. Then 
Qn = (x1 + hzx, + . . . + h,xJ2 + Q,- ,(x2, . . . . x,). 
Let m be an integer given by m c K < m + 1. Then m > 2. Also by 
Lemma 2.1(a), (1.2) is solvable if 
m2 1 
- --pQ.-,(x2 ,..., X&K-~. (2.2) 
Since Q,- , is a zero form, so by Lemma 2.2, (2.2) is solvable if 
K-1/4+m2/4~2(~0~)““-‘=(3/2)‘~“-‘K”’”~’. 
Since for any fixed m, 
(2.3) 
f(K) = K- l/n- 1 I “%- ’ K-d”- 1 
is a decreasing function of K for K > 1 and K < m + 1, soy(K) >f(m + 1) = 
[(m + 3)/4](m + 1)-l’+’ = g(m) where g(m) is an increasing function of m 
and so 
f(K)~g(2)=~.3-‘/“-‘>(~)‘/“-’ (since n 2 8). 
Case II. a = - 1. Then 
Q, = -(x, + h2x2 + ... +h,x,)*+Q,-,(x2 ,..., x,). 
By Lemma 2.1(b), (1.2) is solvable if 
1 m2 
,<Q,A<K+~ 
is solvable. Further by Lemma 2.2, it is so if 
K+;+2(,D,)““-’ 
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which is the same as (2.3) and hence is satisfied. Thus the lemma is proved 
completely. 
3. REDUCTION 
First we shall prove Theorem 1 for n = 8 so that we shall prove the 
following result. 
THEOREM A. Let Q8 = QS(xl, . . . . x8) be a rational quadratic form of the 
type (3, 5) and determinant D # 0. Let K= 2( 1Dj/3)“*. Then 
is solvable. 
0 < Qdx,, . . . . x8) < K (3.1) 
Remark 3.1. First we shall reduce Qg to a well-behaved quadratic form. 
Since Qs is a rational form in eight variables, by Meyer’s Theorem, Q, is a 
zero form. By using arguments similar to Birch [S] and by taking a 
rational multiple, if necessary, we assume 
Q8=(x,+a,xz+ ... + asxs) x2 + m(x3 + b,x, + . . + b,x,) x4 
+ Q,(x,, x6~ X7, Xd> (3.2) 
where m is a natural number and Q4 is a rational quadratic form of type 
(1, 3). Further if Q4 is a zero form, we can write (3.2) as 
Q8 = (x, + a2x2 + ... + a,x,) x2 + m,(x3 + b,x, + ... + b,x,) x4 
+ m2(x5+c6x6+c7x7+c8x8)x6-(ax:+fix7x8+yxi), (3.3) 
where m, , m2 are natural numbers and Q2 = ax: + flx7xS + yxi is a reduced 
positive definite form, i.e., 
O</?da<y. (3.4) 
Without loss of generality, we assume that in either case 
-$<a,<$, -t<b,<; (3.5) 
for all i, j. And in case Qs is in the form (3.3) we also have 
-+<Ck<$ for all k. (3.6) 
Further by Watson [ 16, p. 211, we may assume that if a2 = 0, all a’s are 
zero, if b4 = 0, all b’s are zero, and if c6 = 0, all c’s are zero. We further 
assume 
-$<ri<f for i= 1, . . . . 8. (3.7) 
Now we shall prove Theorem A by means of a number of lemmas. 
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LEMMA 3.1. Theorem A holds if K > 1. 
ProoJ Choose (.x3, . . . . x8) = (r3, . . . . r8) (mod 1) arbitrarily. Choose 
x2 E r2 (mod 1) such that 0 -K x1 < 1 and xi - r, (mod 1) such that 
where p is some constant. This proves the lemma. 
Remark 3.2. The same proof is valid for general n if K= 
((2”/3) IDl)“” 2 1. 
In view of the above lemma, henceforth we assume Kc 1. 
LEMMA 3.2. Theorem A is true if any of the m’s in (3.2) or (3.3) is not 
equal to 1. 
Proof: (i) Let Q8 be in the form (3.2), so that Q4 is a non-zero form of 
type (1, 3). If possible, let m # 1. Then m > 2. By Lemma 2.5, - Q4 and 
hence Q, represents a number “a” such that 
O<a4<$ IAl, 
where d is the determinant of the form Q4. Also 
112 
=-a4 
3 
.‘.a4<&K8<$(-:K<1). 
So Ial <K/2. 
(ii) Now let Q8 be in the form (3.3). Then Q2 = ax: + /Ix,xa + yxi is a 
positive definite form and so by Lemma 2.3, Q, and hence Q, represents a 
number “a” such that 
O<a’<$ IAl where A = det Q2. 
Let at least one of m, or m2 not be equal to 1. Then 
: p++.!!$!+ 
2* 1 14 3 >T.4.;i.S.S.a2 :. a’<$<$ (‘: K-c 1) 
and so Ial < K/2. 
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Thus in both cases, Q8 represents a number “a” with (al <K/2 and so by 
Lemma 2.6, Theorem A holds. 
Remark 3.3. From now on, we shall assume that all the m’s are equal 
to 1, so that if Q4 is a non-zero form, then 
Q8 = (x, + a2x2 + ... + usxs) x2 + (x3 + b,x, + . 
+ Q&s, x6> x-12 Xs) 
and if Q4 is a zero form, then 
Q*=(x,+a,x,+ ... +a,x,)x, 
+ (xj+b4x4+ ... + b,x,) X4 + (X5 + c6x6 + 
- (ax: + px7xg + yx;, 
+ bsxs) ~4 
(3-g) 
. . + c8x8) x6 
(3.9) 
and satisfies all the conditions stipulated in Remark 3.1. In particular the 
conditions (3.4)-( 3.7) are satisfied. 
LEMMA 3.3. Theorem A is true if K d 0.7. 
Proof: By using arguments similar to the ones used in the last lemma, if 
Q4 is a zero form, then Q8 represents a number “a” such that 
O<a2<K8=K”.K2<$ 
and if Q4 is a non-zero form, then Q8 represents a number “a” such that 
3 K4 
O-ca4<sK8<x. 
Thus in both cases, [al < K/2 and so by Lemma 2.6, Theorem A holds. 
Remark 3.4. In view of the Remark 3.2 and the last lemma, we shall 
assume 
0.7<K<l. (3.10) 
LEMMA 3.4. Theorem A holds if r2 # 0. 
Proof: Choose (x3, . . . . x8) Z.E (r3, . . . . r8) (mod 1) arbitrarily and x2 = r2 
so that O< lx21 <f. Then 
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where p is some constant. Now choose x1 E rl (mod 1) such that 
Remark 3.5. The same proof is valid for general n if K= 
(2”/3 [Dl)“” > f. Also in a similar way, we can prove Theorem A holds if 
r4 #O. Further if Q4 is a zero form, then similarly Theorem A holds if 
r6 # 0. So we assume r2 = r4 = 0 and r6 = 0 if Q4 is a zero form. 
Remark 3.6. Lemma 3.4 holds even if K B f. 
Now we deal with the cases when Q4 is a zero form and when Q4 is a 
non-zero form separately. 
4. Q41s A NON-ZERO FORM 
LEMMA 4.1. Theorem A is true if Q4 7L -pGi (i = 1,2,3) and p > 0. 
Proof Since Q4 4 -pGi (i= 1,2, 3) and p > 0, by Lemma 2.5, -Q4 
and hence Q, represents a number “a” such that 
O<a4<$ [Al. 
Now 
as K-cl. 
Theorem A follows from Lemma 2.6. 
LEMMA 4.2. Theorem A holds if Q4 N -pG, or Q4 N -pG,, p > 0. 
Proof: We note ldet G,I = J$= ldet G,I 
Kg K4 K 
p‘+<16’p’~. 
But Q8 represents -p and so Theorem A is true by Lemma 2.6. 
LEMMA 4.3. Theorem A is true if Q4 N -pG,, where p > 0 and p # $. 
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Proof Without loss of generality, we assume Q4 = -pG,. Clearly the 
minimum value attained by lQ,J is p and p = ($ Id ( )“4. Also Q, represents 
-P. 
If 0 < p < K/2, we are clearly through by Lemma 2.6. So assume 
;,p=(;,~,)1’4=(4.24 ,4”“=(;K8)““. (4.1) 
Therefore 
X4>& i.e., 
f(i7i)l’4<p~(;K8)1’4<(;)1J4 (..‘K<l). 
Let t3 = l/p. Then (T)“4 < t3 Q 2. (y)li4. Now we want to prove that there 
exist (x1, . . . . x8) = (rr, . . . . r8) (mod 1) such that 
O<(x,+a,x,+ ... + u&3) x2 + (x3 + b4x4 + ‘. . + &X8) x4 
+ p(x&+x;-x;+x,x,+x,x,+x,x,)<K (4.2) 
is solvable. Since rz = r4 =O, we take x2 = 1, x4 = 0, and (x3, x5, x6x,) E 
(r3, r5, r6, r,) (mod 1) arbitrarily. Also take x1 =x + r,, x8 = y + r8 so that 
(4.2) is satisfied if there exist integers x, y such that 0 < x + a,(y + r8) - 
p(y + r8)2 + px,(y + rg) + I< K, where J. is a constant or 
O<X+(u8-2pr8+pX,)y-py2+~~K, (4.3 1 
where p is some constant. Since t3 = l/p, (4.3) is satisfied if 
O<tX+t(u8-2pr8+pX~)y-~y2+t~~tK. (4.4) 
Since p # 4, t3 f2 so that by Lemma 2.4 
satisfied if 
I I 
&;ti +;QtK 
or 
If p > 4, (4.6) is satisfied if 
with h = f, k= 1, (4.4) is 
(4.5) 
(4.6) 
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which is so since by (4.1), 
(since Kc 1). 
If p < f, (4.5) is satisfied if p + K> 1 which is satisfied since p > K/2 and 
K > 0.7. Hence the lemma follows. 
LEMMA 4.4. Theorem A is true if Q4 = -3G,. 
Proof. We proceed as in the last lemma. Now we set p = 4 in (4.4) and 
we get that we are through if there exist integers x, y satisfying 
O<tx+t 
( 
a,-r,+;x, y-$+tp&tK, 
) 
(4.7 1 
where t3 = l/p = 2. Also (4.5) is clearly satisfied. So by Lemma 2.4 with 
h = f, k = 1, (4.7) is satisfied unless 
1 
a,-r,+-x,=- 
2 
f (mod 1) (4.8) 
for all x5 = rs (mod 1). But 
u,-r,+ir,=i (mod 1) 
and 
a,--r,+~(r,+ 1)~: (mod 1) 
cannot hold simultaneously so that (4.8) does not hold either for x5 = r5 or 
x5 = rs + 1. So (4.7) is satisfied for some integers x, y and this proves the 
lemma. 
Remark 4.1. Combining Lemmas 4.1-4.4, we get that Theorem A is 
true if Q4 is a non-zero form. 
5. Q4 Is A ZERO FORM 
Let Q4 be a zero form and Q, be in the form (3.9). Write Q,(x, y) = 
clx’ + j3xy + yy2. Then 0 < jI < 01s y. Let d = det Q2 = ay - /P/4. Also Q2 is a 
positive definite reduced form and so 
O<a,((j ~LII)‘/~. (5.1) 
Now we prove a few results. 
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LEMMA 5.1. Theorem A is true if A >, a. 
Proof. 
and so K> 1 and Theorem A follows from Lemma 3.1. 
Remark 5.1. In view of the above lemma, we assume A < $. Then from 
(5.1), we get a< 1. 
LEMMA 5.2. Theorem A is true if a # f or if /I # 0. 
Proof We note 
and so JAJ = 3K8. 
Since Q8 represents -a, by Lemma 2.6, Theorem A is true if a < K/2. So 
we assume K/2 G a. Thus 
112 
= K4. (5.2) 
Now set a= l/t’. Now to prove Theorem A, we want to choose 
(x 1, . . . . x8) = (rl, . . . . r8) (mod 1) to satisfy (3.1). By Remark 3.5, r2=r4= 
r,=O. Choose x,=x,=0, x6=1, x5=x+r5, X,=yi-r,, and X8Erg 
(mod 1) (to be specified later). Then we want to prove that there exist 
integers x, y satisfying 
O<x+r,+c,+~~(y+r~)+c~x~---j(y+r~)~ 
- Bx8(y+r7)-xi<K 
or 
O<tx+t c7-sr7-pxg y-;y’+tpGtK, 
> 
(5.3) 
where u is some constant. 
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Taking h = 4, k = 1 in Lemma 2.4 (since a # 1, t3 # 2), we see that we are 
through if 
t 1 --- 
2 t2 
or 
1 
--a 
2 
++K 
+f<K. (5.4 1 
(i) If a < f, (5.4) is true if 1 - a <K, which is true since a 2 K/2 and 
K > 0.7. 
(ii) If a > f, (5.4) is true if a - 4 + $ ,< K or if a < K which is so since 
by(5.2),a~K4<K(.:K<1).Letusassumenowthata=tsothatt3=2. 
Iffi#O, then O</?<a=f. Then for x8=rg or x8=~s+1, we will have 
c,-r7-jlxs S $ (mod 1). (5.5) 
So with this choice of x8, by Lemma 2.4 with h = 4, k = 1, (5.3) will be 
satisfied. So Theorem A holds unless a = 4 and /3 = 0. This proves the 
lemma. 
Remark 5.2, From now on, we assume a = 4 and /?= 0. Then from 
(5.5), we see we are done if 
c,-r,#J (mod 1). 
So we assume 
c,-r,=J (mod 1). (5.6) 
Had we taken xg = -1, similarly we would have gotten 
-c,-r7zi (mod 1). (5.7) 
From (5.6) and (5.7) we get 2c, ~0 (mod 1) or c7 =0 or 1. Further 
c7=0, r7=+ and c, = 4, r, =O, (5.8) 
which we assume from now on. 
Now we are done unless 
3 B’ 1 3 ;i>A=ay-T=zy so that y<-. 
2 (5.9) 
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Also 
KdY,D, = $.;.;. ,A, 
28 1 1 1 1 = - 
3 
. - 4442y . - . - . - 
>2” 
’ 
L 1 L 12 3 
‘4’4’4’4 
3 ( 1 ) 
sincer>a=- 
2 
and so K > 0.8. 
LEMMA 5.3. Theorem A is true unless y = 1 or y = 1. 
Proof: Proceeding as in Lemma 5.2, taking j? =0 we see that we are 
through if there integers x, y satisfying 
(5.10) 
where t3 = l/y and p is a constant. Also y 2 a = + and so t3 = l/y Q 2. If 
t3 # 2 so that t3 < 2, then we are through by Lemma 2.4 with h = f, k = 1 if 
i.e., 
i.e., if y <K. So assume y > K and $ < y < 4. 
Taking h = k = 1 in Lemma 2.4, we see that we are through if t3 # 1 and 
I I t-; +i<tK 
or if 
I1 -y( +fGC (5.11) 
(i) If y<l, (5.11) is satisfied if 1--y+f<K or if $<K+y or if 
3 Q 2K (since y < K) or if i < K, which is so since K > 0.8. 
(ii) If y > 1, (5.11) is satisfied if 
y-l+;<K 
or if 
So we consider now K + + < y < +. 
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Since 13 = l/y # 3, by taking h = & k = 1 in Lemma 2.4, (5.10) will be 
satisfied if 
or if 
orif~-y+t,<Korif2,<y+Korif2<K+f+K(’.’y>K+t)orifq<2K 
or if i <K, which is so since K > 0.8. Thus the theorem is true unless t3 = 2 
or t3 = 1, i.e., unless y = f or y = 1. 
Remark 5.3. From now on, we assume y = f or y = 1. If y = $, as in 
Remark 5.2, we see that Theorem A is true unless cs = 0 and r8 = 4 or cs = 3 
and r8 = 0. If y = 1, we see that Theorem A is true unless 
c,-2r,zO (mod 1). 
As in Remark 5.2, we get that Theorem A is true unless 
-cs-2rg=0 (mod 1). 
(5.12) 
So 2c, - 0 (mod 1 ), i.e., cs = 0 or $. If cs = 0, from (5.12) we get r8 = 0 or f. 
If cg = 4, we get 2r, = cs=f (mod 1) and so r,=$ or -{. 
LEMMA 5.4. Theorem A is true if0 < la21 < f. 
Proof If 0 < la21 < 0.4, take x2 = 1 and xi = 0 for i # 2. Then Q, = a, so 
that 0 -C /QJ d 0.4 < K/2. 
If 0.4 < la21 < 0.5, take x, = 1, x2 = 2 or -2 such that (u2x2) ~0 and 
Xi=0 for ia3. Then O<lQsl=2-41u21<0.4<K/2, In both cases, the 
result follows from Lemma 2.6. 
Remark 5.4. In view of above lemma and condition (5.5), we assume 
u2 = 0 or f. In a similar way, we can prove that we can take b4 = 0 or 4 and 
cs = 0 or f, otherwise Theorem A is true. 
LEMMA 5.5. Theorem A is true $0 < Ia,1 < 4. 
Proof: Since u3 ~0; by Remark 3.1, a2 #O and then by the above 
remark, a, = 4. Now if 0 < [a,[ < 0.1, take x1 = -1, x2 = 2 =x3, and xi = 0 
for all i> 4. Then Q8 = 4u, and 0 < [Qs[ < 0.4. If 0.1 < Ia,1 < 0.5, take 
x,~0,x2=1,xj=1 or -1 suchthat (x,u,)<Oandxi=Ofori>4.Then 
Q, = 4 - Ia31 and 0 <: Q, < 0.4. Again as in the above lemma, Theorem A is 
true. 
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Remark 5.5. In view of the above lemma and condition (3.5), we 
assume a3 = 0 or f. In a similar way, we can prove b, = 0 or 4 as otherwise 
Theorem A is true. 
LEMMA 5.6. Theorem A is true if y = 4. 
Proof. Here 
Q,=(x,+a2x2+ ... +a,x8)x2+(x3+b4x4+ ... +b,x8)x, 
+ (x5 + 6-6x6 + c7x7 + c&) x6 - fxf - #. 
Now we first distinguish two cases. 
Case I. c6 = 0. Then by Remark 3.1, c7 = cg = 0. Then by Remarks 5.2 
and 5.3, r7 = $= r8. If r5 ~0, take x5 such that O< [x51 <f, x2=x4=0, 
x7=4=x8 and choose x6 such that O< Q,=x5x6-+< lx51 <)< K. If 
r,=O, choose x2=x4=0, x5=x6= 1, x7=$=x8. Then Q8= l-a=+<K. 
Case II. c6 ~0. Then by Remark 5.4, c6 = +. Here we distinguish a 
number of cases. 
(A) c7 = 0 = c8. Then by Remarks 5.2 and 5.3, r7 = 4 = r8. Now take 
x2=x4=0, x7=+=x*, x5 = rs and x6 = 1 or - 1 such that (x5x6) 20. 
Then 
Q,=Ir,l +$--i-i sothat $<Q,<$<K. 
(B) c, = $, c8 =O. Then by Remark 5.7, r7 =0 and by Remark 5.3, 
rg = 4. 
(i) If 0 < lrsl < 4, take x2 =x4 = x7 = 0, x8 = f, x5 = r5, and x6 = 1 
or - 1 such that (x5x6) > 0. Then 
Q8 = Ir,l + f - $ so that ;<Q,<g<K. 
(ii) If f< jr,1 <f, take x2=x4=0, x8= +, x5= r5, x6 =2 or -2 
such that (x5x6) < 0 and x7 = 1 or - 1 so that (x6x7) > 0. Then 
Qs= -2Ir,l+2+1-t--g so that $<Q,<%<K. 
Similarly by symmetry, we are through if c7 = 0 and c8 = 4. 
(C) c7 = t = c8 and r5 # 4. Then by Remarks 5.2 and 5.3, r7 = 0 = r8. 
Also r,#j so --4<r5<4. Choose x2=x4=x7=x8=0, x5=rs and x6= 1 
or - 1 such that (x5x6) < 0. Then 
Qs = -Ir,l + f sothat O<Q8<t<K. 
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P) c,=+= cS, rS=J but b4=0. As in (C), r,=r,=O. As b,=O, by 
Remark 3.1, 6, = b,= b,= b, =O. We take x3 =r3 (mod 1) such that 
o<x,< 1. 
(i) For O<x,dO.8, take x4= 1, x,=x,=x,=x,=0. Then 
&=x3 sothat O<Q,<0.8<K. 
(ii) For 0.8<x,,<l, take x4=x8=1, x,=x,=x,=0. Then 
Q,=x,-4 sothat 0.3dQ,<<tK 
(El c, = f = cs, r5 = 4, b4 # 0 but b5 # 0. 
As before r, = 0 = r8. By Remarks 5.4 and 5.5, b4 = 4 = b5. 
(i) If 0 < r3 < 4, take x3 = r3, x4= 1, x5= -f and x2=xg=x,= 
xs = 0. Then 
Qs=r,++-$ sothat $<Qs<t<K. 
(ii) For --f<r,<O, take x3=r3, x4= -1, x,=4 and x2=x6= 
x, = xs = 0. Then 
Q,= -r,+$-4 so that &CQ,<<<K. 
09 c, = f = c*, r5= 1, b4 #O but b,=O. As before we have r,= 
r8 = 0, 6, = 4. We divide this into a number of subcases. 
(i) If -$<r,<& take x3=rj, x4= 1 or -1 such that (x,x,),<0 
and x2=xg=x,=xs=0. Then 
Qs= -b-J +i so that 0 < Q, < 4 < K. 
(ii) rj = f but b, #O. Th en either -+<b,<O or O<b,<$. Take 
x*=x,=x~=o, x,=1, x5= -1 *, x,=x,=0, x,=1 or -1 such that 
(b,x,) > 0, and xj = f or -f such that (x3x4) = -t. Then 
Qg= -f+;+ lb,1 -++t= IbJ sothat O<Q,<4cK. 
(iii) r3 = $ and b, = 0. 
(a) If -f<b,<O, take x,=& x,=x,=1, x,=x,=x,=0. 
Then 
Q,=f+f+b~-$=;+b, so that 0 < Q, < f < K. 
(b) If O<b,<f, take x3= -1, x4=xg=x,=1, x5= -f, x2= 
xg = 0. Then 
Q*= -++t+b,-t+i++-+b, so that O<Qs<<rK. 
This proves Lemma 5.6 completely. 
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LEMMA 5.7. Theorem A is true for y = 1. 
Here K* = 3 so that K > 0.94. 
To prove Theorem A, we distinguish the following cases. 
Case I. c6 = 0. Then by Remark 3.1, c, = c* = 0. Also by Remark 5.7, 
r, = i and by Remark 5.8, r8 = 0 or 4. 
6) If r,#O, choose x*=x4=0 (x7, x8) E (r7, rd (mod 1) 
arbitrarily, xg = r5, and an integer x6 such that 
(ii) If r5=O=r8, take x,=x,=0, x,=x,=1, x,=4, and x*=0. 
Then 
Q*=l-$=;<K. 
(iii) If r5 = 0, r* = f, choose x2 = xq = 0, x5 =x6 = 1, x7 =x8 = 4. Then 
Q,=l-Q-$=$<K. 
Case II. c6 # 0. Then by Remark 5.4, c6 = f. 
Now we divide into various subcases. 
(A) c, = c* = 0. Then as above r, = $ and r8 = 0 or 4. Now choose 
x,=x,=0, xg=r5, x6 = 1 or - 1 such that (x5x6) > 0, x7 = $, and x* = r8. 
Then 
Q,= Ir,l +4-$-r; so that t<Q,<;sK. 
(B) c7 = 4, c* =O. Then by Remark 5.2, r7 =0 and by Remark 5.3, 
r8 = 0 or 4. 
(i) If r8=4, take x2=x4=0, x5=r5, x,=1 or -1 such that 
(x5x6) 2 0, x, = 0 and x* = 4. Then 
Q8= lrsl +;--a sothat +<Q8<i<K. 
(ii) If r8=0 but r,#f, take x2=xq=x7=x*=0, x5=r5, and 
x6 = 1 or - 1 such that (x*x6) < 0. Then 
Q8 = +,I + t sothat O<Q8<s<K. 
(iii) If r8 =0 but r5 = 4, take x2= x,=0, x5 = -4, x6 =2, and 
x7= 1 =x*. Then 
Q,= -1+2+1-4-l=j<K. 
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(C) c, =0, c,=$ Then by Remark 5.2, r7=f and by Remark 5.3, 
r,=a or -$. Now take x,=x4=0, x5=r5, x,=4, x6=r8, and x6=1 or 
- 1 such that (x5x6) > 0. Then 
Q,= Ir,l +t++--$ so that &Q&g<K. 
(D) c,=c,=&.ThenbyR emark 5.2, r7 = 0 and by Remark 5.8, r4 = a 
or -$. 
(i) If r,=d and -+r,<& take x,=x,=0, x5=r5, x6=1, 
x, = 0, and xg = b. Then 
Q8=r5+++$--& so that +CQ~G;-CK 
(ii) If &<rs<$, take x5= 1 +r5, x,=2, x7= -1, x8= --a, and 
x2 = x4 = 0. Then 
Q8 = 2r, - & so that &<Q,<#<K. 
Similarly we can deal with r8 = -$. This completes the discussion when Q4 
is a zero form and the theorem is proved. 
6. PROOF OF THEOREM I 
We shall prove Theorem 1 by induction on n. We have already proved 
the theorem for n = 8. So let n 2 10 and assume the theorem is true for the 
quadratic form in (n - 2) variables. Let Q, be a quadratic form of 
signature-2 having determinant D # 0. Set K” = 2”/3 . 1 DJ. Then witout loss 
of generality, we can take 
Q, = (x1 + ~2x2 + a.. + Q,x,) x2 + Qn - 2(x3, . . . . x,), 
where Q+ 2 is a quadratic form in (n - 2) variables and again is of 
signature-2. Let D’ be the determinant of Q,-,. Clearly D’ = 40. Now we 
distinguish the following cases. 
Case I. K> 1. Then the theorem is true by Remark 3.2. 
Case II. K < 1 and r2 = 0. Then take x2 = 0 and by the induction 
hypothesis, choose (x,, . . . . x,) E (rg, . . . . r,) (mod 1) such that 
O<Q,(x, ,..., x,)=Q,-,(x3 ,..., x~,.($D’,)~“~-~’ 
ll(n-2) 
= = K”/(“-2) <K (‘:K< 1). 
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Case III. 4 < K < 1 and rz f 0 (mod 1). Then the theorem is true by 
Remark 3.5. ’ 
Case IV. K < 4 and r2 f 0 (mod 1). 
Now following the procedure of Birch [S], without loss of generality we 
can take 
Q,=(x,+a,x,+ ... +a,x,)x,+m,(x,+b,x,+ ... +b,x,)x,+ ‘.. 
+ m,,-,,,,(x,-,+c,-4x,-,+ ... +w,)x,-4 
+ Q4(x,-37 X,-Z? xn-1, &I), (6.1) 
where Q4 is a non-zero form of determinant A # 0 and is of the type (1, 3) 
or 
42, = (x1 + a2x2 + . . . + a,x,) x2 + m2(x3 + b4x4 + . . . + b,x,) x4 + . . . 
+ m,,-,,,,(x,-,+d,-2x,-2+ .+. +d,x,)x,-z-Q2(~,-l~~n), 
(6.2) 
where Q2(x, -, , x,) is a positive definite quadratic form of determinant 
AfO. 
Now we distinguish these two cases. 
(i) LetQ,beintheform(6.1).ThenbyLemma2.4, -Q4(x,-, ,..., x,) 
and hence -Q, represents a number “a” such that 
O<a4<$ [A(. 
Now 
K”= f.,+;.;.!$..m!G.$iU,A, 
2” 1 1 1 7 28 
>T.z.4...4.za4,ja4 :.0<a4<$K” 
[(n - 4)/2 times] 
since K<i,nPIO 
> 
, 
and so 0~ JaJ <K/2. 
(ii) Let Q, be in the form (6.2). Then by Lemma 2.3, Q2(x,- I) x,) 
and hence -Q, represents a number “a” such that 
O<a2<; IAl. 
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K”= $.,D,+f.!$..!+?,~, 
>c: 13, , 3 -4-4...z.4a =a2. So a2<~=K2.~-2 
[(n - 2)/2 times] 
K2 
<- 
4 
.‘.Oila[iZ (since KC:). 
Then in both cases (i) and (ii), the theorem follows by Lemma 2.6. We note 
that the results of Theorem 1 are the best possible as is shown by the 
following example. 
Take 
and 
Qn=x,x2+ ... +~,~~x,-~-(x~~l+x,~*x~+x~) 
(r 1, . . . . r,) = (0, . . . . 0). 
Now 
[(n - 2)/2 times] 
Obviously, the least positive value attained by Q, at any integral value of 
x,, . . . . x, is 1. This completes the proof of Theorem 1. 
7. NON-ZERO FORMS 
To prove the result for non-zero forms we need a few lemmas. 
LEMMA 7.1. Let 4(x,, . . . . x4) be a non-zero form of type (2,2) and 
det D # 0. Let /I2 > PI 2 0 be real numbers such that 
Bl 1 
8,‘<4 and /12--j?, P(F)“’ (IDI)““. 
Then given any real numbers r,, . . . . r4 there exist (x,, . . . . x4) E (r,, . . . . r4) 
(mod 1) satisfying 
PI <4(x,, x29 x3, x4) < P2. 
For proof see Theorem 3 of Bambah, Dumir, and Hans-Gill [3]. 
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LEMMA 7.2. Zf Q5=Q,(xl, . . . . x5) is a non-zero form of type (2, 3) and 
detD#0,andO<t<$andf(t)>16/(1-t)5, then 
t(f(t) PI )1’5 < Q5 < (f(t) PI )1’5 = d (7.1) 
is always solvable. 
Proof: Applying the reduction procedure of Bambah, Dumir, and 
Hans-Gill [3], we can take 
Q, = -(xl + h,x, + ... + h,x,)* + Q&(x,, . . . . x5), 
where Qi(x2, . . . . x5) is a non-zero quadratic form of type (2,2) and det D 
with IDI > 2 (see conditions (4.2) and (4.3) of Theorem 1 in [3]). Now 
(7.1) will be solvable if 
O<Q;-(xI+h2x2,...)*-td<(l-t)d=6 (7.2) 
is solvable. But 
f(I)2(lT1)5 L=>(l -t)* f(t) IDI 
>32=6>2 where 6=(1-t)d. 
Let m be an integer defined by 
m<6<m+l. 
Then m > 2. By Lemma 2.1(b), (7.2) is solvable if 
;<Q;-td<$+6 
or if 
is solvable. 
Now 
/I1 1/4+td 1 1 
EZm2/4+d<4 
. ‘m>2 and t6- 
4 
. 
By Lemma 7.1, the lemma is true if 
?+a>(? lDl)““=(~.&)““. (7.3) 
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But f(t) >, 16/( I- t)’ and so l/“(t) < (1 - t)5/16. Then (7.3) holds if 
m2-1 
4 
or if ((mZ-l)/4$6)6-s’4>(~)1’4. But g(6)=((m2-l)/4+6)6-5/4 is a 
decreasing function of 6 and 6 d m + 1 
.‘.g(d)>g(m+l)= 
(m + 3)(m + 1)-1/4, 5 (31-1,4, 64 II4 
4 A/- 4 0 iii (m > 2). 
This proves the lemma. 
LEMMA 7.3. Zf Q6= Q6(x,, . . . . x6) is a non-zero quadratic form of type 
(2,4) and det D # 0, then 
0 < Q6 < (k IDJ)1’6 is solvable for all k 3 32. (7.4) 
Proof. From the homogeneous results for quadratic forms of type (2,4) 
(see Watson [17]), we know that there exists a negative value -a attained 
by Q6 such that 
Using unimodular transformation, if necessary, we can assume Q6 = 
-a(xI + h,x, + . . .)‘+ QJx,, . . . . x6) where Q5(x2, . . . . x6) is a quadratic 
form of type (2,3). Also without loss of generality we may assume a = 1, so 
that (D( > & and k (D( > A. 32 = 3 > 1. Now (7.4) is solvable if 
0 < -(x1 + h2x2, . ..)‘+ Q5(x2, . . . . x6) < (k lDl)‘/6 = d (7.5) 
is solvable, 
Using Lemma 2.1(b), (7.5) is solvable if 
1 n* 
-<Q,<- 
4 4 
+ d is solvable, (7.6) 
where n is the integer defined by n <d< n + 1. Here also t = 
( 1/4)/(n2/4 + d) < d (since d>, 1). Using Lemma 7.2, (7.6) is solvable, if 
or if 
(7.7) 
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But g(d)=((n*- 1)/4+~I)d-~” is a decreasing function of d and d< 
n + 1, so g(d) 3 g(n + 1) = (n + 3)/(4(n + 1)‘15). Since n > 1, g(n + 1) > 
l,‘2”5 3 (16/k) I” if k > 32. So (7.7) holds good. This proves the lemma. 
LEMMA 7.4. Let Q(x, y) be an indefinite quadratic form of det -d 
(d > 0). Then given any real numbers x o, y, and p > 0, there exist (x, y) s 
(x0, yo) (mod 1) such that 
O<Q(x, Y)+ p < max( 2 ,/d, Jd + 4~ dd - ,/d). 
For the proof see Lemma 5’ in Cl]. 
LEMMA 7.5. Let Q,= Q,,(xl, . . . . x,) be an indefinite quadratic form in 
n >, 8 variables. Let Qn be of signature - 2, det D # 0, and m(Q,) > 0. Then 
Q,- !P(x, +a,,x,+ . ..x.+a,,x,+ ... )+ Qn-Axj, . . . . xn), 
where Q,,- z is again of signature - 2 and ‘P(x, y) is an inde$nite binary 
quadratic form of det -d (d > 0). Further 
d”/* < (9)‘/3 IDI ($)W)h+W4~ 
This follows from Lemma 13 in [2]. 
Remark 7.1. Let Q, = Q,Jxr, . . . . x,) be any indefinite quadratic form 
with det D#O and m(Q,)=O, then by a result of Watson [15], (1.1) is 
satisfied for all f > 0. So, in the rest of the paper, we shall assume 
m(QJ > 0. 
Theorem 2’. Let Qs = Qs(xl, . . . . x8) be an indefinite non-zero quadratic 
form of type (3,5) with m(Q,) > 0 and det D # 0. Then 
0 < Q&l > . . . . x,)<(116 IDI)1’8 
is solvable. 
Proof: By Lemma 7.5 we can take 
Qs= P(x, +a,,x,+ . ..x.+a,,x,+ ... )+ Q,(x,, . . . . x8), 
where Q6 is of type (2,4) and det -D/d with 
d4 < (T)“3 IDI ($)‘” < 0.1958 IDI. (7.9) 
By Lemma 7.3 we can choose 
(x 3 ,..., xg)=(rj, . . . . rg) (mod 1) 
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satisfying 
0 < Q&3, -.., x,)=p<[(32.016)~]Is. 
Take y,=r,+a,,x,+ ... and x,+a,,y,=r,+a,,r,+~,~x~+ ... so that 
Qs = Qk Y) + P where 
Qk Y) = ‘yb, + a12x2, ~2). 
By Lemma 7.4, there exists (x, y) - (x0, y,) (mod 1) and hence (x1, x2) = 
(rl, r2) (mod 1) satisfying 
0 c Q, < max( 2 Jd, d-d - Jd). 
But by (7.9) 
2 ,/d< 2(0.1958)“* IDI”‘< (116 1D1)“8, 
so the lemma will be true if 
or if 
or if 
(,2.0~6~)“6J,<(~,~l)“4+(~l~l)1’8~d, 
or if 
or if 
(70.656 z~)“~ < t2 + t where t8 = 29 !I!! 
64 d4 ’ 
or if 
(70.656 t2) < (t + 1)6, 
or if 
f(t) = (t + 1 )6 - 70.656 t2 > 0. 
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Now f(t) is an increasing function of t for t > 1 and 
t8=64z’640.1958 . 
29101 29 1 ,11105 
.‘.f( t) > f( 1.1105) > 0 which proves (7.11) and hence the Theorem. 
Remark. Combining Theorems 1 and 2 we get Theorem 3. 
First we prove Theorem 4 for n = 10. 
LEMMA 7.6. Let Qlo= Q,,(x,, . . . . xIO) be a non-zero quadratic form of 
type (4,6) and det D # 0, then 
O<Q,o<K 
IDI where K”=2”-5- (7.12) 
is solvable. 
Proof. Proceeding as in the last lemma we can write Qlo = Q(x, y) + p 
where 
Qb Y) = Vxl + a12x2, x2) and 0 < Q&G, . . . . 
Also det Q(x, y) = -d (d > 0) such that 
d* < ($)1’3 IDI (;)“l* < 0.0456 IDI. (7.13) 
NOW 0 < Q,, = Q(x, y) + p < K is solvable as in the last lemma if 
J--Jd<2(f IDI)““, 
or if 
or if 
p Jd< (f IDI)“‘+ (f IDI)l’lo ,/d, 
or if 
(348t”)“‘< tZ + t, 
where t” = f . ID(/d’. Then 
(7.14) 
l/l0 
= (7.3) “lo * t > 1.2. 
641#‘?9,‘2.? 
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So (7.14) holds if (348~~)“~ < t + 1, or if f(t) = (t+ 1)8 - 348t* >O. Now 
f(t) is an increasing function for t > 1 *f(t) > f( 1.2) > 0. 
Thus the lemma is proved. 
Now we prove Theorem 4 for n > 10. 
LEMMA 7.7. Let Q,,= Q,,(x,, . . . . x,) be an indefinite quadratic non-zero 
form of signature -2. Then 
l/n 
0 < Qnb,, . . . . x,,) < 
is solvable for n 2 10. 
Proof. We shall prove the lemma by induction on n. We have already 
proved it for n = 10. So, we assume the lemma is true for n - 2 (n 2 12); 
ll(n - 2) 
O<Qnp2(x3,...,x,)=p<2 
is solvable where 
Q,=Qk y)+Qn-2. 
Here Q(x, JJ) is the indefinite binary quadratic form of det -d (d > 0). But 
Lemma 7.5 gives d”/* < 4 IDI for n 2 12. So the lemma will be true if 
or if 
or if 
2 (~)1’in-2’< (ST+ ($9”“. 
(2(t”)‘““-2’) < t* + t where t”=- IDI >1 
3d”/* 
, 
or if 
or if 
or if 
(,/t - 1)’ > 0, which is always true. 
This completes the induction, and hence the lemma is true for all n. 
Combining Theorem 1 and this lemma we get Theorem 4. 
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