ABSTRACT. We consider the characterization of solutions of a linear differential equation of arbitrary order in the neighborhood of an irregular singularity of rank unity, on the assumption that the characteristic values are distinct. We show that some solutions can be defined uniquely simply by their asymptotic behavior along a single ray, whereas for other solutions the asymptotic behavior must be maintained along two rays to ensure uniqueness. The results are needed in the construction of algorithms for the computation of solutions.
Introduction
We consider solutions of the differential equation
in the neighborhood of the point at infinity, on the assumptions that n > 2 and the coefficients fe(z), £ = 0,1,.. .,n -1, are analytic at infinity, that is, they can be expanded in power series of the form fsi /<(*) = £ IT M s=0 that converge for all sufficiently large values of \z\. Thus, the singularity of equation (1.1) at infinity is no worse than an irregular singularity of rank 1. Formal solutions of (1.1) are given by oo e^V'X) 2 ?' j = l,2,...,n, (1.3)
~ z

3=0
with aoj = 1. The characteristic values Aj, indices /Zj, and remaining coefficients a S j are obtained by substituting into (1.1) by means of (1.2), (1.3) , and the differentiated forms of (1.3), and equating coefficients. We shall restrict our attention to the case in which the Xj are distinct; however, the main conclusions in this paper will carry over to more general situations.
In order to describe the sectors in which the formal solutions furnish asymptotic expansions of actual solutions for large z, we denote e i jb = ph(A fc -A i ), fc^j, (1.4) resolving the ambiguity in the choice of these phase angles by requiring Ojk to lie in a prescribed, but arbitrary, half-closed interval 1 of length 2TT This theorem is proved in [5] , and this reference includes strict bounds for the remainder terms in the expansion (1.7) and its differentiated forms.
The conditions of Theorem 1.1 (and also Theorems 2.1 and 2.2 below) require the property (1.7) to hold uniformly on sectorial domains in order to ensure the uniqueness of the solution Wj(X\z). The purpose of the present paper is to simplify this condition. We seek unbounded point sets T in C, for example, rays, such that if w(z) is a solution of (1.1) with either the property
or the stronger property
(1.9)
Another way of characterizing solutions uniquely is by their hyperasymptotic behavior along a single ray [2] . The advantage of the present approach is that it provides a basis for the boundary-value methods needed in the numerical computation of the solutions anywhere in C, not merely in the neighborhood of the singular point; see [3] .
Preliminary results
The common region of validity of the expansion (1.7) for j = 1,2,..., n is given by Uniqueness problems are not difficult to resolve when only exponential dominance is involved. To handle other cases, we shall make frequent use of the following result:
Lemma. On a given ray £ ; no nontrivial linear combination of a set of equidominant solutions can be dominated by a member of the set.
Proof. Let the solutions be enumerated in such a way that the equidominant set is w p (z),Wp+^z),...,w q (z),p and q being integers such that 1 <p < q < n, and let
where the J4'S are constants. Let us assume that 
Explicit solutions
In [3] , new classifications of the asymptotic solutions given by Theorem 1. 
When n = 2, we have /3j = a/; hence, both asymptotic solutions are explicit, and it is easily seen (and already well known) that w(z) is specified uniquely by (1.8a) with T = £, provided again that £ C TljiT)-We begin this section by proving that this result holds for explicit solutions for all values of n.
To simplify notation, we may suppose that j = 1, so that (1.8a) becomes
2) with £ C TZi(X). Also, we let wi(z),W2(z),... ,Wn(z) denote solutions furnished by Theorem 2.3 with Z = £. Then constants Ai, A2,..., A n exist such that w(z) = Axwiiz) + A2W2(z) + -" + A n w n (z) . (3.3)
Suppose first that none of the solutions are equidominant on £. Then they may be ranked in order of dominance, and by relabelling W2(2), ^3(2),..., Wn^z), if necessary, we may suppose that the ascending order of rank is given by wi(z), W2(2),..., w n (z). On dividing (3.3) by w n (z), letting z -> 00 on £ and using (3.2), we see immediately that A n = 0. Similarly, A n -i = A n -2 = * • * = A2 = 0, and Ai = 1. Since wi(l\z) satisfies (3.2), it follows that any solution that satisfies (3.2) must be the same as wi(Zl*)-
In the general case, we group the sets of equidominant solutions in blocks when we arrange the solutions wi(z),W2(z),...,w n (z) in ascending order of dominance on £. If we follow the previous method of proof, and Wp(z) i Wp + i(z),... ,w q (z) is the first block of equidominant solutions that we encounter, then we have 1 < p < q < n and If we substitute (1.8b) for (1.8a), then we may permit £ to coincide with a boundary 
where p < q < n, and the solutions ^1(2), Wp+i(>z), • • • > Wq(z) are equidominant on £. Hence, on using the assumption (1.8b) with j = 1, we have 
A2W2(z) + ---+ A p w p (z)=w(zy-wi(z). (3.5)
Again, from (2.4) and (1.8b) with j = 1 in both cases, it follows that the right-hand side of (3.5) is 0(e XlZ z fll~m ) where m is an arbitrary integer. This estimate may be included in o{w2(z)} by choosing m large enough, and proceeding again as in the proof of Theorem 3.1, we conclude that A2 = ^3 = • • • = A p = 0. □
Implicit solutions
Unlike explicit solutions, in general it is not possible to characterize an implicit solution Wj(I\z) by its asymptotic behavior along a single ray £. This is because, for all choices of C in the sector Sj(X) of asymptotic validity, there is always a nontrivial solution of (1.1) that is dominated exponentially by Wj(T\z) as z -► 00, the only possible exception arising when /^ -aj = TT [3, §3] . However, two rays, suitably restricted, always suffice: Proof. as z -> oo on both £ and £'. This is a consequence of Theorem 2.3 in Case (i) and Theorem 2.2 in Case (ii). We may express w(z) in the form 
Examples
We first note that the conditions of Theorem 4.1 always can be satisfied by taking £ and £' to be within Sj(X) and the images of each other in the origin, provided that they are not anti-Stokes lines. For numerical purposes, however, it is sometimes desirable to locate £ and £' instead along anti-Stokes lines.
Thus, in [3, §8.2] , to compute an implicit solution Wi(li\z) of a certain fourth-order differential equation, rays £ and £' were used along anti-Stokes lines as depicted in Figure 8 .5 of this reference. On £, only multiples of the solution to*(z) are dominated exponentially by wi(z), and on £', only multiples oiws(z) are dominated exponentially by wi(z). In consequence, the conditions of Theorem 4.1 (Case(i)) of the present paper are satisfied; accordingly, wi(li\z) is defined uniquely by its asymptotic behavior on £ and £'. This is the underlying reason that in [3] , we were able to place the boundary values for computing wi(li\z) on £ and £'. (Even so, as in [3] , perturbation analysis is needed to determine precisely how the n necessary boundary values must be distributed on £U£ / to ensure stability in the computation of the wanted solution.)
Another interesting situation is to suppose that all the A's lie on the imaginary axis (and are, of course, distinct). An example is provided by the differential equation 
Conclusions
We have shown that at an irregular singularity of rank 1, with unequal characteristic values, an explicit solution of the differential equation is always defined uniquely by its asymptotic expansion along any ray in the closure of the recessive sector of the solution. For an implicit solution, the asymptotic behavior needs to be maintained on two properly chosen rays, in general, in order to specify the solution uniquely.
