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a matematické statistiky
Abstrakt: EM (Expectation-Maximization) algoritmus je iterativńı metoda slou-
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v oceňováńı a ř́ızeńı rizik portfolia.
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Úvod
EM (Expectation-Maximization) algoritmus byl shrnut a pojmenován v článku
Dempstera, Lairdové a Rubina (Dempster a kol., 1977). Jedná se o populárńı
iterativńı metodu, která se použ́ıvá k nalezeńı odhadu maximálńı věrohodnosti
z množiny dat, která je neúplná nebo má chyběj́ıćı hodnoty.
Existuj́ı dva r̊uzné př́ıstupy k této metodě. Prvńı nastane, pokud v datech
máme kv̊uli problémům s pozorováńım skutečně chyběj́ıćı hodnoty. Druhý př́ıpad
nastane, pokud optimalizace věrohodnostńı funkce je analyticky nezjistitelná.
Často lze tento výpočet zjednodušit za předpokladu existence chyběj́ıćıch (skry-
tých) parametr̊u a následným použit́ım EM algoritmu.
Kapitola 1 se zabývá v prvńı části metodou maximálńı věrohodnosti podle
d́ıla Bilmes (viz. Bilmes (1998)), která se poté použ́ıvá při kroku maximalizace
samotného EM algoritmu. V daľśı části se práce oṕırá o článek Dempstera a kol.
(Dempster a kol. (1977)) při představeńı úplných a pozorovaných dat, dále podle
praćı Roche (Roche (2012)) a Gupty a Chena (Gupta a Chen (2010)) při sestaveńı
Q-funkce a popisu jednotlivých iteraćı. V závěru se kapitola zabývá speciálńım
př́ıpadem, kdy pozorovaná data pocháźı z rozděleńı z regulárńı exponenciálńı
rodiny podle práce Dempstera a kol. (Dempster a kol. (1977)).
Druhá kapitola se věnuje konvergenci algoritmu, nejprve je podle Dempstera
a kol. a McLachlana a Krishnana (Dempster a kol. (1977); McLachlan a Krishnan
(2008)) ukázána monotonie metody, druhá část se zabývá rychlost́ı konvergence,
mı́rou konvergence a jej́ım vyjádřeńım pomoćı matic informaćı, oṕırá se při tom
o práce McLachlana (McLachlan a Krishnan (2008); McLachlan (1996)).
Posledńı kapitola ukazuje použit́ı poznatk̊u z kapitoly prvńı na třech př́ıkladech.
Postup je nejprve popsán teoreticky, následně je simulován na náhodně genero-
vaných datech v programu Wolfram Mathematica 9, výsledky jsou zapsány do ta-





1.1 Metoda maximálńı věrohodnosti
Předpokládejme, že máme n nezávislých stejně rozdělených pozorováńı X =
(X1, X2, . . . , Xn)
⊤, o kterých v́ıme pouze to, že jejich rozděleńı pocháźı z modelu
F = {p(xi; θ); θ ∈ Θ}, kde θ je vektor parametr̊u. Hledáme neznámou hustotu
p0 = p(x1, x2, . . . , xn; θ0), θ0 označujeme jako skutečnou hodnotu parametru.
Snaž́ıme se naj́ıt θ̂, nejbližš́ı možný odhad θ0. K tomuto výpočtu urč́ıme sdruženou
hustotu náhodného vektoru X, která je vzhledem k dané nezávislosti:














V praxi je obvykle jednodušš́ı pracovat s logaritmem věrohodnostńı funkce,
zvaným logaritmovaná věrohodnost L(θ). Protože log je ryze rostoućı funkce, je
zaručen stejný výsledek.
L(θ) = log Ln(θ) =
n∑
i=1
log pi(xi; θ) (1.2)
Hledaný odhad parametru θ̂ dostaneme, pokud polož́ıme logaritmovanou věro-















p(xi; θ) = 0 (1.3)
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1.2 Úvod do problému
Podle práce Dempstera a kol. (Dempster a kol. (1977)) uvažujme dvě jevová
pole X a Y a zobrazeńı zobrazuj́ıćı v́ıce prvk̊u z X do jednoho prvku z Y .
Př́ımo pozorujeme data y, která jsou realizacemi Y . Naopak realizace z X ,
označované x, źıskáváme až skrz y. O x v́ıme jen to, že lež́ı v množině X (y),
což je podmnožina X splňuj́ıćı rovnici y = y(x), za předpokladu, že existuje
zobrazeńı x → y(x). Realizace x označujeme jako úplná data a y jako pozorovaná
data.
X nazveme nosič X, je to uzávěr množiny {x; p(x|θ) > 0} a předpokládáme,
že nezáviśı na θ. Jeho podmnožina X (y) se nazývá nosič X podmı́něný y a je to
uzávěr množiny {x; p(x|y, θ) > 0}.
Mějme úplná data modelována jako náhodný vektor X z rozděleńı s hustotou
závisej́ıćı na parametru p(x|θ), θ ∈ Θ, kde Θ je množina parametr̊u. Můžeme







EM algoritmus je iterativńı metoda pro maximalizováńı logaritmované věro-
hodnosti L(θ) ≡ log p(y|θ). Předpokládejme, že se uskutečnilo n iteraćı algoritmu
a náš současný odhad parametru označme θ′. Nebot’ naš́ım ćılem je maximalizace
L(θ), požadujeme, aby nový odhad θ splňoval nerovnost
L(θ) > L(θ′),
což ale znamená, že se snaž́ıme maximalizovat rozd́ıl
L(θ)− L(θ′).
Tento rozd́ıl můžeme dále rozepsat (viz. Roche (2012)) následuj́ıćım zp̊usobem:

























p(x|y, θ′) dx = Q(θ, θ′).
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Integrál z posledńı nerovnosti, která vyplývá z Jensenovy nerovnosti a konkávńı
vlastnosti logaritmu, můžeme ještě dále rozepsat na
Q(θ, θ′) =
∫
[log p(x|θ)− log p(x|θ′)] p(x|y, θ′) dx =
=
∫
log p(x|θ) p(x|y, θ′) dx−
∫
log p(x|θ′) p(x|y, θ′) dx =
= Q(θ| θ′)−Q(θ′| θ′).
Tedy v každém kroku budeme maximalizovat pomocnou funkci Q(θ| θ′), což
je (viz. Gupta a Chen (2010)) podmı́něné očekáváńı logaritmované věrohodnosti
úplných dat vzhledem k pozorovaným hodnotám y. Můžeme ji zapsat ve tvaru
Q(θ| θ′) = E [log p(x|θ)|y, θ′] (1.4)
za předpokladu, že odhad θ′ je správný.
EM algoritmus se skládá ze dvou krok̊u, kroku očekáváńı E (z anglického
expectation) a maximalizace M (z anglického maximization). Mějme za sebou
m iteraćı metody a současný odhad parametru necht’ je θ(m). Následuj́ıćı iterace
θ(m) → θ(m+1) bude vypadat takto:
E -krok: Z odhadu θ(m) vypočteme podmı́něnou hustotu p(x|y, θ(m)) úplných dat
x, kterou použijeme k sestaveńı podmı́něné očekávané logaritmované věrohodnosti
Q(θ| θ(m)) podle (1.4).
M -krok: Hledáme θ, které maximalizuje Q(θ| θ(m)). Tento nový odhad para-
metru označ́ıme θ(m+1).
Algoritmus v sobě nemá zavedenou podmı́nku pro zastaveńı, můžeme ho
ukončit např. v př́ıpadě (viz. McLachlan a Krishnan (2008)), že rozd́ıl v logarit-
movaných věrohodnostech bude menš́ı než nějaké předem dané dostatečně malé
ε > 0.
L(θ(m+1))− L(θ(m)) = log p(y|θ(m+1))− log p(y|θ(m)) < ε
V praxi můžeme použ́ıt obměnu této metody, kdy v kroku M budeme mı́sto
maximalizace Q(θ| θ(m)) tuto funkci pouze zvětšovat, což je často o mnoho snazš́ı
a monotonńı vlastnost algoritmu z̊ustane zachována. Tomuto postupu se ř́ıká
GEM (zobecněný EM) algoritmus.
1.4 Regulárńı exponenciálńı rodiny
Uvažujme speciálńı př́ıpad, kdy p(x|θ) patř́ı do exponenciálńı rodiny, má tedy
(viz. Dempster a kol. (1977) a McLachlan a Krishnan (2008)) tvar
p(x|θ) = b(x) exp (c(θ) t(x)⊤)/a(θ), (1.5)
kde t(x) je postačitelná statistika úplných dat v podobě vektoru 1 × k (k ≥ d),
a(θ) a b(x) jsou skalárńı funkce parametr̊u a dat a c(θ) o rozměrech 1 × k je
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vektorová funkce vektoru parametr̊u θ o rozměrech 1× d z množiny Θ, kde Θ je
d-dimenzionálńı konvexńı množina taková, že (1.5) definuje hustotu pro každé θ,




b(x) exp (c(θ) t(x)⊤) dx < ∞}
p(x|θ) patř́ı do regulárńı exponenciálńı rodiny, pokud k = d a Jakobián c(θ)
má plnou hodnost. c(θ) se pak označuje jako vektor přirozených (kanonických)
parametr̊u a hustota může být zapsána ve tvaru
p(x|θ) = b(x) exp (θ t(x)⊤)/a(θ). (1.6)
Očekáváńı postačitelné statistiky t(x) v (1.6) je dáno jako
E (t(x)|θ) = ∂ log a(θ)
∂ θ
.
Předpokládejme, že máme za sebou m cykl̊u algoritmu, že současný odhad
parametru θ je θ(m) a že plat́ı vztah (1.6). Př́ı̌st́ı iterace metody bude vypadat
následovně:
E -krok: Vyřešeńım rovnice
t(m) = E (t(x)|y, θ(m)) (1.7)
nalezneme odhad postačitelné statistiky úplných dat t(x).
M -krok: Nový odhad parametru θ(m+1) je řešeńım rovnice
E (t(x)|θ) = t(m). (1.8)
Pokud má (1.8) řešeńı pro θ z Θ (viz. Dempster a kol. (1977)), potom toto
řešeńı je jedinečné d́ıky konvexńı vlastnosti logaritmované věrohodnosti pro re-
gulárńı exponenciálńı rodiny. Pokud ale (1.8) neńı řešitelná pro θ z Θ, hledané





Z práce Dempstera a kol. (Dempster a kol. (1977)) v́ıme, že
p(x|y, θ) = p(x|θ)
p(y|θ)
. (2.1)
Aby byla zachována monotonńı vlastnost algoritmu, muśı pro věrohodnostńı
funkci pozorovaných dat po každé iteraci platit, že
p(y|θ(m+1)) ≥ p(y|θ(m)), (2.2)
kde m = 1, 2, 3, . . . .
Pomoćı (2.1) můžeme vyjádřit logaritmovanou věrohodnost pozorovaných dat
L(θ) = log p(y|θ) =
= log p(x|θ)− log p(x|y, θ). (2.3)
Nyńı můžeme vźıt (viz. McLachlan a Krishnan (2008)) očekáváńı obou stran
rovnice (2.3) vzhledem k podmı́něnému rozděleńı X při daném Y = y a t́ım
dostaneme
L(θ) = E [log p(X|θ)|y, θ(m)]− E [log p(X|y, θ)|y, θ(m)] =
= Q(θ|θ(m))−H(θ|θ(m)),
kde θ(m) je současný odhad parametru θ po m iteraćıch, Q(θ|θ(m)) je funkce
Q definovaná dř́ıve v (1.4) a
H(θ|θ(m)) = E [log p(X|y, θ)|y, θ(m)].
Nerovnici (2.2) můžeme přepsat pomoćı funkćı Q a H do tvaru
Q(θ(m+1)|θ(m))−H(θ(m+1)|θ(m)) ≥ Q(θ(m)|θ(m))−H(θ(m)|θ(m)),
odkud následným odečteńım pravé strany źıskáme podmı́nku
{Q(θ(m+1)|θ(m))−Q(θ(m)|θ(m))} − {H(θ(m+1)|θ(m))−H(θ(m)|θ(m))} ≥ 0. (2.4)
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Z definice krokuM v́ıme, že θ(m+1) vyb́ıráme tak, aby maximalizovaloQ(θ|θ(m)),
tedy pro každé θ(m) muśı být splněno
Q(θ(m+1)|θ(m)) ≥ Q(θ(m)|θ(m)),
a proto menšenec na levé straně (2.4) muśı být nezáporný.
Aby byla splněna podmı́nka (2.4), je nutné, aby menšitel byl nulový nebo
záporný. Pro libovolné θ můžeme odvodit (viz. McLachlan a Krishnan (2008))
d́ıky konkávńı vlastnosti logaritmické funkce a Jensenově nerovnosti
H(θ|θ(m))−H(θ(m)|θ(m)) = E [ log p(X|y, θ)|y, θ(m)]− E [ log p(X|y, θ(m))|y, θ(m)] =
















p(x|y, θ) dx =
= log 1 = 0.
Nerovnost (2.4) je tedy splněna a t́ım pádem plat́ı i (2.2), což dokazuje, že
po jedné iteraci se věrohodnost p(y|θ) nesńıž́ı a EM algoritmus má tedy monotonńı
vlastnost.
2.2 Mı́ra konvergence
Na EM algoritmus můžeme nahĺıžet jako na zobrazeńı θ → M(θ) zobrazuj́ıćı
prostor Θ sám na sebe tak, že iterace θ(m) → θ(m+1) se dá zapsat následuj́ıćım
zp̊usobem:
θ(m+1) = M(θ(m))
pro m = 0, 1, 2, . . . , kde θ(0) je počátečńı odhad parametru θ. Předpokládejme, že
posloupnost {θ(m)} konverguje k nějakému θ′, které může být sedlovým bodem,
lokálńım maximem nebo odhadem maximálńı věrohodnosti. Pokud je zobrazeńı
M spojité, potom plat́ı, že
θ′ = M(θ′)
a ř́ıkáme, že θ′ je pevný bod zobrazeńı M .
Použijeme (viz. McLachlan (1996)) Taylor̊uv rozvoj θ(m+1) = M(θ(m)) na okoĺı
bodu θ′ a dostaneme
θ(m+1) − θ′ ≈ J(θ′)(θ(m) − θ′),
kde matice J(θ′) je Jakobián pro M(θ′) = (M1(θ
′), . . . ,Mr(θ
′))⊤ o rozměrech






Na okoĺı θ′ je J(θ′) nenulová (viz. McLachlan a Krishnan (2008)), iterace







globálńı mı́ru konvergence pro vektor parametr̊u θ, kde ∥·∥ je norma na d-rozměrném






Zadefinujeme ri ≡ 0, pokud θ(m)i ≡ θ
(k)
i pro všechna m ≥ k, k pevné. Potom
můžeme vyjádřit jednotlivá ri jako
ri = lim
m→∞
∥∥∥θ(m+1)i − θ(m)i ∥∥∥∥∥∥θ(m)i − θ(m−1)i ∥∥∥ .




algoritmus tedy konverguje tehdy a jen tehdy, pokud konverguje každý prvek θi.
Globálńı mı́ra konvergence r je největš́ı vlastńı č́ıslo matice J(θ′). Podle Roche
(2012) zadefinujme matici
K = I − ∂ M
∂ θ
|θ′ = I − J(θ′), (2.5)
kde I je jednotková matice o rozměrech d×d. K se nazývá rychlost konvergence.
Označme s jej́ı spektrálńı poloměr, což je nejmenš́ı vlastńı č́ıslo K. Pak plat́ı, že
s = 1 − r a ř́ıká se mu globálńı rychlost konvergence. Pokud je s ̸= 1, potom je
lokálńı konvergence EM algoritmu pouze lineárńı.
Mı́ra konvergence může být vyjádřena také pomoćı matic informaćı. Mějme




Označme (viz. Roche (2012)) druhou derivaci logaritmované věrohodnosti po-
zorovaných dat
Iy(θ) = I(θ|y) = −
∂2 log p(y|θ)
∂θ ∂θ⊤
a druhou derivaci logaritmované věrohodnosti úplných dat





Pokud posloupnost {θ(m)} konverguje k θ′, potom Iy(θ′) je matice informaćı
pro pozorovaná data y a Ix(θ
′) je matice informaćı úplných dat x.
Dále označme
Ix(θ
(m)|y) = E [Ix(θ(m))|y, θ(m)] =













[log p(x|θ(m))] p(x|y,θ(m)) dx,
kde posledńı rovnost plat́ı z vyjádřeńı Q-funkce (1.4).
Použijme Taylor̊uv rozvoj na ∂
∂θ
Q(θ|θ(m)) okolo bodu θ(m) a vyhodnot’me ho











(m+1) − θ(m)) =
= S(y|θ(m))− Ix(θ(m)|y) (θ(m+1) − θ(m)),
kde S(y|θ(m)) je vektor gradientu logaritmované věrohodnosti pozorovaných dat
log p(y|θ) v bodě θ(m). Z rovnice (2.6) dostaneme
S(y|θ(m))− Ix(θ(m)|y) (θ(m+1) − θ(m)) ≈ 0,
a tedy
S(y|θ(m)) ≈ Ix(θ(m)|y) (θ(m+1) − θ(m)). (2.7)
Na vektor S(y|θ) použijeme Taylor̊uv rozvoj na okoĺı θ(m), źıskáme
S(y|θ) ≈ S(y|θ(m))− I(θ(m)|y) (θ − θ(m)).
Po dosazeńı θ′ za θ a následnou úpravou zjist́ıme aproximaci bodu θ′.
S(y|θ′) ≈ S(y|θ(m))− I(θ(m)|y) (θ′ − θ(m))
S(y|θ′) ≈ S(y|θ(m))− I(θ(m)|y) θ′ + I(θ(m)|y) θ(m)
I(θ(m)|y) θ′ ≈ S(y|θ(m))− S(y|θ′) + I(θ(m)|y) θ(m)
θ′ ≈ θ(m) + I−1(θ(m)|y)S(y|θ(m)) (2.8)
Aproximace (2.8) plat́ı pouze za předpokladu, že gradient S(y|θ) je v bodě
θ′ nulový. Odečteńım θ(m) od obou stran a následným dosazeńım za gradient
z (2.7) máme
θ′ − θ(m) ≈ I−1(θ(m)|y)S(y|θ(m)),
θ′ − θ(m) ≈ I−1(θ(m)|y)Ix(θ(m)|y) (θ(m+1) − θ(m)).
Udělejme pomocný krok, kdy v posledńım činiteli uměle odečteme a následně
přičteme θ′.
θ′ − θ(m) ≈ I−1(θ(m)|y)Ix(θ(m)|y) (θ(m+1) − θ′ + θ′ − θ(m))
θ′ − θ(m) ≈ I−1(θ(m)|y)Ix(θ(m)|y) (θ(m+1) − θ′) + I−1(θ(m)|y)Ix(θ(m)|y)(θ′ − θ(m))
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Odečteńım posledńıho sč́ıtance a následným vytknut́ım źıskáme
θ′ − θ(m) − I−1(θ(m)|y)Ix(θ(m)|y)(θ′ − θ(m)) ≈ I−1(θ(m)|y)Ix(θ(m)|y) (θ(m+1) − θ′),
(θ(m) − θ′) (I−1(θ(m)|y)Ix(θ(m)|y)− Id) ≈ I−1(θ(m)|y)Ix(θ(m)|y) (θ(m+1) − θ′).
Nyńı osamostatńıme posledńı činitel na pravé straně
θ(m+1) − θ′ ≈ (θ(m) − θ′) (Id − I(θ(m)|y)I −1x (θ(m)|y)),
θ(m+1) − θ′ ≈ (θ(m) − θ′) (Id − I(θ′|y)I −1x (θ′|y)),
θ(m+1) − θ′ ≈ J(θ′) (θ(m) − θ′),
kde
J(θ′) = Id − I(θ′|y)I −1x (θ′|y), (2.9)
což je vyjádřeńı mı́ry konvergence pomoćı matic informaćı.
Podobným zp̊usobemmůžeme vyjádřit také rychlost konvergence z (2.5) a (2.9)
a dostaneme
K = I −1x (θ
′|y) Iy(θ′).
Obecně očekáváme (viz. McLachlan (1996)), že druhá derivace logaritmované
věrohodnosti pozorovaných dat na okoĺı θ′ bude negativně semidefinitńı nebo
negativně definitńı matice, a proto vlastńı hodnoty J(θ′) budou ležet na intervalu





Předpokládejme, že máme k dispozici 3 mince, které označ́ıme M0, M1 a M2.
Pravděpodobnost, že na M0 padne ĺıc, je
P(z = L|θ) = λ, (3.1)
že na M0 padne rub, je
P(z = R|θ) = 1− λ. (3.2)
Pokud nastane prvńı možnost, dále háźıme třikrát minćı M1, pokud nastane
druhá, háźıme třikrát M2. Nev́ıme však, jestli na M0 padl rub, nebo ĺıc, ani
jestli se házelo třikrát minćı M1, nebo M2. Máme k dispozici pouze výslednou
posloupnost představuj́ıćı tři hody na M2 nebo M3 tvaru např.
y = {{LLL}, {RRR}, {LLL}, {RRR}, {LLL}}. (3.3)
Naš́ım úkolem je odhadnout kromě parametru λ také parametry p1 a p2
představuj́ıćı pravděpodobnosti padnut́ı ĺıce na minćıch M1 a M2.
Označme úplná data X. Potom plat́ı, že x = (y, z)⊤, kde y jsou pozorovaná
neúplná data (např. (3.3)), která jsou doplněna skrytými proměnnými z, což je
v našem př́ıpadě posloupnost rub̊u a ĺıc̊u, které padly na M0.
Množina všech hodnot, kterých mohou úplná data x nabývat, je
X ={({LLL}, L); ({RRR}, L); ({LRR}, L); ({RLL}, L);
({LLR}, L); ({RRL}, L); ({LRL}, L); ({RLR}, L);
({LLL}, R); ({RRR}, R); ({LRR}, R); ({RLL}, R);
({LLR}, R); ({RRL}, R); ({LRL}, R); ({RLR}, R)}.
Pro pozorovaná data (3.3) označme X (y) nosičX podmı́něný y, což je podmno-
žina X taková, že
X (y) = {({LLL}, L); ({LLL}, R); ({RRR}, L); ({RRR}, R)}.
Proměnné y jsou prvky jevového pole Y takového, že
Y = {{LLL}, {RRR}, {LRR}, {RLL}, {LLR}, {RRL}, {LRL}, {RLR}},
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zat́ımco z patř́ı do jevového pole Z , kde
Z = {L,R}.
Parametr, který budeme odhadovat, je pravděpodobnost, že na minci padne
ĺıc, tedy
θ = {λ, p1, p2}
a lež́ı v množině parametr̊u Θ = [0, 1].
Pro sdružené rozděleńı P(y, z|θ) plat́ı
P(y, z|θ) = P(y|z, θ) P(z|θ). (3.4)
Označme l počet ĺıc̊u a r počet rub̊u v pozorovaných datech y. Potom můžeme
vyjádřit podmı́něné rozděleńı y jako
P(y|z, θ) =
{
pl1(1− p1)r, je-li z = L,
pl2(1− p2)r, je-li z = R.
(3.5)
Nyńı můžeme pomoćı (3.1), (3.2), (3.4) a (3.5) spoč́ıtat pravděpodobnosti,
např́ıklad
P(y = LLR, z = L|θ) = p21 (1− p1)λ,
P(y = LLR, z = R|θ) = p22 (1− p2) (1− λ).
Z nich dále
P(y = LLR|θ) = P(y = LLR, z = L|θ) + P(y = LLR, z = R|θ) =
= p21 (1− p1)λ+ p22 (1− p2) (1− λ),
a také
P(z = L|y = LLR, θ) = P(y = LLR, z = L|θ)




p21 (1− p1)λ+ p22 (1− p2) (1− λ)
.
Předpokládáme, že současná hodnota parametr̊u je λ, p1 a p2. Dále uvažujme
pozorovaná data y z (3.3). Můžeme spoč́ıtat pravděpodobnosti pro prvńı hodnotu
těchto dat {LLL} pro z = L a z = R následuj́ıćım zp̊usobem (pro daľśı hodnoty
analogicky).
P(z = L|y = {LLL}) = P({LLL}, L)




λ p31 + (1− λ) p32
,
P(z = R|y = {LLL}) = P({LLL}, R)




(1− λ) p32 + λ p31
.
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Pro počátečńı hodnoty parametr̊u λ(0) = 0.2, p
(0)
1 = 0.4 a p
(0)
2 = 0.6 vycháźı:
P(z = L|y = {LLL}) = 0.068966,
P(z = R|y = {LLL}) = 0.931034.
S použit́ım pozorovaných dat (3.3) a doplněńım skrytých proměnných dostá-
váme
({LLL}, L) P(z = L|y = {LLL}) = 0.068966,
({LLL}, R) P(z = R|y = {LLL}) = 0.931034,
({RRR}, L) P(z = L|y = {RRR}) = 0.457627,
({RRR}, R) P(z = R|y = {RRR}) = 0.542373,
({LLL}, L) P(z = L|y = {LLL}) = 0.068966,
({LLL}, R) P(z = R|y = {LLL}) = 0.931034,
({RRR}, L) P(z = L|y = {RRR}) = 0.457627,
({RRR}, R) P(z = R|y = {RRR}) = 0.542373,
({LLL}, L) P(z = L|y = {LLL}) = 0.068966,
({LLL}, R) P(z = R|y = {LLL}) = 0.931034.
Z výše spočtených podmı́něných pravděpodobnost́ı můžeme vypoč́ıtat nové
odhady parametr̊u
λ(1) =






3 ∗ 3 ∗ 0.068966





3 ∗ 3 ∗ 0.931034
3 ∗ 3 ∗ 0.931034 + 2 ∗ 3 ∗ 0.542373
= 0.720271.




2 ), což jsou odhady parametr̊u po prvńı
iteraci. Použijme tyto hodnoty k výpočtu nových pravděpodobnost́ı a celý pro-
ces opakujme. Algoritmus zastav́ı v kroku m, pokud budou splněny všechny
podmı́nky
|λ(m) − λ(m+1)| < 0.0001,
|p(m)1 − p
(m+1)
1 | < 0.0001,
|p(m)2 − p
(m+1)
2 | < 0.0001.
Po čtyřech iteraćıch dostáváme λ(4) = 0.4, p
(4)
1 = 0 a p
(4)
2 = 1 (viz. tabulka
(3.1)).
To, že λ konverguje k hodnotě 0.4, znamená, že na minci M0 padne rub s větš́ı
pravděpodobnost́ı než ĺıc, tedy budeme v následuj́ıćıch třech hodech použ́ıvat
sṕı̌se minci M2, proto parametr p2 konverguje k jedné, zat́ımco p1 jde do nuly.
Toto plat́ı pouze, pokud je p
(0)
1 menš́ı než p
(0)
2 . V opačném př́ıpadě parametr λ kon-
verguje k hodnotě 0.6, a proto se p1 bĺıž́ı k jedné a p2 k nule. Změna počátečńıho
odhadu λ(0) výsledek nezměńı.
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Přidejme nyńı do pozorovaných dat (3.3) ještě jedno pozorováńı {RRR},
abychom dostali vyvážená data. Nově máme
y = {{LLL}, {RRR}, {LLL}, {RRR}, {LLL}, {RRR}}. (3.6)
Uvažujme opět stejné počátečńı odhady λ(0) = 0.2, p
(0)
1 = 0.4 a p
(0)
2 = 0.6.
Na prvńı pohled je vidět (viz. tabulka (3.2)), že algoritmus vede ke správnému
řešeńı. Na minci M0 padne bud’ rub, nebo ĺıc se stejnou pravděpodobnost́ı, tedy
parametr λ by měl konvergovat k hodnotě 0.5, což je skutečně odhad po třet́ı
iteraci. Pro p1 plat́ı, že jde k nule, protože jeho počátečńı odhad je menš́ı než
počátečńı odhad parametru p2, který jde k jedné.
Vezměme stejná pozorovaná data (3.6), ale změňme počátečńı odhady para-





V tomto př́ıpadě je vidět (viz. tabulka (3.3)), že pro stejné výchoźı hodnoty




1 = 0.5 a p
(1)
2 = 0.5.
Stač́ı ale, abychom nepatrně změnili jednu z těchto pravděpodobnost́ı a me-
toda nalezne hledané globálńı maximum. Zvýšeńım počátečńıho odhadu p
(0)
1 o 0.001
dosáhneme po jedenácti iteraćıch řešeńı λ(11) = 0.5, p
(11)
1 = 1 a p
(11)
2 = 0 (viz ta-
bulka (3.4)). Při sńıžeńı p
(0)
1 o 0.001 źıskáme analogicky λ





2 = 1 (viz tabulka (3.5)).
Zdrojový kód k př́ıkladu Tři mince z programu Wolfram Mathematica 9 je
k nahlédnut́ı v kapitole Př́ılohy.
3.2 Normálńı rozděleńı
Ukažme si použit́ı EM algoritmu na př́ıkladě s náhodným výběrem z normálńıho
rozděleńıN(µ, σ2) o velikosti n. Úplná data můžeme rozdělit následuj́ıćım zp̊usobem
x = (y, z)⊤ = (x1, . . . , xr, xr+1, . . . , xn)
⊤ = (y1, . . . , yr, z1, . . . , zn−r)
⊤,
kde y = (y1, . . . , yr)
⊤ je vektor pozorovaných dat, která máme k dispozici, délky
r a z = (z1, . . . , zn−r)
⊤ je vektor skrytých proměnných délky n− r.








vektor parametr̊u, které budeme odhadovat, je v tomto př́ıpadě θ = (µ, σ2)⊤.
Nebot’ náhodný výběr obsahuje nezávislé stejně rozdělené veličiny, můžeme podle
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Odtud dostáváme, že vektor postačitelných statistik pro vektor parametr̊u θ








⊤. Z rovnice (1.2) můžeme vyjádřit logarit-
movanou věrohodnost úplných dat






























Jelikož se jedná o rozděleńı z exponenciálńı rodiny, můžeme použ́ıt verzi al-
goritmu uvedenou v podkapitole 1.5. V kroku E budeme poč́ıtat odhad vektoru
























2(m) = E (
n∑
i=1










V rovnici (3.8) se v posledńı rovnosti využilo faktu, že E (xi|µ(m), σ2
(m)
) = µ(m),







) = E (x2i |µ(m), σ2
(m)
)− E 2(xi|µ(m), σ2
(m)
),







Pro provedeńı kroku M muśıme spoč́ıtat odhady maximálńı věrohodnosti pro










































jej́ımž řešeńım je vektor

















Dosazeńım očekáváńı pro postačitelné statistiky źıskané v kroku E do (3.10)















Ukažme si nyńı na náhodně generovaných datech, jak ovlivńı pod́ıl pozoro-
vaných dat y v úplných datech x rychlost konvergence. Algoritmus zastav́ı v ite-
raci m, pokud budou splněny obě podmı́nky
|µ(m) − µ(m+1)| < 0.001,
|σ2(m) − σ2(m+1) | < 0.001.
Předpokládejme, že skutečná hodnota parametr̊u je θ = (µ, σ2)⊤ = (0, 1)⊤
a že úplných dat x je 1000 (viz. obrázek (3.1)). Pro pozorovaná data y budeme
postupně zkoumat 2 možnosti.
• Pozorujeme velkou část x, např. y má 800 prvk̊u.
• Máme k dispozici polovinu úplných dat.
Zvolme počátečńı odhady parametr̊u µ(0) = 10 a σ2
(0)
= 10 stejné pro obě
možnosti.
Je vidět, že algoritmus konverguje rychleji, pokud je poměr pozorovaných
a uplných dat bĺıže k jedné, nebot’ pro 800 pozorováńı nalezl řešeńı po osmi
iteraćıch (viz. tabulka (3.6)), zat́ımco pro 500 pozorováńı bylo potřeba iteraćı 16
(viz. tabulka (3.7)). Metoda nalezne řešeńı i pro menš́ı počet pozorovaných dat,
rychlost je ale potom velmi ńızká (pro 100 pozorováńı je zapotřeb́ı 89 iteraćı, pro
20 dokonce 382).
Zdrojový kód k př́ıkladu Normálńı rozděleńı z programu Wolfram Mathema-
tica 9 je k nahlédnut́ı v kapitole Př́ılohy.
3.3 Multinomické rozděleńı
Tento př́ıklad je zpracován podle vzoru Dempster a kol. (1977) a Gupta a Chen
(2010).
Mějme pozorovaná data y velikosti n rozdělená multinomicky do čtyř kategoríı,
tedy
y = (y1, y2, y3, y4)
⊤.
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yi si můžeme představit jako přihrádku, do které každé z n pozorováńı padne
s pravděpodobnost́ı pi pro i = 1, . . . , 4 takové, že pi ∈ {(0, 1)4 :
∑4
i=1 pi = 1}.
Můžeme vyjádřit pravděpodobnostńı funkci multinomického rozděleńı jako
p(y|p) = n!








Předpokládejme, že vektor pravděpodobnost́ı p = (p1, p2, p3, p4)
⊤ je paramet-

















; θ ∈ (0, 1).
Dosazeńım pθ do předpisu pro pravděpodobnostńı funkci (3.11) źıskáme
p(y|θ) = n!



















Zvolme nyńı úplná data x tak, abychom mohli vyjádřit pravděpodobnostńı
funkci v závislosti pouze na θ a 1− θ. Toho dosáhneme rozložeńım y1 na součet
x1 + x2. Úplná data x = (x1, x2, x3, x4, x5)
⊤, kde x1 + x2 = y1, x3 = y2, x4 = y3
a x5 = y4 budou potom také multinomicky rozdělena a jejich vektor pravděpodob-

















; θ ∈ (0, 1).


































Abychom mohli použ́ıt E -krok algoritmu, muśıme nejprve podle rovnice (1.4)
vytvořit Q-funkci
Q(θ|θ(m)) = E [log p(x|θ)|y, θ(m)] =

























































Při sestaveńı Q-funkce muśıme spoč́ıtat očekáváńı úplných dat x podmı́něné
pozorovanými daty y a současnou hodnotou odhadu parametru θ v iteraci m, což
je θ(m).
V našem př́ıpadě plat́ı, že E x|y, θ(m) [x3] = y2, E x|y, θ(m) [x4] = y3 a E x|y, θ(m) [x5] =
= y4, zbývá ještě zjistit očekáváńı x1 a x2. Protože v́ıme, že x1+x2 = y1, můžeme
při daném y1 uvažovat, že dvojice (x1, x2) je binomicky rozdělená a x1 udává počet
úspěch̊u v y1 pokusech. Plat́ı tedy










































Celkové očekáváńı úplných dat x při pevně daném y a současném odhadu
parametru θ(m) je







y1, y2, y3, y4
)⊤
. (3.14)






























V kroku M hledáme θ, které bude maximalizovat funkci Q(θ|θ(m)). Takové
θ označ́ıme θ(m+1) a bude to nový odhad parametru, pro který plat́ı
θ(m+1) = arg max
θ∈(0 1)
Q(θ|θ(m)). (3.15)
Abychom vyřešili rovnici (3.15), stač́ı nám pracovat pouze s částmi Q-funkce,
které záviśı na θ, ostatńı členy nebudou mı́t na maximalizováńı vliv. Po této
úpravě nám z̊ustane
















y1 + y2 + y3 + y4
.
Ukažme si nyńı tento př́ıklad na konkrétńıch datech. Předpokládejme, že sku-
tečná hodnota parametru θ je 0.2, skutečná hodnota vektoru pravděpodobnost́ı
tedy bude
pθ = [0.55, 0.2, 0.2, 0.05]
⊤.
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K dispozici máme pozorovaná data z multinomického rozděleńı o velikosti
1000 (viz. obrázek (3.2)), 10000 (viz. obrázek (3.3)) a 100000 (viz. obrázek (3.4)).
Pracujme s počátečńım odhadem parametru θ(0) = 0.5. Algoritmus zastav́ı
v kroku m, pokud bude splněna podmı́nka
|θ(m) − θ(m+1)| < 0.0001.
Pro pozorovaná data velikosti 1000 (viz. tabulka (3.8)) najde metoda řešeńı
po osmi iteraćıch. Je ale vidět, že odhad θ(8) = 0.160462 je relativně nepřesný,
nebot’ skutečná hodnota parametru je θ = 0.2.
Pro data velikosti 10000 (viz. tabulka (3.9)) i 100000 (viz. tabulka (3.10))
potřebuje metoda k vyřešeńı problému stejný počet iteraćı, ale zároveň je vidět,
že č́ım je větš́ı rozsah pozorováńı, t́ım je odhad přesněǰśı.
Zdrojový kód k př́ıkladu Multinomické rozděleńı z programu Wolfram Mathe-
matica 9 je k nahlédnut́ı v kapitole Př́ılohy.
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Závěr
Základńı teorie týkaj́ıćı se EM algoritmu zpracovaná v kapitole 1 byla použita
při řešeńı tř́ı př́ıklad̊u v kapitole 3.
Na motivačńım př́ıkladu Tři mince je ukázáno, jak počátečńı odhad parametru
může změnit výsledný odhad źıskaný touto metodou. Pro pozorovaná data plat́ı,
že výsledné odhady pravděpodobnost́ı padnut́ı ĺıce na minćıch M1 a M2, p1 a p2,













2 naopak p2 jde k jedné a p1 k nule. Může




2 . V této situaci algoritmus konverguje
ke stacionárńımu bodu.
Druhý př́ıklad ukazuje použit́ı metody na datech z normálńıho rozděleńı.
Je zde vidět, jak množstv́ı pozorovaných dat ovlivňuje rychlost konvergence.
Předpokládáme, že úplná data maj́ı velikost 1000 a postupně použ́ıváme algorit-
mus na náhodně generovaná pozorovaná data, jejichž velikosti jsou 800, 500 a 100.
Pro 800 metoda nalezne řešeńı po pouhých osmi iteraćıch, pro 500 po šestnácti
a pro 100 je jich třeba 89. V tabulkách je zaznamenán přehled odhad̊u pro prvńı
dvě možnosti.
V posledńı části kapitoly 3 je uvedeno použit́ı algoritmu pro data z multi-
nomického rozděleńı. V tomto př́ıkladě je ukázáno, jak velikost pozorovaných
dat ovlivňuje přesnost výsledných odhad̊u parametr̊u. Konkrétně pro generovaná
data velikosti 1000 je odchylka odhadu od skutečné hodnoty parametru 0.0395,









0 0.2 0.4 0.6
1 0.22443 0.184375 0.720271
2 0.353959 0.00818793 0.924247
3 0.399675 0.0000005718 0.999459
4 0.4 0 1











0 0.2 0.4 0.6
1 0.263296 0.130966 0.631892
2 0.413907 0.00383162 0.8504
3 0.497614 0.0000000649 0.99525
4 0.5 0 1











0 0.2 0.2 0.2
1 0.2 0.5 0.5
2 0.2 0.5 0.5












0 0.2 0.2001 0.2
1 0.20009 0.500375 0.499906
2 0.20009 0.501125 0.499719
3 0.200093 0.503374 0.499156
4 0.200113 0.510121 0.497468
5 0.200297 0.530328 0.492404
6 0.201948 0.59008 0.477205
7 0.216167 0.74852 0.431463
8 0.306733 0.962001 0.295589
9 0.469269 0.999926 0.0579688
10 0.49989 1 0.000220262
11 0.5 1 0











0 0.2 0.1999 0.2
1 0.19991 0.499625 0.500094
2 0.19991 0.498875 0.500281
3 0.199913 0.496624 0.500844
4 0.199933 0.489873 0.502531
5 0.200118 0.469654 0.507592
6 0.20177 0.409867 0.522783
7 0.215998 0.251357 0.568503
8 0.306617 0.0379283 0.70433
9 0.469236 0.0000735755 0.941972
10 0.499889 0 0.999779
11 0.5 0 1


















Tabulka 3.6: Př́ıklad Normálńı rozděleńı, počátečńı odhady µ(0) = σ(0) = 10,
1000 úplých dat a 800 pozorováńı.



















Tabulka 3.7: Př́ıklad Normálńı rozděleńı, počátečńı odhady µ(0) = σ(0) = 10,
1000 úplých dat a 500 pozorováńı.
23
Iterace m θ(m) E [x1|y, θ(m)] E [x2|y, θ(m)]
0 0.5 429 107
1 0.259454 429 107
2 0.195127 474 62
3 0.173256 488 48
4 0.165237 493 43
5 0.162217 495 41
6 0.161068 496 40
7 0.160629 496 40
8 0.160462 496 40
Tabulka 3.8: Př́ıklad Multinomické rozděleńı, pozorovaná data y velikosti 1000,
počátečńı odhad θ(0) = 0.5.
Iterace m θ(m) E [x1|y, θ(m)] E [x2|y, θ(m)]
0 0.5 4446 1112
1 0.28857 4446 1112
2 0.231744 4857 701
3 0.212814 4981 577
4 0.206074 5023 535
5 0.203617 5039 519
6 0.202715 5044 514
7 0.202382 5046 512
8 0.202259 5047 511
Tabulka 3.9: Př́ıklad Multinomické rozděleńı, pozorovaná data y velikosti 10000,
počátečńı odhad θ(0) = 0.5.
Iterace m θ(m) E [x1|y, θ(m)] E [x2|y, θ(m)]
0 0.5 44024 11006
1 0.285265 44024 11006
2 0.22823 48161 6869
3 0.20943 49393 5637
4 0.20281 49814 5216
5 0.200424 49963 5067
6 0.199558 50018 5012
7 0.199242 50037 4993
8 0.199127 50045 4985
Tabulka 3.10: Př́ıklad Multinomické rozděleńı, pozorovaná data y velikosti
100000, počátečńı odhad θ(0) = 0.5.
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Obrázek 3.4: Př́ıklad Multinomické rozděleńı, pozorovaná data y velikosti 100000.
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Funkce pro výpočet pravděpodobnost́ı pozorováńı podmı́něných z = L. Jejich
parametry jsou současné hodnoty odhad̊u parametr̊u λ, p1 a p2. Prvńı funkce
poč́ıtá pravděpodobnosti P(L|{LLR}), P(L|{LRL}) a P(L|{RLL}), druhá
P(L|{RRR}), třet́ı P(L|{LLL}) a čtvrtá P(L|{RRL}), P(L|{RLR})
a P(L|{LRR}):
L2R1l[a_, b_, c_] := (a*b^2*(1 - b))/( a*b^2*(1 - b) + (1 - a)*c^2*(1 - c))
R3l[a_, b_, c_] := (a*(1 - b)^3)/(a*(1 - b)^3 + (1 - a)*(1 - c)^3)
L3l[a_, b_, c_] := (a*b^3)/(a*b^3 + (1 - a)*c^3)
R2L1l[a_, b_, c_] := (a*b*(1 - b)^2)/( a*b*(1 - b)^2 + (1 - a)*c*(1 - c)^2)
Analogie funkćı pro výpočet pravděpodobnost́ı jednotlivých pozorováńı, ten-
tokrát ale podmı́něných z = R:
L2R1r[a_, b_, c_] := ((1 - a)*c^2*(1 - c))/( a*b^2*(1 - b)
+ (1 - a)*c^2*(1 - c))
R3r[a_, b_, c_] := ((1 - a)*(1 - c)^3)/( a*(1 - b)^3 + (1 - a)*(1 - c)^3)
L3r[a_, b_, c_] := ((1 - a)*c^3)/(a*b^3 + (1 - a)*c^3)
R2L1r[a_, b_, c_] := ((1 - a)*c*(1 - c)^2)/( a*b*(1 - b)^2
+ (1 - a)*c*(1 - c)^2)
Odhady nových parametr̊u pro pozorovaná data (3.3), parametry funkćı jsou
opět současné odhady λ, p1 a p2:
odhadlambda[a_, b_, c_] := (2*R3l[a, b, c] + 3*L3l[a, b, c])/5
odhadp1[a_, b_, c_] := (3*3*L3l[a, b, c])/( 3*3*L3l[a, b, c]
+ 2*3*R3l[a, b, c])
odhadp2[a_, b_, c_] := (3*3*L3r[a, b, c])/( 3*3*L3r[a, b, c]
+ 2*3*R3r[a, b, c])





2 , funkce vraćı jednotlivé iterace:
algoritmus[lambda_, p1_, p2_] :=
Module[{pocet = 1, prvni = {0, lambda, p1, p2}, a = lambda, b = p1,
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c = p2, novaIterace, pomocna1, pomocna2, pomocna3},
Print[prvni];
While[Abs[a - odhadlambda[a, b, c]] > 0.0001;
Abs[b - odhadp1[a, b, c]] > 0.0001;
Abs[c - odhadp2[a, b, c]] > 0.0001,
novaIterace = {pocet, odhadlambda[a, b, c], odhadp1[a, b, c],
odhadp2[a, b, c]};
Print[novaIterace];
pomocna1 = odhadlambda[a, b, c]; pomocna2 = odhadp1[a, b, c];
pomocna3 = odhadp2[a, b, c]; pocet++;
a = pomocna1; b = pomocna2; c = pomocna3;
]
]
Odhady nových parametr̊u pro pozorovaná data (3.6), parametry funkćı jsou
současné odhady λ, p1 a p2:
odhad2lambda[a_, b_, c_] := (3*R3l[a, b, c] + 3*L3l[a, b, c])/6
odhad2p1[a_, b_, c_] := (3*3*L3l[a, b, c])/( 3*3*L3l[a, b, c]
+ 3*3*R3l[a, b, c])
odhad2p2[a_, b_, c_] := (3*3*L3r[a, b, c])/( 3*3*L3r[a, b, c]
+ 3*3*R3r[a, b, c])





2 , funkce vraćı jednotlivé iterace:
algoritmus[lambda_, p1_, p2_] :=
Module[{pocet = 1, prvni = {0, lambda, p1, p2}, a = lambda, b = p1,
c = p2, novaIterace, pomocna1, pomocna2, pomocna3},
Print[prvni];
While[Abs[a - odhad2lambda[a, b, c]] > 0.0001;
Abs[b - odhad2p1[a, b, c]] > 0.0001;
Abs[c - odhad2p2[a, b, c]] > 0.0001,
novaIterace = {pocet, odhad2lambda[a, b, c], odhad2p1[a, b, c],
odhad2p2[a, b, c]};
Print[novaIterace];
pomocna1 = odhad2lambda[a, b, c]; pomocna2 = odhad2p1[a, b, c];
pomocna3 = odhad2p2[a, b, c]; pocet++;




Funkce generuj́ıćı data z normálńıho rozděleńı N(µ, σ2), vstupńı parametry
jsou µ, σ2 a požadovaný počet dat:




E -krok algoritmu, vstupńımi parametry jsou současné odhady µ(m), σ2
(m)
, po-
zorovaná data y a celkový počet úplných dat x. Funkce vraćı odhad postačuj́ıćıch
statistik t1 a t2:
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krokE[u_, s_, y_, celkem_] :=
Module[{pocet, odhadt1, odhadt2},
pocet = Length[y];
odhadt1 = Sum[y[[i]], {i, 1, pocet}] + (celkem - pocet)*u;
odhadt2 = Sum[y[[i]]^2, {i, 1, pocet}] + (celkem - pocet)*(s + u^2);
{odhadt1, odhadt2}
]
M -krok algoritmu, vstupńımi parametry jsou současné odhady postačuj́ıćıch





krokM[t1_, t2_, celkem_] := Module[{unove, snove},
unove = t1/celkem;
snove = t2/celkem - unove^2;
{unove, snove}
]
Funkce představuj́ıćı jednu iteraci algoritmu, spojuje kroky E aM , vstupńımi
parametry jsou současné odhady µ(m), σ2
(m)
, pozorovaná data y a celkový počet
úplných dat x, vraćı nové odhady µ(m+1) a σ2
(m+1)
:
iterace[u_, s_, y_, celkem_] :=
Module[{odhadt1, odhadt2, odhadu, odhads},
odhadt1 = krokE[u, s, y, celkem][[1]];
odhadt2 = krokE[u, s, y, celkem][[2]];
odhadu = krokM[odhadt1, odhadt2, celkem][[1]];
odhads = krokM[odhadt1, odhadt2, celkem][[2]];
{odhadu, odhads}
]
Algoritmus pro pozorovaná data y. Vstupńı parametry jsou současné odhady
µ(m), σ2
(m)
, y a celkový počet úplných dat x, funkce vraćı jednotlivé iterace:
algoritmus[u_, s_, y_, celkem_] :=
Module[{pocet = 0, odhadu = u, odhads = s,
pomocna1, pomocna2, data},
Print[{pocet, odhadu, odhads}];
While[Abs[odhadu - iterace[odhadu, odhads, y, celkem][[1]]] > 0.001;
Abs[odhads - iterace[odhadu, odhads, y, celkem][[2]]] > 0.001,
pocet++;
Print[{pocet, iterace[odhadu, odhads, y, celkem][[1]],
iterace[odhadu, odhads, y, celkem][[2]]}];
pomocna1 = iterace[odhadu, odhads, y, celkem][[1]];





Pomocná funkce, která nageneruje pozorovaná data y a následně na ně použije
algoritmus. Vstupńı parametry jsou skutečné hodnoty µ, σ2, počátečńı odhady
µ(0), σ2
(0)
, počet y a celkové množstv́ı úplných dat x, vypisovány jsou jednotlivé
iterace:
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funkce[skutecneu_, skutecnes_, pocatecniu_, pocatecnis_,
pocetPozorovanych_, pocetUplnych_] :=
algoritmus[pocatecniu, pocatecnis,
generovani[skutecneu, skutecnes, pocetPozorovanych], pocetUplnych]
A.1.3 Multinomické rozděleńı
Funkce generuj́ıćı data z multinomického rozděleńı Mult4(n, {p1, p2, p3, p4}),
vstupńımi parametry jsou skutečná hodnota θ a počet pozorováńı n:
generovani[t_, pocet_] := (
SeedRandom[13];
RandomVariate[MultinomialDistribution[
pocet, {1/2 + t/4, (1 - t)/4, (1 - t)/4, t/4}]
]
)
Funkce pro výpočet nového odhadu θ(m+1), vstupńımi parametry jsou současný
odhad parametru θ(m) a pozorovaná data y:
novyOdhad[soucasny_, y_] := (soucasny/(2 + soucasny)*y[[1]] +
y[[4]])/(soucasny/(2 + soucasny)*y[[1]] + y[[2]] + y[[3]] + y[[4]]
)
Algoritmus pro pozorovaná data y, vstupńımi parametry jsou počátečńı odhad
θ(0) a y, funkce vraćı jednotlivé iterace:
algoritmus[pocatecni_, data_] :=
Module[{pocet = 0, pomocna, odhad = pocatecni},
Print[{pocet, odhad, 2/(2 + odhad)*data[[1]],
odhad/(2 + odhad)*data[[1]]}];
While[Abs[odhad - novyOdhad[odhad, data]] > 0.0001,
pocet++;
Print[{pocet, novyOdhad[odhad, data], 2/(2 + odhad)*data[[1]],
odhad/(2 + odhad)*data[[1]]}];
odhad = novyOdhad[odhad, data];]
]
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