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LOCALISATION OF NAO HUMANOID ROBOTS 
USING NEURAL NETWORKS  
AND IMAGE PROCESSING 
 
SUMMARY 
The main idea for this project is to create intelligent robot soccer game. There are 
main modules to make humanoid robots fully autonomous which are motion, 
localisation and strategy.  
These modules are bound each other but they have their own coding and functions. 
Motion of nao can be described as walking and partially running on the field, turning 
around to the ball or goal and passing or shooting the ball.  
Strategy is deciding how to act according to other players situation and location. But 
without localisation, strategy can not be created. 
Localization is a process that robot can find its position in a defined Cartesian 
coordinate system by using its sensors or cameras. There are three types of self 
localization for robots are using vision as localization sensor: Stereo, omni-
directional and monocular vision. First method uses two cameras, second one uses an 
omni-directional camera and last one uses only one camera. All methods have both 
advantages and disadvantages. Since we have an only one camera available on robot 
for localization (one camera cannot see pitch lines for every head positions) third 
method is used for localization. 
In this project, localisation part is handled by using image processing and artificial 
neural network. The localization of the humanoid robots is a key process for the 
football match. A good self-localization system cannot only make a robot acquire the 
information quickly and accurately in the whole field, but also makes an appropriate 
decision correspondingly.  
In this work, using head movements of the robot and taking pictures of the pitch, 
angle and distance of the lines in front of the goals are obtained as rho and theta. 
These data is used as an input to an unknown, black box system and the robot 
position to a reference point is taken as output of the system. A neural network 
structure is used to find the model. 
To create black box model for localisation system, matlab neural network toolbox is 
used. Neural network model can be set with using neural network toolbox by 
selecting activation functions, inputs, hidden layer number, neuran number, bias, 
training function, performance function and epoch number. Each property has 
different effects on black box model. In practice, samples are ten times bigger than 
neuron number for accurate results. Due to our sample number from test field, 
neuron number is selected as 10, model have 2 hidden layer and activation functions 
are tangent sigmoid and pure linear. Before start train our matlab model, input data is 
normalized by organizing the input fields to minimize redundancy and dependency. 
At the start of training, initial values for weights are set randomly, so each trial will 
conclude differently.    
After finding, the neural network model weights are created according to inputs and 
outpus. It is embedded by coding with C++ programming language to the real time 
embedded linux system. To embed C code to embedded system hfsm(finite state 
machine) interface is used. The interface is written in Java programming language. 
 
xx 
 
Hfsm is used to design computer coding by creating model of behaviours. In this 
model, states are used to create programme flows. There can be only one state at a 
time and it is called current state. If a trigger or event initiated, current state is change 
from one to another. In our project, our events are detecting goals, ball detection and 
line detection. With using these states, behaviour is created easily.  
All functions, neural network model and image processing techniques are 
programmed and all tests are done in Mechatronic Education And Research Center 
Nao Football Game Field. 
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NAO İNSANSI ROBOTLARDA GÖRÜNTÜ İŞLEME 
VE YAPAY SİNİR AĞLARI İLE 
LOKALİZASYON 
 
ÖZET 
Yapılan bu projenin asıl amacı Nao insansı robotların otonom bir şekilde futbol maçı 
yapmasıdır. Nao robotların tamamen otonom olabilmesi için 3 temel konu başlığı 
mevcuttur. Bunlar hareket, lokalizasyon ve strateji olarak sıralanabilir. 
Nao robotların hareket başlığı altında, yürüme, kısmi koşma, dönme, şut ve pas gibi 
konular mevcuttur. 
Strateji robotların, diğer robotların hareketlerine ve yönelimlerine göre belirlenmesi 
gereken bir başlıktır. Lokalizasyon olmadığı takdirde stratejini gerçekleştirmek 
mümkün değildir. 
Projede, lokalizasyon bölümü, görüntü işleme ve yapay sinir ağları kullanılarak 
gerçeklenmiştir. Nao insansı robotların futbol maçı için lokalizasyon en kilit konu 
başlığı olarak karşımıza çıkmaktadır. Lokalizasyonun iyi yapılabilmesi için, insansı 
robotun bilgileri hızlı ve kesinliği yüksek şekilde elde edip, sonuçları uygun ve kabul 
edilebilir şekilde olması gereklidir. 
Lokalizasyon, nao robotların kartezyon koordinat sisteminde, sensorlerini ve 
kameralarını kullanarak gelen bilgileri işleyerek konum bulma işlemi olarak 
tanımlanabilir. Nao robotların kameraları kullanılarak üç çeşit lokalizasyon tipinin 
mevcut olduğu görülebilir: Stereo, çok yönlü ve tek lensli kamera. Tüm 
kullanılabilecek methodların avantajları ve dezavantajları mevcut olup, Nao robot 
üzerinde sadece tek kamera kullanılmıştır. Robot üzerindeki diğer kamera istenilen 
açıda saha çizgilerini göremediği için kullanılmamaktadır. 
Nao robotların kafasının hareketleri ve belirli açıda bulunması ile kale önünde 
bulunan saha çizgisinin oryantasyonu ve resmin sol üst köşesine uzaklığı 
hesaplanmıştır. Bu değerler, açı theta, uzaklık rho olarak belirlenmiştir. Bulunan bu 
veriler bilinmeyen black box bir sistemin giriş verileri olmaktadır. Çıkış verileri 
robotun gördüğü referans alınabilecek bir noktaya göre X ve Y koordinat pozisyonu 
olarak elde edilmektedir. Bilinmeyen model, yapay sinir ağları kullanılarak elde 
edilmiştir. Bu yöntem sayesinde, “look-up table” oluşturulmuş ve robot üzerindeki 
gömülü sisteme bu tablo aktarılmıştır. Gerçek zamanlı sistemlerde tablo oluşturma, 
sistemin performansını, verilere ulaşım kolaylığı sağladığı için, artıracağından dolayı 
bu method tercih edilmiştir.  
Yapay sisir ağları modelini oluşturmak için Matlab üzerinde bulunan toolboxtan 
yararlanılmıştır. Toolboxta bu modeli oluşturmak için hidden layer sayısı, giriş ve 
çıkış değerleri, ağırlık değerleri, bias ve nöron sayıları belirlenmelidir. Herbir 
özelliğin oluşturulacak model üzerinde farklı etkileri olduğu söylenebilir. Pratikte 
modeli oluştrmak için toplanan örnek sayısının 10da 1i kadar nöron olması 
beklenebilir. Nöron sayısının az olması train işleminin yeteri kadar başarılı 
olmayacağını gösterirken, gereksiz sayıda nöron eklenmesi ise sistemi model 
oluşturmaktan çok ezberlemeye itebilir. Bu da sistem train edilirken, değerlerin 
birebir eşleştirilmesi anlamına gelmektedir. Bu değerler dışında bir değer verildiği 
zaman sistemden beklenenin dışında cevaplar alınmaktadır. Bu projede toplanan 
örnek sayıs 100-150 arasında olduğu için toplamda 10 adet nöron kullanılması yeterli 
olmaktadır. Hidden layer sayısı 2 olarak belirlenmiştir. Sistem üzerinde kullanılacak 
aktivasyon fonksiyonları tanjant sigmoid ile linear fonksiyon olarak belirlenmiştir. 
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Train işlemine başlamadan önce giriş ve çıkış değerleri normalize edilmiştir. 
Normalize işlemi manuel olarak yapılmadığı takdirde bias ve ağırlık katsayıları 
değiştirilerek aynı etki teoride sağlanabilir fakat pratikte train işlemini hızlandırmak, 
local minimum noktalarındaki takılmaları azaltmak, ağırlık değerlerini küçültmek ve 
hata hesaplamalarını daha uygulanabilir kılmak normalizasyon ile mümkündür. Train 
işleminin başında ilk ağırlık değerleri rasgele olarak seçilmektedir. İstenirse bu 
rasgelelik durumu kaldırılıp hep aynı değer ile başlatılabilir. Bu durumda sonuç hep 
aynı olacaktır. Her başlangıç noktası için deneme sayısı kadar iterasyon 
yapılmaktadır. Bu iterasyon, maksimum deneme sayısı aşıldığında veya belli bir hata 
değerine ulaşıldığında otomatik olarak durdurulmaktadır. Sonuçlar Matlab 
kullanılarak grafiksel hale getirilmiştir. 
Yapay sinir ağları modeli oluşturulduktan sonra, model ağırlıkları giriş ve çıkış 
değerlerine göre hesaplanmıştır.  Elde edilen bu ağırlıklar, gerçek zamanlı çalışan 
gömülü linux sistemi içerisine C++ programlama dili kullanılarak eklenmiştir. 
Fonksiyonların programlanması, sonlu uzay makinası davranış modeli baz alınarak 
Java dilinde yazılan bir arayüz ile gerçekleştirilmiştir. Bu davranış modeli, belirli ve 
sınırlı sayıda durumların arasında istenilen tetiklenme durumunda geçişlerin 
oluşabileceği bir modeldir. Burada tetiklenmeye neden olan koşullar, nao robotların 
kaleyi görmesi, saha üzerindeki topu ve çizgileri farketmesi şeklinde sıralanabilir. 
İçinde bulunulan durum, anlık bilgiyi saklar. Giriş eylemi duruma geçerken 
gerçekleştirilir. Çıkış eylemi durumdan çıkarken gerçekleştirilir. Girdi eylemi 
mevcut duruma ve girdi koşullarına bağlı gerçekleştirilir. Geçiş eylemi ise belirli bir 
geçiş gerçekleştirilirken oluşan eylemdir. Yapılan lokalizasyon işleminde giriş işlemi 
robotların kaleleri aramak için çevrelerine bakmasıyla başlamaktadır. Kaleleri 
bulduğu an geçiş eylemi tetiklenmektedir. Geçiş eylemi tetiklendiğinde bir durumdan 
diğerine geçiş olmaktadır. Ardından oluşan durum nao robotun kale hizası boyunca 
kendisine en yakın çizgiyi aramasıdır. Bulduğu anda oluşan tetikleme sayesinde 
yapılan görüntü işleme sonucunda yapay sinir ağları modeli çalıştırılmakta ve 
robotun saha üzerinde bulunduğu koordinatlar hesaplanmaktadır. Bu eylemler ile 
gerçekleştirilen davranışlar sayesinde robotlar otonom hale getirilmiştir. 
Eklenen programlanmış methodlar derlenerek “.so” uzantılı bir kütüphane haline 
getirilmiştir. Bu kütüphane dosyası robot üzeine bulunan sistem dosyalarına 
eklenerek methodların çalıştırılması sağlanmıştır. Linux sistemi üzerine yazılım 
eklendikten sonra yapılan testler sonucunda gerçek ve simulasyon değerlerine 
bakılarak, robotların konumlarını yeterli derecede hesaplayabildiği görülmüştür. 
Validasyon dataları ile hesaplanan pozisyon bilgilerinde elde edilen en büyük hatanın 
13cm sapma olması, bu projenin kullanılabilirliğini göstermiştir. Robotun saha 
üzerinde bulunduğu koordinata göre, hücum edeceği kale ile olan mesafesine 
bakılarak robotun pas verme, topu kaleye doğru sürme veya şut atma teknikleri 
seçilmektedir.  
Projenin geliştirilebilir olması ve 2050 yılında hedeflenen insansı robotların gerçek 
insanlara karşı yapılması planan futbol maçının hedef alınması, araştırmacıların bu 
tarz projelere ilgisini artırmıştır. Lokalizasyon, hareket kabiliyetlerinin artırılması, 
programlama teknikleri ve görüntü işleme işleme teknikleri hakkında pek çok 
araştırma ve makale yayınlanmıştır. Bu hedefin gerçekleştirilmesi adına, her yıl 
düzenlenen insansı robot turnuvaları “Robocup” adı ile düzenlenmektedir. Bu 
organizasyon içerisinde farklı alanlarda farklı işlevleri yerine getirebilecek robotlar 
yarışmaktadır. Kategoriler içerisinde yangın söndürme robotu, sumo robotu, belli 
kısıtlar konularak hardware olarak imal edilen ve yarışmacıların kendi yazılımlarını 
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ekledikleri robotlar, katılımcılarının sadece yazılımlarını geliştirdiği nao insansı 
robot ligi bulunmaktadır. 
Nao insansı robotun testleri Mekatronik Eğitim ve Araştırma Merkezindeki insansı 
robot sahasında gerçekleştirilmiştir. 
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1 
1.  INTRODUCTION 
Robotics and artificial intelligence present a large spectrum of knowledge and 
concepts that researchers focus on, for developing new ideas. These reasearch areas 
are interdisciplinary since they are integrated with mechanics, electronics and 
computer science. 
Over the years, numerous projects have been conducted for both science and 
industrial improvement such as robot arms, vision systems, artificial intelligence. 
Today, robots are uncontestedly becoming even more adopted in our life not only in 
industrial areas but also in schools for education purposes, healthcare facilities for 
surgery, military, and personal applications. Robots have developed over time from 
simple basic robotic assistants, such as the “Handy 1” rehabilitation robot, “Furby” 
introduced by Hasbro which is sensitive to light and noise, through to semi-
autonomous robots, such as “Unimate” first industrial programmable robot in 
General Motors assembly line, “AIBO” home robot, “Friend” care providing 
robot which can assist the elderly and disabled with common tasks. 
After forty years of challenge in May 1997, the human world chess champion is 
defeated by IBM Deep Blue (Wikipedia, 2011). First robotic pathfinder mission is 
made by NASA and the first autonomous robotics system, Sojourner, was deployed 
on the surface of Mars. Together with these accomplishments, RoboCup made its 
first steps toward the development of robotic soccer players which can beat a human 
World Cup champion team. 
The idea of robots playing soccer was first mentioned by Professor Alan 
Mackworth(University of British Columbia, Canada) in a paper entitled “On Seeing 
Robots” and later published in a book Computer Vision: System, Theory, and 
Applications. 
The first official RoboCup games and conference was held in 1997. Over 40 teams 
participated and 5,000 spectators attended. As the autonomous robots that compete in 
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Robocup have been designed to be more complicated in recent years capability for 
localisation and decision-making has become more essential to remain competitive. 
There are many approaches about robot localisation in Robocup SPL. One of the 
attendies of Robocup SPL league(Claridge, Hengst 2011) uses the implementation of 
multi-hypothesis tracking linear Kalman filter, using a ‘manual’ linearisation 
technique with simple observation variance. In this technique observation is done 
with updating other robots localization with communication methods.  
Other approach (Laue, Jeffry, Burchardt 2009), uses field based object features 
extracting together with the incorporation into a robust state estimation process. This 
approach uses particle filter based on the Monte Carlo method as it is a proven 
approach to provide accurate results in such an environment. Also, Austin Villa 
team(Hester T., Quinlan M., Stone P. 2009), uses Monte Carlo Localization method 
in robocup uses a general method involves scanning each acquired image to 
determine if any area of the image matches the appearance of any of the objects in 
the environment.  
There are also some other approaches that are indirectly make a localization 
according some objects on field. As an example, some attendies(Nelson R. and 
Selinger A., 1998; Sridharan M. and Stone P. n.d.) finds the relative position of the 
robot estimated by using the distance to corresponding object. But as the noisy 
odometry estimates continues, the error gets larger as the robot moves throughout the 
environment. 
Realted robot planning and control (Stone and McAllester, 2001; Withopf and 
Riedmiller, 2005; Hengst 2008), have assumed the robot has a reasonably accurate 
picture of its environment, its placement in that environment, and the placement of 
other robots.  
These approaches have assumed the robots can take clear images from the 
environment while playing games and there are enough features to detect then find 
its placement in that environment, and the place of other robots. As the year passes, 
robocup standart platform league will change the rules as reducing the field unique 
features such as colored goals, increasing size of the field so it is getting harder to 
extarct features from white lines. Limitations of mechanical and electronical 
restrictions of robots such as processor limits, noisy controls and motion blur in the 
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acquired images, with the amount of degradation depending on camera quality and 
on the movement velocity, ambiguous landmarks on field makes it hard enough to 
calculate placement of robot in real time especially with real robots on the soccer 
field. In addition, making use of instanteneous sensor readings alone is insufficient.  
As the football field objects is getting similar to real football field, it is a neccesity to 
not use a color or objects on field to find Nao’s location on field. This thessis, makes 
on-field localisation by using artificial neural network and image processing methods 
in two modes online and offline. With using both online and offline mode the 
limitations of processor and the noisy controls are eleminated which makes run-time 
faster and provides better accuracy than many the other approaches. In offline mode, 
goals and white soccer lines are detected with series of image processing techniques. 
To do this, 120 points, that are equally segmented on x and y axes, are marked and 
nao grabbed the image with its camera from these points towards goal. After that, 
input image is smoothed with using gaussian filter to remove impurities. Canny edge 
detection algorithm is applied to find edges on smoothed image. In order to get 
inputs for neural network a specific line, which is in front of goal, is detected with 
hougline algorithm. This algoritm results in two parameters, ρ (rho) and θ (theta). 
The smallest distance from the origin of the image in pixel is ρ, and the angle 
between the horizontal line and the selected line is θ. With these inputs and (x,y) 
coordinates, neural network is trained in matlab. After training, network weights are 
embedded in c++ codes to use in online mode. In online mode, image processing 
tecniques are done same in offline mode and the inputs are ρ and θ. With these 
inputs, trained neural networks gives us the x, y coordinates on field. After location 
is learned, decision making process starts. Five decision process of selecting logical 
choices among several alternative scenarios are done. Every process results in a final 
choice.    
1.1 What is Nao Humanoid Robot? 
Nao is a medium size humanoid robot which is autonomus and programmable 
developed by Aldebaran Robotics Company. It has been replaced with sony Aibo 
robots on August 15, 2007. There are two versions of this robot. For academic 
purposes, Nao Academic Edition is generally used. Nao Robocup Edition Humanoid 
robot has 21 degress of freedom while academics edition has 25 degress of freedom 
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as one can see in Table 1.1. Academic edition is built with 2 hands with gripping 
abilities (Robocup Documantation, 2010). 
Table 1.1 : DOF of nao robots. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 shows that nao has four ultrasonic sensors, two of them are transmitters 
others are receivers. These sensors can be used for positioning within space. For 
stability while walking in the field, Nao has inertial measurement sensor. Also, it can 
detect if Nao falls to its front face or back onto. 
 
Figure 1.1 : Model structures. 
Moreover, Nao Humanoid robots have four microphones, two speakers and two 
cameras shown in Table 1.2 which are used by switching. While bottom camera is 
generally used for detecting the ball, the camera on the top is used for detecting 
players and goals. 
Nao robot DOF 
Parts Values 
Head 2 
Arms 5 
Waist 1 
Legs 5 
Hands 2 
TOTAL 25 
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Table 1.2 : Specifications of nao robots. 
 
 
 
 
 
 
 
 
 
Some software programmes are used to test motion and dynamics of Nao Humanoid 
Robots. Webots and Choreographe (Figure 1.2) are some of these programs.  
Choreography is the art of desgining sequences of movements in which motion, 
form, or both are specified.  
  
Figure 1.2 : Choreographe. 
Another software is webots (Figure 1.3) which simulates the environment and robots 
motion. It allows users to create 3D worlds with giving restrictions and dynamics. 
Nao robot 
Height 58 centimetres (23 in) 
Weight 4.3 kilograms (9.5 lb) 
Autonomy 90 minutes (constant walking) 
Degrees of freedom 21 to 25 
CPU x86 AMD Geode 500 MHz 
Built-in OS Linux 
Compatible OS Windows, Mac OS, Linux 
Programming languages C++, C, Python, Urbi, .Net 
Vision Two CMOS 640×480 cameras 
Connectivity Ethernet, Wi-Fi 
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Webots uses the ODE (Open Dynamics Engine) for detecting of collisions and 
simulating rigid body dynamics. The ODE library allows one to accurately simulate 
physical properties of objects such as velocity, inertia and friction Some organisation 
attendies are using webots for quick simulation of motions.  
  
Figure 1.3 : Webots. 
1.2 World Wide Organisation : Robocup 
Robocup organization is international autonomous robotics soccer game which helds 
since 1997. This organization provides practical application areas to researchers and 
students with using artificial intelligence. Organisations full name is “Robocup 
Soccer World Cup”. There are many other stages of the competition such as "Search 
and Rescue", "RoboCup@Home" and "Robot Dancing".  
Organisations main objective is “By mid-21st century, a team of 
fully autonomous humanoid robot soccer players shall win the soccer game, 
complying with the official rule of the FIFA, against the winner of the most 
recent World Cup”. 
As one can see in Table 1.3 there are nearly 500 attendies from worldwide to this 
organization. Last year it is held in İstanbul. 
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Table 1.3 : Organisation background (last 5 years). 
 
 
 
 
 
 
 
 
 
Standart Platform League is another competition of Robocup Organisation. There are 
2 team each w,th 4 Nao humanoid robots. At the beginning of the game, referee 
starts all the robots at the same time with using game controller (RoboCup Soccer 
Humanoid League Rules and Setup, 2011). Game Controller is a software that sends 
signals to desired robots with using their ip addresses. After that, all robots are 
autonomous. There are several rules regarding penalties and fauls. There is one 
goalkeepers on each team which is the only allowed team member to touch the ball 
with its arms/hands whilst within the penalty area. The other players are called field 
players. The ﬁeld players are not allowed to enter their own penalty area. 
Communication is only allowed among robots on the ﬁeld and between the robots 
and the Game Controller. The GameController will use UDP to connect to the robot. 
There are 6 robot states. First of them is the initial mode. In this mode, the button 
interface for manually setting the team color and whether the team has kick-off is 
active. The robots are not moving, just standing position. Team colours are set by 
pushing the bumpers on their feets. If robot chest button is pressed shortly robot is 
penalized. In this state, robot is not allowed to move, and their leds in eyes are red. If 
the button is pressed again it will be set it in the playing state. In playing state robot 
is free to move on the field.Shortly pressing the chest button will again switch the 
robot to the penalized state. 
 Organisation  
Place&Date # of teams # of Countries # of Participants 
RoboCup 2012 
Mexico City - 
Mexico 
  
 
RoboCup 2011 
Istanbul - Turkey 
500 40 3000 
RoboCup 2010 
Singapore 
407 43 2472 
RoboCup 2009 
Graz - Austria 
373 35  
RoboCup 2008 
Suzhou - China 
321 39 1966 
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At the start of the game or after a goal is made, game controller sends all robots to set 
redy signals then set signals to set all players to kick off shown in Figure 1.4. 
  
Figure 1.4 : SPL game robot states. 
1.3 Localisation on Football Field by Using Camera 
While playing football game, humanoid robots need artificial intelligence to act like 
a human. They need to analize the goal field(Figure 1.5), the ball and their position 
to take actions on situations. To do that, robots need inputs from their environment 
and analize them. In standart platform league there are several objects to detect; field 
lines, goal colours, ball colour and field colour. To set a strategy to robot team, first 
of all robots need to detect their exact positions on field.  
 
  
Figure 1.5 : SPL field lines and measurements. 
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In this thesis, localization of the Nao robots on the football field is studied with 
image processing techniques and artificial neural networks. Localization information 
is used by many robots for different purposes. Mainly, the robot uses it to construct a 
map or floor plan and localize itself in it. After localization robots can do a path 
planning. Path planning  is an important issue as it allows a robot to get from some 
point to another specific point. Topologically, the problem of path planning is related 
to the shortest path problem of finding a route between two nodes in a graph.  
In this study, the projection step is skipped and salient features describing the SPL 
field are extracted from the images. Since the lines on the field have good contrast 
compared to ground color (i.e. white/green),  and they give important information in 
terms of robot orientation and location, line detection has been applied as the main 
pre-processing step. We used first color filters and Canny Edge detection algorithm 
to extract the lines on the ground. False candidates are eliminated using field 
boundaries determined by color filters. Next, Hough Transform is applied and the 
lines are expressed in terms of their orthogonal distance to image origin and 
orientation angle.   
In order to enrich the feature vector extracted from the images, the poles (yellow and 
blue filters) can be added to the feature vector. 
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2.  IMAGE PROCESSING TECNIQUES APPLIED TO ROBOT 
LOCALIZATION 
For localization, first we need to detect the objects around us. To detect object one 
can use image processing techniques such as color detection, object detection and 
various other methods which helps to analize the image. Nao humanoid robots needs 
to search the environment to recognize familier objects in order to accurately localize 
himself. 
Two main features that are utilized in object detection are shape and colour. In this 
thesis, we will localize nao robots on the football field mainly by using the 
information of the colours of the goals. One of the goals is sky-blue, the other is 
yellow. So robots need to search for the blue or yellow objects on the green field.  
2.1 Color Spaces Around Us 
To convert analog image values to digital, there are colour models like RGB, HSV, 
CMY or Lab. Lab color model has 3 channels as shown in Figure 2.1. L represents 
brightness, a represents red&green and b represents blue&yellow. This model is 
usually used as reference color model. While an image is converted from one model 
to another, first it is converted to Lab and then it is converted to the target color 
model. 
  
Figure 2.1 : Lab color model. 
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The abbreviation “RGB” stands for the first letters of red, green and blue. Figure 2.2 
shows RGB color model is the most commonly used model in applications. These 
colors are prime colors so all of the other colors will be created by mixing these 
colors in different percentages. In addition, RGB model is used by internet and 
laptops.  
  
Figure 2.2 : RGB color model. 
For printing press machines and printers CMYK color model is used as shown in 
Figure 2.3. In addition to Cyan, Purple and Green, Black is added to this color model 
because this model is constituted with the colors of ink. 
  
Figure 2.3 : CMY(K) color model. 
Lastly, HSV color model shown in Figure 2.4 represents hue, saturation and 
brightness (value).   
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Figure 2.4 : CMY(K) color model. 
2.1.1 Color spaces properties used in localization 
In this thesis, two color spaces tried to get better results. One of them is RGB and the 
other is HSV. The image taken by Nao’s camera can transferred in both color 
models. RGB color model provides full color detection at each pixel location. To 
detect objects, white lines on green field, goals and other Nao robots this color model 
used. Also, RGB color model is well suited for hardware and it reflects well the 
sensitivity of the human eye to these (Red, Green, Blue) primary colors. However, 
robocup competition held in different places. This makes the lightning conditions 
different as well. Lightning affects RGB color model directly. So, if there is a big 
difference in light, color models and codes needs to be calibrated in every 
organisation area. Also, it is not suited for describing color in a way that is easily 
interpreted by human. When human see a color object, they tend to describe it by its 
hue, saturation and brightness. HSV decouples brightness from the chroma 
components. Also, the brightness value (V) is directly changeable due to 
environment lightning conditions. But this time, we do not have direct affect on 
colors. The conversation equations are shown below: 
           
     
         
  (2.1) 
 
with, 
        
 
 
             
                    
  (2.1) 
saturation, 
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 (2.3) 
and the intensity(value) is, 
   
 
 
        (2.4) 
Both color spaces is used, in this thesis. RGB color model is enough to find the lines 
on field for our problem. 
2.2 Line Detection On Source Image 
In order to detect the lines, first of all impurities need to be eliminated from the 
image. To eliminate noise in the image which is taken by Nao Humanoid Robot, we 
can use a Gaussian Filter. After eliminating noise in the image, we are able to use 
frequency difference on the image. Canny edge detection method will be used to 
select edges and lines by making  use of the difference of frequencies in the image 
similar to Figure 2.5. For getting characteristic line properties hough transformation 
method is used.   
  
Figure 2.5 : Example of canny edge detection. 
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In the following parts, image processing techniques explained step by step. 
2.2.1 Effects of gaussian filter  
The Gaussian smoothing operator is a 2-D convolution operator that is used to blur 
images and remove details and noise. In this sense it is similar to the mean filter, but 
it uses a different kernel that represents the shape of a Gaussian (bell-shaped) hump 
shown in Figure 2.6. Convolution is a mathematical operation which provides 
multiplication of two same dimensionality arrays of numbers generally different 
sizes. The main idea for using this method is to implement operators whose output 
pixel values are simple linear combinations of certain input pixel values.  
In filtering and image processing kernel is generally smaller than source image and 
two dimensional array. The convolution is performed by sliding the kernel over the 
image, generally starting at the top left corner, so as to move the kernel through all 
the positions where the kernel fits entirely within the boundaries of the image. 
  
Figure 2.6 : Gaussian distribution, with mean (20,20) and σ=1. 
Equation of the gaussion distribution can be shown as; 
       
 
    
  
 
     
    (2.5) 
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where   is the standard deviation and mean of the distribution is zero. Gaussian 
filters act as lowpass frequency filters. High spatial frequency components of an 
image can be removed by applying Gaussian filter.  
We have applied a Gaussian filter on the orijinal image shown Figure 2.7. 
  
Figure 2.7 : Nao football field.  
With the help of matlab, we are able to read image data. To show the effect of kernel 
size, gaussian filter with different kernel sizes are applied to source image and the 
results are depicted in Figure 2.8, Figure 2.9 and Figure 2.10. 
  
Figure 2.8 : Field with gaussian filter [2 2].  
  
Figure 2.9 : Field with gaussian filter [5 5].  
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Figure 2.10 : Field with gaussian filter [7 7].  
As one can see while the kernel size gets bigger, the image becomes more blurred. If 
image gets too much blurred, details will disappear. Also, noise level decreases 
which helps us to find the edges more quickly.  
The frequency response as shown in Figure 2.11 or transfer function        of a 
filter can be obtained if the impulse response is known, or directly through analysis 
using Laplace transforms, or in discrete-time systems the Z-transform. If we obtain 
the frequency response of the gaussian filter, its shape can be seen as half gaussian. 
Also, one can see the gaussian filters show no oscillations. So by choosing an 
appropriately sized Gaussian filter we can be fairly confident about what range of 
spatial frequencies are still present in the image after filtering. 
  
Figure 2.11 : Frequency response of gaussian filter.  
2.2.2 Canny edge detection 
After we apply gaussian filter, we need to detect lines which will be used as inputs of 
a neural network. There are three criteria which shows why the Canny Edge 
Detection is known as the optimal edge detector. 
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 The first and obvious criterion is low error rate. Filters should not miss the 
edges occuring in images and there will be no reponse(output) ton on-edges. 
 Secondly, edge points and lines are well localized. The distance, of real pixel 
values and the filtered image edge pixel must be set to mininmum. 
 The third criterion is that it vields only one response to a single edge. 
The answer of the question “why do we want to use canny edge detection algorithm 
to detect edges?” is that canny edge detection significantly reduces the amount of 
data and filters out useless information, while preserving the important structural 
properties in an image. 
Based on these three criteria, to filter out any noise and impurities canny edge 
detector uses gaussian filter to smooth the image. Once a suitable mask has been 
placed and the convolution methods are performed by sliding the mask over the 
image, the next step is to find the edge strength of a filtered image by taking the 
gradient of the image. Note that in this study, there are restrictions for calculating the 
best fitting mask size based on the resolution of the camera of the Nao humaniod 
robot. As the width of the mask gets larger, the sensitivity to noise gets lower as 
shown in Figure 2.12. The localization error in the detected edges also increases 
slightly as the guassian width is increased. So gaussian filter width is calculated by 
trial methods by taking different images of the field from the camera of the robot.  
  
Figure 2.12 : Discrete gaussian function with σ=1.4.  
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To detect the edge strength we need to calculate the gradient of the image. The Sobel 
operator uses a pair of 3x3 convolution masks as shown in Figure 2.13. One of them 
estimates the gradient in the x-direction, the other in y-direction. 
  
Figure 2.13 : Sobel operators.  
As a formula, edge strength is approximated with; 
              (2.6) 
As an input Canny takes a gray scale image and outputs an image showing the 
positions of tracked intensity discontinuities. 
To calculate the direction of the line, we will use the following equation. 
θ          
  
  
  (2.7) 
As we can see while Gx is zero there will be an error while calculating θ. Whenever 
the gradient in the x direction is equal to zero, the edge direction has to be equal to 
90 degrees or 0 degrees, depending on what the value of the gradient in the y-
direction is equal to. If Gy has a value of zero, the edge direction will equal 0 
degrees. Otherwise the edge direction will equal 90 degrees. 
To get a thin line in the output image, nonmaximum suppression has to be applied. 
Nonmaximum suppression is used to trace along the edge in the edge direction and 
sets any pixel value to 0 which is not considered to be an edge. 
Finally we need to add some thressholds to avoid dashed lines. There are two 
thresholds T1 and T2 respectively. An edge has an average strength equal to T1, then 
due to noise, there will be instances where the edge dips below the threshold. Equally 
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it will also extend above the threshold making an edge look like a dashed line. To 
avoid this situation, hysteresis used is used with two thresholds.  
Any pixel in the image that has a value greater than T1 is presumed to be an edge 
pixel, and is marked as such immediately. Then, any pixels that are connected to this 
edge pixel and that have a value greater than T2 are also selected as edge pixels. If 
you think of following an edge, you need a gradient of T2 to start but you don't stop 
until you hit a gradient below T1. 
2.2.3 Houghline line transform 
Hough transformation is used to detect and isolate object features of a particular 
shape within an image. Hough transform is also used to identify positions of arbitrary 
shapes, lines, circles or ellipses as shown in Figure 2.14. In this thesis, for getting 
inputs, straight line detection subproblem arises. Edge detector is generally used for 
pre-processing stage before applying hougline transform. Due to the impurities and 
noise in the source image, there may occur missing points and pixels on the desired 
curves and lines. The purpose of the Hough transform is to address this problem by 
making it possible to perform groupings of edge points into object candidates by 
performing an explicit voting procedure over a set of parameterized image objects 
(Shapiro and Stockman, 2001). If the parameters are p1, p2, … pn, then the Hough 
procedure uses an n-dimensional accumulator array in which it accumulates votes for 
the correct parameters of the lines or curves found on the image. 
 
Figure 2.14 : Hough transform accumulator. 
Straight lines describe as, 
       (2.8) 
 
21 
where, 
m is slope of the line, 
x and y is the coordinates, 
b is intercept paramaters. 
Therefore, straight lines can be characterized as with two parameters (m,b) shown in 
Figure 2.15.  
 
Figure 2.15 : Connection between image space and hough space. 
A line in source image is described as a point in hough space, while the point in 
image space corresponds a line in hough space shown in Figure 2.16. 
 
 
Figure 2.16 : Connection between image space and hough space-2. 
Slope-intersect representation of a line has problem with vertical line. Both m and b 
are infinite. Therefore, for computational reasons, it is better to use different pair of 
parameters (ρ, θ). These are polar coordinates shown in Figure 2.17.   
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Figure 2.17 : Rho and theta values on picture. 
The parameter ρ(rho) represents the distance between the line and the origin, while 
θ(theta) is the angle of the vector from the origin to this closest point. Hence, a line 
equation can be written as, 
    
   θ
   θ
    
ρ
   θ
  (2.9) 
We will arrange the equation as, 
ρ      θ      θ (2.10) 
Meaning that each pair (ρ, θ) represents each line that passes by (x,y). Also, this 
equation with different (x, y) points shows sinusoidal functions as shown in Figure 
2.18. As an example, three (x,y) points are selected. 
Point 1 (x,y) = (8,6) 
Point 2 (x,y) = (9,4) 
Point 3 (x,y) = (12,3)  
 
Figure 2.18 : Sinusoidal functions in hough space. 
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The three plots intersect in one single point (0.925, 96), these coordinates are the 
parameters (ρ, θ) or the line in which (x1,y1), (x2,y2) and (x3,y3) lay(OpenCv 2011). 
In general, line is detected by finding the number of intersection for sinusoidal 
curves. The threshold defined in houghlines is used to set the minimum intersection 
points needed to detect a line. More intersection points shows that, the line 
represented by that intersection has more points. 
Finally, the houglines detect lines, by keeping tracks of  the intersection between 
curves of every point in the image. If the number of intersections is above 
some threshold, then it declares it as a line with the parameters (ρ, θ) of the 
intersection point. 
In opencv library function that is used for houghlines transform is described as 
follows, 
void HoughLines(Mat& image, vector<Vec2f>& lines, double rho, double theta, 
int threshold, double srn=0, double stn=0) 
where, 
image is a binary source image. The image may be pre-processed by an edge 
detector, 
lines is the output vector of lines. Each element in vector has two elements (ρ, θ). Ρ 
is the distance from the coordinate origin and θ is the line rotation angle in radians, 
rho is the distance resolution of the accumulator in pixels, 
theta is the distance resolution of the accumulator in pixels, 
threshold is accumulator parameter. Only those lines are returned as (ρ, θ) that get 
enough votes, 
srn and stn is a divisor for the distance resolution ρ and θ. The classical hough 
transform both srn and stn is zero. 
2.3 Adapting Image Processing Module To Embedded System 
To apply image processing techniques to an embedded system, we need to create 
functions to grab image, convert to needed color space, smooth it to remove 
impurities and get input data for neural network as shown in Figure 2.19. 
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Figure 2.19 : Image processing module flowchart. 
First of all, saveImage2data function grabs image from Nao robots camera and then 
converts its existing color space YCrCb to RGB. To check if the grabbed image is 
correct, it is saved to the local folder named "/home/nao/data”. 
After grabbing the image, it is needed to be cleaned from impurities because 
resolution and quality of image is quiet low 240x360.  
Gaussian filter [7 7] is used to smooth the image and it is converted to HSV(hue, 
saturation and value) color space to make the image more resistant to light.  
Figure 2.20, Figure 2.21, Figure 2.22 show some samples from Nao’s camera. 
 
Figure 2.20 : Edge detection nearest line ρ=360px θ=0.95rad t=218ms. 
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Figure 2.21 : Edge detection nearest line ρ=325px θ=1.5rad t=137ms. 
 
Figure 2.22 : Edge detection nearest line ρ=79px θ=1.76rad t=133ms. 
Image processing algorithm includes Gaussian filter, canny edge detector and 
hougline algorithm for line detection. Gaussian filter is used for eliminating the noise 
in the picture which is formed because of small camera and light conditions. Canny 
edge detector is also a filter which transforms the picture to a binary image by using 
derivative of the image pixel values. Hougline is used to draw red line can be seen in 
figure 2.20. 
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3.  ARTIFICIAL INTELLIGENCE 
3.1 Artificial Neural Networks 
The term Neural Network is used to refer to a network where neurons are connected 
and functionally related similar to a biological nervous system. Artificial neural 
networks, generally called neural network (NN) is a mathematical model that is 
inspired by biological neuron systems. 
A neural network consists of an interconnected group of mathematical function 
conceived as a cruie model, or abstraction of biological neurons which are called as 
artificial neurons. 
First of all, it needs to be explained that why would anyone want to use Neural 
Network in such a localization problem as shown in Table 3.1.  
Table 3.1 : Neural network advantages. 
 
 
 
 
 
Simple example of a artifical neuron is shown in Figure 3.1. 
Good at Not so good at 
Fast arithmetic 
Interacting with noisy data or 
data from the environment 
Doing precisely what the 
programmer programs 
them to do 
Massive parallelism 
 Fault tolerance 
 Adapting to circumstances 
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Figure 3.1 : Perceptron.  
   throught to    are the input signals to the neuron while    to    donates the 
weights associated with these signals. Usually    is assigned the value +1, which 
makes the     bias input. 
Φ is the activation function. Now, it has no learning process. Its transfer function, 
weights are calculated and threshold value are predetermined. 
To enhance or simplify NN, various activation functions can be used such as step 
function, linear combination or sigmoid. 
       
 
   
 (3.1) 
u is the weighted sum of all signals, where w is a vector of synaptic weights and x is 
a vector of inputs. 
3.1.1 Simplest architecture : perceptron 
The perceptron is considered to be the simplest kind of feed-forward neural network. 
It is a binary classifier which maps its input x (a real-valued vector) to an output 
value f(x) (a single binary value): 
      
           
                            
  (3.2) 
where, 
x = inputs, 
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ω = weights (a constant term that does not depend on any input value), 
b = bias (the bias alters the position (though not the orientation) of the decision 
boundary) 
The output of the activation function is going to be 1 if w.x +b > 0. Otherwise, the 
output will be zero. 
A multilayer perceptron (MLP) is a feedforward artificial neural network model that 
maps sets of input data onto an appropriate output. The network consists of an input 
layer, one or more hidden layers and an output layer. The output of the first layer is 
the inputs of the second or hidden layers. The hidden layer learns to recode the 
inputs. The architecture is more powerful than single-layer networks: it can be shown 
that any nonlinear mapping can be learned, given two hidden layers as shown in 
Figure 3.2. 
 
Figure 3.2 : Multilayer neural networks. 
MLP utilizes a supervised learning technique called backpropagation for training the 
network 
3.1.2 Supervised learning method : backpropagation 
Backpropagation is a supervised learning method, and is a generalization of the delta 
rule. It requires a dataset of the desired output for each input, making up the training 
set. It is most useful for feed-forward networks (networks that have no feedback, or 
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simply, that have no connections that form a loop). The term is an abbreviation for 
"backward propagation of errors". Backpropagation requires that the activation 
function used by the artificial neurons be differentiable. Flowchart of 
backpropagation is shown in Figure 3.3. 
 
Figure 3.3 : BackPropagation flowchart. 
3.1.3 Gradient descent learning method 
Gradient descent is also known as steepest descent, or the method of steepest 
descent. After a starting point is selected, alogrithm starts to iterate to find a global 
minimum point. But the weak side of this algorithm is that if the selected starting 
point is far from the global minimum point, it may get stuck at the local minimum as 
shown in Figure 3.4. So, one needs to train the datas several times to find the exact 
location of global minimum. 
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Figure 3.4 : Local minima and maxima. 
3.1.4 Levenberg marquardt algorithm 
LMA, Levenberg Marquardt Algorithm is a hybrid algorithm that is based on both 
Newton's Method and Gradient Descent. This allows LMA to have strengths of both.  
 Gradient Descent is guaranteed to converge to a local minimum, however, it 
is quite slow.  
 GNA is quite fast but often fails to converge.  
By using a damping factor to interpolate between the two, a hybrid method is 
created.  
Newton's Method will provide convergence to either a local minima, local maxima 
or a saddle position. This is done by minimizing all of the gradients(first derivatives) 
to zero. 
The derivatives will all be zero at a local minima, maxima or saddle position. 
Newtons algorithm is shown below, 
Wmin = W0 − H
 −1
g (3.3) 
where H is called Hessian Matrix.  It works by taking the matrix decomposition of 
the Hessian matrix and the gradients. The Hessian matrix is typically estimated. 
There are various means of doing this. If the Hessian is inaccurate this can greatly 
throw off Newton's Method. LMA enhances Newton's Algorithm to the following 
formula.  
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Wmin = W0 − (H + λI)
 − 1
g (3.4) 
where λ is damping factor and I is identity matrix. The identity matrix or unit 
matrix of size n is the n×n square matrix with ones on the main diagonal and zeros 
elsewhere.  
As lambda increases the Hessian will be factored out of the above equation. As 
lambda decreases the Hessian becomes more significant than gradient descent. This 
allows the training algorithm to interpolate between gradient descent and Newton's 
Method. Higher lambda favors gradient descent, lower lambda favors Newton’s 
algorithm. 
A training iteration of LMA begins with a low lambda and increases is until a 
desirable outcome is produced. 
The LMA process can be summarized as in the following steps as shown in Figure 
3.5. 
1. Calculate the first derivative of output of the neural network with respect to 
every weight 
2. Calculate the Hessian 
3. Calculate the gradients of the error(ESS) with respect to every weight 
4. Either set lambda to a low value(first iteration) or the lambda of the previous 
iteration 
5. Save the weights of the neural network 
6. Calculate delta weight based on the lambda, gradients and Hessian 
7. Apply the deltas to the weights and evaluate error 
8. If error has improved, end the iteration 
9. If error has not improved increase lambda(up to a max lambda) restore the 
weights and go back to step 6 
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Figure 3.5 : Flowchart of lma. 
3.1.5 Neural network design in matlab 
After collecting the data, neural network structure is built in Matlab environment and 
parameters of neural network (i.e. layer weights, bias, number of  hidden layers) are 
obtained. After some trials the best learning performance is obtained using the 
structure: 
- 2 hidden layers 
- 5 neurons in each layer 
- Hidden layer activation functions ‘tansig’ 
- Output layer activation function ‘purelin’ 
Although the other algorithms give meaningful results for this problem, Levenberg-
Marquardt algorithm is used to determine final results because of its time efficiency 
(there is no problem of big jacobian matrix and poor RAM for this work). 
As shown in Figure 3.6 neural network model can be set using neural network 
toolbox by selecting activation functions, inputs, hidden layer number, neuron 
number, bias, training function, performance function and epoch number.  
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Figure 3.6 : Matlab neural network toolbox. 
Matlab NN toolbox is an easy tool to design and see the black box model of the 
created system graphically and visualize the errors. Initial values of weights are set 
randomly. Properties for toolbox are shown in the Table 3.2. 
Table 3.2 : Localisation properties for neural network. 
 
 
 
 
 
It has been observed that the results of the simulations are good enough for the robot 
soccer match. All simulation results are explained in next section. Cross validation is 
not done in training and checked after training whether there is a memorization or 
not. All simulation and training codes for Matlab is given at the end of the thesis. 
Neuron Number 10 
Activation Functions ‘tansig’ ‘tansig’ ‘purelin’ 
Hidden Layer Number 2 
Training Method Levenberg-Marquardt 
Error Type Mean Square Error ‘mse’ 
Epoch Number 2000 
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In order to transfer neural network structure into the robot, it is translated into C++ 
codes. To do this, all weights, bias values and activation functions are saved. 
3.1.6 Training neural network in matlab 
Before the structure is created for the localisation, of nao robots, similar localisation 
problem is designed for Staubli Robot arm. There are two joints of robot arms that 
are described by two angles,            These angles are used to localize the robot 
arms pointer on a X and Y coordinated plane.  
So problem is summarized as below, 
Inputs:           
Outpus: X and Y 
Also we have constraints:    1 < X < 2 & 0 < Y < 1  
First of all, a neural network structure is created with 1 hidden layer with 3 neurons. 
Activation functions are selected as tansig and pure linear. And training method is 
gradient descent. Example of neural network toolbox is shown in Table 3.3. 
Table 3.3 : Neural network toolbox examples. 
 
 
 
 
 
 
For 2000 epochs with training method of gradient descent and activation functions 
are tangent sigmoid, pure linear the result of the neural network which has 3 neuron 
number training graph is shown Figure 3.7. 
Hidden Layer 1 
Neuran Number 3  
Activation Functions ‘tansig’ ‘purelin’ 
Hiden Layer Number 1 
Training Method Gradient Descent 
Error Type Mean Square Error ‘mse’ 
Epoch Number 2000 
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Figure 3.7 : Training graph. 
After training data, real θ and coordinate values are checked on a graph as shown 
Figure 3.8 and Figure 3.9. 
 
Figure 3.8 : Real and calculated θ values. 
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Figure 3.9 : Real and calculated coordinate values. 
As one can see that, training is not complete successfully. Input coordinates shown as 
“o” is not match coordinates after training “+”. Validation is done for cross and circle 
images as shown in Figure 3.10 and Figure 3.11. 
 
Figure 3.10 : Real and calculated θ values. 
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Figure 3.11 : Real and calculated coordinate values. 
As we expected coordinates after training did not match the target coordinates so, the 
tranining is not success. 
At this time hidden layer number increased to two and tranining method is improved 
as shown in Table 3.4.  
Table 3.4 : Neural network toolbox examples-2. 
 
 
 
 
 
 
 
 
 
 
 
 
Hidden Layer 2 
Neuran Number 8-3  
Activation Functions ‘purelin’ ‘tansig’ ‘purelin’ 
Hiden Layer Number 2 
Training Method 
Gradient Descent with 
momentum and adaptive learning 
Error Type Mean Square Error ‘mse’ 
Epoch Number 2000 
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The training graph is shown Figure 3.12.  
 
 
Figure 3.12 : Training graph. 
As one can see the mean square error is decreased. After training data, real θ and rho 
coordinate values are checked on a graph as shown Figure 3.13 and 3.14. 
 
Figure 3.13 : Real and calculated θ values. 
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Figure 3.14 : Real and calculated coordinate values. 
Compared to train parameters 1, trained coordinates matches better. To check if it is 
enough validation is done for cross and circle images as shown in Figure 3.15 and 
Figure 3.16. 
 
Figure 3.15 : Real and calculated θ values. 
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Figure 3.16 : Real and calculated coordinate values. 
Coordinates after tranining matches the target coordinates as same as the angles. But 
still the error can be descreased by increasing the neuron number in third training 
conditions as shown in Table 3.5. 
Table 3.5 : Neural network toolbox examples-3. 
 
 
 
 
 
 
The training graph is shown Figure 3.17. 
Hidden Layer 2 
Neuran Number 8-8  
Activation Functions ‘purelin’ ‘tansig’ ‘purelin’ 
Hiden Layer Number 2 
Training Method 
Gradient Descent with 
momentum and adaptive learning 
Error Type Mean Square Error ‘mse’ 
Epoch Number 2000 
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Figure 3.17 : Training graph. 
As one can see the mean square error is decreased from 0,001 to 0.0001. This means 
the error became ten times smaller. After training data, real θ and coordinate values 
are checked on a graph as shown Figure 3.18 and Figure 3.19. 
 
Figure 3.18 : Real and calculated θ values. 
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Figure 3.19 : Real and calculated coordinate values. 
As one can see, trained coordinates well fit for the real input coordinates. To check if 
the system is learned or just memorizing inputs, validation is done for cross and 
circle images as shown in Figure 3.20 and Figure 3.21. 
 
Figure 3.20 : Real and calculated θ values. 
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Figure 3.21 : Real and calculated coordinate values. 
As we can see, the coordinate and angle values are correct both in cross and circler 
images. Validation data check is correct, so it is well trained. 
3.2 Adapting Neural Networks to Embedded System 
Before adapting neural network to the embedded system, 200 different pictures are 
taken for training from equally divided positions of football pitch. 180 cm x 400 cm 
area of the pitch is divided into 25 cm x 25 cm squares. Robot is located in every 
position and pictures are taken. Image processing algorithm is run for every picture 
after collecting them. All data is collected in a matrix for both training data and 
validation data. Validation data includes 15 different random points from the same 
area as shown in Figure 3.22 (since neural network does not extrapolation ability, the 
data must be collected from the same area). 
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Figure 3.22 : Rho distributions of soccer field. 
As one can see from Figure 3.22, rho distributions are non-linear similar to the 
staubli angle distributions. After tranining the rho and theta values, the result for real 
and trained inputs are shown Figure 3.23. 
 
Figure 3.23 : Position check after taining data. 
The results for the validation data is illustrated in Figure 3.24. 
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Figure 3.24 : Validation data check after training data. 
It is observed that there are some deviations for the selected 15 validation data from 
the field. The resulting error for this data is shown in Figure 3.25 graphically. 
 
Figure 3.25 : Error of validation datas. 
As it is seen in figure 3.26, max. error for validation data is 0.16 which is a 
normalized value. It is multiplied by 100, which is a constant value used to normalize 
the input data, to find real error. 
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               (3.5) 
If the width and length of the field are considered and it is taken into account that the 
taken images are noisy, 16 cm is an acceptable max. error on the field.  
As a result of training Neural Network in Matlab, we obtained weights on each layer. 
After this training, on each layer we created the for loops to multiply weights with 
inputs. “NumUnits1” and “NumUnits2” describes neuron number of layers one and 
two repectively. “WeightI1” describes input to first layer weights. “Weight12” 
describes first to second layer weights and “Weight2O” describes second layer to 
output layer weights. 
 Hidden layer activation function is tansig. 
tansig(N) calculates its output according to: 
  
 
           
   (3.6) 
 Output layer activation function is purelin. 
             (3.7) 
Image processing produces ρ and θ values. These are our inputs for our neural 
network. Output will yield X and Y coordinates. 
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4.  LOCALISATION 
The aim of this thesis is to localize robots correctly on the field. So, as it is described 
in previous chapters, various processes are performed within limitations of our 
hardware system. The overview of our project can be shown in the flowchart Figure 
4.1. 
 
Figure 4.1 : Flowchart of localisation. 
4.1 Hyper Finite State Machine Interface 
Finite State Machine interface is a programme which is written in java programming 
language and it is used to design computer coding by creating model of behaviours. 
In this model, states are used to create programme flows as shown in Figure 4.2.  
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Figure 4.2 : Humanoid robot states. 
There can be only one state at a time and it is called current state. If a trigger or event 
is initiated, current state is changed from one to another as shown in Figure 4.3. For 
localization, events that are used in modelling are detection of goals and lines. 
Functions are programmed according to events. For example, detection of goal 
triggers a state change from searching goal to searching line. After a line is found, it 
triggers image processing function which gives  rho and theta values. Finding these 
values is another trigger, that starts neural network model to find real robot 
coordinates.  
 
Figure 4.3 : Hfsm interface. 
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There are metastates which are shown as blue boxes in hfsm interface as one can see 
in Figure 4.4. Inside these metastates there are  events and function tables. Each 
function tables can be opened as “.cpp” file so we can add our code in it. Arrows 
shows the programme flow and priority can be set which means that event will be 
triggered firstly. Red boxes are events or triggers while green boxes contains 
localization functions. Metastates contain both triggers and function boxes. 
 
Figure 4.4 : Hfsm interface metastates. 
4.2 Results of Localisation 
In order to see the results for the data, robots must be tested on the field data values. 
First of all real theta (θ) and rho (ρ) values graphics are created to see the distribution 
as shown Figure 4.5. 
 
Figure 4.5 : Rho(ρ) vs theta(θ) distribution. 
52 
On the football field, dots are positioned to create X and Y values according to  theta 
θ and rho ρ values. These positions are compared with the trained data points. 
Positions after training are shown as “+” and real positions are shown as “o”. 
Training data points and neural network result after simulation are shown Figure 4.6. 
 
Figure 4.6 : Training data points and neural network results after simulation. 
And also validation data for 15 points are compared on a graph shown in Figure 4.7.  
 
Figure 4.7 : Real validation data (“o”) vs. neural network result(“+”). 
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It can be easily seen that it is well fit for this problem and there is no memorizing 
effect. Figure 4 shows validation data which is collected from random positions of 
the pitch. Note that outputs are scaled and distances seen in the figure are not in 
centimeters unit. Calculation of errors for validation data can be seen in table 2. 
Real-x and real-y show x and y positions of the robot and measured values. NN-x 
and NN-y show simulation results. E-x and E-y are the difference between real data 
and simulation results (scaled values, no meaning in centimeters). RMSE is root 
mean square error for both x and y axis. A translated into centimeters value is shown 
for only this values shown in Table 4.1. 
Table 4.1 : Results for simulation of validation data. 
 
 
 
 
 
 
 
 
 
 
 
RMSE-X= 0.065713.14cm, RMSE-Y= 0.03026.47cm 
The algorithm always runs less than 30 msec which satisfies real-time demands (i.e. 
almost the same rate of image acquisition which is 30 fps.) 
4.3 Decision Making 
Decision-making is a process of selecting logical choices among several alternative 
scenarios. Every decision-making process results in a final choice.  
Real X Real Y NN-X NN-Y E-X E-Y 
0.2500     0.3260 0.2602 0.3500 -0.0102 -0.0240 
0.6000 0.3260 0.5982 0.3022 0.0018 0.0238 
1.0500 0.3260 1.0511 0.3055 -0.0011 0.0205 
1.3000 0.3260 1.2476 0.2423 0.0524 0.0837 
1.6500 0.3260 1.6131 0.2889 0.0369 0.0371 
0.2000 0.0800 0.2329 0.0668 -0.0329 0.0132 
0.5000 0.0800 0.5095 0.0859 -0.0095 -0.0059 
0.9500 0.0800 1.0515 0.0587 -0.1015 0.0213 
1.3500 0.0800 1.4206 0.0609 -0.0706 0.0191 
1.8000 0.0800 1.7223 0.0574 0.0777 0.0226 
0.2500 0.7070 0.3813 0.7311 -0.1313 -0.0241 
0.6000 0.7070 0.6223 0.6868 -0.0223 0.0202 
0.9500 0.7070 0.8348 0.6903 0.1152 0.0167 
1.3500 0.7070 1.4308 0.6834 -0.0808 0.0236 
1.8000 0.7070 1.8241 0.6891 -0.0241 0.0179 
54 
There are various decisions according to opponent & teammate nao robots, ball 
location and self-location on field. 
Table 4.2 : Decision process table. 
 
In this project, 5-decision processes are simulated as one can see in Table 4.2. 
Own halfField: Left hand side 
Opponent Color: Blue 
Teammate Color: Red 
Distance to the ball defined as “d_Ball” 
                              (4.1) 
Distance to own goal defined as “d_own_Goal” 
                               (4.2) 
Distance to opponent goal defined as “d_oppo_Goal” 
                                 (4.3) 
Distance to teammate defined as “d_team_mate” 
                                   (4.4) 
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Opponent Distance to the ball defined as “d_oppo_to_Ball” 
                                    (4.5) 
Teammate Distance to the ball defined as “d_mate_to_Ball” 
                                          (4.6) 
Where Xr, Yr, Xor, Yor are results of neural network. 
Assuming that nao robots are able to send raw data to each other with using some 
network protocol like UDP. Each robot calculates its rho(ρ) and theta(θ) values with 
using hougline transformation. Since the embedded library in Nao has trained neural 
network, all robots are able to calculate the X and Y coordinates. After this, strategy 
is created for different cases as following. 
Case 1: 
In our first case, opponent and teammate humanoid robots are at our own half-field 
with the ball. The robot, which is closer to the ball of our team, is selected as 
defender and moves to grab the ball. Other teammate is selected as strategic player 
which needs to move empty space to receive the ball as shown in Figure 4.8. 
 
Figure 4.8 : Decision making case 1. 
Results of image processing on each robot; 
Teammate Rho(ρ) and Theta(θ) Coordinate  
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                        (4.7) 
Opponent Rho(ρ) and Theta(θ) Coordinate 
                       (4.8) 
Self Rho(ρ) and Theta(θ) Coordinate 
                        (4.9) 
Assuming; 
Ball Coordinate 
                     (4.10) 
Graphically representation of this case can be seen in Figure 4.9. 
 
Figure 4.9 : Robot coordinates case 1. 
Output of neural network result is multiplied by 200, which is used for normalize 
values by dividing while tranining. 
Real X and Y Coordinates; 
Teammate X and Y Coordinate  
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               , 150cm) (4.11) 
Opponent X and Y Coordinate  
                     (4.12) 
Self X and Y Coordinate    
                     (4.13) 
Calculated X and Y Coordinates; 
Teammate X and Y Coordinate  
                     (4.14) 
Opponent X and Y Coordinate  
                      (4.15) 
Self X and Y Coordinate    
                      (4.16) 
Estimating Errors; 
Teammate X and Y Coordinate Errors  
            (4.17) 
           (4.18) 
Opponent X and Y Coordinate Errors  
             (4.19) 
           (4.20) 
Self X and Y Coordinate Errors can be shown in Figure 4.10.  
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             (4.21) 
           (4.22) 
 
Figure 4.10 : Sum of error for three robot coordinates case 1. 
Root mean square error calculated as follows; 
       
                             
 
 (4.23a) 
       
                              
 
 (4.23b) 
          (4.23c) 
       
                             
 
 (4.24a) 
       
                            
 
  (4.24b) 
           (4.24c) 
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Distance to the ball defined as “d_Ball” 
                                (4.25a) 
             (4.25b) 
Distance to own goal defined as “d_own_Goal” 
                                  (4.26a) 
                    (4.26b) 
Distance to teammate defined as “d_team_mate” 
                                      (4.27a) 
                   (4.27b) 
Opponent Distance to the ball defined as “d_oppo_to_Ball” 
                                      (4.28a) 
                   (4.28b) 
Teammate Distance to the ball defined as “d_mate_to_Ball” 
                                     (4.29a) 
                    (4.29b) 
Teammate Distance to own goal defined as “d_mate_to_goal” 
                                   (4.30a) 
                    (4.30b) 
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In this case, 
                                 (4.31) 
Therefore, our robot is started to walk towards to the ball. After that, the opponent 
distant to the ball is checked. 
Our opponent is closer to the ball than our robot, 
                   <             (4.32) 
In case, our robot misses the ball, teammate starts to walk towards to our own goal as 
defender. 
As a result, our team starts to move defending positions. 
Case 2: 
In second case, our teammate is far away from ball but ball is in our field. Self-
localized robot is selected as defender and walks between ball and own goal as 
shown in 4.11. 
 
Figure 4.11 : Decision making case 2. 
Results of image processing on each robot; 
Teammate Rho(ρ) and Theta(θ) Coordinate  
              ,           (4.33) 
Opponent Rho(ρ) and Theta(θ) Coordinate  
                        (4.34) 
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Self Rho(ρ) and Theta(θ) Coordinate  
                         (4.35) 
Assuming; 
Ball Coordinate    
                    (4.36) 
Graphically representation of this case can be seen as Figure 4.12. 
 
Figure 4.12 : Robot coordinates case 2. 
Output of neural network result is multiplied by 200, which is used for normalize 
values by dividing while tranining. 
Real X and Y Coordinates; 
Teammate X and Y Coordinate   
                        (4.37) 
Opponent X and Y Coordinate   
                ,80cm) (4.38) 
Self X and Y Coordinate     
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               ,        (4.39) 
Calculated X and Y Coordinates; 
Teammate X and Y Coordinate   
              ,        (4.40) 
Opponent X and Y Coordinate  
             ,       (4.41) 
Self X and Y Coordinate     
                       (4.42) 
Estimating Errors; 
Teammate X and Y Coordinate Errors  
            (4.43) 
             (4.44) 
Opponent X and Y Coordinate Errors 
             (4.45) 
             (4.46) 
Self X and Y Coordinate Errors as shown in Figure 4.13.  
             (4.47) 
              (4.48) 
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Figure 4.13 : Sum of error for three robot coordinates case 2. 
Root mean square error calculated as follows; 
                          (4.49) 
Distance to the ball defined as “d_Ball” 
              (4.50) 
Distance to own goal defined as “d_own_Goal” 
                 (4.51) 
Distance to teammate defined as “d_team_mate” 
                   (4.52) 
Opponent Distance to the ball defined as “d_oppo_to_Ball” 
                   (4.53) 
Teammate Distance to the ball defined as “d_mate_to_Ball” 
                    (4.54) 
Teammate Distance to own goal defined as “d_mate_to_goal” 
                    (4.55) 
64 
In this case, 
                                  (4.56) 
Therefore, our robot is started to walk towards to the ball. After that, the opponent 
distant to the ball is checked. 
Our opponent is much closer to the ball than our robot, 
                   <              (4.57) 
 In this case, the robot, which is closer to the ball in our team, is walk towards ball. 
Other robot walks to own goal area. 
                    >              (4.58) 
As a result, teammate is moving to the goal field and our robot is selected as 
defender and moves to capture the ball. 
Case 3: 
In this case, both opponent and teammate humanoid robots are with the ball. Our 
team is attacking. The robot, which is closer to the ball of our team is selected as 
attacker and moves to grab the ball. Other teammate selected as strategic player, 
which needs to move empty space to receive the ball to shoot for goal as shown in 
Figure 4.14. 
 
Figure 4.14 : Decision making case 3. 
Results of image processing on each robot; 
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Teammate Rho(ρ) and Theta(θ) Coordinate 
              ,           (4.59) 
Opponent Rho(ρ) and Theta(θ) Coordinate 
             ,           (4.60) 
Self Rho(ρ) and Theta(θ) Coordinate  
             ,           (4.61) 
Assuming Ball Coordinate  
             ,        (4.62) 
Graphically representation of this case can be seen as Figure 4.15. 
 
Figure 4.15 : Robot coordinates case 3. 
Output of neural network result is multiplied by 200, which is used for normalize 
values by dividing while tranining. 
Real X and Y Coordinates; 
Teammate X and Y Coordinate  
                        (4.63) 
Opponent X and Y Coordinate  
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               ,       (4.64) 
Self X and Y Coordinate    
                       (4.65) 
Calculated X and Y Coordinates; 
Teammate X and Y Coordinate  
                      (4.66) 
Opponent X and Y Coordinate  
                    (4.67) 
Self X and Y Coordinate    
                       (4.68) 
Estimating Errors; 
Teammate X and Y Coordinate Errors 
            (4.69) 
             (4.70) 
Opponent X and Y Coordinate Errors 
             (4.71) 
             (4.72) 
Self X and Y Coordinate Errors as shown in Figure 4.16.  
            (4.73) 
              (4.74) 
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Figure 4.16 : Sum of error for three robot coordinates case 3. 
Root mean square error calculated as follows; 
                          (4.75) 
Distance to the ball defined as “d_Ball” 
             (4.76) 
Distance to opponent goal defined as “d_oppo_Goal” 
                 (4.77) 
Distance to teammate defined as “d_team_mate” 
                   (4.78) 
Opponent Distance to the ball defined as “d_oppo_to_Ball” 
                   (4.79) 
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Teammate Distance to the ball defined as “d_mate_to_Ball” 
                    (4.80) 
Teammate Distance to opponent goal defined as “d_mate_to_oppo_goal” 
                        (4.81) 
In this case, 
                                 (4.82) 
Therefore, our robot is started to walk towards to the ball. After that, the opponent 
distant to the ball is checked. 
Our robot is closer to the ball  and we are on opponent field. 
                   >             (4.83) 
In this case, the robot, which is closer to the ball in our team, is walk towards ball as 
an attacker. Other robot walks to oppo goal area for score. As one can see, there is 
much distance to ball for our teammate. Therefore, he is set to walk oppo goal field. 
As a result, teammate is moving to the goal field and our robot is selected as attacker 
and moves to capture the ball. 
Case 4: 
In fourth case, both opponent and teammate humanoid robots are at opponent half-
field. Our team is attacking. Teammate robot is far away from the ball while 
opponent is more closer. Self-localized robot selected as attacker. And team-mate 
needs to walk strategic area as shown in Figure 4.17. 
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Figure 4.17 : Decision making case 4. 
Results of image processing on each robot; 
Teammate is not same field with our robot and ball. 
Opponent-1 Rho(ρ) and Theta(θ) Coordinate 
                          (4.84) 
Opponent-2 Rho(ρ) and Theta(θ) Coordinate 
                       (4.85) 
Self Rho(ρ) and Theta(θ) Coordinate  
                        (4.86) 
Assuming; 
Ball Coordinate    
                     (4.87) 
Graphically representation of this case can be seen in Figure 4.18. 
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Figure 4.18 : Robot coordinates case 4. 
Output of neural network result is multiplied by 200, which is used for normalize 
values by dividing while tranining. 
Real X and Y Coordinates; 
Opponent-1 X and Y Coordinate   
                          (4.88) 
Opponent-2 X and Y Coordinate  
                        (4.89) 
Self X and Y Coordinate    
                       (4.90) 
Calculated X and Y Coordinates; 
Opponent-1 X and Y Coordinate  
                        (4.91) 
Opponent-2 X and Y Coordinate  
                      (4.92) 
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Self X and Y Coordinate    
                       (4.93) 
Estimating Errors; 
Opponent-1 X and Y Coordinate Errors 
              (4.94) 
               (4.95) 
Opponent-2 X and Y Coordinate Errors 
               (4.96) 
               (4.97) 
Self X and Y Coordinate Errors shown in 4.19.   
            (4.98) 
              (4.99) 
 
Figure 4.19 : Sum of error for three robot coordinates case 4. 
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Root mean square error calculated as follows; 
                          (4.100) 
Distance to the ball defined as “d_Ball” 
             (4.101) 
Distance to opponent goal defined as “d_oppo_Goal” 
                  (4.102) 
Distance to opponent-1 defined as “d_to_oppo_1” 
                   (4.103) 
Opponent-2 Distance to the ball defined as “d_oppo_2_to_Ball” 
             (4.104) 
Opponent-2 Distance to the goal defined as “d_oppo_2_to_Goal” 
                     (4.105) 
Opponent-1 Distance to the ball defined as “d_oppo_1_to_Ball” 
                     (4.106) 
Opponent-1 Distance to opponent goal defined as “d_oppo1_to_oppo_goal” 
                         (4.107) 
In this case, there are no teammates on half-field where ball exists. 
So, opponents distance to ball is checked, 
                                  (4.108) 
and, 
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                                 (4.109) 
Both opponent distance to ball is smaller than our robot, so our robot is started to 
walk towards to the ball to capture. After that, the opponent distant to the goal is 
checked, to decide to shooting or passing. 
                                        (4.110) 
and, 
                                        (4.111) 
There is an opponent player which is closer to their goal than our robot. Therefore, 
this time the trajectory to the goal is checked by looking X coordinates of opponent 
player and ball. The opponent players location is 38cm in X direction while the ball 
location is 60cm. So, attacking should not be the best option. 
As a result, while our robot tries to capture ball, our teammate, which is on our half-
field, comes to the center of the field. If the ball is captured, it is passed to our 
teammate. 
Case 5: 
In last case, both opponent and teammate humanoid robots are away from the ball. 
Our self-localized robot is able to attack and look for goal to shoot as shown in 
Figure 4.20. 
 
Figure 4.20 : Decision making case 5. 
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Results of image processing on each robot; 
Teammate is not same field with our robot and ball. 
Opponent-2 is not same field with our robot and ball. 
Opponent-1 Rho(ρ) and Theta(θ) Coordinate 
                          (4.112) 
Self Rho(ρ) and Theta(θ) Coordinate   
                       (4.113) 
Assuming; 
Ball Coordinate     
                     (4.114) 
Graphically representation of this case can be seen as Figure 4.21. 
 
Figure 4.21 : Robot coordinates case 5. 
Output of neural network result is multiplied by 200, which is used for normalize 
values by dividing while tranining. 
75 
Real X and Y Coordinates; 
Opponent-1 X and Y Coordinate   
                          (4.115) 
Self X and Y Coordinate     
                       (4.116) 
Calculated X and Y Coordinates; 
Opponent-1 X and Y Coordinate   
                        (4.117) 
Self X and Y Coordinate     
                       (4.118) 
Estimating Errors; 
Opponent-1 X and Y Coordinate Errors 
              (4.119) 
               (4.120) 
Self X and Y Coordinate Errors in Figure 4.22.  
            (4.121) 
              (4.122) 
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Figure 4.22 : Sum of error for two robot coordinates case 5. 
Root mean square error calculated as follows; 
                          (4.123) 
Distance to the ball defined as “d_Ball” 
               (4.124) 
Distance to opponent goal defined as “d_oppo_Goal” 
                  (4.125) 
Distance to opponent-1 defined as “d_to_oppo_1” 
                   (4.126) 
Opponent-1 Distance to the ball defined as “d_oppo_1_to_Ball” 
                     (4.127) 
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Opponent-1 Distance to opponent goal defined as “d_oppo1_to_oppo_goal” 
                         (4.128) 
In this case, there are no teammates on half-field where ball exists. 
So, opponents distance to ball is checked, 
                                    (4.129) 
Opponent distance to ball is smaller than our robot, so our robot is started to walk 
towards to the ball to capture. After that, the opponent distant to the goal is checked, 
to decide to shooting or passing. 
                                         (4.130) 
Opponent player is nearly same distance to their goal with our robot. Therefore, this 
time the trajectory to the goal is checked by looking X coordinates of opponent 
player and ball. The opponent players location is 362cm in X direction while the ball 
location is 60cm. So, attacking should be the best option. 
As a result, after our robot captures the ball, it is good idea to shoot for goal. 
For each 5 cases, errors and decisions are collected as shown in Table 4.3.  
Table 4.3 : Decision error table. 
 
 
 
 
 
 
RMSE-X can be calculated as 6.72 where max error for X is 11cm. 
RMSE-Y can be calculated as 4.82 where max error for Y is 6.5cm. 
 
Cases Real X 
Values  
Real Y 
Values 
NN X 
Values 
NN Y Values E-X E-Y 
Case 1 (60,50,38)  (150,78,30) (70,42’,34’)  (151, 73, 33) (-10,7’,3’) (-1,5,-4’) 
Case 2 (360,38,70)  (140,80,150) (362,49,69)  (135,77,156’) (-2, -11,1) (5, 3, -6’) 
Case 3 (358,38,68)  (140,78,150) (362,49,69)  (135,77,156’) (-4, -11,-1) (5, 1, -6’) 
Case 4 (358,38,68)  (140,78,150) (362,49,69)  (135,77,156’) (-4, -11,-1) (5, 1, -6’) 
Case 5 (358,68)  (140,150) (362,69)  (135, 156.5) (-4, -1) (5, -6.5) 
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One can see that, the max error for selected cases is small enough to apply strategy 
and decision making. The football half-field area is 200*400cm. and the diameter of 
ball is nearly 15cm. Therefore, 6.5cm and 11cm is relatively small error values 
compared the size of the field and ball.  
For case 1, expected behavior is defending, observed is teammate is moving to its 
own goal field and our robot is moving towards ball. The same expected behavior is 
in case 2 also observed.  
For case 3, attacking players behaviours is set by looking the distant to the ball and 
opponent goals. For case 4 and 5 shooting and passing decision needs to be made. 
Therefore, this time the trajectory to the goal is checked by looking X coordinates of 
opponent player and ball.   
The similarities between observed and expected behaviours is also proof for 
acceptable errros. Decision making cases and results are shown in Table 4.4.  
79 
 
Table 4.4 : Decision making table. 
Cases Distance to Ball  Distant to Goal Half-
Field 
Expected 
Behaviour 
Observed Behaviour 
 Self Mate Opponent Self Mate Opponent    
Case 1 
 
23cm 101cm 20cm 168.5cm 199cm 173cm Own Capture ball to 
defend. 
Teammate starts to walk towards 
our own goal and our robot  starts 
to walk towards ball 
Case 2 106cm 327cm 24cm 204cm 210cm 169.5cm Own Defend goal 
area and 
capture ball. 
Teammate is moving to the goal 
field and our robot is selected as 
defender and moves to capture 
the ball. 
Case 3 38cm 260cm 44cm 204cm 210cm 169.5cm Oppo Capture ball to 
attack 
Teammate is moving to the goal 
field and our robot is selected as 
attacker and moves to capture the 
ball. 
 Self Opponent1 Opponent2 Self Opponent-1 Opponent-2    
Case 4 38cm 260cm 44cm 204cm 210cm 169cm Oppo Capture ball to 
shoot or pass 
Our robot tries to capture ball, 
our teammate, which is on our 
half-field, comes to the center of 
the field. If the ball is captured, it 
is passed to our teammate. 
Case 5 57cm 304cm --- 204cm 210cm --- Oppo Capture ball to  
pass or shoot 
for goal 
Our robot captures the ball, it  
shoot the ball for goal. 
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5.  CONCLUSIONS AND RECOMMENDATIONS  
This project is the guide of new reasearches for human like robots to create 
intelligent  humanoid systems which uses artificial intelligence. The Concept of these 
robots can be different but localisation concept must be applied for many robots in 
order to interact environment. Localisation can be applied research in computer 
vision, geospatial data systems, human-robot interaction, planetary mapping and 
robot software. 
For this project, localization is done with Neural Network in order to create more 
behaviours and strategies to robot for soccer game. As a result of practised tests, it is 
shown that soft computing methods such as Neural Networks are easy to apply, fast 
response for real-time systems and accurate for given conditions.   
Future works will be described as communication of robots with some 
communication techniques such as UDP. With the research on wireless 
communication between two humanoid robots, one robot may able to send 
localization information to the other robot. After that robots are able to pass the ball 
to each other, or create defensive or offensive strategies according to score of the 
match.   
Next thing must be done on robot is the fuzzy algorithms that can decide to slow-fast 
pass to other robot, shot for goal or to the other field. The purpose of these research 
is to create more intelligent humanoid systems to behave like a real football player. 
Finally, this work is the beginning of new researches for human like robots which is 
done in Istanbul Technical University. 
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APPENDICES 
 
APPENDIX A: Test Field Images 
 
APPENDIX B: Matlab m-file Codes 
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APPENDIX A  
(a) (b) 
(c) (d) 
      (e) (f) 
 
Figure A.1 : Regional maps: (a)(c)(e)Lines from field. (b)(d)(f)Detected lines. 
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  APPENDIX B  
project clc 
clear all 
close all 
  
%  system variables  % 
  
x_1=[]; 
x_2=[]; 
theta_1=[]; 
theta_2=[]; 
theta_2=[2.22 2.11 2.07 2.00 1.98 1.88 1.78 1.65 1.57 1.52 1.43 1.35 
1.20 1.13 1.06 1.02 0.95 1.98 1.93 1.91 1.86 1.81 1.78 1.72 1.65 
1.57 1.52 1.43 1.36 1.30 1.25 1.22 1.20 1.16 1.87 1.85 1.81 1.79 
1.76 1.72 1.67 1.62 1.57 1.53 1.46 1.43 1.37 1.36 1.32 1.30 1.27 
1.81 1.79 1.78 1.76 1.72 1.67 1.65 1.60 1.57 1.54 1.50 1.46 1.44 
1.41 1.39 1.36 1.32 1.76 1.73 1.71 1.70 1.69 1.64 1.62 1.60 1.57 
1.54 1.51 1.50 1.48 1.44 1.43 1.40 1.39 1.72 1.70 1.69 1.68 1.67 
1.65 1.61 1.60 1.57 1.54 1.52 1.51 1.49 1.48 1.46 1.44 1.41 1.71 
1.69 1.67 1.65 1.64 1.63 1.60 1.59 1.57 1.55 1.53 1.51 1.50 1.49 
1.48 1.46 1.44]; 
theta_1=[23 63 120 154 215 294 341 430 447 440 437 435 432 419 428 
396 360 22 52 97 125 160 198 250 290 307 325 308 336 339 325 316 286 
263 20 50 69 92 122 153 176 196 202 224 230 244 243 226 223 217 213 
19 42 60 79 82 114 128 157 159 161 176 181 180 167 164 166 171 20 25 
55 57 60 85 104 110 120 121 135 137 140 135 131 130 125 -10 11 25 30 
46 52 61 81 84 99 99 100 108 96 93 92 90 -18 -6 8 15 21 30 35 53 54 
64 67 69 80 82 78 72 66]; 
theta_1=theta_1/100; 
ttheta_1=[67 130 211 234 213 88 186 379 399 364 30 59 78 110 105]; 
ttheta_2=[1.78 1.72 1.55 1.46 1.37 2.00 1.85 1.58 1.32 1.16 1.67 
1.64 1.60 1.50 1.44]; 
 
  
x_1=[0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 1.25 1.375 1.5 
1.625 1.75 1.875 2 0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 
1.25 1.375 1.5 1.625 1.75 1.875 2 0 0.125 0.25 0.375 0.5 0.625 0.75 
0.875 1 1.125 1.25 1.375 1.5 1.625 1.75 1.875 2 0 0.125 0.25 0.375 
0.5 0.625 0.75 0.875 1 1.125 1.25 1.375 1.5 1.625 1.75 1.875 2 0 
0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 1.25 1.375 1.5 1.625 
1.75 1.875 2 0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 1.25 
1.375 1.5 1.625 1.75 1.875 2 0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 
1 1.125 1.25 1.375 1.5 1.625 1.75 1.875 2]; 
x_2=[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.14 0.14 0.14 0.14 0.14 0.14 
0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.28 0.28 
0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 
0.28 0.28 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 
0.42 0.42 0.42 0.42 0.42 0.42 0.56 0.56 0.56 0.56 0.56 0.56 0.56 
0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.7 0.7 0.7 0.7 
0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.84 0.84 0.84 
0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 
0.84]; 
tx_1=[0.25 0.6 1.05 1.3 1.65 0.2 0.5 0.95 1.35 1.8 0.25 0.6 0.95 
1.35 1.8]; 
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tx_2=[0.326 0.326 0.326 0.326 0.326 0.08 0.08 0.08 0.08 0.08 0.707 0.707 
0.707 0.707 0.707]; 
  
tt=[tx_1;tx_2]; 
ttheta_1=ttheta_1/100; 
p=[theta_1;theta_2]; 
tp=[ttheta_1;ttheta_2]; 
t=[x_1;x_2]; 
figure 
plot(p(1,:),p(2,:),'r+'); 
legend('rho','theta'); 
title('real inputs'); 
title('target coordinates'); 
 
% Sample Data Created as p=inputs t=targets 
  
%Configuration NN-1 Gradient Descent w/ 1 hidden layer 
  
net=newff(p,t,[5 5],{'tansig','tansig','purelin'},'trainlm','','mse'); 
net.trainParam.show=10; 
net.trainParam.epochs=3000; 
net.trainParam.goal=0.00001; 
net.trainParam.max_fail=300; 
net=init(net); 
%%%%%%%%%%%%%Robots Embedded initial weights%%%%%%%% 
%net.iw={[-0.3276   -3.6059 
%    2.2610    2.7167 
%   -0.8564   -2.5268 
%    3.9253    8.5979 
%   -1.4632   -1.2373];[];[]}; 
%net.lw={[],[],[];[-0.1496   -0.6751    0.4356   -1.0376    1.1822 
%    4.0521   -0.5496   -2.2975   -0.5489   -0.7699 
%   -0.9847    0.6173   -2.6371    0.1963    2.9672 
%    2.2615    1.1266    0.6609    1.1649    0.9745 
%   -1.9914   -0.7853    1.1607    0.1289    0.3460 
%],[],[];[],[0.7789   -0.4413   -0.6944    0.2512   -1.4833 
%    1.1754   -0.2595   -0.2191   -0.5603    0.0920],[]} 
%net.b={[ -1.0064 
%   -2.2328 
%   -0.3781 
%   -5.1048 
%   -1.1420];[-1.4484 
%    0.1721 
%    0.0118 
%    0.1929 
%   -1.7103];[-0.4330 
%   -0.4119]} 
  
%%%%%%%%%%%%%Recorded Result%%%%%%%% 
%net.iw={[0.0269 -1.0619  
%0.6231 0.6433  
%0.3686 -0.3480 
%4.4766 -4.3195 
%0.2438 3.4338];[];[]}; 
%net.lw={[],[],[];[2.4607 1.5872 -3.4534 -0.0077 -0.30724 
%  1.3347 1.4474 -3.5987 -0.0202 -0.3851 
%  -21.7454 -5.6141 51.986 -3.5223 0.0678 
89 
%  18.0722 3.7985 -19.9166 -18.8326 -0.5251 
%  2.7872 -9.4182 5.7790 2.8866 0.9294 
%],[],[];[],[17.2039 -37.0098 1.0896 -1.1318 6.4436 
%    -14.5090 20.7073 -0.2335 2.1277 -8.7327],[]} 
%net.b={[5.0416 
%    0.6221 
%    1.4114 
%    4.2889 
%    1.9798];[0.8021 
%    2.6083 
%    -21.0223 
%    18.5437 
%    3.5185];[14.8708 
%   -1.4272]} 
[net,tr]=train(net,p,t); 
  
NNout=sim(net,p); 
figure 
plot(NNout(1,:),NNout(2,:),'r+',t(1,:),t(2,:),'ko'); 
legend('Positions after training','real positions'); 
title('Position check'); 
  
tNNout=sim(net,tp); 
figure 
plot(tNNout(1,:),tNNout(2,:),'r+',t(1,:),t(2,:),'bo',tt(1,:),tt(2,:)
,'ko'); 
legend('Positions after training','real positions'); 
title('Position check'); 
  
  
e1=abs(tt(1,:)-tNNout(1,:)); 
e2=abs(tt(2,:)-tNNout(2,:)); 
Hata=e1+e2; 
figure(7) 
plot(Hata); 
title('Error of Coordinates of system'); 
figure(8) 
plot(e1,e2,'r+'); 
title('Error of Points'); 
  
Coordinate_Hata_Sum=sum(Hata); 
  
  
%abc=[1.83 1.80 1.77 1.74 1.71 1.68 1.65 1.62 1.59 1.56 1.53 1.50 
1.47 1.44 1.41 1.38 1.35 1.32 1.29 1.26 1.23 1.20 1.17 1.14 1.11 
1.08 1.97 1.94 1.91 1.88 1.85 1.82 1.79 1.76 1.73 1.70 1.67 1.64 
1.61 1.58 1.55 1.52 1.49 1.46 1.43 1.40 1.37 1.34 1.31 1.28 1.25 
1.22 2.00 1.97 1.94 1.92 1.89 1.86 1.84 1.81 1.78 1.75 1.72 1.69 
1.66 1.63 1.60 1.57 1.54 1.51 1.48 1.45 1.42 1.39 1.36 1.33 1.30 
1.27 2.04 2.01 1.98 1.95 1.92 1.89 1.86 1.83 1.80 1.77 1.74 1.71 
1.68 1.65 1.62 1.59 1.56 1.53 1.50 1.47 1.44 1.41 1.38 1.35 1.32 
1.29 2.11 2.08 2.05 2.02 1.96 1.96 1.93 1.90 1.87 1.84 1.81 1.78 
1.75 1.72 1.69 1.66 1.63 1.60 1.57 1.54 1.51 1.48 1.45 1.42 1.39 
1.36 2.12 2.09 2.06 2.03 2.00 1.97 1.94 1.91 1.88 1.85 1.82 1.79 
1.76 1.73 1.70 1.67 1.64 1.61 1.58 1.55 1.52 1.49 1.46 1.43 1.40 
1.37 2.17 2.14 2.11 2.08 2.05 2.02 1.99 1.96 1.93 1.90 1.87 1.84  
90 
1.81 1.78 1.75 1.72 1.69 1.66 1.63 1.60 1.57 1.54 1.51 1.48 1.45 1.43 2.21 
2.18 2.15 2.12 2.09 2.06 2.03 2.00 1.97 1.94 1.91 1.88 1.85 1.82 1.79 1.76 
1.73 1.70 1.67 1.64 1.61 1.58 1.55 1.52 1.49 1.46]; 
%yeni=[theta_1;abc]; 
%NNout=sim(net,yeni); 
%figure 
%plot(NNout(1,:),NNout(2,:),'r+',t(1,:),t(2,:),'ko'); 
%legend('Positions after training','real positions'); 
%title('Position check'); 
  
  
%for i=1:length(NNout) 
%x_sim(1,i)=l1*cos(NNout(1,i)-0.5*pi)+l2*sin(NNout(1,i)+NNout(2,i)-pi); 
%x_sim(2,i)=h+l1*sin(NNout(1,i)-0.5*pi)-l2*cos(NNout(1,i)+NNout(2,i)-pi); 
%end 
%figure 
%plot(x_sim(1,:),x_sim(2,:),'r+',p(1,:),p(2,:),'ko'); 
%legend('coordinates after training','Input coordinates'); 
%title('Coordinate value check'); 
  
% Cross Designing  
  
%m=0; 
%for k=0:0.015:1 
%   m=m+1; 
%   cross_1(1,m)=k+1;  
%   cross_1(2,m)=k; 
%   cross_2(1,m)=k+1;  
%   cross_2(2,m)=1-k;  
    
%end 
%cross=[cross_1(1,:) cross_2(1,:);cross_1(2,:) cross_2(2,:)];  
  
  
% Validation for Cross Image  
 
%cross_sim=sim(net,cross); 
%for i=1:length(cross_sim) 
%  cross_x_sim(1,i)=l1*cos(cross_sim(1,i)-
0.5*pi)+l2*sin(cross_sim(1,i)+cross_sim(2,i)-pi); 
%  cross_x_sim(2,i)=h+l1*sin(cross_sim(1,i)-0.5*pi)-
l2*cos(cross_sim(1,i)+cross_sim(2,i)-pi); 
%end 
%figure 
%plot(cross_x_sim(1,:),cross_x_sim(2,:),'r+',cross(1,:),cross(2,:),'ko'); 
%legend('Coordinates after training','Target cross points for validation'); 
%title('Validation for Cross Image'); 
  
  
% Circle Designing  
  
% Divide circle in two groups 
  
%First Cricle Part 
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%q=0; 
%for k=1:0.015:2 
%   q=q+1; 
%   circle_1(1,q)=k;  
%   circle_1(2,q)=0.5-sqrt(0.5^2-(1.5-k)^2); 
%end 
  
%Second Circle Part 
%w=0; 
%for k=1:0.015:2 
%   w=w+1; 
%   circle_2(1,w)=k;   circle_2(2,w)=0.5+sqrt(0.5^2-(1.5-k)^2);  
%end 
  
%Full Circle 
  
%circle=[circle_1(1,:) circle_2(1,:);circle_1(2,:) circle_2(2,:)]; 
  
% Validation for Circle Image  
  
%circle_sim=sim(net,circle); 
%for i=1:length(circle_sim) 
%   circle_x_sim(1,i)=l1*cos(circle_sim(1,i)-
0.5*pi)+l2*sin(circle_sim(1,i)+circle_sim(2,i)-pi); 
%   circle_x_sim(2,i)=h+l2*sin(circle_sim(1,i)-0.5*pi)-
l2*cos(circle_sim(1,i)+circle_sim(2,i)-pi); 
%end 
%figure 
%plot(circle_x_sim(1,:),circle_x_sim(2,:),'r+',circle(1,:),circle(2,
:),'ko'); 
%legend('Coordinates after training','Target Coordinates for 
circle'); 
%title('Validation for Circle Image'); 
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