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Las tareas de reconocimiento de patrones aplican me´todos que evolucionan de manera equiva-
lente al crecimiento de los datos, alcanzando me´tricas eficientes en te´rminos de optimizacio´n y
rendimiento computacional aplicado a exploracio´n, seleccio´n y representacio´n de datos. No ob-
stante, los resultados brindados por dichos me´todos y herramientas podrı´an resultar ambiguos y/o
abstractos para el usuario, haciendo que su aplicacio´n sea compleja, au´n ma´s si no cuentan con
un conocimiento previo de los datos. Tener un conocimiento a priori garantiza en el mayor de
los casos la correcta seleccio´n del modelo, ası´ como tambie´n algoritmos y me´todos adecuados.
Sin embargo en datos masivos, donde e´ste conocimiento es escaso y poco factible, los procesos
de interpretacio´n podrı´an ser arduos para los usuarios, especialmente, para aquellos usuarios no
expertos.
En consecuencia, han surgido diversos problemas que debe enfrentar el reconocimiento de pa-
trones, entre los ma´s importantes se encuentran: La reduccio´n de dimensio´n, la interaccio´n con
grandes volu´menes de informacio´n, la interpretacio´n y la visualizacio´n de los datos. Lo anterior
puede enmarcar conceptos de controlabilidad e interaccio´n que son propiedades, en su mayorı´a,
ausentes en las investigaciones tı´picas dentro del campo de reduccio´n de dimensio´n.
Esta tesis presenta un nuevo enfoque de visualizacio´n de datos, basada en la mezcla interactiva de
resultados de los me´todos de reduccio´n de dimensionalidad (RD). Tal mezcla es una suma pon-
derada, cuyos factores de ponderacio´n son definidos por el usuario a trave´s de una interfaz visual
e intuitiva. Adema´s, el espacio de representacio´n de baja dimensio´n producida por me´todos de
(RD) se representan gra´ficamente mediante diagramas de dispersio´n alimentados a trave´s de una
visualizacio´n de datos interactiva controlada. Para ello, se calculan las distancias entre pares por
similitud y se emplean para definir el gra´fico a representar en el diagrama de dispersio´n. El enfoque
de visualizacio´n permite al usuario combinar interactivamente me´todos (RD) mientras se propor-
ciona informacio´n sobre la estructura de datos original, haciendo la seleccio´n de un esquema de un
(RD) ma´s intuitivo.
Palabras clave





The methods applied to pattern recognition tasks evolve in parallel with the growth of the data,
Achieving efficient metrics in terms of optimization and computational performance applied to
exploration, selection and representation of data. However, the results provided by such methods
and tools may be ambiguous and / or abstract to user, making their application complex, even
more if they dont have prior knowledge of data. Having an a priori knowledge guarantees, in most
cases, the correct selection of the model, as well as adequate algorithms and methods. However,
in massive data, where this knowledge is scarce and unfeasible, the interpretation processes could
be arduous for users, especially for those users who are not experts.
Consequently, several problems have arisen that must face the recognition of patterns, among the
most important are: The dimensionality reduction, interaction with large volumes information,
interpretation and visualization of data. The above may be encompassed by the concepts of con-
trollability and interaction which are mostly absent in typical investigations within the field of
dimensionality reduction.
This thesis presents a new interactive data visualization approach based on mixture of the out-
comes of dimensionality reduction (DR) methods. Such a mixture is a weighted sum, whose
weighting factors are defined by the user through a visual and intuitive interface. Additionally,
the low-dimensional representation space produced by DR methods are graphically depicted using
scatter plots powered via an interactive data-driven visualization. To do so, pairwise similarities
are calculated and employed to define the graph to be drawn on the scatter plot. Our visualization
approach enables the user to interactively combine DR methods while provided information about
the structure of original data, making then the selection of a DR scheme more intuitive.
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1. Nomenclatura
En esta seccio´n, se incluyen la notacio´n utilizada en el desarrollo del documento, ası´ como tambie´n
los sı´mbolos generales y abreviaturas utilizadas en las diferentes partes de la presente Tesis de
Maestrı´a. A continuacio´n se expone la notacio´n con sus correspondientes te´rminos en la seccio´n
1.1 y las abreviaturas en la seccio´n 1.2.
1.1. Notacio´n
Notacio´n Te´rmino
N El conjunto de nu´meros naturales positivos: {0, 1, 2, 3, ...}
R El conjunto de nu´meros reales
y, x Variables aleatorias conocidas o desconocidas tomando sus valores en R
A Una matriz
ai, j Una entrada de una matriz A
(Situado en el cruce de la ie´sima fila y la je´sima columna)
N Nu´mero de puntos en el conjunto de datos
M Nu´mero de prototipos en el libro de co´digos C
D Dimensio´n del espacio de datos (que normalmente es RD)
P La dimensio´n del espacio latente (que es generalmente RP)
(o su estimacio´n como la dimensio´n intrı´nseca de los datos)
ID Matriz D-dimensional de identidad
IP×D Matriz rectangular que contiene la primera P filas de ID
1N Vector de columna N-dimensional, que contiene uno por todas partes
y Vector aleatorio en el espacio de datos conocido: y = [y1, ..., yd, ..., yD]T
x Vector aleatorio en el espacio latente desconocido: x = [x1, ..., xp, ..., xP]T
y(i) El vector i-e´simo del conjunto de datos
x(i) (Vector latente no conocido) que genero´ y(i)
xˆ(i) La estimacio´n de x(i)
Y El conjunto de datos Y = {..., y(i), ...}1≤i≤N
X El conjunto (desconocido) de vectores latentes que generaron Y
Xˆ La estimacio´n de X
Y El conjunto de datos en notacio´n matricial: Y = [..., y(i), ...]1≤i≤N
X El conjunto (desconocido) ordenado de vectores latentes que generaron Y
1.2 Abreviaturas xxv
Abreviatura Te´rmino
Xˆ Estimacio´n de X
M Un colector (indicado como un juego)
m La notacio´n funcional deM : y = m(x)
Ex {x} La expectativa de la variable aleatoria x
µx(x) El valor medio de la variable aleatoria x
(Computo con sus valores conocidos x(i), i = 1, ...,N)
µi El momento centrado en el orden i-e´simo
µ′i El i-e´simo-orden del momento aproximado
Cxy La matriz de covarianza entre los vectores aleatorios x y y
Cˆxy La estimacio´n de la matriz de covarianza
f (x), f(x) Funcio´n unidireccional o multivariable del vector aleatorio x
〈y(i) · y( j)〉 Producto escalar entre los dos vectores y(i) y y( j)
d(y(i), y( j)) Funcio´n de distancia entre los dos vectores y(i) y y( j)
(A menudo una distancia espacial, como la euclidiana)
acortado como dy(i, j) o dy cuando el contexto es claro
δ(y(i), y( j)) Distancia geode´sica o grafo entre y(i) y y( j)
1.2. Abreviaturas
Abreviatura Te´rmino
RD Reduccio´n de la Dimensio´n
LDR Reduccio´n de la Dimensio´n Lineal
NLDR Reduccio´n de la Dimensio´n No-Lineal
SVD Descomposicio´n de Valores Singulares
EVD Descomposicio´n de Valores Propios
CCA Ana´lisis de Componentes Curvilı´neos
CDA Ana´lisis de Distancias Curvilı´neas
GTM Mapeo Generativo Topogra´fico
HLLE Hessiana de LLE, (ver LLE)
LE Mapas Laplacianos
LLE Embebimiento Lineal Local
MDS Escalamiento Multidimensional
NLM (Sammon’s) Mapeo No-Lineal
PCA Ana´lisis de Componentes Principales
SDE Embebimiento Semidefinido





Eric Schmidt, Executive Chairman, Google ”Desde los inicios de la civilizacio´n hasta el an˜o 2003, la
humanidad genero´ cinco exabytes 1018 bytes de datos. Ahora se produce cinco exabytes cada dos dı´as y
el ritmo se esta´ acelerando” Agosto 2010.
Los seres humanos crean y almacenan constantemente informacio´n en cantidades astrono´micas.
Haciendo una relacio´n de bits y bytes con datos del u´ltimo an˜o y posteriormente almacenando esta
informacio´n en CD’s, se podrı´a crear una torre desde la Tierra a la Luna y de regreso [2]. Esta
contribucio´n a la acumulacio´n masiva de datos se puede encontrar en varias industrias. Las em-
presas mantienen grandes cantidades de datos transaccionales, recopilando informacio´n sobre sus
clientes, proveedores, operaciones, etc. Del mismo modo ocurre en el sector pu´blico [3]. En paı´ses
de Europa, Asia, Ame´rica del Norte, Centro, Sur entre otros, se evidencia el proceso de gestio´n de
la informacio´n en bases de datos relacionales y no relacionales, en su mayorı´a contiene datos tales
como: censo de poblacio´n, registros me´dicos, impuestos, etc. A esto, se suma las transacciones
financieras realizadas en lı´nea desde dispositivos mo´viles, el ana´lisis de redes sociales como las
afamadas Twitter y Facebook (En Twitter cerca de 12 Terabytes de Tweets son creados diariamente
ası´ como tambie´n, Facebook almacena alrededor de 100 Petabytes de fotos y videos [4], ası´ mismo
los dispositivos IoT(Internet of Things) a trave´s de sus sensores, actuadores, y dema´s perife´ricos de
entrada y salida, generan diversas salidas como registros de ubicacio´n geogra´fica por coordenadas
GPS entre otras. En te´rminos del comu´n, todas aquellas actividades rutinarias con un smartphone
generan un promedio de 2.5 quintillones diarios De bytes en el mundo [2] [3].
1 quintillon = 1030 = 1,000,000,000,000,000,000,000,000,000,000
Acorde al reporte cisco vini-2011 [2], cerca del 2011 y 2016, la cantidad de tra´fico mo´vil de datos
crecera´ a razo´n de cambio anual de 78%, Ası´ como el nu´mero de dispositivos mo´viles conectados
a Internet, excedera´ el nu´mero en habitantes del planeta. Segu´n la organizacio´n de las Naciones
Unidas, la poblacio´n mundial alcanzara´ los 7.500 millones en 2016, de tal manera que habra´ cerca
de 18.900 millones de dispositivos conectados a la red en todo el mundo, esto conlleva a un tra´fico
global de datos mo´viles de 10.8 Exabytes al mes o 130 Exabytes al an˜o. Este volumen de tra´fico en
2016 fue equivalente a 33 mil millones de DVDs anuales o 813 cuatrillones de mensajes de texto
[2].
No so´lo, los seres humanos contribuyen al enorme crecimiento de la informacio´n, sino la comu-
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nicacio´n llamada ma´quina-a-ma´quina (M2M) cuyo valor en la creacio´n de datos masivos es muy
importante [5] [6]. Un ejemplo de ello sucede cuando sensores digitales se instalan en contene-
dores para determinar la ruta generada durante la entrega del paquete y esta informacio´n se envı´a a
las empresas de transporte, otro caso de estudio hace referencia a sensores de sensores ele´ctricos,
para determinar la energı´a de consumo a intervalos regulares de tal modo que e´sta informacio´n se
envı´e al sector empresarial energe´tico. Se estima que, ma´s de 30 millones de sensores esta´n inter-
conectados en diferentes sectores como: automocio´n, transporte, industria, servicios comerciales,
etc. Se espera que este nu´mero aumente un 30% anual [3] [7].
Esta tesis, enmarca el disen˜o de una metodologı´a de Ana´lisis de Datos Visuales Utilizando Me´todos
Espectrales para la Reduccio´n de Dimensio´n Interactiva. El cual brinda la posibilidad de interac-
tuar con el usuario en los me´todos de seleccio´n y reduccio´n de la dimensio´n de la mezcla. Tambie´n
se disen˜o´ no so´lo el modelo de interaccio´n y la interfaz, sino tambie´n la formulacio´n de un me´todo
generalizado de reduccio´n de la dimensio´n que permite la seleccio´n intuitiva y los me´todos de
mezcla. Un aspecto transversal en todas las etapas del disen˜o de la metodologı´a de ana´lisis visual
tiene una relacio´n con el coste computacional que impide que el objetivo de esta metodologı´a sea
realmente interactivo, es decir, en tiempo real. En esta tesis se realizaron todos los disen˜os e im-
plementaciones de prueba en ambientes de bajo coste computacional.
2.1. Planteamiento del Problema
Los problemas que surgen son: En te´rminos de percepcio´n humana, cuando la representacio´n
de datos no se ajusta a los para´metros de fa´cil interpretacio´n, se determina que carece de; buen
nivel de abstraccio´n o simplemente posee varias capas de procesamiento, el cual hace compleja su
comprensio´n. A este nivel, es indispensable desarrollar herramientas que permitan la percepcio´n
holı´stica del problema a resolver, con la finalidad de operar sobre el medio ambiente circundante
y observar las propiedades del entorno de una manera directa e indirecta, de esta manera el pro-
ceso ejecuta acciones que resultan relevantes bajo el marco experimental del entorno real. Desde
el punto de vista del disen˜o de interfaces de usuario, se desea conocer que control (boto´n) virtual
puede ser accionado por medio de un rato´n, un cursor, o au´n, otro boto´n. Esto no es una interaccio´n
directa con el mundo fı´sico [8][9]. Desde otra perspectiva, si se utiliza entornos y reglas comunes
como las de percepcio´n del mundo real y como se interactu´a con e´l, los resultados son ma´s signi-
ficativos, en te´rminos de entendimiento. Por ejemplo; si se utiliza la regla de las perspectivas, se
sabe que un objeto a mayor distancia se mira ma´s pequen˜o, y sobre esta regla nuestro cerebro se
condiciona para abordar una accio´n. Las interfaces pueden ser eficientemente comprendidas por
cualquier persona sin importar de que´ cultura procede, si se disen˜an en torno a las teorı´as de la
percepcio´n. Adema´s, las acciones tradicionales de ana´lisis de datos implican la ejecucio´n de un
u´nico algoritmo o te´cnica a lo largo de todo el proceso, sin embargo, las caracterı´sticas ausentes
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en un me´todo podrı´an encontrarse en otros, y por tanto, una apropiada integracio´n de ellos lograrı´a
potenciar sus propiedades y generar una mejor representacio´n de los datos. [10]
Esta tesis de maestrı´a busca solventar las dificultades mencionadas, siendo un puente entre el do-
minio de dos contextos de investigacio´n, como son la Reduccio´n de la Dimensionalidad (RD) e
Visualizacio´n de la Informacio´n (INFOVIZ (IV)), dos campos que hacen parte del Aprendizaje de
maquina (Machine learning), especı´ficamente de Minerı´a de datos (Data Mining) y Reconocimiento
de patrones (Pattern recognition) que se refieren respectivamente a la representacio´n y visual-
izacio´n de informacio´n cuantitativa multivariada, especialmente con un nu´mero significativamente
grande de variables. Esto se puede hacer importando los conceptos de controlabilidad e inter-
accio´n que esta´n en el dominio de la (IV) y proyecta´ndolos al (RD) para hacer un me´todo de
reconocimiento de patrones (pattern recognition) controlable e interactivo, ya que el objetivo de la
(IV), es desarrollar me´todos gra´ficos que presenten la informacio´n ma´s relevante para el usuario,
bajo criterios de controlabilidad, donde el usuario pueda decidir cua´l es el mejor modo de rep-
resentar la informacio´n subyacente de sus datos en base a su objetivo de ana´lisis, utilizando una
interfaz que responda ra´pidamente a los cambios de para´metros, es decir, utilizar las propiedades
de la visualizacio´n para hacer ma´s legibles los resultados de la reduccio´n de dimensionalidad, ası´
como ma´s cercanos al usuario a trave´s de combinaciones de diversos me´todos de manera interac-
tiva y amigable, de tal forma que permita la consecucio´n gradual del objetivo en donde los pasos
intermedios sean abordados en base a las teorı´as de la percepcio´n humana, dando lugar a nuevos
disen˜os de interfaces que permitan: Operaciones mentales con un ra´pido acceso a grandes canti-
dades de datos fuera de la mente, inferencia cognitiva, reduccio´n de la demanda de la memoria de
trabajo y co-participacio´n de la maquina en una tarea conjunta, mediante el cambio gradual de las
visualizaciones de forma dina´mica [10].
Uno de los factores ma´s importantes del me´todo propuesto es la interactividad sı´ncrona que per-
mitira´ que los me´todos (RD) se ajusten de acuerdo al criterio del usuario, quien au´n sin conocer
especı´ficamente los me´todos que se han aplicado, podra´ obtener resultados confiables. Esta tesis
podrı´a representar un aporte en el a´rea de Aprendizaje de ma´quina (Machine learning), y Re-
conocimiento de patrones (Pattern recognition) en te´rminos de realizar una visualizacio´n eficiente
permitiendo a un usuario, no experto o sin previo conocimiento de los me´todos, obtener resultados
visuales de fa´cil interpretacio´n mediante el uso de una interfaz interactiva de fa´cil manejo y que
responda eficientemente a las necesidades planteadas [10].
3. Objetivo General y Objetivos
Especı´ficos
3.1. Objetivo General
Desarrollar una metodologı´a de visualizacio´n interactiva y eficaz de informacio´n en alta dimensio´n,
usando un modelo de interaccio´n y te´cnicas de reduccio´n de dimensio´n, que presente un buen com-
promiso entre desempen˜o en la representacio´n de los datos y costo computacional.
3.2. Objetivos Especı´ficos
• Seleccionar te´cnicas representativas de reduccio´n de dimensio´n, teniendo en cuenta criterios
de desempen˜o y costo computacional, con el fin de determinar las ma´s adecuadas para ser
utilizadas en entornos de visualizacio´n de datos.
• Formular un modelo matema´tico de interaccio´n usuario-computador que habilite al usuario
para realizar la combinacio´n y/o seleccio´n de me´todos reduccio´n de dimensio´n a trave´s de la
visualizacio´n interactiva de los datos.
• Disen˜ar una interfaz que permita al usuario realizar un ana´lisis visual e interactivo de los
datos representados en baja dimensio´n.
4. Grado de Innovacio´n y
Contribuciones
4.1. Contribuciones
A continuacio´n se menciona las contribuciones que el desarrollo de esta tesis de Maestrı´a aportarı´a
a las a´reas de visualizacio´n de informacio´n, reduccio´n de dimensio´n, minerı´a de datos, aprendizaje
de ma´quina y reconocimiento de patrones:
• Seleccionar te´cnicas representativas de reduccio´n de dimensio´n, teniendo en cuenta criterios
de desempen˜o y costo computacional, con el fin de determinar las ma´s adecuadas para ser
utilizadas en entornos de visualizacio´n de datos.
• Formular un modelo matema´tico de interaccio´n usuario-computador que habilite al usuario
para realizar la combinacio´n y/o seleccio´n de me´todos reduccio´n de dimensio´n a trave´s de la
visualizacio´n interactiva de los datos.
• Disen˜ar una interfaz que permita al usuario realizar un ana´lisis visual e interactivo de los
datos representados en baja dimensio´n.
5. Contexto
En este capitulo se presentan algunos conceptos preliminares de Big Data en la seccio´n 5.1 con sus
respectivas caracterı´sticas, Tipos de datos, Las 6V del Big Data y Procesamiento en Datos Masivos
y Visualizacio´n. En la seccio´n 5.2.3 presenta las generalidades del campo de visualizacio´n, con sus
propiedades y dominios. 5.3 se presenta los conceptos de minerı´a de datos, el proceso de minerı´a
de datos y la visualizacio´n. La seccio´n 5.4 discute el concepto global sobre la Reduccio´n de la
Dimensionalidad y su propo´sito. En la seccio´n 5.5 se conceptualiza sobre la Visualizacio´n de los
Datos y co´mo esta ciencia encuentra una relacio´n con las tareas de Reduccio´n de la Dimensionali-
dad.
5.1. Concepto de Big Data
El tratamiento de grandes volu´menes de datos alcanza magnitudes exponenciales desde la primera
de´cada del siglo XXI. Esta tendencia permite dirigir la tecnologı´a de los avances hacia nuevos
paradigmas de la toma de decisiones, que se utiliza para entender los datos masivos (estructura-
dos, no estructurados y semi-estructurados). Se evidencia un costo computacional muy alto, si
se administra desde cualquier motor de base de datos relacional tradicional. La volatilidad de la
informacio´n en el procesamiento y ana´lisis de datos con herramientas tradicionales se llama Big
Data [2] [3] [4].
5.1.1. Tipos de Datos y Fuentes de Big Data
La diversidad de datos generada puntualmente por fuentes como: personas, ma´quinas, transac-
ciones, empresas entre otras. Se determina que dichas fuentes poseen la mayor abundancia en
datos de organizaciones, cada una con diferentes a´reas de produccio´n que generan datos de tipo “no
estructurados” [9]. Es por esto, que se consideran dichos datos, para ejercicios de ana´lisis por parte
de las empresas para enfocar esfuerzos en penetraciones de nuevos mercados, ası´ como tambie´n
en labores de toma de decisiones, sin dejar de lado la interconexio´n entre ma´quinas (M2M). Las
transacciones y la biometrı´a; generan grandes volu´menes de datos, tal como las sen˜ales de GPS
que se generan, lecturas con RFID, datos emitidos por sensores, datos del sector salud, llamadas y
dema´s registros; se trata de un crecimiento exponencial que dı´a a dı´a tiende a incrementarse [11]
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[12]. A continuacio´n se presenta en la tabla (5-1) la definicio´n de los tipos de datos y un ejemplo
de cada uno de ellos.
Tabla 5-1.: Tipos de Datos en Big Data
Tipos de Datos Definicio´n Ejemplo
Estructurados
Datos con formato o esquema
fijo que poseen campos fijos.
Hojas de ca´lculo y archivos o
ficheros.
Semi-estructurados
Datos que no tienen formatos





Datos sin tipos definidos, se
almacenan principalmente como
documentos u objetos sin estructura
uniforme.
Audio, video, fotografia, formatos
de texto libre (e-mails;SMS,
artı´culos; libros; mensajerı´a
de tipo WhatsApp, Viber, etc.)
Joyanes, L. (2014). Big Data: ana´lisis de grandes volu´menes de datos en organizaciones.
Barcelona: Marcombo.
5.1.2. Las 6V del Big Data
Las organizaciones del mundo enfrentan mediante las herramientas de descubrimiento de conocimiento
(KDD) los grandes volu´menes de datos, sin embargo no es el u´nico desafı´o a enfrentar [13]. En
particular, IBM y Gartner plantean el ”modelo de las tres V” (3V o V3) para referir las carac-
terı´sticas propias de big data: volumen, velocidad y variedad. No obstante, a medida que esta
tecnologı´a y los volu´menes de datos crecen, se evidencia que; se sigue sumando nuevas carac-
terı´sticas tales como la veracidad ”incluida por IBM como la cuarta caracterı´stica ası´ como otras
fuentes an˜aden valor y visualizacio´n” [11].
Las 6V de Big Data, se ha convertido en un tema candente de nuestra realidad computacional, hoy
dı´a los Datos son lo suficientemente grandes para ser almacenados, administrados y analizados
con las nuevas herramientas que brindan a los procesos comerciales la extraccio´n de relevancia de
informacio´n en tiempo real, debido a la gran velocidad de la circulacio´n de los datos [14]. Una
muestra de ello son, todos los ejercicios de econometrı´a, el cual implementa muchos me´todos
cuantitativos y cualitativos para proyectar regiones de decisio´n en tiempo real bajo el marco de la
nuevas tecnologı´as a nivel de desarrollo de software, ciencia de los datos y minerı´a de datos entre
otros [14] [15].
En tareas de representacio´n de datos en matrices de alta dimensio´n, se estima que el proceso de
tratamiento para comunicar los resultados debe ser la Visualizacio´n, el cual conlleva un gran es-
fuerzo acade´mico en el proceso de interpretacio´n de estos mismos, debido a la inter-disciplinariedad
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de los conceptos a abordar [16]. No obstante con el equipo adecuado suele ser un poco ma´s acce-
sible. A continuacio´n se hace una breve descripcio´nmediante mediante la tabla (5-2), acerca de las
nuevas caracterı´sticas de la Big Data [14] [17].
5.1.3. Big Data Procesamiento y Visualizacio´n
La gran capacidad de procesamiento de las ma´quinas y su bajo costo computacional de alma-
cenamiento, permite que exponencialmente sea posible generar y agrupar datos masivamente, la
informacio´n de estos grupos suele tergiversarse en muchas capas del cual la mayorı´a de casos es
de gran importancia, pero con dificultad de acceder a e´sta fa´cilmente [18] [19], El descubrimiento
de conocimiento en bases de datos (DCBD o KDD) ba´sicamente posee un proceso que a partir de
e´stos datos, combina el descubrimiento y ana´lisis de informacio´n para conllevar a la extraccio´n de
patrones en forma de reglas o funciones, con la finalidad de garantizar al usuario la realizacio´n del
ana´lisis respectivo, DCBD es realizado a partir de las siguientes tres etapas: Pre procesamiento,
(Data mining) y visualizacio´n de informacio´n. [18] [19] [20].
Comu´nmente las te´cnicas de procesamiento de datos permiten recuperar informacio´n oculta en
su totalidad, ya que dicha informacio´n es de gran importancia y necesaria para aplicar te´cnicas
de recuperacio´n de informacio´n como la minerı´a de datos [18] [19]. En la segunda de´cada del
siglo XXI, el crecimiento de los datos ha generado una gran demanda en el desarrollo de procesos
que permiten entender la informacio´n de estos volu´menes, esto se hace eficientemente mediante
la minerı´a de datos, pero los volu´menes de datos grandes pueden generar conjuntos o reglas simi-
lares. Estas formas de representacio´n del conocimiento requieren de analistas con habilidades en
la interpretacio´n de patrones y extraer realmente el conocimiento inmerso [21]. Esta es una de
las razones por las que surgen las te´cnicas de reduccio´n de la dimensionalidad que permiten en
cierta medida mitigar el problema de la dimensio´n para estos resultados, permitiendo reducir por
ejemplo; 5000 variables a so´lo 5 o 4, pero aun Ası´, tales variables pueden ser abstractas, ası´ como
tambie´n, estas te´cnicas necesitan un experto para su interpretacio´n [22]. En la actualidad, se han
desarrollado herramientas de visualizacio´n y visualizacio´n inteligentes que permiten comprender
mejor el nu´mero de reglas grandes y los para´metros obtenidos de la aplicacio´n de minerı´a de datos,
interactuando con mu´ltiples presentaciones visuales con respecto a la informacio´n [23].
La informacio´n visual tiene un papel muy importante en la minerı´a de datos, porque su objetivo es
descubrir el conocimiento inmerso en los datos, tal conocimiento so´lo puede ser determinado por
los me´todos de minerı´a de datos, pero si el conocimiento es muy difı´cil de interpretar, aumenta
el tiempo gastado, el dinero y la comprensio´n. (Una forma supone presenciar a un experto en
materia). En general hay herramientas que incluyen etapas de pre-procesamiento, uso de me´todos
de minerı´a de datos, post-procesamiento y / o visualizacio´n. Sin embargo muchas herramientas
no integran todas las etapas, terminando en resultados abstractos de la informacio´n. Adema´s, las
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Tabla 5-2.: Las 6V del Big Data
Tipos de Datos Definicio´n Ejemplo
Volumen
Las actuaciones diarias tanto de
empresas como de personas
usuarias generan grandes
volu´menes de datos
Se hablaba de gigabytes, ahora se
referencian petabytes y exabyte,
para 2015 a 2020 sera´ la era del
zettabyte
Velocidad
Datos que no tienen formatos
fijos, pero contienen etiquetas y
otros marcadores.
Flujos continuos de datos que son




Datos sin tipos definidos, se
almacenan principalmente como
documentos u objetos sin estructura
uniforme.
Los datos de redes sociales,
ima´genes y videos pueden venir
de sensores y no suelen estar
preparados para una integracio´n
en una aplicacio´n.
Veracidad
La veracidad o fiabilidad (truth) es la
confianza y credibilidad que los datos
generados por big data suponen en
la toma de decisiones en las
empresas.
A medida que la variedad y las
fuentes de datos crecen la
fiabilidad suele ser menor para los
directivos de las organizaciones.
Valor
Las organizaciones estudian co´mo
obtener informacio´n de los grandes
datos de una manera rentable y
eficiente.
Tecnologı´as que faciliten la
analı´tica de datos (las tecnologı´as
de co´digo abierto como Apache
Hadoop), aportan valor a las
organizaciones.
Visualizacion
Actualmente muchas de las
ima´genes que nos traen a la memoria
el trabajo con big data tienen que ver
con estas nuevas formas de ‘ver’
estos datos.
El exponencial crecimiento de la
informacio´n genera cada vez ma´s
problema´ticas en torno a la gestio´n
de la privacidad de la informacio´n
y la visualizacio´n de contenidos.
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herramientas de integracio´n para todas las etapas no tienen especial e´nfasis en la visualizacio´n,
esta razo´n causa resultados ambiguos en el ana´lisis visual [21] [24]. Mediante el uso de me´todos
de reduccio´n de la dimensio´n puede transformar las representaciones visuales en objetos 1D, 2D o
3D que son ma´s inteligibles para los seres humanos.
5.2. Concepto de INFOVIS
En la segunda mitad del siglo XVIII hasta hoy dı´a, La visualizacio´n de la informacio´n, por sus
siglas en ingles (INFOVIS), basa sus cimientos sobre dos principios fundamentales tales como:
EL principio de reduccio´n y El principio de las variables espaciales [25] [26], estos principios son
la base de nuevos paradigmas de la representacio´n visual como; la visualizacio´n directa que sobre
escribe algunas reglas como el nuevo enfoque de permutacio´n de primitivas por objetos reales en
te´rminos de visualizacio´n que aportan al proceso de ana´lisis e investigacio´n de patrones [26].
5.2.1. Concepto de Modismo (Idiom) en INFOVIS
Un modismo es una representacio´n visual que posee una estructura de datos disen˜ada para presen-
tar morfologı´as visuales, el cual tiene como caracterı´stica fundamental el ana´lisis y la validacio´n
del disen˜o visual de la tarea a resolver, en otras palabras un modismo es la representacio´n visual
(gra´fico) o resultado visual de la tarea. Los modismos (Idiom), se pueden evaluar en nivel de
expresividad segu´n las magnitudes que tengan los canales del cual Tamara Munzner en su libro
”visualization analysis and design” del 2014 de University of British Columbia, pudo identificar
los canales ma´s expresivos teniendo en cuenta su efectividad en el ser humano bajo los modelos
de cognicio´n general, HCI y dema´s ciencias inmersas [27].
5.2.2. Principio de la Reduccio´n y Variables Espaciales
El principio de la reduccio´n, se ubica como el primero debido al uso de primitivas gra´ficas el cual
dispone de lı´neas, rectas, puntas, formas y curvas geome´tricas simples para representar objetos y
relaciones entre ellos [28]. El uso de variables espaciales tales como: (posicio´n, taman˜o, forma
y movimiento). Se posiciona como el segundo principio fundamental, dado que dichas variables
son especialmente u´tiles para establecer patrones y relaciones, ası´ como tambie´n para representar
diferencias claves en los datos [29].
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Figura 5-1.: Ancho de banda del campo visual humano. a) De lado y de arriba abajo los ejes
son fundamentalmente diferentes del eje de profundidad. (b) A lo largo del eje de
profundidad so´lo podemos ver un punto por cada rayo, frente a millones de rayos
para los otros dos ejes. Basado en [Tamara Munzner, with illustrations by Eamonn
Maguire].
5.2.3. Concepto de Visualizacio´n y su Importancia
Las representaciones visuales de conjuntos de datos, proporcionadas por los sistemas de visual-
izacio´n basados en informa´tica, se orientan en pro de ayudar al ser humano en la bu´squeda de
ejecutar tareas de una manera ra´pida y efectiva, utilizando la visio´n como el sentido ma´s efectivo
y con mayor ancho de banda (ver figura (5.2.3)) para aumentar las capacidades de percepcio´n de
nuestro entorno [27].
Los ejercicios de visualizacio´n son asertivos cuando se justifica la necesidad por parte del ser
humano de aumentar sus capacidades sensoriales, en lugar de reemplazar al factor humano con
modelos computacionales que ejercen la toma de decisiones. El enorme espacio de bu´squeda de
posibles disen˜os de visualizacio´n es incluyente, porque considera las metodologı´as para la creacio´n
e interactividad de las representaciones visuales. Por esta razo´n se establece que el disen˜o visual,
al ser un universo de posibilidades se ve limitado solo por enmarcar representaciones dentro del
espacio de disen˜o, esto implica que para algunas tareas en particular aquellas representaciones sean
ineficientes. En virtud de ello la validacio´n de la eficacia se hace necesaria [30] [31].
El disen˜ador de visualizacio´n debe concebir dentro de sus modelos, los 3 tipos de limitantes a
nivel de recursos, como: “de pantallas”, “de hardware o computadoras” y finalmente “de seres
humanos” [32]. El uso de la visualizacio´n, se analiza en referencia de la “necesidad del usuario”
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comu´nmente llamado el (¿porque´?), adema´s de los datos a mostrar y como se disen˜a todas aquellas
estructuras de datos o morfologı´as visuales de representacio´n, a las que se bautizan como (Mod-
ismo) [33].
5.2.4. Dominios de la Visualizacio´n Versus la Automatizacio´n
La visualizacio´n permite que los humanos puedan realizar sencillos ana´lisis de cualquier expresio´n
generalizada de datos, especialmente cuando no saben puntualmente que preguntas necesitan de
antemano [1]. En la segunda de´cada del siglo XXI se promete una mejor toma de decisiones gra-
cias a la era de los datos masivos, es por esta razo´n que la definicio´n de; “tareas”, “preguntas” o
“problemas” sobre los datos, se espera en el mejor de los casos que sean preguntas bien definidas,
dando espacio a modelos y te´cnicas computacionales de campos tales como; la estadı´stica, la prob-
abilidad y el aprendizaje automa´tico [34] [35]. En la era moderna la automatizacio´n de procesos
o tareas se hacen mediante una “solucio´n basada en computacio´n” comu´nmente conocida como
Computer-Based, esta clase de actividades anteriormente fueron desarrolladas por los seres hu-
manos, pero hoy dı´a, son soluciones totalmente automa´ticas que han sido aceptadas [36], puesto
que proyectan la no dependencia del juicio humano y por tanto no hay necesidad de disen˜ar una
herramienta visual, ya que el proceso es aceptable en te´rminos de automatizacio´n y se sale de los
para´metros del dominio de la identificacio´n de necesidad de visualizar [37].
5.2.5. Apoyo al Aumento de las Capacidades Humanas como
Herramienta Analı´tica
El 72% de problemas de ana´lisis visual, esta´n mal planteados o especificados: “las personas no
saben co´mo abordar el problema” [38]. Se parte del punto que existen docenas, millares o aun mil-
lones de posibles preguntas para preguntar, y las personas no tienen una certeza para determinar
cua´l de estas preguntas candidatas son correctas a priori o de antemano [39]. La mejor eleccio´n
es impartir un proceso, aumentando las capacidades humanas para el ejercicio del ana´lisis donde
se pueda explotar las potentes propiedades de reconocimiento y deteccio´n de patrones del sistema
visual humano [40]. Los sistemas visuales son asertivos para su uso y ejecucio´n cuando su obje-
tivo general es aumentar las capacidades humanas en te´rminos sensoriales y dema´s, con el u´nico
propo´sito de no ser reemplazados completamente por un proceso automa´tico carente de impre-
cisio´n debido al mal planteamiento o especificacio´n inicial [41]. Las herramientas visuales pueden
ser transitorias, con el a´nimo de maximizar procesos tempranos de transicio´n exploratorios, donde
obtener una comprensio´n ma´s clara de los requisitos de ana´lisis juega un papel importante antes del
desarrollo formal de modelos matema´ticos, computacionales o soluciones automa´ticas [42] [43].
Esto permite que el resultado del disen˜o que concierne a las problema´ticas concretas dentro del
dominio real, suelen entenderse de una manera ma´s clara articulando la resolucio´n de las tareas del
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usuario, ası´ como tambie´n de la misma herramienta [44].
5.2.6. Ana´lisis Exploratorio para el Descubrimiento Cientı´fico
Se pueden crear herramientas visuales el cual este´n dirigidas a procesos exactos con el fin de in-
teractuar netamente con modelos computacionales, el cual apoya fuertemente los procesos para
refinar, depurar o ampliar los algoritmos de algu´n sistema o simplemente entender como los al-
goritmos se ven afectados por el ejercicio de cambios de para´metros [45]. El marco conceptual
de este tipo de visualizaciones, esta´ dirigido a otra audiencia que necesita un sistema superior
que determine cua´l de los mu´ltiples modelos computacionales, matema´ticos o algoritmos son ma´s
ido´neos en determinadas circunstancias para que su salida pueda satisfacer el ana´lisis exploratorio
para el descubrimiento cientı´fico, cuyo objetivo es acelerar y mejorar la capacidad de un usuario
para generar y comprobar hipo´tesis [46].
Figura 5-2.: Basado en la herramienta Visio´n de Variantes ayuda a los bio´logos a evaluar el im-
pacto de las variantes gene´ticas acelerando el proceso de ana´lisis exploratorio. De
[Fersta yet].
El caso ma´s frecuente es el ana´lisis exploratorio para el descubrimiento cientı´fico, cuyo objetivo es
”acelerar y mejorar la capacidad de un usuario para generar y comprobar hipo´tesis” [47]. La Figura
(5-2) muestra una herramienta disen˜ada para ayudar a los bio´logos a estudiar las bases gene´ticas
5.3 Minerı´a de Datos 15
de la enfermedad a trave´s del ana´lisis de la variacio´n de la secuencia de ADN [48]. Aunque estos
cientı´ficos hacen un gran uso de la computacio´n como parte de su flujo de trabajo ma´s grande, no
hay esperanza de automatizar completamente el proceso de la investigacio´n del ca´ncer en el corto
plazo [49].
5.3. Minerı´a de Datos
Minerı´a de datos (Data Mining): Se define como el proceso de descubrimiento de patrones, ten-
dencias y relaciones significativas al examinar grandes volu´menes de datos para determinar la in-
formacio´n sumergida (llamada informacio´n oculta) en dichos datos. Especı´ficamente, las te´cnicas
de minerı´a de datos esta´n dirigidas a patrones de descubrimiento, perfiles y tendencias de intere´s a
trave´s del ana´lisis de datos mediante reconocimiento de patrones, redes neuronales, lo´gica difusa,
algoritmos gene´ticos y otras te´cnicas avanzadas de ana´lisis de datos. De acuerdo con los requer-
imientos de los usuarios, en la actualidad, la minerı´a de datos ha permitido que estas te´cnicas y
tecnologı´as penetren directamente en los entornos de base de datos actuales [19]. La minerı´a de
datos importa conceptos de Aprendizaje Automa´tico, Inteligencia Artificial y estadı´sticas multi-
variantes para analizar los patrones en las bases de datos, donde e´stas se representan en forma de
arrays con informacio´n estructurada [20].
5.3.1. Proceso de Minerı´a de Datos
Tal como se muestra en la imagen (5-3), la minerı´a tradicional, el proceso de minerı´a de datos
se lleva a cabo en varias fases de desarrollo, el cual existen varias te´cnicas de extraccio´n (en este
caso, para extraer esa informacio´n considerada relevante para el negocio y mostrarla de un modo
comprensible) [50].
Los procesos inclusivos en la minerı´a de datos tradicional, establece como primer paso, la seleccio´n
de los datos a tratar del cual posee una relacio´n lineal con las variables de ca´lculo y prediccio´n,
en otras palabras, un conjunto de variables que actu´an como funcio´n objetivo y otro de variables
independientes de la siguiente manera: las variables funcio´n objetivo definen la eleccio´n en pro de
sus objetivos que dependen del ana´lisis, y las segundas determinan la manera mediante el cual el
proceso se ejecutara´ [51] [52].
Acto seguido, se realiza un ana´lisis de las propiedades de aquellos datos en seleccio´n para estable-
cer el reconocimiento de tendencias, valores atı´picos, patrones, ası´ como tambie´n datos a descartar
de tipo vacı´o o nulo que nada aportan al modelo [53]. De esta modo el procesamiento posterior de
estos datos, permite impartir labores de clasificacio´n y segmentacio´n de trabajar articulada-mente
con el modelo predictivo que se elige. Despue´s se crean aquellos modelos de aprendizaje gracias
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Figura 5-3.: Descripcio´n del proceso general de minerı´a de datos, en referencia a las 5 fases en
desarrollo. Basado en [Han y Kamber, 2006].
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al reconocimiento de patrones comporta-mentales, ası´ como tambie´n las reglas de asociacio´n, dis-
ociacio´n que poseen las variables dentro del a´mbito en desarrollo del ana´lisis previo [54].
Finalmente cuando se obtienen los modelos de conocimiento aplicando dichas te´cnicas, se es-
tablece el siguiente paso que es la validacio´n de estos, el cual ya se han comparado e interpre-
tado para elegir el mejor segu´n las me´tricas de resultados [55]. No obstante si en el evento que
ningu´n modelo se ajusta a la resolucio´n del problema o expectativas de lo esperado en te´rminos de
conocimiento, el proceso se repite de nuevo cambiando variables y adoptando te´cnicas distintas a
las usadas en los procesos anteriores, de esta manera se obtiene un modelo donde se satisface las
necesidades del conocimiento esperado [56].
5.3.2. La Visualizacio´n en Minerı´a de Datos
En concreto para ahorrar tiempo, agilizar el proceso y esfuerzos a los expertos, que deben de-
terminar en tiempo re´cord si los modelos obtenidos corresponden a lo esperado, se establece las
herramientas que cumplen el rol de visualizar la informacio´n para cumplir con este cometido [57].
En los ejercicios de comparacio´n de modelos ası´ como las pruebas de evaluacio´n mediante las
me´tricas de calidad entre otras, para determinar el grado de satisfaccio´n, es donde son protago-
nistas todas aquellas herramientas de visualizacio´n de datos [58] [59], que cumplen su papel de
abstraer o simplificar de una manera a´gil las tareas de aquellos expertos permitiendo que en tiem-
pos muy cortos se optimicen los procesos de extraccio´n de conocimiento, minimizando los riesgos
asociados a los malos resultados debidos a las desacertadas interpretaciones que se puedan asociar
[60]. Por consiguiente, la visualizacio´n de datos esta´n ı´ntimamente relacionados con una correcta
gestio´n de los datos y la informacio´n [61] [62].
5.4. Reduccio´n de la Dimensio´n
Un paso que se utiliza frecuentemente para el pre-procesamiento de datos es la reduccio´n de di-
mensio´n (RD), que toma un subconjunto de variables para que el espacio de renderizacio´n original
de los datos se reduzca o´ptimamente. Segu´n ciertos criterios de calidad, cuyo objetivo sera´ diferen-
ciar el subconjunto que permite representar la mejor manera el espacio inicial. Los datos iniciales
corresponden a muestras u objetos representados en caracterı´sticas o variables. La inclusio´n de un
gran nu´mero de variables dentro del proceso de exploracio´n de datos puede aumentar los costos y
el tiempo de procesamiento. Incluso puede generar datos con informacio´n redundante, ruidosa e
irrelevante [8].
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La reduccio´n de dimensionalidad (RD) tiene como objetivo extraer informacio´n relevante en baja
dimensio´n a partir de datos de alta dimensio´n, ya sea para mejorar el rendimiento computacional
del sistema de reconocimiento de patrones o para permitir la visualizacio´n de datos de manera
inteligible. Como aproximacio´n a los me´todos cla´sicos de RD, se encuentran el conocido ana´lisis
de componentes principales (PCA) y el escalamiento multidimensional cla´sico (CMDS), que se
basan respectivamente en los criterios de varianza y la distancia de conservacio´n [63].
Este trabajo se enmarca en un enfoque espectral. Las te´cnicas espectrales se han aplicado con
e´xito en varias tareas de reduccio´n de dimensio´n, como el ana´lisis de relevancia [64], [65] y la
extraccio´n de caracterı´sticas [66], [67], entre otros.
Figura 5-4.: Una ilustracio´n de la reduccio´n de la dimensio´n en Estructura Esfe´rica Artificial en
3D, con varios me´todos de reduccio´n de la dimensio´n, generados mediante el Toolbox
de reduccio´n de la dimensio´n ManiFolds con Anaconda 3.6 - Python
En este trabajo se introducen enfoques de reduccio´n de la dimensio´n espectral generalizada, se
consideraron las implementaciones esta´ndar de escalamiento multidimensional cla´sico (CMDS)
[63], incrustacio´n localmente lineal (LLE) [68], grafo Laplacian eigenmaps (LE) [69] entre otros.
Adema´s, sus aproximaciones de nu´cleos se consideraron [70]. El rendimiento de RD se cuantifica
por una versio´n reducida de la aceptacio´n media de K-barrios descritos en [71]. Como resultado,
se ofrecen alternativas de me´todos espectrales para la reduccio´n de dimensiones tales como MDS,
LLE y LE; Adema´s de un marco versa´til para explicar enfoques ponderados.
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5.5. Visualizacio´n de Datos desde la Reduccio´n de la
Dimensio´n
Visualizacio´n de datos: La reduccio´n de la dimensionalidad permite representar los datos origi-
nales en dimensiones inteligibles, en 2 o 3 dimensiones. Sin embargo, la percepcio´n humana va
ma´s alla´ de una presentacio´n especial y geome´trica. Adema´s de esto hay tambie´n otros factores
importantes de estos aspectos y otros relacionados con el ana´lisis visual de datos, como la visu-
alizacio´n de datos (tambie´n, visualizacio´n de informacio´n - InfoVis). Esta a´rea se ocupa de todo
lo relacionado con la comunicacio´n entre un usuario y la computadora, donde el factor ma´s rele-
vante es; la utilidad de la informacio´n procesada por ese ordenador en el futuro [72]. Dentro de
la visualizacio´n de datos se utilizan interfaces interactivas cuyo principal objetivo es representar
con mı´nima entropı´a visual una serie de datos al usuario final. La visualizacio´n de la informacio´n
debe tener las siguientes caracterı´sticas: Ser inter-relacional, transformar datos abstractos en infor-
macio´n relevante, buscar la mı´nima pe´rdida de informacio´n en esta transformacio´n e intuitivamente
dirigirse a los usuarios que interactu´an, transforman e interpretan esta informacio´n. Algunos es-
tudios se han dedicado al desarrollo y al estudio de te´cnicas de visualizacio´n basadas en la forma
geome´trica [73], [74], coordenadas paralelas y radiales [75], [76], [77], [78], pixels [79], sub-
spaces [80], iconos [23], entre otros enfoques [20], [81].
Como se menciono´ anteriormente, una forma intuitiva de visualizacio´n de datos es, a trave´s de
gra´ficos 2D o 3D que resulta en una visualizacio´n natural e inteligible para los seres humanos. Por
esta razo´n, la reduccio´n de la dimensionalidad tiene relevancia, siendo una etapa importante tanto
para la minerı´a de datos, reconocimiento de patrones como para los sistemas de visualizacio´n de
datos [82]. Te´cnicamente, la reduccio´n de la dimensionalidad (RD) tiene como objetivo lograr la
representacio´n de datos en el espacio de baja dimensio´n, lo que mejora el desempen˜o de las tareas
de minerı´a de datos, aprendizaje de ma´quina, exploracio´n de datos entre otras y las caracterı´sticas
de la representacio´n general de datos, considerando su naturaleza intrı´nseca que son ma´s adecuadas
e inteligibles para el ser humano [83].
Parte II.
Estado del Arte
6. Estado del Arte de Me´todos de
Reduccio´n de Dimensio´n
En este capitulo se presenta un estado del arte, considerando las vertientes de tipo espectral en la
seccio´n 6.1, acto seguido se presentan los me´todos basados en divergencias en la seccio´n 6.2,
heurı´stica en la seccio´n 6.3. De esta manera se presentan las generalidades de los diferentes
me´todos asociados a cada categorı´a con sus respectivas caracterı´sticas y componentes propios
de funcionamiento. En la seccio´n 6.4.3 se presenta una taxonomı´a de reduccio´n de la dimension
mediante un gra´fico de jerarquı´as y sus correspondientes tablas (ver 6-1, y 6-2 de clasificacio´n
de me´todos de reduccio´n de la dimensio´n, con los factores de clasificacio´n de cada categorı´a.
Finalmente se presenta la seccio´n 6.5 de visualizacio´n usando reduccio´n de la dimensio´n e inter-
actividad.
6.1. Me´todos Espectrales
6.1.1. Basados en Similitudes
Isomap
Posee una me´trica geode´sica, permitiendo medir distancias topolo´gicamente basadas en grafos, el
cual hace de e´ste, un me´todo no lineal [84]. Se afirma como el ma´s simple debido a implementar
una optimizacio´n algebraica exacta, es decir, mediante simples operaciones algebraicas, se garan-
tiza encontrar el o´ptimo global respecto a su funcio´n de error, adema´s posee gran flexibilidad al no
restringir proyecciones sobre un hiperplano [85] [86]. Isomap es un me´todo espectral basado en
similitudes debido a realizar la descomposicio´n de una matriz de Gram en auto valores y vectores
propios [87].
Locally Linear Embedding, LLE
Asume que los datos son linealmente locales, ya que esta propiedad permite proyectar los colec-
tores de forma no lineal [84]. No obstante LLE, utiliza descomposicio´n de valores y vectores
propios siendo e´sta una caracterı´stica utilizada en modelos lineales. Sin embargo posee atributos
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no lineales provenientes del ca´lculo de los K vecinos ma´s cercanos permitiendo utilizar un proced-
imiento no lineal por perfeccio´n[88].
Laplacian Eigenmaps, LE
Puede verse como una variante de LLE, ya que sigue el mismo enfoque espectral calculando una
matriz Gram que extrae los vectores propios que se asocian a los valores propios de menor valor
[89] [90]. Sin embargo LE desarrolla un proceso local, con salvedad de abordar el problema no
lineal de una manera diferente: LE se fundamenta en conceptos de teorı´a de grafos mediante la
implementacio´n de un operador laplaciano y el proceso de minimizacio´n de distancias locales (dis-
tancia de entre vecinos), donde el mapeo de estos puntos son llevadas a cabo a un solo punto (todas
las distancias son cero)[91] [92] [93].
Hessian LLE (HLLE)
Modifica el modus operandi de Laplacian Eigenmaps, donde imparte un proceso de sustitucio´n de
la funcio´n cuadra´tica basada en el Laplaciano, por otra que se basa en una Hessiana. Aparte de
esto, toma las te´cnicas de Locally linear embedding al utilizar una matriz dispersa, por tanto este
me´todo HLLE, deriva su conceptualizacio´n de isometrı´a local, el cual proyecta un colector visto
como un sub-colector de un espacio euclidiano, que permite recuperar los para´metros latentes de
estos datos dispersos que se establecen sobre un colector embebido, en el espacio euclidiano de
alta dimensio´n [94].
Diffusion Maps
Es conocido como un me´todo espectral no lineal, debido a calcular las coordenadas a partir de
valores y vectores propios aplicando un operador de difusio´n en los datos de entrada, este operador
explota las relaciones entre la difusio´n y la aleatoriedad establecida por la cadena de markov [95].
En otras palabras la distancia euclidiana entre aquellos puntos del espacio embebido es congruente
a la distancia de difusio´n entre las distribuciones de probabilidad enfocadas a estos puntos, por
medio de la imparticio´n de similitudes locales a diferentes escalas, que en virtud de ello, permite
realizar una representacio´n de baja dimensio´n global del conjunto de datos [96].
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6.1.2. Me´todos Basados en Disimilitudes
Principal Component Analysis, PCA
Generalmente este me´todo determina el nu´mero de elementos descriptivos que subyace en un con-
junto de datos que posee la mayor informacio´n de la varianza de estos [97] [98]. En otras palabras
es equivalente decir que; busca la proyeccio´n de un conjunto de datos, el cual represente a estos de
la mejor manera bajo el modelo de mı´nimos cuadrados, dicha proyeccio´n tiene un grado de corre-
spondencia en te´rminos de varianza acumulada por cada observacio´n vista como un componente
principal que mejor describe al conjunto de datos [99] [100] [101].
Multidimensional Scaling, CMDS
El principal propo´sito de este me´todo radica en encontrar la topologı´a que subyace en el conjunto
de medidas de distancia entre los distintos objetos a mapear [102], por esta razo´n pretende utilizar
un espacio de baja dimensio´n que establezca la mejor relacio´n humana (2D o 3D), en te´rminos de
percepcio´n y entendimiento [103] [104]. Estas observaciones se asignan especı´ficamente a posi-
ciones, de tal manera que aquellas distancias entre los puntos que esta´n representadas en el espacio
de baja dimensio´n sean congruentes en su ma´xima expresio´n con las disimilitudes iniciales [105]
[106].
Linear Discriminant Analysis, LDA
Este me´todo desarrolla una transformacio´n lineal, que busca proyectar las muestras que siguen
patrones de distribucio´n gaussianas; lo anterior se establece con el fin de obtener resultados que
comprometan una transformacio´n embebida, que garantice la maximizacio´n de la varianza intra
clase y extra clase [107] [108]. La tarea se define con el u´nico propo´sito de realizar una robusta
regla de decisio´n que pueda establecer un conjunto de datos a una baja dimensio´n mediante un
vector que pueda garantizar el ma´ximo en dispersio´n o separacio´n entre las clases [109].
6.1.3. Basados en Kernel
Kernel PCA
En particular, PCA se fundamenta principalmente en las proyecciones lineales que preservan la
mayor informacio´n, para representar de la mejor manera un elemento inmerso en el dominio de la
varianza. Referente a la matriz de datos, en el caso de tener media cero respecto a las filas, dicha
afirmacio´n establece la preservacio´n de varianza, el cual de otro modo, es equivalente a la preser-
vacio´n del producto interno euclidiano o producto escalar. Teniendo un espacio de representacio´n
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desconocido de alta dimensio´n tal que, este sea mayor que el original, en virtud de ello el ca´lculo
del producto interno debe mejorar la representacio´n y visualizacio´n de datos resultantes, por tanto
se hace necesario una representacio´n de tipo kernel, que calcule el producto interno euclidiano
o producto escalar de este espacio desconocido de alta dimensio´n. El kernel ba´sicamente es una
funcio´n que mapea los datos de la dimensio´n original a otra mayor para mejorar notablemente las
representaciones y visualizacio´n de aquellos datos resultantes [110].
Generalized Discriminant Analysis, KernelLDA
En solucio´n a los diferentes problemas de LDA que concierne al concepto de linealidad, dicho
me´todo resulta ineficiente en espacios de alta dimensio´n [111]. En consecuencia de esto, surge
KLDA que modifica este me´todo tradicional al incluir aquellos procesos basados en Kernels, que
transforman drama´ticamente este me´todo lineal en no lineal. Este nuevo enfoque, permite resolver
el problema calculando la descomposicio´n de valores propios. Sus aportes ma´s significativos sur-
gen en tareas de clasificacio´n el cual logra una separabilidad en funcio´n de caracterizar los rasgos
de dos o clases mu´ltiples de objetos [112] [113].
6.1.4. Basados en Distancias
Ana´lisis Factorial
Surge tras la necesidad de encontrar grupos homoge´neos, llamados factores basados en la cor-
relacio´n lineal entre los elementos, con la finalidad de que estos grupos sean independientes de
otros. Este me´todo consta de las siguientes 4 etapas: El ca´lculo de la matriz que contiene la vari-
abilidad de todos los atributos, el ca´lculo del nu´mero de factores o´ptimo, la rotacio´n de la matriz
para optimizar su interpretacio´n y la estimacio´n de las puntuaciones de los datos en el nuevo espa-
cio de baja dimensio´n [114] [115].
6.2. Me´todos Basados en Divergencias
6.2.1. Me´todos Basados en Stochastic Neighbor Embedding (SNE)
SNE Convencional
Se establece como una aproximacio´n probabilı´stica que concede la representacio´n a menor di-
mensio´n de objetos, que describen vectores en un espacio de alta dimensio´n o por disimilitudes
proyectadas a un espacio de baja dimensio´n, que preserve las propiedades de vecindad, donde son
evaluadas por la funcio´n de costo que utiliza la sumatoria de divergencias de Kullback-Leibler,
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acto seguido se aplica un algoritmo de gradiente simple con la finalidad de ajustar las posiciones
de la representacio´n en el espacio de baja dimensio´n. Su modus operandi, consiste en asignar a
cada objeto una probabilidad Gaussiana en el espacio original de alta dimensio´n, el cual; las densi-
dades bajo esta probabilidad Gaussiana (o las disimilitudes dadas) son proyectadas para establecer
distribuciones de probabilidad en todos los vecinos potenciales de un objeto. La finalidad del em-
bebimiento es aproximar la distribucio´n de probabilidad tanto como sea posible a la representacio´n
del objeto en baja dimensio´n [116].
t-Distributed SNE (tSNE)
Es un me´todo no lineal que a diferencia de su antecesor SNE, que utiliza la metica de la distancia
euclidiana como base de su similitud entre los puntos, tSNE lo realiza mediante una distribucio´n
de probabilidad. Este me´todo particularmente posee un buen ajuste en el encrustamiento de datos
de alta dimensio´n en un espacio de 2 o 3 dimensiones, para establecer su salida mediante un gra´fico
de dispersio´n. tSNE proyecta los puntos de datos similares en el espacio de alta dimensio´n para
efectos de ser mapeados con la finalidad de medir aquellos puntos distantes. Concretamente se
puede definir e dos pasos, teniendo como paso inicial la construccio´n de una distribucio´n de prob-
abilidad sobre el espacio original o de alta dimensio´n, puntualmente sobre aquellos puntos pares,
por tanto aquellos puntos que comparten propiedades disimiles tienen muy poca probabilidad se
ser seleccionados. Como paso final se establece una distribucio´n de probabilidad similar sobre los
puntos en el espacio de baja dimensio´n que reduce al mı´nimo la divergencia de Kullback-Leibler,
respecto a las dos distribuciones de probabilidad [117] [118].
Symmetric Stochastic Neighbor Embedding (SymSNE)
Se generaliza a partir de la estructura de tSNE para implementar algunas mejoras sobre las fun-
ciones de encrustamiento por similitud. La idea principal surge sobre el uso de varias funciones
de similitud que caracterizan funciones de puntuacio´n negativa y que a partir de estas se pueda
establecer un subconjunto de funciones parametrizadas de similitud, no obstante se hace necesario
elegir la mejor funcio´n de similitud. Acto seguido se optimiza la funcio´n objetivo, el cual SymSNE
realiza un proceso de optimizacio´n de punto fijo mediante el cual se aplica a todas las funciones y
no necesita el factor humano para la configuracio´n de algu´n para´metro. En estudios cuantitativos
se afirma que, SymSNE es tan eficiente y ra´pido como tSNE, con la salvedad que agrega un plus
re realizar una mejor separabilidad extra clase denominado (clusters) que su homologo tSNE [119].
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6.2.2. Enfoque de Proximidad Embebido
Proximity Embedding (SPE)
Realiza las configuraciones iniciales de tal manera que proyecte iterativamente el ajuste de pares
de objetos seleccionados al azar, del mismo modo refine las coordenadas de tal manera que las dis-
tancias en el proceso de mapeo este´n ligadas con aquellas proximidades [120]. Las magnitudes de
dichos refinamientos son controladas por un atributo o para´metro que evalu´a la tasa de aprendizaje,
que a su vez va disminuyendo en el lapso de la ejecucio´n del algoritmo con finalidad de evitar el
descontrol mediante un comportamiento oscilatorio. EN otras palabras SPE es robusto, sencillo y
divergente [121].
6.3. Me´todos Heurı´sticos
6.3.1. Redes Neuronales Artificiales
Self-Organizing Maps, SOM
Reconocido en la literatura por ser un algoritmo claro y relativamente ra´pido, de clase bio-inspirada
en las famosas redes neuronales artificiales de mapa auto organizado de caracterı´sticas que se puede
entrenar mediante el aprendizaje no supervisado con la finalidad de producir la representacio´n disc-
reta del espacio de las muestras de entrada, tal como lo hace el perceptro´n multicapa (MLP) [122].
Matema´ticamente se expresa mediante una funcio´n de error que en apariencia resulta bastante intu-
itiva y fa´cil de entender en te´rminos del procedimiento que dicho me´todo realiza. Las propiedades
de este algoritmo, permiten la combinacio´n de dos procesos tales como: la representacio´n to-
pogra´fica vista como reduccio´n de dimensio´n y la cuantizacio´n vectorial [123]. En te´rminos de
ingenierı´a se puede describir el proceso como; tomar el conjunto de datos, el cual se ajusta a un
hiperplano codifica´ndolo como un sistema de coordenadas de dicho hiperplano, teniendo en cuenta
que las nuevas formas que puedan proyectar cambios en su morfologı´a o estructura de datos, de-
penden linealmente si la condicio´n de la dependencia lineal se cumple, en otras palabras, si una de
ellas esta curvada la otra podra´ hacerlo del mismo modo [124] [125].
Ana´lisis de Componentes Curvilı´neos (CCA)
Emerge como el pionero de los me´todos en realizar una combinacio´n de la reduccio´n de la di-
mensio´n no lineal con el proceso de cuantizacio´n vectorial que ha sido lograda por la preservacio´n
de la distancia [126]. Este algoritmo comparte estructuras similares en su proceso, tal cual lo hace
Self-Organizing Maps (SOM), el cual se inspira en argumentos biolo´gicos utilizando redes neu-
ronales artificiales (RNA) [127]. Por otra parte define el criterio de encrustamiento en funcio´n de
preservar las distancias que posteriormente incluye la cuantizacio´n vectorial, adema´s de proyectar
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procesos de aproximacio´n optimizada [128]. En conjuntos de datos pequen˜os ası´ como tambie´n
en colectores dispersos, este me´todo resulta ser ineficiente debido a no aprovechar en plenitud la
informacio´n disponible, por este motivo se recomienda que en tareas de conjuntos en menor pro-
porcio´n no sea utilizada la cuantizacio´n vectorial [129].
Curvilinear Distance Analysis, CDA
Se desarrolla como un me´todo que generaliza el modelo de Ana´lisis de Componentes Curvilı´neos
(CCA), cuyo atributo diferencial es la me´trica geode´sica, que establece el ca´lculo de las distan-
cias a trave´s de topologı´as basadas en grafos. Se considera como un prototipo de red neuronal de
arquitectura artificial RNA, teniendo en cuenta que la cuantizacio´n vectorial es equivalente a las
neuronas. Sin embargo la sustitucio´n de la distancia euclidiana por otra basada en grafos, se puede
asimilar como todas aquellas adiciones sina´pticas en te´rminos de conexiones neuronales, donde la
estructura de conexio´n posee una gran similitud a una red de tipo (lattice) es decir, se garantiza
primero el grafo como estructura de datos que morfolo´gicamente corresponde a implementaciones
de forma rectangular o hexagonal, haciendo limitada su aplicacio´n debido a que pocos colectores
pueden ajustarse a estas formas tan elementales, que debido a esto la estructura de la malla pueden
resultar deformada en su totalidad al tratar de adaptarse a su conjunto de datos [130].
Isotop
Es inevitable la comparacio´n entre Isotop y SOM, debido a la relacio´n que tienen; tanto en su
proceso, que se puede interpretar como una marcha atra´s de self organizing maps SOM, como en
la cuantizacio´n vectorial, que para este me´todo se establece como un para´metro opcional. Ambos
me´todos basan su modus operandi, como modelos no lineales que usan la cuantizacio´n vectorial,
adema´s pertenecen al grupo de los algoritmos bio-inspirados tales como las redes neuronales ar-
tificiales (RNA), que adema´s utilizan te´cnicas de optimizacio´n basadas en aproximaciones. Este
algoritmo emerge de la necesidad de mejorar sustancialmente las limitaciones de SOM que pun-
tualmente enfoca sus esfuerzos en el proceso de la reduccio´n de la dimensio´n no lineal. Isotop se
describe en proceso mediante 3 pasos como: Establecer la forma embebida en un espacio de baja
dimensio´n (Cuadricula bidimensional de puntos regularmente espaciados), como paso siguiente la
construccio´n de un lattice entre dos puntos y finalmente la cuantizacio´n vectorial en un espacio de
alta dimensio´n [131] [132].
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6.3.2. Deep Learning
Deep Autoencoders
Es una red neuronal profunda que se compone por dos redes sime´tricas, el cual se denominan redes
de creencia profunda (Bilief Networks), son ma´quinas restringidas de Boltzmann (RBM), que son
bloques de construccio´n de redes de creencia profunda, del cual cada capa RBM, ba´sicamente no
se comunican lateralmente con los nodos de una sola capa. Un ejemplo de ello es tener cierta can-
tidad de entradas del cual la primera capa del autoencoder posee ligeramente ma´s para´metros, esto
puede parecer un arma de doble filo, por la premisa de tener ma´s para´metros que entradas, sin em-
bargo es una buena manera de ajustar una red neuronal. Para este caso de estudio la maximizacio´n
de estos para´metros o la ampliacio´n de estas caracterı´sticas de las entradas, hace posible proyectar
la descodificacio´n final de los datos auto-codificados. Visto de otro modo, el ancho de las capas
va reduciendo los para´metros en funcio´n de las transformaciones de las unidades de creencia, esto
indica que se implementara un proceso de particio´n por unidades de mitad hasta llegar al optimo
global donde se produce un vector denominado auto codificado profundo, para distribuirse en la
mitad para pre entrenamiento y el excedente como producto de un RBM normal, en lugar de una
capa de salida en funcio´n de una clasificacio´n mediante una funcio´n logı´stica, como normalmente
lo hace al final del proceso una red de creencia profunda [133].
6.3.3. Redes Neuronales Bayesianas
Mapas Topogra´ficos Generativos (GTM)
Considerada como principal alternativa de self organizing maps SOM, se define como una red de
densidad especifica basada en un modelo generativo, donde todas las variables del problema esta´n
latentes en una distribucio´n de probabilidad a partir de un proceso bayesiano, comu´nmente denom-
inado red bayesiana [134]. Este tipo de redes proceden de manera diferentes dentro del esquema
de aprendizaje, debido a que el aprendizaje tradicional tal como SOM lo realiza, asume una dis-
tribucio´n de probabilidad sobre la probabilidad condicional del espacio de bu´squeda, para determi-
nar los valores o´ptimos que generalmente se encuentran con el ma´ximo estimador de probabilidad
[135]. Desde otra perspectiva el aprendizaje bayesiano en redes de densidad como GTM, toma una
distribucio´n de probabilidad que resulta del modelo inmerso en los para´metros de los datos, antes
de considerar cualquier otro [136]. En otras palabras, instancia la probabilidad marginal de un dato
que permite realizar una posible consideracio´n sobre el valor del mismo, para despue´s actualizar
la anterior distribucio´n a una nueva utilizando el teorema de bayes [137].
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6.4. Otros Me´todos
6.4.1. Sammon’s Non Linear Mapping, NLM
Se creo´ con el fin de establecer un mapeo entre el espacio de alta dimensio´n y el espacio de baja
dimensio´n, el cual ha sido denominado mapeo no lineal de Sammon (Sammon’s no lineal map-
ping, NLM) [138]. Sin embargo este mapeo no es puntualmente un mapeo continuo entre los dos
espacios cartesianos, porque su propo´sito y funcio´n principal es la reduccio´n de la dimensio´n de
un conjunto determinado o finito de datos [139]. Se dice que NLM comparte algunas funciones
con MDS tales como; el embebimiento que realiza, ası´ como tambie´n ninguno de estos me´todos
asume algu´n tipo de modelo gene´rico como lattice o estructuras de datos orientadas a grafos [140].
6.4.2. NLM Geode´sico (GNLM)
Se asume como una generalizacio´n del NLM, con la diferencia que las me´tricas utilizadas para las
distancias como; la distancia euclidiana, se cambia por la me´trica de distancias geode´sicas [141].
Esto es posible gracias al principio de la siguiente afirmacio´n: la asignacio´n no lineal de Sammon
(NLM), se usa con un recurso muy importante con la distancia euclidiana, tanto en el espacio de
datos como en el espacio embebido, no obstante, se asume que nada de lo anterior se establece
como una restriccio´n para definir otra me´trica que corresponda al espacio de datos [142].
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6.5. Visualizacio´n Usando Reduccio´n de Dimensio´n e
Interactividad
La visualizacio´n de datos multidimensionales posee como elemento fundamental, las te´cnicas de
reduccio´n de la dimensio´n (RD). Se afirma que los me´todos asociados a RD, pueden ser u´tiles
bajo ciertas condiciones especiales. Estos caracterı´sticas se asumen como restricciones debido a
proyectar; el tratamiento de datos a nivel de ana´lisis exploratorio, el cual espera surtir cambios
drama´ticos de adaptacio´n a las necesidades humanas, ası´ como tambie´n a problemas del contexto,
idealmente en te´rminos de interactividad y procesos sobre la marcha.
La mayorı´a de sistemas de ana´lisis visual del estado del arte actual, demuestran los beneficios
de integrar la Visualizacio´n Interactiva con la Reduccio´n de la Dimensio´n. No obstante se hace
necesario la comprensio´n general y estructura de esta integracio´n. Los resultados de esta inves-
tigacio´n revelan 3 escenarios comunes, que subyacen de procesos de interaccio´n para concebir
susceptibilidad en ejercicios de control interactivo como: restricciones algorı´tmicas, seleccio´n de
caracterı´sticas y la seleccio´n de la idoneidad entre una gama de algoritmos de RD [143].
6.5.1. Enfoque de Restricciones Algorı´tmicas
En el primer escenario se enmarca las restricciones algorı´tmicas, donde se estudian las afirma-
ciones de autores que defienden la tesis de; (La interaccio´n visual con la reduccio´n de la dimen-
sionalidad en complejidades de tiempos de ejecucio´n) [144]. El desarrollo de tal afirmacio´n, ev-
idencia los esfuerzos de centrar las investigaciones en implementaciones ingenieriles especı´ficas
de sistemas de ana´lisis visual integrando RD, de manera que resultan en el ana´lisis de las formas,
que otros me´todos de aprendizaje de ma´quinas han sido combinados con RD en pro de los costos
computacionales, puestos en marcha desde una perspectiva interactiva enfocada netamente en la
visualizacio´n [144].
Otros autores [145] [144], defienden conceptos que comparten algunas caracterı´sticas pero con
leves discrepancias. A la hora de proyectar el mejor ajuste en te´rminos de percepcio´n para la
visualizacio´n, tal ajuste satisface aquellas representaciones de baja dimensio´n en beneficio de la
exploracio´n de la separabilidad de clases, ası´ como tambie´n la distribucio´n espacial de los datos
que carecen del criterio que identifica las capacidades perceptivas de los humanos. Este concepto
hace muy complejo e ineficaz para estructuras de clases complejas. Debido a esto, se enfocan a
impulsar la percepcio´n para maximizar las capacidades de observacio´n, netamente desde la visu-
alizacio´n, en las proyecciones inmersas en separacio´n de clases, teniendo en cuenta el ca´lculo de
modelos de cuantizacio´n vectorial y geome´tricos que optimizan el costo computacional [145].
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6.5.2. Enfoque en Seleccio´n de Caracterı´sticas
En este segundo escenario se evidencia una fuerte inclinacio´n de algunos autores [143] [146], a
la hora de ejecutar los me´todos de RD en beneficio de un conocimiento previo. Con la u´nica fi-
nalidad de establecer la esperanza de agrupamiento natural y seleccio´n de atributos, el cual logra
optimizar esfuerzos humanos en la investigacio´n de la idoneidad del factor del pre-procesamiento
de los datos. Para lograrlo, identifican te´cnicas de agrupamiento natural que sean menos costosas
en te´rminos de computacio´n y puedan llegar a feliz te´rmino, con un panorama general de analı´tica
visual que pueda dar un sentido de orientacio´n, tanto en la percepcio´n visual de los seres humanos
como salvaguardar el equilibrio del poder en la computacio´n [146].
6.5.3. Enfoque de Idoneidad en Seleccio´n del Algoritmo
Algunos autores [147] [148], desarrollan especial esfuerzo en todos los movimientos intermedios,
especı´ficamente en la interpolacio´n de los movimientos en las formas de la visualizacio´n. Se espera
que los algoritmos de RD no convexos, bajo cambios de me´tricas del espacio de entrada puedan
tener una correspondencia, en su proceso de interactividad que permita manejar los para´metros en
funcio´n de un factor humano, es decir el usuario mediante una interfaz adecuada. Este enfoque
tiene la bondad de concentrar esfuerzos en la relacio´n intrı´nseca de los grupos de variables selec-
cionados dina´micamente, ası´ como la evaluacio´n del impacto en una sola variable o agrupamientos
de variables en la topologı´a de los datos [147].
Otros autores como [149] [148], proponen los algoritmos de RD en funcio´n de nuevas fases de ex-
ploracio´n, en te´rminos de configuraciones parame´tricas. Esto se desarrolla con el u´nico propo´sito
de realizar proyecciones ma´s asertivas del ana´lisis visual de datos dimensionales. Dicha labor de
sintonizacio´n de para´metros permite a estos usuarios una comparacio´n cuantitativa en tiempo en
marcha, el cual resulta ser ma´s comprensible debido a mostrar con detalles, los movimientos inter-
nos de cada transformacio´n realizada por las distintas proyecciones propias de cada me´todo, para




Esta seccio´n presenta las generalidades del proceso de Reduccio´n de la Dimensio´n en la seccio´n
7.1, acto seguido, en esta seccio´n se organizan las tema´ticas de la siguiente manera: En la seccio´n
7.2 se realiza una descripcio´n del background de los componentes que permiten calculo matri-
cial de los me´todos espectrales y me´todos basados en mezclas de divergencias [150, 151], el cual
se utilizaron para efectos de esta investigacio´n, referente al proceso de los me´todos (S ingular −
Value−Decomposition - SVD Seccio´n 7.2.1), en la seccio´n 7.2.2 (Eigenvalue−Decomposition -
EVD) y en la seccio´n 7.2.3 (S quareRoot−Of −a−S quareMatrix - SRSM). Se hace una revisio´n
de los me´todos que componen el calculo matricial de dichos modelos, ası´ como tambie´n aquellos
factores de embebimiento propios de cada me´todo.
Las secciones 7.3 y 7.4 esbozan los me´todos estudiados. Por tanto, la mayorı´a de los nuevos enfo-
ques espectrales que pueden ser fa´cilmente comprendidos dentro de la teorı´a de grafos. A menudo,
tal grafo se construye como un grafo no dirigido y ponderado, del cual los puntos de datos repre-
sentan los nodos, y una matriz de similitud sime´trica no negativa (tambie´n afinidad) representa el
peso de pares entre nodos. Esta formulacio´n tambie´n es u´til para determinar los clusters de datos
subrayados dentro de los datos de entrada. [152].
7.1. Generalidades de Reduccio´n de la Dimensio´n
La reduccio´n de la dimensio´n (DR) permite extraer informacio´n relevante y de menor dimensio´n de
grandes colecciones de datos con el fin de mejorar el rendimiento de un sistema de reconocimiento
de patrones o permitir una visualizacio´n de datos inteligible. En otras palabras, el objetivo de la
reduccio´n de la dimensio´n es representar una matriz de datos de alta dimensio´n Y = [yi]1≤i≤N ,
tal que yi ∈ RD, en una matriz de dimensio´n menor X = [xi]1≤i≤N , con xi ∈ Rd, donde d < D.
Los enfoques cla´sicos de la RD fueron concebidos siguiendo un criterio intuitivo, como la preser-
vacio´n de la varianza (ana´lisis de componentes principales - PCA) o la preservacio´n a distancia
(escalamiento multidimensional cla´sico - CMDS) [153]. En la segunda de´cada del siglo XXI, los
me´todos ma´s desarrollados y recientes tienen como objetivo preservar la topologı´a de los datos.
Esta topologı´a es a menudo dada por un grafo relacionado con los datos, construido como un
grafo no dirigido y ponderado, en el que los puntos de datos representan los nodos, y una matriz
de similitud no negativa (tambie´n denominada afinidad), que contiene los pesos de las aristas en
ambos sentidos. Esta representacio´n se explota tanto con me´todos espectrales como basados en
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divergencias. Por un lado, para los enfoques espectrales, la matriz de similitud puede representar
el factor de ponderacio´n para distancias pares, como sucede en Laplacian eigenmaps [154]. Por
otra parte, una vez normalizado, tambie´n puede representar una distribucio´n de probabilidad. Este
u´ltimo es el caso de los me´todos basados en divergencias tales como stochastic neighbour embed-
ding [155].
7.2. Me´todos para el Ca´lculo de Matrices
7.2.1. Descomposicio´n de Valores Singulares
La descomposicio´n del valor singular (S ingularValueDecomposition - SVD) de un M-por-N ma-
triz A se escribe como:
A = V ΣU T , (7-1)
donde V es una matriz ortonormal (o unitaria) de M-por-M tal que V TV = IM×M, Σ es una ma-
triz pseudodiagonal con el mismo taman˜o que A; las M entradas de σm en la diagonal se llaman
los valores singulares de A y U es una matriz ortonormal (o unitaria) N-por-N de tal manera que
U TU = IN×N .
El nu´mero de valores singulares diferentes de cero, denota el rango de A. Cuando el rango es
igual para P (Dimensionalidad del espacio latente que suele ser RP), el SVD puede ser usado para
calcular el (pseudo) inverso de A:
A+ = UΣ+V T , (7-2)
donde la (pseudo) inversa de Σ se calcula trivialmente al transponerlo e invirtiendo sus entradas di-
agonales σm. La SVD se utiliza en muchos otros contextos y aplicaciones. Por ejemplo, el ana´lisis
de los componentes principales [97] [98], puede llevarse a cabo utilizando un SVD. Por cierto,
cabe destacar que PCA utiliza un SVD ligeramente moderado. Asumiendo que M < N, U podrı´a
llegar a ser grande cuando M  N, que a menudo ocurre en PCA, y Σ contiene muchos ceros
inu´tiles. Esto motiva una desconexio´n alternativa de la SVD, llamada SVD de taman˜o econo´mico,
donde so´lo se calculan las primeras columnas P de U . Consecuentemente, U T tiene el mismo
taman˜o que A y Σ se convierte en una matriz diagonal cuadrada. Una desconexio´n similar esta´
disponible cuando M > N.
Para una matriz cuadrada y sime´trica, la SVD es equivalente a la descomposicio´n del valor propio
(EVD; ver a continuacio´n).
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7.2.2. Descomposicio´n de Valores Propios
La descomposicio´n del valor propio (EigenvalueDecomposition - EVD) de una matriz cuadrada
A de M-por-M, se escribe como
AV = V Λ (7-3)
• Donde V es una matriz cuadrada M-por-M cuyas columnas vm son vectores de norma uni-
taria llamados vectores propios de A.
• Λ es una matriz diagonal M-por-M que contiene los valores propios M λm de A.
La EVD es a veces llamada la descomposicio´n espectral de A. La ecuacio´n (7-3) traduce el
hecho de que los propios vectores mantienen su direccio´n despue´s de la multiplicacio´n izquierda
porA : Avm = λmvm. Adema´s, el factor de escala es igual al valor propio asociado. El nu´mero de
valores propios diferentes de cero da el rango de A, y el producto de los valores propios es igual
al determinante de A. Por otra parte, la traza de A, denotado tr (A) y desviado como la suma de








En el caso general, aunqueA contenga so´lo entradas reales, V y Λ pueden ser complejas. SiA es
sime´trica (A = AT ), entonces V es ortonormal (los vectores propios son ortogonales adema´s de
estar normados); el EVD se puede volver a escribir como
A = V ΛV T , (7-5)
y los valores propios son nu´meros reales. Adema´s, si A es positivo definido, entonces todos los
valores propios son positivos. SiA es semidefinida positiva, entonces todos los valores propios no
son negativos. Por lo tanto, una matriz de covarianza es semidefinida positiva.
7.2.3. Raı´z Cuadrada de una Matriz Cuadrada
La raı´z cuadrada de una matriz diagonal se calcula fa´cilmente aplicando la raı´z cuadrada u´nicamente
en las entradas diagonales. En comparacio´n, la raı´z cuadrada de una matriz cuadrada no diagonal
puede parecer ma´s difı´cil de calcular. En primer lugar, hay dos maneras diferentes de separar la








SiA es sime´trico, entonces la descomposicio´n del valor propio (EVD) de la matriz ayuda a volver
al caso diagonal. La descomposicio´n del valor propio (ver seccio´n 7.2.2) de cualquier matriz
sime´trica A es
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donde Λ es diagonal. Si A es tambie´n positivo definido, entonces todos los valores propios
son positivos y las entradas diagonales de Λ
1
2 siguen siendo nu´meros reales positivos. (Si A
es so´lo semidefinida positiva, entonces la raı´z cuadrada ya no es u´nica). La segunda y ma´s general












2 = V Λ
1
2V −1, (7-9)















= V ΛV −1 = A
(7-10)
Esto es va´lido en el caso general, es decir, A puede ser complejo y/o asime´trico, produciendo
valores propios y vectores propios complejos. Si A es sime´trica, la u´ltima ecuacio´n puede simpli-
ficarse au´n ma´s, ya que los vectores propios son reales y ortonormales (V −1 = V T ). No es digno
de mencio´n que la segunda definicio´n de la raı´z cuadrada de la matriz pueda ser generalizada para
calcular poderes matriciales:
Ap = V ΛpV −1 (7-11)
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7.3. Me´todos Espectrales
7.3.1. Classical Multidimensional Scalling (CMDS)
Para entender CMDS se analiza los componentes sema´nticos en su expresio´n ma´s ba´sica. Como
acercamiento intuitivo, se conceptualiza el termino ”Escalamiento” el cual, hace referencia a todo
aquel proceso que se establece en un espacio me´trico objetivo, para configurar los puntos a partir
de la informacio´n que subyace en las distancias de interpunto. En segundo lugar, el termino que
establece la tarea ”Multidimensional”, realiza el proceso de escalamiento, sı´ y solo sı´ el espacio
objetivo es euclidiano [156]. El enfoque cla´sico de CMD, denominado por sus siglas ”CMDS -
me´trico cla´sico”, se afirma que no es un enfoque de conservacio´n de la distancia debido a garan-
tizar los productos escalares en lugar de las distancias [157]. El MDS me´trico cla´sico dentro de
su proceso es incapaz de lograr la reduccio´n de dimensio´n de forma no lineal. Sin embargo, el
MDS me´trico es un me´todo del cual basa sus cimientos en la estructura de un modelo generativo
simple [158]. En te´rminos del me´todo analı´tico su ejecucio´n establece una permutacio´n o cambio
de eje ortogonal que separa las variables observables o triviales en y del mismo modo aplicado en
variables latentes, almacenadas en x:
y = Wx, (7-12)
del cual los componentes de x son independientes y W es un D-por-P matriz tal que WTW = IP
. Para aquellas variables observadas como aquellas latentes. Aplicadas a un conjunto finito de
puntos N, escritos en forma de matriz como
Y = [..., y(i), ..., y( j), ...] , (7-13)
visto de otro modo, se puede proponer una reducida notacio´n tal que, para el producto escalar entre
vectores y(i) y y( j):
sy(i, j) = s(y(i), y( j)) = 〈y(i) · y( j)〉 , (7-14)
tal cual, se ha hecho para las distancias se puede escribir que





Donde Y y X son desconocidos; so´lo la denominada matriz de Gram de productos escalares a pares
S, se da. Para el ca´lculo de los valores en las variables latentes se puede realizar trivialmente calcu-
lando la descomposicio´n del valor propio (ver seccio´n 7.2.2), de la matriz Gram S: Al desconocer
tanto Y como X; so´lo se define la matriz de productos escalares pares S, llamada matriz de Gram.
Como se menciono´ anteriormente se calcula la descomposicio´n de los valores propios (ver seccio´n
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7.2.2), en pro de hallar los valores de las variables latentes, el cual resulta ser una solucio´n trivial
para la matriz de Gram S:
S = UΛUT
= (UΛ1/2)(Λ1/2UT )
= (Λ1/2UT )T (Λ1/2UT ) ,
(7-16)
donde U es un N-por-N matriz ortonormal y Λ es un N-por-N diagonal que posee los valores
propios. (La razo´n por la que U se utiliza en lugar de V como en la seccio´n (7.2.2), se debe
a la comparacio´n que se realizara´ con su homo´logo PCA en la siguiente seccio´n. Vale la pena
resaltar que S es la matriz Gram de los datos centrados, los valores en Dhacen referenciaa la
dimensionalidad del espacio de los datos RD, donde los valores propios son estrictamente positivos
mientras que otros son cero en Λ.) Si se clasifican en orden descendente los valores propios, la
estimacio´n del valor de P-Las variables de latencia dimensional, se calculan como un producto de
la siguiente manera
Xˆ = IP×NΛ1/2UT . (7-17)
Equivalencias entre CMDS y PCA
En muchos trabajos del estado del arte actual [159], se menciona casi obligatoriamente sobre las
equivalencias de MDS me´trico y PCA. En esta tesis de maestrı´a, se parte de la solucio´n de la
ecuacio´n (7-17) para proyectar las equivalencias entre MDS me´trico y PCA que se demostraran a
continuacio´n. Se afirma que, el MDS me´trico y el PCA ofrecen la misma solucio´n. Para efectos de
e´sta demostracio´n, se toman las coordenadas de los datos en Y, que se asumen como conocidas.
Esto es una regla in-negociable en el caso del me´todo de Ana´lisis de Componentes Principales -
PCA, no obstante en el caso de MDS me´trico, se observa que es lo opuesto y centrado. Adema´s,
la descomposicio´n del valor singular (7.2.1) de Y se puede escribir como Y = VΣUT . Entonces
se puede afirmar que PCA descompone la matriz de covarianza, que es proporcional a YYT , en
vectores y valores propios:
Cˆyy ∝ YYT = VΣTUTUΣVT = VΣΣTVT = VΛPCAVT , (7-18)
donde la divisio´n por N se omite intencionalmente en la covarianza, y ΛPCA = ΣΣT . La solucio´n
es XˆPCA = IP×DVTY(referencia libro). Por otro lado, el MDS me´trico descompone la matriz Gram
en eigenvectores y valores propios:
S = YTY = UΣVTVΣUT = UΣTΣUT = UΛMDSUT , (7-19)
donde ΛMDS = ΣTΣ. La solucio´n es XˆMDS = IP×DΛ1/2MDSU
T . Al igualar ambas soluciones y al







IP×DV TV ΣU T = IP×D(ΣTΣ)
1
2U T
IP×DΣU T = IP×DΣU T
(7-20)
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Esto demuestra que PCA y MDS me´trico llegan a minimizar el mismo criterio.




(sy(i, j) − 〈xˆ(i) · xˆ( j)〉)2 . (7-21)
La equivalencia entre los dos me´todos puede ser una ventaja en algunas situaciones.
• Cuando los datos consisten en distancias o similitudes, la ausencia de las coordenadas no
nos impide aplicar el PCA: basta con sustituir el PCA por el MDS me´trico.
• Cuando se conocen las coordenadas, la equivalencia es tambie´n muy u´til cuando el taman˜o
de la matriz de datos es muy grande, por ende Y se vuelve problema´tico.
• Si los datos no son demasiado dimensionales pero el nu´mero de puntos es enorme, PCA
gasta menos recursos de memoria que MDS ya que el producto. YYT tiene un taman˜o ma´s
pequen˜o que YTY.
Respecto al proceso del algoritmo CMDS, el ca´lculo de las distancias en par requiere O(N2) en-
tradas de memoria y O(N2D) operaciones. En realidad, las complejidades temporales y espaciales
del MDS me´trico esta´n directamente relacionadas con las de un EVD. Computar todos los valores
y vectores propios de una matriz no espesa de N-por-N tı´picamente exige lo siguiente O(N3) op-
eraciones, dependiendo de la implementacio´n.
Algoritmo (Classical Multidimensional Scalling - CMDS).
1. Si los datos disponibles consisten en vectores recogidos en Y, y luego centrarlos, calcular los
productos escalares en ambos sentidos. S = YTY, y vaya al paso 3.
2. Si los datos disponibles consisten en distancias euclidianas a ambos lados, transfo´rmelos. en
productos escalares:
• Cuadrado de las distancias y construir D.
• Realizar el doble centrado de D, esto produce S.
3. Calcular la descomposicio´n del valor propio S = UΛUT .
4. Una representacio´n P-dimensional se obtiene computando el producto Xˆ = IP×NΛ1/2UT .
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Redes Basadas en Datos - (Data-Driven Lattice)
Los me´todos que se describen en la siguiente seccio´n 7.3.2 y 7.3.3 en oposicio´n a los me´todos que
utilizan una red predefinida, no asumen la forma y la topologı´a de la representacio´n dimensional
menor. Por el contrario, define la informacio´n contenida en los datos para establecer la topologı´a
del conjunto de datos y calcular la forma del embebimiento. Por tanto, dicho embebimiento no se
limita de ninguna manera y puede adaptarse para capturar la forma del colector. En los me´todos
LLE y LE, detallados en las pro´ximas secciones, la red de datos se formaliza mediante un grafo
cuyos ve´rtices son los puntos de datos y cuyos bordes representan las aristas o relaciones vecinales
[159].
7.3.2. Locally Linear Embedding (LLE)
LLE propone un enfoque basado en transformaciones conformes. Dicho en otras palabras, posee
cualidades gra´ficas que se podrı´an interpretar como un ”malla o rejilla rectangular” o ”mapa con-
formal”, tal que preserva los movimientos a´ngulos locales [160]. La preservacio´n de los a´ngulos
locales, puede interpretarse como una manera de preservar los productos escalares locales, del
mismo modo las distancias locales realizan un trabajo similar que esta´ estrictamente relacionado,
pero resulta ser otra manera diferente de preservar los escalares locales [161] [162].
Este me´todo, dentro de su proceso inicia la construccio´n de un mapa conformal, el cual determina
los a´ngulos primarios a tener en cuenta, el cual selecciona un par de vecinos en funcio´n de sus
puntos tales como: y(i) en el data set Y = [..., y(i), ..., y( j), ...]1≤i, j≤N . Si se conoce la estructura
del colector subyacente, entonces se puede asumir que un valor de K existe de tal manera que el
colector es aproximadamente lineal, en la escala local de los K-ary vecindarios. La idea de LLE es
reemplazar cada punto y(i)) con una combinacio´n lineal de sus vecinos. El error de reconstruccio´n













donde N(i) contiene a todos los vecinos del punto y(i) y wi, j las entradas de la matriz N-por-N W,
a los vecinos en la reconstruccio´n de y(i). Brevemente, ε(W) suma todas las distancias cuadradas
entre un punto y su reconstruccio´n local lineal. Para calcular los coeficientes wi, j, la funcio´n de
costes se reduce al mı´nimo con dos limitaciones. Los puntos son reconstruidos u´nicamente por
sus vecinos, es decir, los coeficientes. wi, j y para puntos fuera del vecindario de y(i) son iguales
a cero: wi, j = 0∀ j < N(i). Las filas de la matriz del coeficiente suman a una ∑Nj=1 wi, j = 1. LLE
busca que estas propiedades geome´tricas principalmente puedan ser va´lidas para representaciones
de baja dimensio´n de los datos.
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Puntualmente, LLE supone que los datos se encuentran cerca de un colector liso, no lineal de baja
dimensionalidad. Y luego, a una buena aproximacio´n, que consiste en una traslacio´n, rotacio´n y es-
cala, del cual mapea las coordenadas de alta dimensio´n de cada vecindario a las coordenadas glob-
ales intrı´nsecas. Los pesos de reconstruccio´n wi, j reflejan las propiedades geome´tricas intrı´nsecas
de los datos que son invariables a exactamente estas transformaciones. En el u´ltimo paso de LLE,
cada punto de datos de alta dimensio´n se mapea a un vector de baja dimensio´n que representa
las coordenadas globales intrı´nsecas en el colector. Esto se hace seleccionando las coordenadas













Esta funcio´n de coste, el cual conservar propiedades similares a la Ec. (7-22), suma los errores de
reconstruccio´n causados por la reconstruccio´n local lineal. En este caso, los errores se calculan en
el espacio de representacio´n de baja dimensio´n y los coeficientes. wi, j son fijos. La minimizacio´n
de Φ(Xˆ) da las coordenadas de baja dimensio´n Xˆ = [..., xˆ(i), ..., xˆ( j), ...]1≤i, j≤N que la mejor recon-
struccio´n y(i) otorgada W. En la pra´ctica, la minimizacio´n de las dos funciones de costes ε(W)
y Φ(Xˆ) se realiza de la siguiente manera: Primero, pueden ser calculados en forma cerrada los
coeficientes restringidos de wi, j, para cada punto de datos por separado. Considerando un punto de











que puede ser reformulado como












donde ω(i) es un vector que contiene las entradas no cero de la fila i-e´simo (sparse) de W y ν(r) la
r-e´simo vecino de Y(i), correspondiente a y( j) en la notacio´n de Eq. (7-24). La segunda igualdad
se mantiene gracias a la restriccio´n (reformulada)
∑K
r=1 ωr(i) = 1, y el tercero usa el K-por-K matriz
de Gram local G(i) cuyas entradas se definen como
gr,s(i) = (yi − ν(r))T (yi − ν(s)) . (7-28)
7.3 Me´todos Espectrales 45
Las matrices G(i) pueden ser interpretadas como una especie de matrices de covarianza local
alrededor de y(i). Utilizando un multiplicador Lagrange puede minimizarse en forma cerrada el
error de reconstruccio´n, para reforzar la restriccio´n
∑K
r=1 ωr(i) = 1. La inversa de G(i), los pesos






Esta solucio´n requiere una inversa de la matriz de covarianza local. Otra manera de minimizar el
error, es simplemente resolver el sistema lineal de ecuaciones.
∑K
r=1 gr,sωr(i) y luego escalar los
coeficientes para que se sumen a uno, dando el mismo resultado. Por construccio´n, la matriz G(i)
es sime´trica y positiva semidefinida. Desafortunadamente, puede ser singular o casi singular, por
ejemplo; cuando hay ma´s vecinos que las dimensiones en el espacio de datos. (K >D). En este
caso, G puede condicionarse, antes de resolver el sistema, an˜adiendo un pequen˜o mu´ltiplo de la
matriz de identidad:




donde 4 es menor en comparacio´n con el rastro de C. Esto equivale a penalizar las grandes pon-
deraciones que explotan las correlaciones ma´s alla´ de cierto nivel de precisio´n en el proceso de
muestreo de datos. En realidad, 4 es de alguna manera un para´metro ”oculto” de LLE. La mini-
mizacio´n de la segunda funcio´n de costes Φ(Xˆ) en pro de resolver un problema propio. Para este




























mi, j(xˆ(i)T xˆ( j)) , (7-33)
donde mi, j es la entrada de un N-por-N matriz M, definido como
M = (I − w)T (I −W) , (7-34)
que es sime´trico y positivo semidefinido. La optimizacio´n se realiza en base a las restricciones
que hacen que el problema este´ bien planteado. Las coordenadas xˆ(i) se pueden traducir como un
desplazamiento constante sin afectar al coste. Este grado de libertad desaparece si las coordenadas
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esta´n centradas en el origen. (
∑N
i=1 xˆ(i) = 0). Adema´s, a fin de evitar soluciones degeneradas, las
coordenadas latentes se limitan a tener covarianza unitaria. (Cˆxˆxˆ = 1N XˆXˆ
T = I). Tal restriccio´n
simplemente explota la invariancia de la funcio´n de coste a las rotaciones y a las recalificaciones
homoge´neas. La integracio´n o´ptima, hasta una rotacio´n global del espacio de insercio´n, se obtiene
calculando el fondo P + 1 vectores propios de la matriz M. El u´ltimo vector propio de M, que LLE
descarta, es un vector de unidad escalado con todos los componentes iguales; representa un modo
de conversio´n libre y esta´ asociado con un valor propio cero. Descartar este eigenvector refuerza
la restriccio´n de que las representaciones de menor dimensio´n tienen una media cero, ya que los
componentes de otros eigenvectores deben sumar cero en virtud de la ortogonalidad con el u´ltimo.
El resto P los vectores propios dan el estimado P coordenadas dimensionales de los puntos xˆ(i) en
el espacio latente.
Algoritmo (Locally Linear Embedding - LLE).
1. Para cada dato y(i),calcular
• la K vecinos ma´s cercanos de y(i),
• la matriz regularizada G(i) segu´n la Ec. (7-28) y (7-30),
• los pesos ω(i) (Ec. (7-29)).
2. Conociendo los vectores ω(i), construir las matrices dispersas W y M (Ec. (7-34)).
3. Calcule el EVD deM; las coordenadas estimadas esta´n dadas por los vectores propios asociados
con el segundo para (1+P)-e´simo valores propios ma´s pequen˜os.
7.3.3. Laplacian Eigenmaps (LE)
Este me´todo de reduccio´n de la dimensio´n pertenece a la familia no lineal, actualmente muy de-
sarrollado, basando sus cimientos en el ejercicio de la descomposicio´n espectral [163]. El me´todo
tenı´a por objeto remediar algunas deficiencias de otros me´todos espectrales como LLE, descritos
en la seccio´n (7.3.2) [164].
LE comparte similitudes dentro de su modus operando, como establecer una cercana relacio´n con
LLE, no obstante aborda el problema de una manera diferente, por ejemplo: en lugar de reproducir
pequen˜as correcciones lineales alrededor de cada dato, LE se basa en conceptos grafo-teo´ricos
como el operador laplaciano en un grafo [165]. LE se basa en la minimizacio´n de distancias
locales, es decir, distancias entre puntos de datos vecinos. Para evitar la solucio´n trivial donde todos
los puntos son mapeados a un solo punto (todas las distancias son entonces cero!), la minimizacio´n
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es limitada. LE se basa en una hipo´tesis u´nica y sencilla: el conjunto de datos:
Y = [..., y(i), ..., y( j), ...]1≤i, j≤N , (7-35)
posee un gran nu´mero de puntos N cerca de una superficie lisa denominada P-el colector. Como
so´lo se indican los puntos de datos, el colector en sı´ mismo permanece desconocido. Sin embargo,
si N tiene un gran taman˜o, el mu´ltiple subyacente puede ser representado con buena precisio´n por
un gra´fico G = (VN ,E). En esta representacio´n, un ve´rtice vi del gra´fico se asocia con cada punto de
referencia y(i), y una arista conecta los ve´rtices vi y v j si los puntos de datos correspondientes son
vecinos, hablando en te´rminos de grafos. Aquellas relaciones de vecindad pueden determinarse
utilizando K-ary vecindarios o -ball como para otros me´todos basados en grafos. Las relaciones
vecinales pueden codificarse en una estructura de datos especı´fica o simplemente en una matriz
de adyacencia A. Las entradas binarias ai, j ∈ {0, 1} indican si los puntos de datos y(i) y y( j) son
vecinos o no. El objetivo de LE es mapear Y a un conjunto de puntos de baja dimensio´n:
X = [..., x(i), ..., x(j), ...]1≤i, j≤N , (7-36)







||x(i) − x( j)||22wi, j, (7-37)
donde las entradas wi, j de la matriz sime´trica W se relacionan con los de la matriz de adyacencia
de la siguiente manera: wi, j = 0 sı´ ai, j = 0; de lo contrario, wi, j ≥ 0. Existen varias opciones
posibles para las entradas distintas de cero. Algunos autores como; Mikhail Belkin y Partha Niyogi
[referencia], recomiendan para estos casos utilizar un Kernel en forma de campana gaussiana:
wi, j = exp
(






donde el para´metro T puede considerarse como una temperatura en un kernel involucrado en ecua-
ciones de difusio´n. Una opcio´n ma´s simple consiste en tomar wi, j = 1 sı´ ai, j = 1. Esto equivale
a fijar T = ∞ en el kernel. Segu´n la definicio´n de W, minimizando ELE bajo las limitaciones
apropiadas es un intento de garantizar que si y(i) y y( j) esta´n cerca el uno del otro, entonces x(i)
y x( j) deberı´a estar cerca tambie´n. En otras palabras, se conservan las propiedades topolo´gicas (es
decir, las relaciones de vecindad) y los pesos. wi, j actu´an como sanciones que son ma´s pesadas
para puntos de datos cercanos. De acuerdo a lo anterior W es sime´trica, el criterio ELE puede
escribirse en forma de matriz como se indica a continuacio´n:
ELE = tr(XLXT ) . (7-39)
En esta ecuacio´n, L es la matriz laplecian ponderada del grafo G, definida como
L = W − D , (7-40)
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donde D es una matriz diagonal con entradas di,i =
∑N
j=1 wi, j. Para probar la igualdad, basta notar



















































fTp (y)Lf p(y) = tr(XLX
T ) , (7-46)
donde fp(y) es un N-vector dimensional que da la cota de posicio´n para cada punto incrustado, y
fp(y) es la transposicio´n del p-th fila de X.
Por cierto, cabe destacar que el ca´lculo anterior tambie´n muestra que L es positivo semidefinido.
Minimizando ELE con respecto a X bajo la restriccio´n XDXT = IP×P se reduce a resolver el prob-
lema del valor propio generalizado hDf = Lf y en busca de los propios vectores P de L asociados
con los valores propios ma´s pequen˜os.
A medida que L es semidefinido sime´trico y positivo, todos los valores propios son reales y no
inferiores a cero. Esto se puede ver resolviendo el problema de forma incremental, es decir, calcu-
lando primero una incrustacio´n unidimensional, luego una bidimensional y ası´ sucesivamente. En
este punto, debe notarse que hDf = Lf posee una solucio´n trivial. De hecho, para f = 1N donde
1N = [1, ..., 1]T , sale a la luz que W1N = D1N y ası´ que L1N = 0N . De ahı´ hN = 0 es el valor
propio ma´s pequen˜o de L y fN(y) = 1.
Algoritmo (Laplacian Eigenmaps - LE).
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1. Si los datos consisten en distancias de par, omita el paso 2 y vaya directamente al paso 3.
2. Si los datos consisten de vectores, entonces compute todas las distancias en sentido de los pares.
3. Determinar cualquier K-ary vecindarios o -ball vecindarios.
4. Construir el gra´fico correspondiente y su matriz de adyacencia A.
5. Aplique el kernel de calor (u otro) a los puntos de datos adyacentes y construya la matriz W
como en (7-38).
6. Suma de todas las columnas W para construir la matriz diagonal D, que consiste en las sumas
en filas de W.
7. Ca´lculo L, el laplaciano de la matriz W:L = W − D.
8. Normalizar la matriz laplacica: L′ = D−1/2LD−1/2.
9. Calcule la EVD del Lapo´n normalizado: L′ = UΛUT .
10. Una incrustacio´n de baja dimensio´n se obtiene finalmente multiplicando los vectores propios
por D1/2, de transponerlas, y mantener a los asociados con el P valores propios ma´s pequen˜os,
excepto el u´ltimo, que es cero.
7.4. Me´todos Basados en Divergencias
7.4.1. Stochastic Neighbor Embedding (SNE)
Incrustacio´n de vecinos estoca´sticos (Stochastic neighbor embedding - SNE) es uno de los me´todos
ma´s recientes para la reduccio´n de dimensio´n [155]. SNE minimiza la divergencia de informacio´n
D entre dos distribuciones Pn = [pnm]1≤m≤N y Qn = [qnm]1≤m≤N asociado con el n-e´simo punto del
espacio observado y del espacio latente, respectivamente. Entonces, usando la divergencia dirigida











Definiendo δnm = ‖yn−ym‖2 y dnm = ‖xn−xm‖2, distribuciones Pn yQn pueden ser elegidas como
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con qnn = 0 y pnn = 0. Se puede lograr una versio´n sime´trica de SNE (SSNE) seleccionando
afinidades completamente normalizadas que pueden obtenerse fa´cilmente modificando ligeramente
las ecuaciones. (7-48) y (7-48). En lugar de una suma restringida, todas las entradas deben sumarse
en el denominador a fin de hacer cumplir que todas las entradas normalizadas sumen lo siguiente




Los me´todos basados en SNE sufren de alcanzar espacio latente distorsionado y superpuesto,
cuando d es ma´s pequen˜a que la dimensio´n intrı´nseca [166]. Para hacer frente a este problema, se




8. Metodologı´a y Marco Experimental
8.1. Introduccio´n
El objetivo de la reduccio´n de la dimensio´n (RD) es, obtener representaciones de datos de baja di-
mensio´n en correspondencia a los datos de entrada de alta dimensio´n, manteniendo la estructura de
datos tan bien como sea posible bajo un criterio preestablecido. Alcanzar este objetivo implica que
tanto el rendimiento de un sistema de reconocimiento de patrones como la representacio´n inteligi-
ble de los datos, pueden mejorarse [167]. Tradicionalmente, los me´todos RD se disen˜an siguiendo
criterios de optimizacio´n preestablecidos y para´metros de disen˜o. Entonces, en su mayorı´a care-
cen de las propiedades de interactividad y controlabilidad, siendo caracterı´sticas del campo de
Visualizacio´n de la Informacio´n (InfoVis) [168]. InfoVis proporciona interfaces y formas gra´ficas
de representacio´n de datos, que hacen de la informacio´n disponible, un elemento ma´s utilizable
e inteligible para el usuario. Dicho esto, surge la premisa donde los resultados de la RD pueden
ser mejorados aprovechando algunas propiedades de los me´todos InfoVis [169] [170]. Siguiendo
esta premisa, algunos enfoques han propuesto [9] [171] [12] haciendo uso de la interactividad uti-
lizando interfaces de posicio´n sobre la escala o modelos de interaccio´n geome´trica. En general,
tales enfoques implementan interesantes modelos interactivos, pero su visualizacio´n final carece
de la informacio´n sobre la estructura de datos del espacio de entrada original, o al menos de una
manera fa´cil de entender y/o visual.
Esta seccio´n se organiza de la siguiente manera: En la seccio´n 8.2, Visualizacio´n de datos mediante
reduccio´n dimensional. La Seccio´n 8.5 presenta el esquema de visualizacio´n interactiva de datos.
La configuracio´n experimental del modelo y los resultados basados en similaridad se muestran
en las Secciones 8.4.5 y 8.5.2, respectivamente. Finalmente, la Seccio´n 8.7 recoge los elementos
usados en el experimento tales como bases de datos y dema´s insumos de investigacio´n.
8.2. Visualizacio´n de Datos Basada en Reduccio´n de la
Dimensio´n
Tal vez, una de las maneras ma´s intuitivas de visualizar datos nume´ricos es, a trave´s de una
representacio´n bidimensional o tridimensional de los datos originales, que se puede representar
fa´cilmente utilizando un gra´fico de dispersio´n. En consecuencia, la reduccio´n de la dimension-
alidad surge en correspondencia para que permita alcanzar una representacio´n de datos en baja
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dimensio´n, sobre el cual tanto el rendimiento de la tarea de clasificacio´n se mejora en te´rminos
de precisio´n, como la naturaleza intrı´nseca de los datos, se representa adecuadamente [172]. Por
tanto, cuando se realiza un me´todo de RD, se espera una visualizacio´n ma´s realista e inteligible
para el usuario [167].





1≤i≤N tal que yi ∈ <N×N en una matriz de datos latentes de baja dimensio´n
X = [xi]1≤i≤N posterior xi ∈ <N×N , donde d < D. Fig. (B.2) representa un caso del cual un
colector, llamado estructura esfe´rica artificial en 3D, se encuentra representado en un espacio de
menor dimensio´n (2D), que se asemeja a una versio´n desplegada del colector original.
Figura 8-1.: Estructura Esfe´rica Artificial, representacio´n dimensional de (3D) a (2D).
Los enfoques cla´sicos de la RD, apuntan a preservar la varianza (ana´lisis de componentes princi-
pales - PCA) o la distancia (escalamiento multidimensional cla´sico - CMDS) [168]. Hoy dı´a, los
me´todos ma´s desarrollados y recientes, apuntan a preservar la topologı´a de los datos. Tal topologı´a
puede ser representada por un grafo basado en datos, construido como un grafo no dirigido y pon-
derado, en el cual los puntos de datos representan los nodos, y una matriz de similitud no negativa
(tambie´n afinidad) sostiene los pesos de las aristas a pares. Esta representacio´n se explota tanto
con me´todos espectrales como basados en divergencias. Por un lado, para los enfoques espec-
trales, la matriz de similitud puede representar el factor de ponderacio´n para distancias a pares,
como sucede en Laplacian EigenMaps (LE) [173]. Asimismo, utilizando una matriz de similitudes
asime´tricas y centra´ndose en la estructura local de los datos, del cual surgio´ el me´todo de Locally
Linear Embeding (LLE) [174]. Por otro lado, una vez normalizada, la matriz de similitud tambie´n
puede representar distribuciones de probabilidad, al igual que los me´todos basados en divergencias
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como Stochastic Neighbor Embeding (SNE) y t-distributed SNE (t-SNE) [167].
8.3. Modelo (DataVisSim) Data-Visualization-Similarity
El modelo (DataVisSim ”Data-Visualization-Similarity”), introduce un nuevo enfoque de visual-
izacio´n utilizando una mezcla interactiva de representaciones de datos resultantes de los me´todos
RD. Despue´s de aplicar los me´todos RD en los datos de entrada, se obtiene un conjunto de espa-
cios de representacio´n de menor dimensio´n. Particularmente, la mezcla se hace a trave´s de una
suma ponderada. Para proporcionar a los usuarios un sentido de la estructura de datos, adema´s
se implemento´ una visualizacio´n basada en datos, adema´s del gra´fico de dispersio´n convencional.
Esta visualizacio´n captura la estructura de los datos de entrada, utilizando una matriz de similitud
(tambie´n, matriz de afinidad de la teorı´a de grafos), que capta el grado de similitud o afinidad entre
cada par de puntos de datos. La visualizacio´n consiste en trazar aristas (edges) entre los puntos de
datos que presentan el mayor valor de similitud. Adema´s, para proporcionar un mayor sentido de
interactividad, el usuario puede controlar el nu´mero de aristas mediante un para´metro-variable, que
funciona como una barra deslizante dentro de una interfaz. Por disen˜o, la afinidad se selecciona
como gaussiana para que se tenga en cuenta la estructura de los puntos vecinos locales. Partic-
ularmente, los espacios de baja dimensio´n se obtienen por me´todos de u´ltima generacio´n como:
Classical Multidimensional Scaling (CMDS) [168], Laplacian Eigenmaps (LE), Locally Linear
Embedding (LLE) [175], Stochastic Neighbor Embedding (SNE), and t-Student-distributed- SNE
(t-SNE) [167] [173]. Para realizar la mezcla, el usuario puede ajustar los factores de ponderacio´n
recogiendo valores de una interfaz similar a una barra ecualizadora. Para probar el enfoque de vi-
sualizacio´n, se utiliza un conjunto de datos de estructura esfe´rica artificial en 3D. La calidad de los
espacios de representacio´n resultantes se cuantifica mediante una versio´n a escala de la tasa media
de concordancia entre K-ary neighborhoods [174]. La mezcla propuesta puede representar cada
uno de los enfoques de reduccio´n de la dimensio´n y ayuda a los usuarios a encontrar una repre-
sentacio´n adecuada de los datos de entrada dentro de una interfaz visual y amigable para el usuario.
8.3.1. Seleccio´n del Algoritmo mediante Visualizacio´n e
Interactividad en RD
Un componente importante en esta investigacio´n fue ”Visualizacio´n Usando Reduccio´n de Di-
mensio´n e Interactividad”, que se introdujo en el Estado del Arte en la (seccio´n 6.5). Dicho com-
ponente posee tres enfoques, del cual se hizo especial hincapie´ en ”La idoneidad en seleccio´n de
algoritmos” (ver seccio´n 6.5.3 del Estado del Arte) [147]. Tal perspectiva identifica la necesidad
del aumento de las capacidades humanas mediante la visio´n, debido al amplio ancho de banda del
campo visual humano [40], para ser potenciado mediante procesos como la interpolacio´n general
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con sus vertientes aplicadas como (Interpolacio´n de Movimiento e Interpolacio´n de Forma) [147],
con la finalidad de representar los factores de interactividad en las morfologı´as visuales, tal como
INFOVIZ, que para efectos de visualizacio´n de la informacio´n y RD-Interactive [12], focalizan es-
fuerzos en tener un amplio espectro de observacio´n, en los movimientos intermedios que permitan
el estudio profundo de los procesos intrı´nsecos de tales comportamientos, en el ejercicio del campo
de la reduccio´n de la dimensio´n interactiva [9].
8.3.2. Interpolacio´n General e Interactividad
El proceso de interpolacio´n en el sub-campo matema´tico, obtiene nuevos datos teniendo en cuenta
el conocimiento previo de un conjunto de datos. Ba´sicamente permite construir una funcio´n ma´s
compleja o detallada a partir de un muestreo simple, el cual resulta en el ajuste de esta nueva
funcio´n compleja, con la finalidad de poder determinar detalladamente el desarrollo de la eje-
cucio´n del proceso a interpolar [176].
En computacio´n gra´fica el concepto se hace ma´s simple, al entender que hay dos estados denom-
inados ”Inicio y Fin”, dicha interpolacio´n actu´a bajo el principio de construir los N movimientos
intermedios entre estos dos estados, mediante los ejercicios de inferencia que permite establecer los
puntos. Tal concepto, se hace presente en la interpolacio´n lineal famosa-mente aplicada a tareas de
computacio´n gra´fica [177]. Al desarrollar los N movimientos intermedios, gra´ficamente se puede
determinar un gran conjunto de observaciones que describe el proceso con un alto detalle para su
procesamiento posterior, que en mayorı´a de casos puede ser material relevante en tareas de inter-
actividad [178]. El concepto de interactividad, posee requisitos ba´sicos de funcionalidad como la
disposicio´n de un conjunto grande de observaciones el cual, la interpolacio´n realiza un gran aporte,
debido a la capacidad de brindar dicho conjunto de observaciones, gracias a los diferentes me´todos
de interpolacio´n tales como: Interpolacio´n bilineal, Interpolacio´n lineal, Interpolacio´n multivari-
able, Interpolacio´n polino´mica, Interpolacio´n polino´mica de Hermite, Interpolacio´n polino´mica de
Lagrange, Interpolacio´n polino´mica de Newton, Interpolacio´n por el vecino ma´s cercano y final-
mente la Interpolacio´n trigonome´trica como parte del grupo de las mas usadas, que finalmente la
seleccio´n de alguna de ellas soluciona y apoya en gran medida al proceso de interactividad, me-
diante el cual utiliza los valores de la interpolacio´n, mediante eventos de seleccio´n de para´metros,
interactu´an con el usuario [179].
Hay varios tipos de interpolacio´n como se menciona anteriormente, del cual para efectos de esta
investigacio´n se utilizo´ la interpolacio´n lineal. En virtud de ello tal me´todo, permite estudiar
los movimientos intermedios en la matriz de similitud del modelo aquı´ expuesto (DataVisSim),
mediante el disen˜o de ecualizadores parame´tricos interactivos, para establecer de una manera in-
tuitiva la conexidad representada por los puntos pares de cada nodo, ası´ como tambie´n los eventos
polimorfistas que surgen cuando se pueden referenciar cada uno de los valores de la reduccio´n de
la dimensio´n, para evidenciar todos los cambios de la morfologı´a visual en las salidas gra´ficas, el
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cual se puede observar de una manera estructurada e intuitiva para su posterior comparacio´n visual
o estudio cualitativo correspondiente.
8.3.3. Interpolacio´n de Movimiento
La interpolacio´n de movimiento es una aplicacio´n de la Interpolacio´n Lineal, que subyace dentro
del paradigma de la computacio´n gra´fica, famosa en tareas de computacio´n gra´fica y procesos de
animacio´n digital [180].
Figura 8-2.: La interpolacio´n de movimiento se aplica a la matriz de afinidad, que para efectos de
entendimiento intuitivo, se desarrollo´ un slider que controla el grado de conexidad
mediante la distancia de pares (pairwise) entre cada nodo.
Los aportes para e´sta investigacio´n surgen dentro del proceso de exploracio´n visual desarrollado
en el modelo (DataVisSim), el cual permite evidenciar de una manera intuitiva uno de los compo-
nentes de la interfaz aquı´ desarrollada, que pretende mostrar de una manera intuitiva el porcentaje
de afinidad de cada ve´rtice (nodo), del grafo de representacio´n (Estructura Esfe´rica Artificial en
3D), para efectos de estudiar la estructura del espacio en alta dimensio´n.
Figura 8-3.: Aplicacio´n de interpolacio´n de movimiento, dentro del proceso de relacio´n Nodo-
Aristas, mediante distancia de pares (PairWise), para la representacio´n de la matriz
de afinidad. Dicha representacio´n hace referencia a la topologı´a de los datos en un
espacio de alta dimensio´n.
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8.3.4. Interpolacio´n de Forma
La interpolacio´n de forma es una aplicacio´n de la Interpolacio´n Multivariable. En consecuencia
de ello, centra especial esfuerzos en la representacio´n visual de transformaciones de elementos
u objetos de tipo primitivas, segu´n la computacio´n gra´fica (Puntos, Lı´neas, A´ngulos, Cuadrados,
Cı´rculos, Tria´ngulos) [181].
Figura 8-4.: Tal concepto de interpolacio´n de forma, se aplica a la representacio´n de datos de baja
dimensio´n. Para efectos de entendimiento intuitivo, se desarrollo´ el modelo de ecual-
izador para manipular la (Reduccio´n de la Dimensio´n Interactivamente). El objetivo
fundamental es realizar una mezcla ponderada de los me´todos de RD seleccionados,
que obtiene finalmente esta representacio´n en un espacio de baja dimensio´n.
Los aportes para esta investigacio´n, se conciben dentro de las necesidades de maximizar la ex-
ploracio´n visual, de aquellos resultados inmersos en las morfologı´as visuales en espacios de baja
dimensio´n. Este aporte permite ver de una manera intuitiva, toda aquella informacio´n intrı´nseca
sobre el desarrollo de las transformaciones de la estructura, desde su momento inicial, o sea en
un espacio de alta dimensio´n, hasta su transformacio´n final en la representacio´n gra´fica que corre-
sponde a una morfologı´a visual en un espacio de baja dimensio´n.
Figura 8-5.: La interpolacio´n de forma, se aplica a la representacio´n de datos de baja dimensio´n.
Para efectos de entendimiento intuitivo, se desarrollo´ el modelo de ecualizador para
manipular la (Reduccio´n de la Dimensio´n Interactivamente).
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8.3.5. Ana´lisis Exploratorio Cientı´fico con DataVisSim
Un aporte muy importante en esta investigacio´n, es la posibilidad de interactuar con una morfologı´a
visual mediante me´todos de reduccio´n de la dimensio´n para labores de ”Ana´lisis Exploratorio para
el Descubrimiento Cientı´fico”, que se introdujo en el contexto de esta investigacio´n (ver seccio´n
5.2.6). Tal proceso permite refinar, depurar o ampliar los algoritmos para entender intuitivamente
como se ven afectados por los eventos de cambios de para´metros. Claramente el marco conceptual
de esta investigacio´n esta´ dirigido a todos aquellos que necesitan de un sistema superior, el cual
ayude a determinar cua´l de los mu´ltiples me´todos de reduccio´n de la dimensio´n seleccionados es
el ma´s ido´neo sin ser experto en el tema, ası´ como tambie´n, determinar la configuracio´n ideal de
la mezcla entre ellos, para hallar su salida el cual, pueda satisfacer el ana´lisis exploratorio para el
descubrimiento cientı´fico, cuya labor principal es maximizar las capacidades humanas del usuario,
para generar y comprobar hipo´tesis.
8.3.6. Criterios de Seleccio´n en Algoritmos: CMDS, LLE, LE, SNE,
TSNE
Los me´todos de reduccio´n de la dimensio´n, se pueden agrupar de la siguiente manera: Me´todos Es-
pectrales basados en Similitudes, Disimilitudes, Kernel, Distancias. Me´todos Estoca´sticos basados
en Divergencias. Me´todos Heurı´sticos basados en arquitecturas de Redes Neuronales Artificiales,
Bayesianas, Recurrentes y Profundas.
Segu´n autores con gran renombre dentro del estado del arte, como: John A. Lee, Michel Verleysen
en su libro Nonlinear Dimensionality Reduction [137], ası´ como tambie´n Joshua B. Tenenbaum,
Vin de Silva, John C. Langford en su libro A Global Geometric Framework for Nonlinear Dimen-
sionality Reduction [182], Geoffrey Hinton, Sam Roweis en su libro Unsupervised learning foun-
dations of neural computation [183], afirman que los me´todos espectrales basados en similitudes
como; LLE [88], LE [89]. Espectrales basados en disimilitudes como CMDS [102] y Me´todos
estoca´sticos basados en divergencias como SNE [116], son la base fundamental de casi, todos los
me´todos existentes del paradigma no lineal.
Ba´sicamente la gran mayorı´a de me´todos del estado del arte actual, son mejoras (tal como se ex-
pone en la seccio´n 6), de la presente investigacio´n en RD, dicha afirmacio´n realiza especial e´nfasis
en las similitudes compartidas dentro del proceso de optimizacio´n del ca´lculo matricial y la repre-
sentacio´n de sus colectores en nuevas formas y modelos que definen notables progresos. De este
modo, se enfocan principalmente en el desarrollo de representaciones de datos, para ser proyec-
tados a nuevas y optimizadas representaciones de baja dimensio´n. Los me´todos seleccionados en
esta investigacio´n representa la generalidad de la mayorı´a de metodologı´as que esta´n clasificadas
bajo la taxonomı´a de la reduccio´n de la dimensio´n (ver Estado del Arte, seccio´n 6.4.3), expuesta
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en el estado del arte actual, que corresponde a fecha del an˜o 2017 de esta tesis de maestrı´a.
8.4. Morfologı´a Visual de Representacio´n
Las morfologı´as visuales o Modismos se construyen bajo las metodologı´as de Canales y Mar-
cas segu´n el framework de Tamara Munzner en su libro de Visualization Analysis and Design:
Principals, Techniques, and Practice [1], el cual poseen me´tricas que pueden medir factores de
expresividad, ası´ como factores de efectividad. En esta investigacio´n se realizo´ un estudio de las
marcas y canales ma´s expresivos y efectivos, en te´rminos de la interaccio´n entre humano orde-
nador, para satisfacer la tarea de poder representar la reduccio´n de la dimensio´n interactiva de
manera intuitiva. A continuacio´n se exponen los criterios de seleccio´n, dentro de los aspectos de
los Canales y Marcas utilizados en los modismos que hacen parte del ecosistema de la metodologı´a
de visualizacio´n creada mediante el desarrollo de DataVisSim.
8.4.1. Clases de Expresividad y Clasificacio´n de Efectividad
Segu´n Tamara Munzner, en su trabajo de investigacio´n ”visualization analysis and design”, afirma
que; las representaciones visuales con bases de codificacio´n como primitivas geome´tricas, se les
denomina Marcas, el cual permiten establecer un modelo que se desarrollara de tal manera que
otros canales, tal como el visual, se encargara´ de controlar su apariencia. A continuacio´n se men-
cionan algunos de los ma´s usados:
En la ciencia de visualizacio´n, se recomienda comprender acerca de las marcas y los canales (ver
en la figura (8-6)). Este enfoque, propone las bases del ana´lisis y construccio´n de codificaciones
visuales. Hablando en te´rmino de codificaciones visuales, el espacio de disen˜o se describe como
una combinacio´n ortogonal de dos conceptos tales como: elementos gra´ficos llamados marcas y
canales visuales para controlar su apariencia, de este modo se observa que las codificaciones vi-
suales complejas tambie´n aplican para ser analizados en te´rminos de sus marcas y estructura de
canales.
8.4.2. Expresividad y Efectividad en Marcas Utilizadas
En materia de codificacio´n visual, hay un elemento que resalta de todos y posee importante pro-
tagonismo por ser la base fundamental de las morfologı´as visuales, a este elemento se denomina
las Marcas. Dicho concepto esta´ compuesto por todos los componentes tales como: las famosas
Primitivas Geome´tricas. Este concepto posee aquellas geometrı´as como (Puntos, Lı´neas, A´reas),
que permiten forjar la estructura de la morfologı´a visual del modismo.
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Figura 8-6.: La eficacia de los canales que modifican el aspecto de las marcas depende de la expre-
sividad de canales con atributos codificados. (Tamara Munzner, libro ”visualization
analysis and design” 2014 [1])
Figura 8-7.: Primitivas Geome´tricas denominadas Marcas. (Tamara Munzner, libro ”visualization
analysis and design” 2014 [1])
En esta investigacio´n se utilizo´ dos de las Marcas con mayor grado de expresividad y efectividad
como: Lı´neas, que para efectos de disen˜o, esta´n representados en los modelos de barras de ecual-
izadores, utilizados por pertenecer al grupo de las primitivas geome´tricas con mayor indice de
efectividad y expresividad en el ser humano, segu´n (Tamara Munzner - Universidad de Stanford
en su investigacio´n Visualization Analysis and Design) [1] y Puntos como el gra´fico de dispersio´n
base, que representa cada uno de los datos, en la representacio´n de la base de datos (Estructura
Esfe´rica Artificial en 3D).
8.4 Morfologı´a Visual de Representacio´n 61
8.4.3. Expresividad y Efectividad en Canales Utilizados
En la teorı´a de codificacio´n visual, los canales corresponden al medio de transformacio´n, que nos
permite modificar la apariencia de una Marca (Primitivas Geome´tricas), el cual posee tipos de ex-
presividad, rangos de efectividad, tal como se muestra en la figura 8-6. Tales caracterı´sticas, se
agrupan en diferentes categorı´as como: Magnitud de los Canales, Identidad de los Canales, con
sus correspondientes Atributos Ordenados y Atributos Catego´ricos. Para el ejercicio de esta in-
vestigacio´n se tuvo en cuenta las Clases de Expresividad y Clasificacio´n de Efectividad, el cual
presenta los canales ma´s expresivos y efectivos para desarrollar codificaciones visuales. Para el
disen˜o de la interface DataVisSim, se utilizo´ el canal Posicio´n sobre la escala catalogado como
el ma´s efectivo segu´n el rango de efectividad y expresividad (ver figura 8-6), para el disen˜o del
modelo de ecualizadores, que permite al usuario evaluar una serie de valores correspondientes al
espectro de la reduccio´n de la dimensio´n, mediante una escala que permite adaptar de 0% a 100%
en porcentaje de aplicacio´n del me´todo de RD.
Figura 8-8.: Primitivas Geome´tricas denominadas Marcas. (Tamara Munzner, libro ”visualization
analysis and design” 2014 [1])
En el disen˜o de la interfaz se utilizo´ el canal del color. Debido a su alto rendimiento de efectividad
y expresividad segu´n el rango de efectividad y expresividad (ver figura 8-6), el cual representa las
(clases o grupos) que se implementaron en el modelo de base de datos (Estructura Esfe´rica Artifi-
cial en 3D - ver figura 8-14), el cual permite un alto sentido de orientacio´n de identidad catego´rico,
tal cual como se muestra en la figura 8-6.
Por u´ltimo el canal del movimiento fue utilizado (ver figura 8-6), para realizar las recreaciones del
componente de la matriz de afinidad que se desea estudiar, respecto a la estructura de los datos en
espacios de alta dimensio´n. El cual permite ver claramente el conjunto de movimientos a nivel de
conexidad de los N ve´rtices con las N aristas.
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8.4.4. Analogı´a del Modelo de Reduccio´n de la Dimensio´n Interactiva
En esta seccio´n se aborda una explicacio´n intuitiva referente al modelo DataVisSimm. El desar-
rollo de este proceso consta de una serie de pasos que llegan a final te´rmino con una representacio´n
de dimensio´n menor, respecto al espacio original de datos. Para dicho objetivo se expone; una ana-
logı´a, con el u´nico propo´sito de crear una imagen clara e intuitiva al investigador o usuario que
desee replicar el experimento, mediante el modelo de ecualizadores propuesto.
Suponga que tiene una tarea definida en temas relacionados con: Minerı´a de Datos, Aprendizaje
de Ma´quina, Analı´tica de Datos o Exploracio´n de Datos, del cual; un equipo de trabajo pretende
seleccionar alguno de los me´todos de reduccio´n de la dimensio´n, tales como: (CMDS, LLE, LE,
SNE, t-SNE) o en el mejor de los casos impartir un ana´lisis exploratorio cientı´fico, que pueda re-
alizar una mezcla entre ellos y explotar las mejores propiedades de cada uno de estos me´todos y ası´
crear sus propias configuraciones, que mejor representen la informacio´n original, para ser asociada
a un espacio de baja dimensio´n.
Este proceso se realiza mediante una mezcla interactiva en tiempo real, mediante el cual; se puede
dar nociones fuertes del proceso, para un mejor entendimiento la topologı´a de estos datos. Dicho
proceso permite evidenciar desde su inicio, como una estructura en un espacio de alta dimensio´n se
transforma, para conducir al investigador por todas las fases de transformacio´n de estos datos, per-
mitiendo el paso de para´metros el cual brinda la posibilidad de verlo y personalizarlo todo, hasta
llegar intuitivamente a encontrar la configuracio´n deseada, el cual satisface mejor la tarea a realizar.
El proceso ma´s interesante es la Mezcla Interactiva de Reduccio´n de la Dimensio´n, puesto que
permite crear nuevos me´todos, partiendo de la explotacio´n de las exorbitantes combinaciones que
se pueden lograr con los me´todos seleccionados. Identificando esta necesidad se imparte la ana-
logı´a de la siguiente manera:
Analogı´a: Suponga que se tienen los ingredientes ideales para crear (la fo´rmula perfecta de Re-
duccio´n de la dimensio´n) tal como se muestra en la figura 8-9, entonces se debe definir cua´l es la
medida correcta o ideal en los ingredientes, para que dicho resultado sea el mejor en la resolucio´n
del problema, se buscara´ en los para´metros aquellos valores de forma intuitiva, la mejor configu-
racio´n utilizando el canal visual.
A priori, se asume que el usuario no tiene experiencia en este procedimiento, por tal razo´n no hay
conocimiento que garantice lo asertivo de sus medidas respecto a cada ingrediente. Para cumplir
con su cometido es necesario empezar a realizar las pruebas sobre aquellos ingredientes. Este pro-
ceso permite determinar de una manera fa´cil, cua´l sera´ el mejor porcentaje de cada ingrediente para
realizar la mezcla que resulta, en el mejor me´todo de Reduccio´n de la Dimensio´n para el problema
a tratar.
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Figura 8-9.: Los ingredientes para la Mezcla de la Reduccio´n de la Dimensio´n Interactiva.
Mediante un proceso de prueba, el cual ajusta los porcentajes de cada ingrediente, se tiene la me-
dida que se acerca a dicha consistencia y sabor como se muestra en la figura 8-10. De esta manera
surge la mezcla perfecta que resultara´ en una configuracio´n ideal para la construccio´n de la Re-
duccio´n de la Dimensio´n.
Figura 8-10.: El porcentaje de configuracio´n de las porciones o para´metros en los ingredientes
para la Mezcla de la Reduccio´n de la Dimensio´n Interactiva.
Este proceso enriquece en gran medida los resultados, ya que mediante las combinaciones que
vayan resultando se puede Ver y Estudiar cada uno de los movimientos internos, que de otra man-
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era difı´cilmente se podrı´a evidenciar. Este proceso da la posibilidad de probar hipo´tesis, refinar, y
ajustar las N configuraciones posibles para encontrar una solucio´n de buena calidad.
Esta analogı´a pretende demostrar, que la inmersio´n en el proceso, favorece positivamente en la
posibilidad de interactuar de manera intuitiva en los para´metros de configuracio´n del modelo ecual-
izador, sobre la estructura de datos original. Tal proceso, garantiza los mejores resultados de una
manera fa´cil, sin necesidad de un experto, el cual ayude a la interpretacio´n. Esto se debe a las
salidas, que esta´n disen˜adas bajo los canales y marcas ma´s efectivos, del cual apoya notablemente,
al aumento de las capacidades en la correcta toma de las decisiones.
8.4.5. Modelo Interactivo
Uno de los objetivos fundamentales de esta investigacio´n, fue lograr el factor de interactivo. Esto
permite al usuario, tener las herramientas de exploracio´n necesarias para apoyar al aumento de las
capacidades analı´ticas, en la correcta seleccio´n de la configuracio´n ideal, para apoyar el proceso
de mezcla interactiva de reduccio´n de la dimensio´n.
Figura 8-11.: El porcentaje de configuracio´n de los para´metros en los ingredientes, para la Mezcla
de la Reduccio´n de la Dimensio´n Interactiva.
Para alcanzar el objetivo de la interactividad, los valores de cada αm necesarios para calcular X¯
segu´n ecuacio´n (8-1), deben ser definidos por los usuarios utilizando una interfaz similar a una
barra ecualizadora, tal como se muestra en la figura 8-11. Se creo´ un entorno intuitivo y de usuario
amigable para los factores de ponderacio´n, el cual se pueden introducir fa´cilmente con so´lo recoger
los valores de las barras. Para proporcionar vistas ra´pidas del espacio de representacio´n resultante,
tan pronto como se recoge un punto, los puntos restantes se completan automa´ticamente siguiendo
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una funcio´n de probabilidad de densidad uniforme. Lo mismo se hace si se realiza la seleccio´n de
ma´s de un valor.
8.5. Esquema Interactivo de Visualizacio´n de Datos
El enfoque de visualizacio´n propuesto, aquı´ llamado DataVisSim, involucra tres etapas princi-
pales: mezcla de resultados de RD, interaccio´n y visualizacio´n, como se muestra en el diagrama
de bloques de la figura (8-13). Una de las contribuciones ma´s importantes de este trabajo es, la
informacio´n sobre la estructura del espacio de alta dimensio´n de entrada, que se suma a la repre-
sentacio´n visual final, utilizando un esquema basado en la similitud por pareja.
Figura 8-12.: Diagrama de bloques de la visualizacio´n interactiva de datos propuesta utilizando la
reduccio´n de la dimensio´n y representaciones basadas en similitudes (DataVisSim).
En te´rminos generales, funciona de la siguiente manera: primero realiza una mezcla de espacios de
representacio´n de baja dimensio´n resultantes aprovechando las implementaciones convencionales
de los me´todos tradicionales de RD. La interaccio´n se proporciona a trave´s de una interfaz que
permite al usuario introducir dina´micamente los factores de ponderacio´n para la mezcla antes men-
cionada. Para la visualizacio´n, se utiliza un enfoque novedoso basado en la similitud.
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8.5.1. La Mezcla, desde la Cosmovisio´n Matema´tica
Supongamos que la matriz de entrada Y se reduce utilizando M diferentes me´todos RD, obteniendo




. Aquı´ se propone realizar una





donde {a1, ..., aM} son los factores de ponderacio´n. Para que la seleccio´n de los factores de pon-
deracio´n sea intuitiva, se utilizan valores probabilı´sticos de manera que 0 ≤ αm ≤ 1 y ∑Mm=1 αm =
1, por lo tanto todas las matrices X(m) deben ser normalizadas para confiar en una hiperesfera de
proporciones.
8.5.2. Visualizacio´n Basada en Similitudes
El me´todo ma´s utilizado para visualizar datos bidimensionales o tridimensionales es la gra´fica
de dispersio´n, teniendo en cuenta que la Marca (Primitivas Geome´tricas - ”Puntos”) hacen parte
del grupo con mayor efectividad y expresividad segu´n el FrameWork de (Tamara Munzner -
Universidad de Stanford en su investigacio´n Visualization Analysis and Design) [1]. En esta tesis
de maestrı´a, se introduce un enfoque de visualizacio´n basado en la similitud con el objetivo de
proporcionar una pista visual sobre la estructura de la matriz de datos de entrada de alta dimensio´n
Y en el diagrama de dispersio´n de su representacio´n en un espacio de baja dimensio´n X¯.
Figura 8-13.: Representacio´n de datos en un espacio de alta dimensio´n mediante la estructura
esfe´rica artificial, el cual esboza la nocio´n de la estructura de datos a tratar, medi-
ante los me´todos de la reduccio´n de la dimensio´n. Vale la pena resaltar el modelo
de conexidad entre los puntos (Nodos) y las lı´neas (Aristas), como Afinidad por
Pares. El cual permite ver de una manera intuitiva la transformacio´n final, respecto
la estructura original de los datos de entrada.





de teorı´a de grafos, las entradas si j define la similitud o afinidad entre el i-e´simo y j-e´simo punto
8.6 Marco Experimental 67
de datos de Y . De esta manera, se mantiene la estructura del espacio de entrada original de una
manera topolo´gica, especı´ficamente en te´rminos de relaciones de pareja.
Para fines de visualizacio´n, esta similitud se utiliza para definir gra´ficamente la relacio´n entre los
puntos de datos mediante el trazado de aristas. Para controlar la cantidad de aristas y realizar
representaciones visuales atractivas, el valor de si j se ve restringida porque si j > smax ma´s smax
usuarios. En otras palabras, el enfoque de visualizacio´n consiste en construir un grafo con valores
de afinidad limitados.
8.6. Marco Experimental
Base de Datos: Para evaluar visualmente el rendimiento del enfoque DataVisSim, se utiliza una
estructura esfe´rica artificial. (N = 1500datapointsandD = 3), como se muestra en Fig. (8-14).
Figura 8-14.: Estructura Esfe´rica Artificial, para representacio´n de topologı´a de datos en espacios
de alta dimensio´n
Ajustes de Para´metros y Me´todos: Con el fin de capturar la estructura local para la visual-
izacio´n, es decir, los puntos de datos que son vecinos, se utilizo´ la similitud gaussiana dada por:
si j = exp
(
−0.5 ∥∥∥yi − y j∥∥∥2 /σ2). El para´metro σ es un valor de ancho de banda establecido como
0.1, siendo el 10% de la relacio´n de hiperesfera (aplicable una vez que las matrices son normal-
izadas como se discute en la Seccio´n (8.5.1). Para realizar la reduccio´n de la dimensio´n se consid-
era M = 5 me´todos RD, es decir: CMDS, LE, LLE, SNE y t-SNE. Todos ellos esta´n destinados a
obtener espacios en dimensiones d = 2.
68 8 Metodologı´a y Marco Experimental
8.7. Evaluacio´n de la Calidad de la Reduccio´n de la
Dimensionalidad
Criterios por orden de clasificacio´n: Para cuantificar el rendimiento de los me´todos estudiados,
el me´todo RNX (K) creado por [184] se utiliza, dentro del intervalo [0, 1]. Desde RNX (K) se cal-
cula en cada valor de perplejidad desde 2 hasta [N − 1], se puede obtener un indicador nume´rico
del rendimiento global calculando su a´rea bajo la curva (AUC). La AUC evalu´a la calidad de la





La importancia de la aplicacio´n de esta me´trica, consiste en brindar el beneficio de evidenciar en
forma visual, la comparacio´n de cada me´todo con las mezclas resultantes del modelo DataVisSim,
el cual evalu´a la calidad de todos aquellos aspectos de los me´todos que resultan en la preservacio´n
de la topologı´a de los datos. Tal comparacio´n de representaciones resultantes de espacios en menor
dimensio´n con RNX (K), para cada valor de perplejidad de 2 a N−1, se obtiene el rendimiento global
mediante un valor cuantificable que obtiene el a´rea bajo la curva (AUC).
La nocio´n que se entrega bajo el desarrollo del proceso de este me´todo, es la posibilidad de medir
el grado de preservacio´n de las estructuras o colectores mapeados, que en este caso es (estructura
esfe´rica artificial en 3D). Se afirma que, mientras los trazados demuestren formas asime´tricas pro-
nunciadas al costado derecho, indica que la calidad de esta representacio´n satisface la preservacio´n
de la topologı´a de datos, en forma global. De igual manera, sucede cuando el solapamiento del
trazado, tienen inclinacio´n opuesta, esto indica que la calidad tiende a salvaguardar la topologı´a
local de los datos.
EL enfoque aquı´ propuesto, realiza especial e´nfasis en la preservacio´n de la antropologı´a global de
los datos, debido a la naturaleza global del colector seleccionado para el experimento Estructura
Esfe´rica Artificial en 3D, otro aspecto interesante es la capacidad de los me´todos seleccionados,
que poseen cualidades de orden espectral y divergente que tienden a obtener mejores representa-
ciones en estructuras globales. Tal afirmacio´n sera´ demostrada a continuacio´n mediante el ana´lisis
de las curvas de calidad correspondientes a cada mezcla, dado que demuestra mejores rendimien-
tos cuando posee estas caracterı´sticas en mencio´n.
Para el mejoramiento de dicho enfoque, se realiza una mezcla interactiva de me´todos de reduccio´n
de la dimensio´n, mediante el cual se evidencia de forma intuitiva, la mejor configuracio´n que per-
mite al modelo de ecualizadores el control intuitivo mediante el factor humano. La ventaja de las
mezclas interactivas de reduccio´n de la dimensio´n es, poder integrarse a este tipo de me´tricas y
dar un diagno´stico del colector para definir si su estructura es de orden local o global. Otro factor
imprescindible en esta cualidad, radica en establecer el porcentaje de aplicacio´n cada me´todo para
obtener mejores resultados en la mezcla dimensional de representacio´n de menor, teniendo como
prior la definicio´n de la morfologı´a de datos del colector a estudiar, ya sea de orden global o local
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y el performance o rendimiento de cada me´todo basado en las estructuras globales y locales para
explotar al ma´ximo las propiedades de cada me´todo.
En la figura (9-1) se puede ver cinco tipos de representaciones en baja dimensio´n, de los Me´todos
espectrales basados en similitudes como; LLE [88], LE [89]. Espectrales basados en disimilitudes
como CMDS [102] y Me´todos estoca´sticos basados en divergencias como SNE [116]. Los resulta-
dos experimentales se obtienen utilizando RNX (K) como indicador de calidad. El RNX (K) permite
la comparacio´n de cuatro mezclas diferentes de me´todos de DR y cinco me´todos de DR para de-
terminar la mejor combinacio´n.
Un hecho interesante encontrado en las curvas de calidad, es la mezcla de los me´todos de DR, el
cual muestra un a´rea mayor bajo la curva que algunos me´todos considerados, este implica que los
factores de ganancia en la curva de calidad, deja traslucir que algunos me´todos se comportan mejor
con este tipo de representaciones de datos artificiales y otros sencillamente funcionan mejor con
datos reales.
Figura 9-1.: Los efectos de los me´todos de reduccio´n de la dimensionalidad DR considerados
en la estructura esfe´rica artificial 3D. Los resultados son datos de dimensio´n menor
representados en un espacio bidimensional.
Se observa que los me´todos espectrales basados en similitudes como; LLE [88], LE [89], conser-
van una representacio´n de baja dimensio´n que se ajusta a la morfologı´a visual original del colector
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a tratar. No obstante LLE, presenta una leve transformacio´n horizontal dentro de su aspecto visual,
el cual invita a pensar, que este me´todo tiene una pequen˜a tendencia en el concepto de la preser-
vacio´n de los datos locales.
En me´todos espectrales basados en disimilitudes como CMDS, se ve claramente la conservacio´n
ma´xima de su arquitectura visual (ver figura 9-1), el cual se asume que representa los datos de tal
manera, que preserva la topologı´a global de los datos. Sin embargo dentro de su representacio´n de
menor dimensio´n, aunque conserva la mayorı´a de propiedades que caracterizan o describen mejor
su estructura en te´rminos de afinidad, no es capaz de establecer mejor aquellos factores de separa-
bilidad intra y extra clase, tal como sucede con su homo´logo PCA que se caracteriza por maximizar
la varianza y tiene buenos resultados en el proceso de representacio´n menor como factor de com-
presio´n de datos y no en te´rminos de labores ma´s complejas como separabilidad de clases.
Se evidencia el rendimiento de cada mezcla y para todos los me´todos considerados RD. En los
datos representados en baja dimensio´n, resultantes de cada mezcla.
Figura 9-2.: (a) El rendimiento de la mezcla 1 y todos los me´todos considerados RD. En b) se
indican los datos representados en menor dimensio´n resultantes de la mezcla 1.
Se aprecia que en la figura (9-2 a) el a´rea bajo la curva de la mezcla es mayor que todos los
me´todos, so´lo se supera con el me´todo t-SNE. No obstante, la mezcla 1 es capaz de validar que
efectivamente es un colector de topologı´a global dado a la simetrı´a de la evaluacio´n del rendimiento
que se puede evidenciar de forma intuitiva en su forma proyectada de su parte derecha del gra´fico
(9-2 a), adema´s de representar un balance entre las mejores cualidades de estos me´todos que con-
servan la estructura global y adema´s obtener propiedades, como las avanzadas y especializadas en
separabilidad intra y extra clases, tales como los me´todos divergentes, en el caso de t-SNE, donde
se observa que la mezcla alcanza una ganancia superior a todos, gracias al porcentaje que obtiene
de t-SNE, sin embargo no supera la aplicacio´n del 100% de t-SNE. Es bien que esto suceda y que
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no sea aplicado 100% este me´todo dentro de la mezcla, dado que tal mezcla posee otras excelentes
propiedades de me´todos espectrales basados en similitudes, disimilitudes, que preservan la distan-
cia, la estructura de datos y la topologı´a de los mismos. A esto se le denomina un buen balance y
controlabilidad dentro del proceso de representacio´n de datos en dimensiones menores.
Figura 9-3.: (a) Rendimiento de la mezcla 2 y todos los me´todos considerados RD. En b) se indi-
can los datos incrustados resultantes de la mezcla 2.
Se demuestra en la figura (9-3 a) que el a´rea bajo la curva de la mezcla 2, representa una config-
uracio´n donde mantiene un rendimiento similar, respecto la media de los rendimientos generales,
con una leve tendencia a la preservacio´n de la estructura global de los datos, tal como lo hace el
me´todo de LLE en la figura 9-1, que posee caracterı´sticas de transformacio´n dentro de su forma
horizontal, que proyecta una morfologı´a visual de tipo elı´ptica.
Esta mezcla proyecta un balance dentro de los mejores aspectos de conservacio´n de afinidad de la
estructura original. Sin embargo hay una leve tendencia a la distribucio´n de agrupamiento natural
porque se ve claramente como el manejo del color que se encuentra embebido en cada clase, es de
fa´cil identificacio´n hablando en te´rminos de agrupamiento. Para este caso, particularmente se con-
serva el balance de la estructura como un valor medio entre el rendimiento de todos los me´todos,
permitiendo conservar la controlabilidad de la dispersio´n de datos de la representacio´n de menor
dimensio´n, adema´s de validar de igual manera, que la estructura del colector Estructura Esfe´rica
Artificial en 3D es global, puesto que la simetrı´a del rendimiento en la calidad de cada me´todo vs
el rendimiento aplicado al colector se proyecta de una manera convergente o estable en el factor
de 103, pero diverge en gran medida en el factor de 101.
Vale la pena resaltar el desempen˜o de t-SNE como me´todo divergente, el cual presenta una supe-
rioridad en te´rminos de poseer propiedades definidas para labores de clasificacio´n y reduccio´n de
dimensio´n. A pesar de presentar dichos rendimientos, t-SNE no es capaz de controlar su factor
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de transformacio´n, el cual satisfaga una morfologı´a que tenga factores de similitud con la repre-
sentacio´n original conservada en espacios de alta dimensio´n.
Figura 9-4.: (a) Realizacio´n de la mezcla 3 y todos los me´todos considerados RD. En b) se indican
los datos incrustados resultantes de la mezcla 3.
En concordancia con las hipo´tesis resultantes de las afirmaciones hechas en las mezclas 1 y 2. La
mezcla 3, establece una proyeccio´n del rendimiento general que evidencia un resultado superior
respecto a las dos realizaciones anteriores (Mezcla 1 (9-2 a) y Mezcla 2 (9-3 a)), esto se debe al
porcentaje en mayor proporcio´n de me´todos divergentes que abarcan una mayor calidad dentro del
colector a representar. Puesto que, las propiedades de separabilidad intra y extra clase, se estable-
cen como un apoyo explı´cito a los atributos transversales de las caracterı´sticas a explotar de los
me´todos seleccionados.
A pesar de lograr una transformacio´n drama´tica dentro de la estructura de afinidad respecto al
colector original, dicha representacio´n se comporta muy estable en te´rminos de agrupamientos
naturales por similitud de vecindad. Esto permite proyectar la generosa a´rea bajo la curva que
proporciona los mejores rendimientos en te´rminos de clasificacio´n de clases. Este patro´n de com-
portamiento, siempre esta´ presente como factor fundamental en las medidas de rendimiento para
representacio´n en espacios de menor dimensio´n.
En los factores de 101 se evidencia un patro´n de distribucio´n casi uniforme en las medidas del
rendimiento general de la mezcla versus los me´todos, tambie´n se refleja un alto coeficiente en
te´rminos de ganancia en el factor 101 de a´rea bajo la curva, el cual tiende a estabilizarse en el
rango del factor evaluado entre 102 y 103.
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Figura 9-5.: (a) Realizacio´n de la mezcla 4 y todos los me´todos considerados RD. En b) se indican
los datos incrustados resultantes de la mezcla 4.
En la mezcla 4, se evidencia una similitud entre la mezcla y las representaciones del rendimiento
de calidad como las proyectadas por: CMDS, LE y LLE. Esto muestra una configuracio´n basada en
me´todos netamente espectrales y con muy bajos porcentajes de me´todos divergentes, esto implica
una desventaja al realizar un des-balanceo entre el equilibrio en los me´todos seleccionados, te-
niendo en cuenta que la topologı´a de la representacio´n de los datos, claramente es de orden global.
La hipo´tesis nula de este proceso, concierne a la estructura global del colector (Estructura Esfe´rica
Artificial en 3D). Se puede afirmar a modo de hipo´tesis alternativa, que este tipo de enfoques de
orden fuertemente espectral, funcionan mejor para representaciones de datos de topologı´a local.
No obstante en te´rminos visuales, obtiene una buena recompensa al establecer el grado de simil-
itud respecto la morfologı´a visual original, que obtiene unas leves transformaciones horizontales
de tipo elı´ptica, que no discrepan de la representacio´n original del colector que se encuentra, en un
espacio de alta dimensio´n.
Figura 9-6.: Realizacio´n de todas las mezclas seleccionadas.
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En este punto, se exponen los rendimientos generalizados de todas las mezclas aquı´ estudiados
bajo la curva de calidad RNX(K), que mide el rendimiento global mediante un valor cuantitativo
que se obtiene mediante la curva (AUC). La nocio´n que se entrega de la gra´fica 9-6, corresponde a
la mejor configuracio´n que para esta investigacio´n corresponde a la Mezcla 3. Dicha mezcla con-
serva el equilibrio de la representacio´n del colector de naturaleza global, el cual establece el mayor
coeficiente de a´rea bajo la curva, por encima de aquellos rendimientos generalizados, el cual tuvo
porcentajes de configuracio´n menos ido´neos para criterios de conservacio´n de la topologı´a es-
tructural de los datos de tipo global, ası´ como tambie´n para labores ma´s complejas referente a
separabilidad intra y extra clase.
El enfoque aquı´ propuesto, valida diversas ventajas del modelo en beneficio de la reduccio´n de
la dimensio´n interactiva como metodologı´a, ası´ como tambie´n los componentes de interaccio´n
humano ordenador especializados mediante el enfoque de INFOVIZ. Una de tantas ventajas es,
permitir establecer de una manera intuitiva la naturaleza del colector o de los datos a tratar. Otra
ventaja resulta en el enfoque de idoneidad de seleccio´n del algoritmo, el cual establece mediante
ana´lisis exploratorio cientı´fico mediante el canal visual, el grado asertivo respecto a la morfologı´a
resultante de los espacios de representacio´n en menor dimensio´n. La curva de calidad valida lo
que visualmente el usuario a modo intuitivo presume.
En los casos anteriores de las mezclas 1, 2, 3, 4 y 5 se puede afirmar que la mejor configuracio´n
podrı´a tener coeficientes balanceados entre los me´todos espectrales basados en di-similitudes en un
porcentaje no mayor a 10% para mantener la controlabilidad de la dispersio´n en los datos sin trans-
formaciones drama´ticas que puedan cambiar la estructura final de la representacio´n, en me´todos
basados en similitudes en un porcentaje no mayor a 30% para mantener la estructura global de
manera articulada mediante el grado de vecindad de los nodos y aristas para la preservacio´n de
la topologı´a y finalmente los me´todos divergentes en un porcentaje restante a 60% que ayudan a
maximizar la separabilidad intra y extra clase, adema´s de poder demostrar grandes coeficientes de
calidad mediante el ejercicio de la representacio´n en un espacio de menor dimensio´n.
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9.2. Interfaz Implementada
La figura (9-7) muestra la interfaz que fue disen˜ada para un fa´cil manejo donde los usuarios (ni
siquiera expertos) interactu´an con los me´todos DR y sus posibles combinaciones de una manera in-
tuitiva con las barras ecualizadoras y pueden visualizar sus datos en el espacio humano perceptible.
La afinidad tambie´n el control deslizante es una herramienta u´til para los usuarios porque pueden
seguir la proximidad de los datos de alta dimensio´n (datos originales) en baja dimensio´n (datos
representados en un espacio de menor dimensio´n) para que puedan decidir la mejor representacio´n
de sus datos.
Figura 9-7.: Vista de la interfaz DataVisSim implementada en el software de procesamiento.




10. Conclusiones y Trabajos Futuros
10.1. Conclusiones
En te´rminos de reduccio´n de dimensio´n, este trabajo presenta un nuevo enfoque interactivo de vi-
sualizacio´n de datos basado en la mezcla de resultados mediante las representaciones de dimensio´n
menor mediante los me´todos de (DR). La base de este enfoque, consiste en trazar lı´neas (aristas)
entre los puntos de datos que presentan el valor ma´s alto utilizando una matriz de similitud, que
mide el grado de afinidad o similitud entre cada par de puntos de datos que capturan la estructura
de los datos de entrada. Dicha visualizacio´n de una topologı´a, puede ser representada por un grafo
basado en datos, adema´s de la gra´fica de dispersio´n convencional. Las Marcas como (Puntos -
”Representa la varianza de la estructura de los datos en alta dimensio´n”) y canales como el color,
proporciona una experiencia de usuario ma´s expresiva y efectiva al utilizar tambie´n el modelo
ecualizador, que proporciona la nocio´n de interactividad al usuario, para una seleccio´n y com-
binacio´n de me´todos DR, mientras que proporciona informacio´n sobre la estructura de los datos
originales, de tal manera que los puntos de datos representan los nodos, y una matriz de afinidad
mantiene los pesos de aristas a pares.
En interaccio´n humano ordenador, este trabajo presenta el modelo metodolo´gico en beneficio
del aporte en las representaciones de menor dimensio´n, que se establecen mediante el ana´lisis
exploratorio cientı´fico, dado por el modelo de ecualizador de DataVisSim y las morfologı´as vi-
suales, como apoyo al aumento de las capacidades analı´ticas humanas, aplicado a datos masivos.
Tales aportes esbozan tema´ticas relacionadas a: Visualizacio´n de Datos, como herramienta de
explotacio´n del canal con mayor ancho de banda en el sistema humano “la visio´n”, Ana´lisis Ex-
ploratorio, como herramienta probatoria en bu´squeda de hipo´tesis, refinamiento y depuracio´n para
determinar patrones que claramente aportan a componentes relacionados, con labores de minerı´a
de datos y descubrimiento de conocimiento.
En materia de argumentos cuantitativos, la reduccio´n de la dimensio´n interactiva permite estable-
cer un nuevo paradigma algorı´tmico a trave´s del modelo matema´tico propuesto, dado que cada
modelo o configuracio´n se re-calcula para ser representada en un espacio de menor dimensio´n,
que satisface el problema de seleccio´n del algoritmo por idoneidad. En este punto, se aumenta las
capacidades analı´ticas y cientı´ficas de forma intuitiva, explotando las mejores caracterı´sticas de
los algoritmos, que conllevan a la creacio´n de N nuevos me´todos, bajo la aplicacio´n de la mezcla
interactiva de (RD). Dicho proceso permite encontrar, la mejor configuracio´n resultante para con-
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servar el balance, con altos coeficientes del rendimiento de la calidad de la representacio´n, que de
otra forma no podrı´a ser logrado, si solamente se aplican los me´todos de forma ba´sica.
10.2. Trabajo Futuro
Como trabajo futuro, se recomienda la aplicacio´n de otros me´todos de reduccio´n de la dimensio´n,
que se integrara´n en un grafo basado en datos, con el fin de lograr una buena relacio´n entre la
preservacio´n de la estructura de los datos y la visualizacio´n inteligible de los mismos. Se explo-
rara´n ma´s propiedades matema´ticas para disen˜ar los datos que mejor se aproximen, a las repre-
sentaciones originales de la topologı´a.
Tambie´n se recomienda utilizar otro tipo de representaciones de bases de datos de cara´cter no ar-
tificial, el cual permitan evidenciar los componentes multivariados de la naturaleza de los datos
masivos en alta dimensio´n. Esto conlleva a utilizar nuevas me´tricas para medir el rendimiento de
los factores inmersos en la calidad de las nuevas representaciones de los datos, ası´ como tambie´n
para determinar, sı´ su topologı´a es de orden global o local.
10.3. Discusiones
En esta seccio´n se discuten los enfoques pertenecientes a la visualizacio´n usando reduccio´n de la
dimensio´n e interactividad, ası´ como tambie´n el enfoque en representacio´n visual.
Se afirma que la mayorı´a de sistemas de ana´lisis visual del estado del arte, integran transver-
salmente el componente interactivo, el cual imposibilita la nocio´n intuitiva que a su vez, obliga
a soportar procesos muy complejos como un sistema superior, que obligatoriamente sera´ manip-
ulado por un experto. Tal necesidad revela 3 escenarios comunes, que subyacen de procesos de
interaccio´n para concebir susceptibilidad en ejercicios de control interactivo como: restricciones
algorı´tmicas, seleccio´n de caracterı´sticas y la seleccio´n de la idoneidad entre una gama de algorit-
mos de (RD) [143].
Autores como: Lanjing Zhang, Dominik Sacha y Michael Sedlmair, defienden (La interaccio´n vi-
sual con la reduccio´n de la dimensionalidad en complejidades de tiempos de ejecucio´n) [144]. El
desarrollo de tal afirmacio´n, evidencia los esfuerzos de centrar las investigaciones en implementa-
ciones ingenieriles especı´ficas de sistemas para el ana´lisis visual integrando RD, de manera que
resultan en el ana´lisis de las formas, en beneficio de los costos computacionales, pero carecen del
factor intuitivo del disen˜o visual para lograr, la anhelada expresividad y efectividad con los canales
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y marcas mas efectivos.
Otros autores como Vince D. Calhoun, discrepan en aquellas representaciones de baja dimensio´n
en beneficio de la exploracio´n de la separabilidad de clases, porque carecen del criterio que iden-
tifica las capacidades perceptivas en los humanos. En este punto, se empieza a entender la impor-
tancia de los factores de expresividad y efectividad como aumento a las capacidades analı´ticas, en
labores de exploracio´n de datos [145].
Autores como Anant Madabhushi, poseen una fuerte inclinacio´n para ejecutar los me´todos de RD,
en beneficio de un conocimiento previo. Dicha afirmacio´n establece siempre el conocimiento a
priori de un sistema superior, el cual es una gran desventaja al requerir de un experto.
Algunos autores como Xiaoru Yuan, Donghao Ren han avanzado en el enfoque con ma´s resultados
positivos y aceptados por la comunidad de Reduccio´n de la Dimensio´n, HCI e INFOVIZ. el en-
foque de idoneidad en seleccio´n del algoritmo, desarrolla especial intere´s, en todos los movimien-
tos intermedios que especı´ficamente focalizan esfuerzos en procesos de exploracio´n mediante la
interpolacio´n general, dicho enfoque espera que los algoritmos de RD no convexos, sean manipu-
lados por eventos interactivos bajo cambios de para´metros del lenguaje de disen˜o, en el espacio de
entrada para que puedan tener una correspondencia en su proceso de interactividad, que permita
manejar los para´metros en funcio´n de un factor humano, y las salidas de la representacio´n [147].
Sin embargo solucionan solo un problema que es la interaccio´n, pero dejan de lado la expresividad
y efectividad mediante los canales y marcas ma´s efectivas tal como lo expresa Tammara Munzner.
De acuerdo a los enfoques de visualizacio´n usando reduccio´n de la dimensio´n e interactividad
mencionados, se afirma que la codificacio´n visual, apoya directamente procesos que aumentan
las capacidades analı´ticas humanas, en beneficio de establecer aquellas morfologı´as visuales que
tengan un alto grado de correspondencia en me´tricas de efectividad y expresividad en cuanto a
Canales (Color, Movimiento, Forma, Regio´n Espacial.) y Marcas (Primitivas Geome´tricas). Tal
componente se desarrollo´ en el modelo DataVisSim, aquı´ expuesto. De esta manera se comple-
menta el estado del arte mediante una nueva propuesta que lo integra todo, de una manera in-
tuitiva, sin necesidad de utilizar procesos de sistemas superiores que obligatoriamente, necesitan
de un experto, en tema´ticas tan especializadas como Reduccio´n de la Dimensio´n. Como u´ltimo
componente se introduce en esta investigacio´n, el ana´lisis exploratorio para el descubrimiento
cientı´fico, permitiendo refinar, depurar o ampliar el modelo matema´tico aquı´ expuesto (Modelo de
Ecualizador), para tener un entendimiento del feno´meno, que estudia la manera en que se afectan
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B. Material Suplementario
Aquı´ se exponen algunos elementos adicionales, como el sitio web de la tesis (ver B.1), con un
breve resumen para dar una nocio´n ra´pida a cualquier investigador o persona que realice investiga-
ciones similares o concernientes al tema de reduccio´n de la dimensio´n e interactividad. Tambie´n
se expone las citas registradas hasta el momento de acuerdo al portal de Google Acade´mico con su
post Google Citations (ver B.2).
B.1. Sitio Web de la Tesis
En esta seccio´n se muestran los pantallazos del sitio, ası´ como tambie´n el link en descripcio´n para
la pa´gina que permite ver la tesis en su versio´n final:
https://sites.google.com/view/tesisandresanaya
Figura B-1.: Pantallazo del front de la pa´gina web.
102 B Material Suplementario
B.2. Google Citations
En esta seccio´n se muestra el link y los pantallazos de las citaciones hasta el an˜o 2017 a corte de
diciembre:
https://scholar.google.es/citations?user=o2MNW98AAAAJ&hl=es
