ABSTRACT. In this article, we provide an alternative way to construct small amplitude traveling waves for general Whitham type equations, in both periodic and whole line contexts. More specifically, Fourier analysis techniques allow us to reformulate the problem to the study of waves that are small and regular perturbations of well-understood ODE's. In addition, rigorous stability of these waves is established.
INTRODUCTION
The equation,
was proposed by Whitham [15] as an alternative model to the ubiquitous Korteweg-de Vries approximation (u t + u xxx + 2uu x = 0) for water waves. In particular, (1) is driven by the nonlocal operator W , which (modulo some rescalings) gives the "full-dispersion" relation for the corresponding water waves equation. It also allows, in sharp contrast with the KdV model, for wave breaking ( [16] ), a desirable realistic feature for such models.
In this article we study a generalization of (1) . More specifically, we allow for the following sort of "pseudo-differential equations of Whitham type": (2) u t + (Lu + n(u)) x = 0, u = u(x, t ) ∈ R, x ∈ R and t ∈ R,
where n : R → R is purely nonlinear. The operator L is a Fourier multiplier operator with symbol m. That is
where f (k) is the Fourier transform of f (x). Precise conditions on m and n will be set forth below, but the prototypical choices will be of course m(k) = tanh(k)/k and n(u) = u 2 , which then leads us to the original model (1) . The dynamical properties of (1), such as local well-posedness, wave breaking among others (for (1) as well as for some more general versions, similar to (2)) have been thoroughly explored in recent years. We do not review these developments here, as the main focus of the current work lies in the existence and the properties of a class of special solutions, namely traveling waves.
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More specifically, we make the traveling wave ansatz u(x, t ) = w(x − νt ), where ν ∈ R is as yet undetermined wave speed. After one integration we arrive at: (3) (ν − L)w = n(w).
The question for existence and the corresponding properties of traveling waves, that is solutions of (3), in either the whole line or periodic context, has been the subject of numerous papers over the last ten years. We mention the papers [4, 5] , where the question for existence periodic waves is investigated, both rigorously and numerically. Traveling waves in a model with weak surface tension were considered in [8] . Finally, in the tour de force, [3] , the authors have constructed (through an involved constrained variational with penalization construction), traveling waves for the whole line problem, with speeds slightly bigger than the sonic speed ν = 1. The question for stability of these waves, mostly in the periodic context, was considered recently in [13] . It should be noted that both in the analytical and numerical results discussed herein and elsewhere, it appears that there is some natural barrier for the the wave speeds, 1 < ν < 1.141..., which is still not fully understood. Thus, the "slightly supersonic" assumption in these papers appears to be well-warranted. The methods in these papers are varied and rather technical. In some cases, the analysis is supplemented by numerical simulations, which is justified given the lack of precise formulas, even in the classical case (1) .
In this article, we take a slightly different point of view. A rescaling of the problem, together with some Fourier analysis reformulates the problem in such a way that the governing equations for the traveling waves are small and regular perturbations of well-understood ordinary differential equations. Then we use an implicit function theorem to prove the existence of solutions when the scaling parameter is small. The main ideas of the method are inspired by the work of Friesecke & Pego [6] and Friesecke & Mikikits-Leitner [7] on traveling waves in FermiPasta-Ulam-Tsingou lattices, whose governing equations are nonlocal in a way similar to those we study here.
Assumptions and main results.
We make the following assumption regarding n(u).
Assumption 1.
There exists δ * > 0 such that the nonlinearity n : (−δ * , δ * ) → R is C 2,1 (that is, its second derivative exists and is uniformly Lipschitz continuous) and satisfies
And here is our assumption on the multiplier m, which is a sort of combination of convexity near zero with boundededness for large k: Assumption 2. The multiplier m : R → R is even and there exists k * > 0 which has the following properties:
• m is C 3,1 (that is, its third derivative exists and is uniformly Lipschitz continuous) on
In particular m
An important quantity that will arise in the analysis is 
In addition, assume the boundedness of m. Then, the waves ǫ 2 W ǫ (ǫ(x − ν ǫ t )) are in fact spectrally stable, for all small enough values of ǫ.
Remarks:
(1) Assuming higher regularity of n, say C l +2,1 (R), we have that W ǫ ∈ H l (R). (2) In the proof, we can actually verify the non-degeneracy of the solution ǫ 2 W ǫ (ǫx) in the sense that the linearized operator has kernel spanned exactly by the group of symmetries 2 . By general results for Hamiltonian systems, see for example Theorem 5.2.11 in [11] , the spectral stability should imply orbital stability as well. Unfortunately, the conditions in Theorem 5.2.11 in [11] are not exactly met, since the anti self-adjoint portion of the linearization, J = ∂ x is not boundedly invertible. This is likely only a technical issue and we expect orbital stability to hold as well.
We also prove the existence of periodic "cnoidal" solutions of (2).
Theorem 2.
The following hold when Assumptions 1 and 2 are met. There exists P 0 > 0 such that the following holds for all P > P 0 . There exists ǫ P > 0, so that for every ǫ ∈ (0, ǫ P ) there is a 2P /ǫ-periodic, even, non-zero traveling wave solution u(x, t ) = ǫ 2 W P,ǫ (ǫ(x − ν ǫ t )) of (2). Moreover,
where φ P is the unique even, non-zero 2P -periodic solution of −φ
In addition, assume the boundedness of m. For 0 < ǫ ≪ 1, the waves W P,ǫ are spectrally and orbitally stable, with respect to co-periodic perturbations (that is perturbations of the same period 2P /ǫ). 1 In principle, one could compute explicitly the next terms, up to any degree of accuracy 2 in this case, the only symmetry is the translation in the x variable 
For a function f ∈ H s (T P ) we use the following normalizations for the Fourier series and its inverse:
If X is a Banach space and q ǫ is an ǫ dependent quantity in X , we write
if there exists ǫ 0 and C > 0 such that
EXISTENCE OF SMALL SOLUTIONS
We present a detailed proof for the whole line case. The result for the periodic waves, which proceeds in an almost identical fashion, is proved in Section 2.3.
Our approach consists of introducing and analyzing a rescaled system, which is then showed to approximate the standard equation which gives the traveling wave solutions for KdV.
2.1. The rescaled system. We make the "long wave/small amplitude/nearly supersonic" scalings
where 0 < ǫ ≪ 1. With this, (3) becomes
where L ǫ is the Fourier multiplier operator with symbol
Since n(u) is C 2,1 by assumption, Taylor's theorem tells us that
Assumption 2 implies the following result.
Lemma 3. Given Assumption 2, there exists C > 0 such that
when ǫ is sufficiently close to zero.
We postpone the technical proof for the Appendix A, below. Note however that quite a bit of information is packed into this Lemma. The first piece is that it guarantees that
And so we can rewrite (14) as:
Our goal is to resolve (16) , at least for 0 < ǫ ≪ 1. To do so, we will rely on the implicit function theorem and as such we need the behavior of the limiting system at ǫ = 0. Lemma 3 implies that
where X is either H s (R) or H s (T P ). Thus, if we set ǫ = 0 in (16), we get:
Here γ > 0 is given above in (6).
Existence of localized traveling waves.
Observe that (19), and so (18), has (a unique!) nonzero even localized solution, namely
In other words, we have Φ(σ, 0) = 0. Linearization of (19) about σ(x) results in the self-adjoint operator
, which is well-studied in the literature. It is known to have exactly one negative eigenvalue, a single eigenvalue at zero, spanned by σ ′ , and outside of these two directions, the operator L is strictly positive.
Solvability of (16). If we compute
The following lemma is proved in [6] :
is bounded and has a bounded inverse. Also,
Here is a brief explanation of the proof. It is by now a classical result that ( 
is a compact operator. Thus, the set σ(K )\{1} has only eigenvalues of finite multiplicity. Note that when restricted to the even (and also odd subspaces), K acts invariantly, that is K :
. Indeed, assuming otherwise, it must be, by the Fredholm alternative, that there is an eigenfunction f 0 ∈ H
, which then implies that f 0 is an odd function.
We use the following version of the implicit function theorem:
Theorem 5. Let X be a Banach space and suppose that Φ : X ×R → X has the following properties:
has bounded inverse from X to X then there exists a neighborhoods U of x * and M of µ * and differentiable function
According to Theorem 5, the solvability of (16), that is Φ(W, ǫ) = 0, holds. Indeed, by our previous considerations, Φ(σ, 0) = 0, the functional Φ : . We can however claim higher regularity, by essentially the same arguments as above, once we know a higher regularity of the remainder term
or, what is the same, a higher regularity of the nonlinearity n. Indeed, assuming n ∈ C l +2,1 (R), we obtain ρ ∈ C l ,1 (R) and then, we can claim that the map Φ : H l (R)×R → H l (R) is continuously differentiable. Since K will also be invertible on H l (R), an application of the implicit function theorem will produce a solution W ǫ ∈ H l (R).
Existence of periodic traveling waves. Return attention to (19)
. In addition to the solitary wave solution σ(X ), this equation has a one-parameter family of even periodic solutions. While there are explicit formulas available for these solutions ( [7] ) in terms of the elliptic functions "cn" (hence the nomenclature "cnoidal" waves) we do not need these formulas here. Instead, we summarize the properties of such waves.
Theorem 6. For all γ > 0 there exists P 0 > 0 and a family functions φ P (x) P>P 0 with the following properties
non-constant and even. (2) φ P (x) is periodic with principal period 2P . (3) W (x) = φ P (x) solves (19) (and thus (18)) (4) The kernel of
. This theorem tells us that Φ(φ P , 0) = 0. Our strategy for continuing such solutions to ǫ > 0 via the implicit function theorem is not terribly different than the one used for the localized waves above. If we compute K P := D W Φ(φ P , 0) we get
In [7] (their Lemma 5.1) the following is shown:
even (T P ) is bounded and invertible.
This follows from part (3) of Theorem 6 and the argument is very much the same as the proof of Lemma 4. At this stage we have appeal to the implicit function theorem as above and arrive at the conclusions of Theorem 2.
PROOF OF THEOREM 1 : THE STABILITY OF THE SMALL WHITHAM WAVES
Now that we have constructed the solutions W ǫ for 0 < ǫ ≪ 1, let us address the question for their stability. We first linearize around the traveling wave solution.
3.1. The linearized problem and stability. We take the perturbation of the solution
)). Plugging in this ansatz in the equation (2) and ignoring terms of order O(v
2 ) and transforming x − νt → x, we obtain the following linearized system
Introduce the linearized operator
Passing to the time independent problem via the map v (t , x) → e λt z(x), we arrive at the eigenvalue problem
It is then time to introduce the notion of stability.
Definition 1. We say that the traveling wave ǫ 2 W ǫ (ǫ(x − νt )) is spectrally stable, if the eigenvalue problem (22) does not have non-trivial solutions
(λ, z) : ℜλ > 0, z ∈ L 2 (R).
We say that the solution is orbitally (non-linearly) stable, if for every
Next, we discuss the instability index count theory, which gives sufficient (and in many cases necessary) conditions for stability/instability, both spectral and orbital. We mostly follow the general theory, as developed in [14] , although earlier relevant results are available, see [9, 10, 11, 12] .
Instability index theory. For the eigenvalue problem (23)
J L f = λ f make the following assumptions regarding L , J :
and there is the L invariant decomposition of the space X ,
an integer. Consider the generalized eigenspace at zero for the operator J L , that is
is a (finite dimensional) subspace of E 0 and one can complete it:
Under these assumptions, it was proved (see Theorem 2.3, [14] ) that
. where k unst abl e is the number of (non-trivial) unstable solutions to (23), that is pairs (λ, z) with ℜλ > 0, z ∈ X . In the next section, we apply this theory to the linearized problem (22).
Stability analysis for the small Whitham waves.
For the eigenvalue problem (22), we have J = ∂ x , which is anti self-adjoint, while clearly L ǫ : L * ǫ = L ǫ is a bounded symmetric operator, if we assume the boundedness of its symbol m.
We will establish below that L ǫ has, at least for small enough values of ǫ, a single and simple negative eigenvalue (i.e. n − (L ǫ ) = 1), while its kernel is one dimensional and it is in fact spanned by W ′ ǫ . Assuming that for the moment, let us proceed to establish a sufficient condition for the stability. According to (24), k unst abl e ≤ 1 − k ≤0 0 . Thus, the stability of the solitary waves ǫ 2 W ǫ (ǫx), will be established, once we show that 6 k ≤0 0 (L ǫ ) ≥ 1. 4 In the most common applications, X = H s , s > 0 is a Sobolev space of positive order, while X * = H −s and one
A much more precise result is contained in Theorem 2.3, [14] , but we state this corollary, as it is enough for our purposes 6 and hence k ≤0 0 (L ǫ ) = 1, since the left hand side of (24) is non-negative.
To this end, we can identify an element in
Thus, we will need to verify the negativity of the Vakhitov-Kolokolov type quantity
We do this in the next Lemma.
Lemma 8. There exists
Proof. Start by taking a sufficiently large µ > 0, to be specified later. We will construct the operator ǫ
where σ is the explicit sech 2 function, see (20). We have
Recall now that the operator ǫ 2 (ν−L ǫ ) −1 is associated with the multiplier
. So, according to Lemma 3 (and more precisely (15)),
Note however
Now, we select µ > 0 large and
7 and in fact it has a single negative eigenvalue Thus, we can write
Hence, we can invert (by means of the previous formula and (26)
That is,
We can now use this formula to study the spectrum of L ǫ . Using min-max formulas for the eigenvalues of self-adjoint operators, we claim that
for all small enough ǫ. Indeed, denoting the negative eigenvalue of L by −σ 
It follows that for all small enough ǫ,
, whence the second smallest eigenvalue for (ǫ
is of the form
. Further, according to the spectral information for L , its second eigenvalue is also simple, in particular,
Equivalently,
All in all, we have shown
A direct differentiation in x in the profile equation (11) 
. This, combined with (29) shows that λ 1 (ǫ −2 L ǫ ) = 0. This finishes the proof of Lemma 8.
It remains to finally verify (25). Now that we know that
even . In fact, we may use the formula (27) with µ = 0. In addition, from (8), we have
The quantity 〈L −1 σ, σ〉 is well-known in the theory of stability for the corresponding KdV/NLS models. Its negativity is exactly in the same way equivalent to the (well-known) stability of the corresponding traveling/standing waves. It actually may be computed explicitly as follows.
Consider (19) and a function W λ := λ 2 σ(λ·), λ > 0. This solves
Taking a derivative in λ and evaluating at λ = 1 yields
Thus, the Vakhitov-Kolokolov condition (25) is verified and the proof of Theorem 1 is complete.
3.4. Stability of the periodic waves. The stability calculation for the periodic waves proceed in an identical fashion. The eignevalue problem is in the form (22), where now the operators are acting on the corresponding periodic spaces H s (T P ). In fact, noting that for λ = 0, the right hand side z is an exact derivative, allows us to restrict the consideration of (22) to the space
The advantage of this is that now J = ∂ x is boundedly invertible, hence allowing for the results of [11] to kick in. In particular, spectral stability and non-degeneracy do imply orbital stability.
The instability index theory outlined in Section 3.2 applies. According to (24) and the analysis in Section 3.3 -(25) implies the spectral stability. Moreover, Lemma 8 applies as well to the periodic waves. That is, the Morse index of L ǫ is one and the wave is non-degenerate, in the sense that K er [L ǫ ] = span[W ′ P,ǫ ]. The verification of (25) is reduced, in the same way, to the verification of the inequality 〈L −1 P φ P , φ P 〉 < 0. This quantity can be computed fairly precisely, in terms of elliptic functions, but we will not do so here.
Instead, we remark that Theorem 6 sets up the spectral/orbital stability of the waves Φ P of the periodic KdV model back to the same quantity. That is, the spectral stability of Φ P is equivalent to 〈L −1 P φ P , φ P 〉 < 0. Since it is well-known that Φ P are stable with respect to co-periodic perturbations 8 , see for example [1] , [2] , it follows that 〈L −1 P φ P , φ P 〉 < 0. By the invertibility of ∂ x and the non-degeneracy of L P,ǫ , we also conclude orbital stability for W P,ǫ . when |K | ≤ k * /ǫ. 8 in fact, much more is known, namely the cnoidal waves are stable with respect to harmonic perturbationsthat is perturbations with periods 2mP, m = 1, 2, . . ., [1] , [2] 
