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Abstract. We introduce an associative glueing operation ⊕q on the space of so-
lutions of the Quantum Yang-Baxter Equations of Hecke type. The corresponding
glueing operations for the associated quantum groups and quantum vector spaces are
also found. The former involves 2×2 quantum matrices whose entries are themselves
square or rectangular quantum matrices. The corresponding glueing operation for
link-invariants is introduced and involves a state-sum model with Boltzmann weights
determined by the link invariants to be glued. The standard su(n) solution, its as-
sociated quantum matrix group, quantum space and link-invariant arise at once by
repeated glueing of the one-dimensional case.
1. Introduction.
Matrix representations of the Artin braid group, also called Yang-Baxter operators or R-matrices,
have been extensively studied in the last several years. Each solution leads to interesting alge-
braic structures such as quantum groups [3] and braided groups [16][13] as well as (in the nice
cases) to link-invariants. The celebrated Jones polynomial for knots and links is of this type
and corresponds to the R-matrix for the quantum group GLq(2).
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In spite of this great activity, the problem still remains how to obtain such Yang-Baxter op-
erators. In concrete terms they are matrix solutions R ∈ Mn⊗Mn for some n of the cubic
equations
R12R13R23 = R23R13R12.(1)
Here Mn denotes n × n matrices and R12 = R⊗ 1 in M
⊗ 3
n etc. These cubic equations are
highly-overdetermined and yet have a rich variety if solutions. In general, little is known about
the moduli space of solutions for n > 2.
We study in this paper part of this moduli space, namely the solutions of (1) of Hecke type.
These are solutions with quadratic minimal polynomials for the associated braid representation
R. Without loss of generality we can suppose that the minimal polynomial takes the form
(R− q)(R+ q−1) = 0(2)
for some q which we fix. On the other hand we do not fix any size n, so we consider all
Hecke solutions together of any dimension or infinite dimensional. Note that Hecke solutions
have been studied in [6] but with other results than those here. The novel result in this paper
is an associative glueing operation ⊕q for such solutions. This construction has a great many
consequences. First, the standard solutions associated to the Lie algebra su(n) (which are known
to be of Hecke type) are understood now as the n-fold ⊕q of the trivial 1-dimensional solution
R = (q). Thus we answer the question how to obtain new R-matrices from old ones in a way
that gives the standard non-trivial R-matrices from something trivial. This is the main result
of Section 2, where formal definitions (in an operator notation) can be found. We also express
our ⊕q operation in categorical terms in this section as some kind of direct sum.
Many of the constructions that are usually made with R-matrices or Yang-Baxter operators
behave well under our glueing operation. Thus the quantum matrix bialgebra Mq(n) (whose
localization is the quantum group GLq(n)) is built up in a natural way from an iterated glueing
operation ∗q. Since the construction is associative one has just as well
Mq(m+ n) =Mq(m) ∗ qMq(n), ∀m,n ≥ 1.
Equally well we can glue the quantum matrices A(R) coming from any R-matrices of Hecke
type to obtain new ones. This is the main result of Section 3. The general structure of the
glueing A(R)∗ qA(R
′) here involves the novel idea of a 2×2 quantum block matrix whose entries
are themselves quantum matrices. The off-diagonal blocks here involve the notion of an m× n
quantum matrix algebra A(R : R′), which we also introduce.
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In Section 4 we give the same construction of the associated quantum spaces or exchange al-
gebras. This setting is the original motivation behind our construction. Namely, the natural
structure behind these quantum spaces (such as the celebrated quantum plane yx = qxy) is
that of a braided-vector-space. I.e., they form Hopf algebras in braided categories [13] with the
braided-coproduct expressing linear addition of vectors. The quantum plane lives in the category
associated to the GLq(2) R-matrix. On the other hand, there is no canonical tensor product
for Hopf algebras in strictly braided categories because the usual tensor product construction
becomes tangled up in the braided case. Our result provides a partial solution to this problem.
At least in the Hecke case the braided vector space algebras can be tensor produced in some
way provided their associated braidings are also glued according to our ⊕q construction. Thus
C
m+n
q = C
m
q ⊗q C
n
q , ∀m,n ≥ 1
as Hopf algebras in three different braided categories. Equally well we can glue quantum spaces
associated to any two Hecke R-matrices to obtain a third one. The tensor product ⊗q needed
here is the braided tensor product of Z-graded algebras along the lines introduced in [14].
We turn in Section 5 to the behaviour of quantum traces and ribbon elements under our ⊕q
construction. These are needed for the construction of link-invariants as well as (much the same
thing) to the construction of braided categories with duals associated to R-matrices. Some basic
facts here about such dualisable R-matrices are developed in this section also.
Finally in Section 6 we conclude with a simple state-sum model description of the glueing of
link-invariants of Hecke type to obtain new ones. The construction generalizes Kauffman’s state
model for the Jones polynomial. We do not expect to obtain genuinely new invariants (they
should all be restrictions of the HOMFLY polynomial) but we do obtain a new associative
operation among them.
2. Glueing of Yang-Baxter Operators.
All objects in this paper are assumed to be defined over a fixed field k of characteristic zero.
Typically k = C, the field of complex numbers. As a suitable reference for the conventions we
recommend [19].
Definition 2.1. Let V be a vector space. By a Yang-Baxter operator on V we mean an invertible
operator R ∈ End(V ⊗ V ) satisfying the following Quantum Yang-Baxter equation (QYBE):
(R⊗ 1)(1 ⊗R)(R⊗ 1) = (1 ⊗R)(R⊗ 1)(1 ⊗R).
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If V is finite dimensional with a basis (xa), we may introduce the matrix R = (R
a
i
b
j) by
R(xi ⊗ xj) = xb ⊗ xaR
a
i
b
j.
The QYBE written in terms of R then reads as in (1). This is the form familiar in physics so
we shall state our results in this form as well as in the operator form with which we work.
Definition 2.2. Let q ∈ k be an invertible element. By a q-Hecke operator we mean an element
R ∈ End(V ⊗ V ) satisfying
(R− q)(R+ q−1) = 0, or, equivalently, R2 − (q − q−1)R− 1 = 0.
Definition 2.3. 1. Denote by YB the category whose objects are couples (V,R), where V is a
vector space and R is a Yang-Baxter operator on V . Morphisms from (V,R) to (W,S) in YB
are linear maps f : V →W such that S ◦ (f ⊗ f) = (f ⊗ f) ◦ R.
2. Denote by Hq the category whose objects are the couples (V,R), where R is an Yang-Baxter
q-Hecke operator on V and whose morphisms from (V,R) to (W,S) are linear maps h : V ⊗V →
W ⊗W such that S ◦ h = h ◦ R.
Notice the substantial difference of the nature of morphisms in YB and Hq. We will see the
need for this later in the section.
One of the basic constructions of this paper is described in the following theorem.
Theorem 2.4. Let (X,R) and (Y,R′) be elements of Hq. Define their glueing R ⊕q R
′ ∈
End((X ⊕ Y )⊗ (X ⊕ Y )) by
(R⊕q R
′)|X⊗X = R, (R⊕q R
′)|Y⊗Y = R
′,
(R⊕q R
′)(x⊗ y) = y ⊗ x, (R⊕q R
′)(y ⊗ x) = x⊗ y + (q − q−1) · y ⊗ x
for x ∈ X and y ∈ Y . Then (X ⊕ Y,R⊕q R
′) ∈ Hq.
Proof. We postpone the proof to 2.12 where we show that R⊕q R
′ is a special case of a much
more general construction described in Theorem 2.7.
Under a suitable choice of conventions, the corresponding matrix R ⊕q R
′ = ((R ⊕q R
′)abij ) can
be written in a nice block form. To be more precise, let X = Span(xk; 1 ≤ k ≤ m) and
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Y = Span(yl; m + 1 ≤ k ≤ m + n). If I = {kl; 1 ≤ k, l ≤ m + n}, then we can write
I = IX ∪ I< ∪ I> ∪ IY (the disjoint union), where
IX = {kl ∈ I; k, l ≤ m}, IY = {kl ∈ I; k, l ≥ m+ 1},
I< = {kl ∈ I; k ≤ m & l ≥ m+ 1} , I> = {kl ∈ I; k ≥ m+ 1 & l ≤ m}.
We can order I by requiring that IX < I< < I> < IY and that each of the four pieces IX , IY ,
I< and I> has the standard lexicographic order. Then
R⊕q R
′ =


R 0 0 0
0 1 (q − q−1)P 0
0 0 1 0
0 0 0 R′

 .(3)
Here (R ⊕q R
′)abij is given as the above matrix entry at row ab and column ij in the order
introduced above, where R (resp. R′) is the matrix representing R (resp. R′), 1 is the identity
matrix and P is the permutation matrix, P abij = δ
a
j δ
b
i (Kronecker deltas).
Example 2.5. Let n ≥ 1 and let Eij be, for 1 ≤ i, j ≤ n, the (n× n)-matrix given by (Eij)
k
l =
δki δ
j
l . Then the well-known Yang-Baxter operator Rsu(n) related with the semisimple Lie algebra
su(n) and the matrix quantum groups GLq(n) and SLq(n) is given by the matrix
Rsu(n) := (q
∑
i
Eii ⊗ Eii ⊕
∑
i 6=j
Eii ⊗ Ejj + (q − q
−1)
∑
j>i
Eij ⊗ Eji)
It can easily be seen that the corresponding operator is a glueing
Rsu(m+n) = Rsu(m) ⊕q Rsu(n), for m,n ≥ 1.
Thus the glueing enables us to construct Rsu(m) inductively by
Rsu(m+1) = Rsu(m) ⊕q Rsu(1)
from the one-dimensional solution Rsu(1)(1⊗ 1) = q1⊗ 1. This description of Rsu(n) ensures
that it possesses the q-Hecke property, as well as any other properties which hold for Rsu(1) and
which are preserved under ⊕q.
Example 2.6. Let R,R′ ∈ End(k⊗ k) be the Yang-Baxter q-Hecke operators given by R(1⊗
1) = q · (1⊗ 1) and R′(1⊗ 1) = −q−1 · (1⊗ 1) respectively. Then R⊕q R
′ is the non-standard
Yang-Baxter q-Hecke operator Rgl(1|1) given by the matrix

q 0 0 0
0 1 q − q−1 0
0 0 1 0
0 0 0 −q−1


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The glueing is a special case of a more general construction described in the following theorem.
Theorem 2.7. Let X and Y be vector spaces and let R : X⊗X → X⊗X, R′ : Y ⊗Y → Y ⊗Y ,
U : X ⊗ Y → Y ⊗X, S : Y ⊗X → X ⊗ Y and T : Y ⊗ X → Y ⊗X be linear maps. Define
R⊕U ,S,T R
′ ∈ End((X ⊕ Y )⊗ (X ⊕ Y )) by
(R⊕U ,S,T R
′)|X⊗X = R, (R⊕U ,S,T R
′)|Y ⊗Y = R
′,
(R⊕U ,S,T R
′)(x⊗ y) = U(x⊗ y), (R⊕U ,S,T R
′)(y ⊗ x) = S(y ⊗ x) + T (y ⊗ x),
for x ∈ X and y ∈ Y . This defines a Yang-Baxter operator on X ⊕ Y if and only if both R and
R′ are Yang-Baxter operators, U and S are invertible, and the following conditions are satisfied
(I) (1 ⊗R)(U ⊗ 1)(1 ⊗ U) = (U ⊗ 1)(1 ⊗ U)(R⊗ 1) on X⊗2⊗Y ,
(I)′ (R′ ⊗ 1)(1 ⊗ U)(U ⊗ 1) = (1 ⊗ U)(U ⊗ 1)(1 ⊗R′) on X⊗Y ⊗2,
(II) (1 ⊗ S)(S ⊗ 1)(1 ⊗R) = (R⊗ 1)(1 ⊗ S)(S ⊗ 1) on Y ⊗X⊗2,
(II)′ (S ⊗ 1)(1 ⊗ S)(R′ ⊗ 1) = (1 ⊗R′)(S ⊗ 1)(1 ⊗ S) on Y ⊗2⊗X,
(III) (1 ⊗ U)(R⊗ 1)(1 ⊗ S) = (S ⊗ 1)(1 ⊗R)(U ⊗ 1) on X⊗Y ⊗X,
(III)′ (U ⊗ 1)(1 ⊗R′)(S ⊗ 1) = (1 ⊗ S)(R′ ⊗ 1)(1 ⊗ U) on Y ⊗X⊗Y ,
(IV) (1 ⊗R)(U ⊗ 1)(1 ⊗ T ) = (T ⊗ 1)(1 ⊗R)(U ⊗ 1) on X⊗Y ⊗X,
(IV)′ (R′ ⊗ 1)(1 ⊗ U)(T ⊗ 1) = (1 ⊗ T )(R′ ⊗ 1)(1 ⊗ U) on Y ⊗X⊗Y ,
(V) (1 ⊗ T )(S ⊗ 1)(1 ⊗R) = (S ⊗ 1)(1 ⊗R)(T ⊗ 1) on Y ⊗X⊗2,
(V)′ (T ⊗ 1)(1 ⊗ S)(R′ ⊗ 1) = (1 ⊗ S)(R′ ⊗ 1)(1 ⊗ T ) on X⊗Y ⊗2,
(VI) (1⊗R)(T ⊗1)(1⊗R)=(T ⊗1)(1⊗R)(T ⊗1)+(U⊗1)(1⊗T )(S⊗1) on Y ⊗X⊗2,
(VI)′ (R′⊗1)(1⊗T )(R′⊗1)=(1⊗T )(R′⊗1)(1⊗T )+(1⊗U)(T ⊗1)(1⊗S) on X⊗Y ⊗2.
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Proof: First, it is immediate to see that R⊕U ,S,T R
′ is invertible if and only if both R, R′, S
and U are invertible operators.
We shall verify thatQ = R⊕U ,S,TR
′ satisfies the QYBE on (X⊕Y )⊗3, which can be decomposed
as
X⊗3⊕(Y ⊗X⊗2)⊕(X⊗Y ⊗X)⊕(X⊗2⊗Y )⊕(X ⊗ Y ⊗2)⊕(Y ⊗X⊗Y )⊕(Y ⊗2⊗X)⊕Y ⊗3.(4)
On the first component of the previous decomposition we clearly have
(Q⊗ 1)(1 ⊗Q)(Q ⊗ 1)|X⊗3 = (R⊗ 1)(1 ⊗R)(R⊗ 1)
and, similarly,
(1 ⊗Q)(Q⊗ 1)(1 ⊗Q)|X⊗3 = (1 ⊗R)(R⊗ 1)(1 ⊗R),
therefore QYBE for Q on the first component of (4) is equivalent with QYBE for R. On the
next component of (4) we have
(Q⊗ 1)(1 ⊗Q)(Q ⊗ 1)|(Y ⊗X⊗2) = (R⊗ 1)(1 ⊗ S)(S ⊗ 1)+
+(U ⊗ 1)(1 ⊗ T )(S ⊗ 1) + (S ⊗ 1)(1 ⊗R)(T ⊗ 1) + (T ⊗ 1)(1 ⊗R)(T ⊗ 1),
while
(1 ⊗Q)(Q⊗ 1)(1 ⊗Q)|(Y ⊗X⊗2) =
= (1 ⊗ S)(S ⊗ 1)(1 ⊗R) + (1 ⊗ T )(S ⊗ 1)(1 ⊗R) + (1 ⊗R)(T ⊗ 1)(1 ⊗R).
The terms of the above two equations are maps from (Y ⊗X⊗2) to (Y ⊗X⊗2)⊕ (X⊗Y ⊗X)⊕
(X⊗2⊗Y ). Looking at the component in (Y ⊗X⊗2) we get that the QYBE for Q imply
(U ⊗ 1)(1 ⊗ T )(S ⊗ 1) + (T ⊗ 1)(1 ⊗R)(T ⊗ 1) = (1 ⊗R)(T ⊗ 1)(1 ⊗R),
which is (VI). Similarly, the component in (X⊗Y⊗X) gives (V) and the component in (X⊗2⊗Y )
gives (II). Repeating the same discussion for the remaining six components of (4) we get all the
equations (I)–(VI)’ of the theorem. On the other hand, it also follows immediately from this
discussion that the equations (I)–(VI)’ imply the QYBE for Q.
This provides an extension of our glueing construction to a more general situation (and is not
directly connected with the Hecke situation). Using the obvious similar conventions as in (3),
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we can represent the resulting Yang-Baxter operator by the matrix
R⊕U,S,T R
′ =


R 0 0 0
0 U T 0
0 0 S 0
0 0 0 R′

(5)
where the matrices R,R′, U, S, T are matrices representing the operators in the theorem. In
matrix terms the conditions (I)-(VI) in theorem are
U12U13R23 = R23U13U12, R12S13S23 = S23S13R12, S12R13U23 = U23R13S12
T12U13R23 = U23R13T12, R12S13T23 = S23R13T12, R12T13R23 = T23R13T12 + S23T13U12
and similarly for the primed equations with respect to R′. There is an evident mirror-like
symmetry between the primed and unprimed equations in the theorem.
In the following examples we describe some special choices of operators satisfying the conditions
formulated in Theorem 2.7.
Example 2.8. The following choice of endomorphisms satisfies the assumptions of Theo-
rem 2.7 : R and R′ are arbitrary Yang-Baxter operators, U and S are given by U(x⊗y) = y⊗x,
S(y ⊗ x) = x ⊗ y, x ∈ X, y ∈ Y , and T = 0. We denote in this case the resulting operator by
R⊕R′ and call it the direct sum of the Yang-Baxter operators R and R′.
The equations (I)–(III)’ can be verified easily, we have, for example,
(1⊗R)(U⊗1)(1⊗U)(x⊗ x′ ⊗ y) = y ⊗R(x⊗ x′) = (U⊗1)(1⊗U)(R⊗1)(x⊗ x′ ⊗ y),
which is (I). The remaining equations (IV)–(VI)’ are trivial, since T = 0.
Example 2.9. Let R and R′ be Yang-Baxter operators, a ∈ k, and U , S be invertible opera-
tors such that the conditions (I)-(III)’ of Theorem 2.7 are satisfied and such that, moreover,
(VII) (1⊗R2) = a · (1⊗R) + (U⊗1)(S⊗1) on Y ⊗X⊗2,
(VII)′ (R′2⊗1) = a · (R′⊗1) + (1⊗U)(1⊗S) on X ⊗ Y ⊗2.
Then the operators R, R′, U , S and T := a · 1 satisfy all the equations of Theorem 2.7.
This is almost obvious. Notice that the conditions (IV)-(V)’ are satisfied trivially, since (T⊗1) =
(1⊗T ) = a · 1⊗3. For the same reason (VII) implies (VI) and (VII)’ implies (VI)’.
8
Example 2.10. Let R be the Yang-Baxter operator on k given by R(1⊗ 1) = q, R′ = R, and
U , S and T be defined by U(1 ⊗ 1) = qp−1, S = 1 and T (1 ⊗ 1) = q − p−1, for some invertible
p, q ∈ k. Then it is easy to verify the assumptions formulated in Example 2.9 (with a = q−p−1)
and our construction gives a two-parameter solution of the QYBE represented by the matrix

q 0 0 0
0 qp−1 q − p−1 0
0 0 1 0
0 0 0 q


Example 2.11. Let R and R′ be Yang-Baxter q-Hecke operators, a = (q − q−1), U be an
invertible operator satisfying (I) and (I)’, and S = U−1. Then again this choice satisfies the
assumptions formulated in Example 2.9. This is obvious: under the assumption S = U−1,
(I) implies (II) & (III) and (I)’ implies (II)’ & (III)’, while (VII) (resp. (VII’)) becomes the
Hecke-type equation for R (resp. R′).
Example 2.12. Let R = R′ be defined by R(1 ⊗ 1) = q and let U , S be given by U(1 ⊗ 1) =
s·(1⊗1), S(1⊗1) = s−1·(1⊗1), for some invertible q, s ∈ k. These operators satisfy the conditions
of Example 2.11 and our construction gives another two-parameter solution represented by the
matrix 

q 0 0 0
0 s q − q−1 0
0 0 s−1 0
0 0 0 q


Another choice of the same type is the following. Let (X,R), (Y,R′) ∈ Hq, let U be given by
U(x⊗ y) = y ⊗ x, let S = U−1 and let T = (q − q−1) · 1. This choice gives the glueing R⊕q R
′
of Theorem 2.4.
We end this section with a categorical characterization of some constructions above. Discuss
first the ‘direct sum’ R⊕R′ of Example 2.8. For (X,R), (Y,R′) ∈ YB, the natural inclusions
ι1 : X →֒ X ⊕ Y and ι2 : Y →֒ X ⊕ Y induce morphisms (denoted by the same symbols)
ι1 : (X,R)→ (X ⊕ Y,R⊕R
′) and ι2 : (Y,R
′)→ (X ⊕ Y,R⊕R′) in the category YB.
Proposition 2.13. Let (X,R), (Y,R′) and (Z,Q) be elements of YB and let f1 : (X,R) →
(Z,Q) and f2 : (Y,R
′)→ (Z,Q) be morphisms in YB such that
Q(f1(x)⊗ f2(y)) = f2(y)⊗ f1(x), for all x ∈ X and y ∈ Y .
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Then there exists exactly one map f : (X ⊕ Y,R ⊕R′) → (Z,Q) in YB such that fi = f ◦ ιi,
i = 1, 2.
Proof. The map f must necessarily be given by f(ι1(x)) = f1(x) and f(ι2(y)) = f2(y), and if
we take it as the definition of f , we easily verify that S ◦ (f ⊗ f) = (f ⊗ f)(R⊕R′).
This proposition provides the following categorial characterization of the direct sum R ⊕ R′.
Let D be the category whose objects are quadruples of the form (V,A,B,Q), with (V,Q) ∈ YB,
A and B vector subspaces of V , Q(A⊗A) ⊂ A⊗A, Q(B ⊗B) ⊂ B ⊗B, Q(a⊗ b) = b⊗ a and
Q(b ⊗ a) = a ⊗ b, for a ∈ A and b ∈ B. The morphisms from (V,A,B,Q) to (W,A′, B′,Q′) in
D are morphisms f : (V,Q) → (W,Q′) in YB such that f(A) ⊂ A′ and f(B) ⊂ B′. Define the
functor ∆ : D → YB × YB by
∆(V,A,B,Q) = (A,Q) × (B,Q).
Then we have the following characterization (compare the characterization of direct sums as it
is given in [7]).
Proposition 2.14. The functor ⊕ : YB ×YB → D, (X,R)× (Y,R′) 7→ (X ⊕ Y,X, Y,R⊕R′),
is a left adjoint to the functor ∆ : D → YB × YB.
Proof. The proof is fully routine one, and we add it only because we do not suppose that this
kind of arguments is commonly known among the readers of this paper.
We must show that, for any ξ = (V,A,B,Q) ∈ D and η = (X,R)× (Y,R′) ∈ YB×YB, we have
a functorial isomorphism
HomD(⊕η, ξ) ∼= HomYB×YB(η,∆ξ)
or, expanding the expressions,
HomD((X ⊕ Y,X, Y,R⊕R
′), (V,A,B,Q)) ∼= HomYB((X,R), (A,Q))×HomYB((Y,R
′), (B,Q)).
But this is almost clear. An element from the left-hand side Hom-set is given by a linear map
f : X ⊕ Y → V . The maps fi := f ◦ ιi, i = 1, 2, define the morphisms (denoted by the same
symbols) f1 : (X,R)→ (A,Q) and f1 : (Y,R
′)→ (B,Q) from YB, thus f1× f2 is an element of
the right-hand side Hom-set.
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On the other hand, two such maps f1 and f2 give rise to the element f from the left-hand side
Hom-set exactly as it was shown in Proposition 2.14.
Let us now consider the glueing R⊕qR
′ in the same categorical way. We again have the natural
inclusions j1 : X → X ⊕ Y and j2 : Y → X ⊕ Y which induce, by ι1(x ⊗ x
′) := j1(x) ⊗ j1(x
′)
and ι2(y ⊗ y
′) := j2(y) ⊗ j2(y
′) the morphisms (denoted by the same symbols) ι1 : (X,R) →
(X ⊕ Y,R ⊕q R
′) and ι2 : (Y,R
′) → (X ⊕ Y,R ⊕q R
′) in Hq. We then have the following
proposition.
Proposition 2.15. Let (X,R), (Y,R′) and (Z,Q) be elements of Hq, let f1 : (X,R)→ (Z,Q)
and f2 : (Y,R
′) → (Z,Q) be morphisms in Hq, and let φ : X ⊗ Y → Z be a linear map. Then
there exists exactly one morphism f : (X ⊕ Y,R⊕q R
′)→ (Z,Q) in Hq such that
f ◦ ι1 = f1, f ◦ ι2 = f2 , f(j1(x)⊗ j2(y)) = φ(x⊗ y),
for any x ∈ X and y ∈ Y .
Proof. We identify, for simplicity, the elements of X (resp. Y ) with their images under j1
(resp. j2) in X ⊕ Y . We already know that
f |X⊗X = f1, f |Y⊗Y = f2 , f |X⊗Y = φ.
Suppose that f |Y⊗X = ψ for some linear map ψ : Y ⊗X → Z. The basic equation
Q ◦ f = f ◦ (R⊕q R
′)
is evidently satisfied on X ⊗X and Y ⊗ Y . For x ∈ X and y ∈ Y it gives
Q ◦ φ(x, y) = ψ(y, x) , Q ◦ ψ(y, x) = φ(x, y) + (q − q−1) · ψ(y, x).
We can take the first equation above as the definition of ψ, i.e. put ψ = Q ◦ φ. The second
equation then reads
Q2 ◦ φ = φ− (q − q−1) · Q ◦ φ
and it is clearly a consequence of the Hecke equation for Q.
Again we can convert the previous example into a categorial characterization of the glueing.
Let E be the category whose objects are couples ((X,R), (Y,R′)) of elements of Hq and the
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morphisms between ((X,R), (Y,R′)) and ((X1,R1), (Y1,R
′
1)) in E are triples (f, g, φ), with
f ∈ HomHq ((X,R), (X1,R1)), g ∈ HomHq((Y,R
′), (Y1,R
′
1)), and φ : X ⊗ Y → (X1 ⊕ Y1)
⊗2 an
arbitrary linear map. Define the functor ∆ : Hq → E by ∆((X,R)) = ((X,R), (X,R)). The
proof of the following proposition is almost identical with the proof of Proposition 2.15 and we
omit it.
Proposition 2.16. The functor ⊕q : E → Hq sending ((X,R), (Y,R
′))→ (X ⊕ Y,R⊕q R
′), is
a left adjoint to the functor ∆ : Hq → E defined above.
3. Glueing of Quantum Matrices.
We recall that a bialgebra over k is (A,∆, ǫ) where A is a unital algebra and ∆ : A→ A⊗A a
co-associative algebra homomorphism forming a coalgebra with counit ǫ : A→ k.
Associated to every matrix R ∈Mn⊗Mn is a bialgebra A(R) defined as follows. We take a n
2
generators t = (tij) regarded as a matrix, and relations [3] cf [2]
R(t⊗ 1)(1 ⊗ t) = (1 ⊗ t)(t⊗ 1)R, i.e., Rt1t2 = t2t1R(6)
in a standard compact notation. The coproduct and counit are
∆tij = t
i
a⊗ t
a
j, ǫt
i
j = δ
i
j , i.e., ∆t = t⊗ t, ǫt = 1 .(7)
This structure is well-known and is commonly called a quantum matrix algebra. One assumes
that R is the matrix representing an invertible Yang-Baxter operator in order to be sure that
the quantum matrix algebra has canonical matrix representations and other nice properties. In
this case it is quasi-commutative in the sense of a dual-quasitriangular structure induced by R
cf [18].
Further quotienting of these A(R) for standard solutions R gives the matrix description of the
quantum function algebras Oq(G) deforming the ring of representative functions on the standard
semisimple Lie groups [3]. The standard Rsu(n) solutions give the quantum matrices Mq(n) and
the quotient of these by a q-determinant relation gives the matrix quantum group SLq(n) or
(in a suitable context) SUq(n). One can also localize the q-determinant and obtain the matrix
quantum group GLq(n). In all cases these algebras are like the ring of functions on some
‘quantum group’ from the point of view of non-commutative geometry.
On the other hand, the A(R) bialgebra construction is not limited to these standard Yang-
Baxter operators and in general need not have any such determinants etc. Thus for the general
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theory we are limited to the quantum matrix setting. We give in this section a description of
A(R⊕q R
′) where R⊕qR
′ as from (3). In order to do this we will be led to introduce the notion
of a rectangular quantum matrix algebra. These include the quantum matrix algebras above as
well as the quantum spaces of the next section.
Definition 3.1. Let R ∈ Mm⊗Mm and R
′ ∈ Mn⊗Mn be the matrices. We define the m× n
rectangular quantum matrix algebra A(R : R′) to be the algebra generated by 1 and t = (tij′)
for 1 ≤ i ≤ m and 1 ≤ j′ ≤ n with relations
R(t⊗ 1)(1 ⊗ t) = (1 ⊗ t)(t⊗ 1)R′, i.e., Rt1t2 = t2t1R
′
We use here the same compact notation as above for quantum matrices. If one wants to see the
relations written completely explicitly in terms of the individual generators, they are
Ria
k
bt
a
j′t
b
l′ = t
k
b′t
i
a′R
′a′
j′
b′
l′ , ∀ 1 ≤ i, k ≤ m, 1 ≤ j
′, l′ ≤ n(8)
where summation is over 1 ≤ a, b ≤ m and 1 ≤ a′, b′ ≤ n. We use unprimed indices for the range
1, · · · ,m and primed indices for the range 1, · · · , n. An elementary proposition is the following.
Proposition 3.2. Let R ∈Mm⊗Mn and R
′ ∈Mn⊗Mn be matrices and let
a = (aij ∈ A(R)), b = (b
i
j′ ∈ A(R : R
′)), c = (ci
′
j ∈ A(R
′ : R)), d = (di
′
j′ ∈ A(R
′))
denote the generators of the corresponding square and rectangular quantum matrices as shown.
The indices run in the ranges described in the conventions above. Then there are algebra homo-
morphisms
1. A(R)→ A(R : R′)⊗A(R′ : R), aij 7→ b
i
a′ ⊗ c
a′
j
2. A(R′)→ A(R′ : R)⊗A(R : R′), di
′
j′ 7→ c
i′
a⊗ b
a
j′
3. A(R : R′)→ A(R)⊗A(R : R′), bij′ 7→ a
i
a⊗ b
a
j′
4. A(R : R′)→ A(R : R′)⊗A(R′), bij′ 7→ b
i
a′ ⊗ d
a′
j′.
Proof. The proof is easy in the compact notation. Thus A(R : R′)⊗A(R′ : R) is generated by 1
and b, c which mutually commute. We have to show that a 7→ bc is an algebra homomorphism.
Thus Rb1c1b2c2 = Rb1b2c1c2 = b2b1R
′c1c2 = b2b1c2c1R = b2c2b1c1R as required for the
first map. The proofs for the other maps are similar.
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This proposition extends the notion of quantum linear algebra as in [20] to the setting of rect-
angular matrices. The first map corresponds to the ability to multiply an m × n matrix with
an n×m matrix to obtain an m×m matrix. Similarly for the second map to obtain an n× n
matrix. The third map corresponds to the product of an m×m matrix with an m× n matrix
from the left. Similarly for the fourth map from the right by an n× n matrix. These maps are
therefore the rectangular counterparts of the coproduct ∆ which corresponds to usual square
matrix multiplication. The most general statement which covers all these maps as special cases
is the following: if R,R′ are as above and R′′ ∈Mp⊗Mp then there is an algebra homomorphism
∆R,R′,R′′ : A(R : R
′′)→ A(R : R′)⊗A(R′ : R′′), t 7→ b⊗ c(9)
where t is a quantum m × p matrix, b is m × n and c is n × p and the map corresponds to
the matrix multiplication of the latter two to obtain the former. Moreover, the family of maps
taken together are coassociative in the sense
(id⊗∆R′,R′′,R′′′) ◦∆R,R′,R′′′ = (∆R,R′,R′′ ⊗ id) ◦∆R,R′′,R′′′(10)
as a map A(R : R′′′) → A(R : R′)⊗A(R′ : R′′)⊗A(R′′ : R′′′). This includes all possible
coassociativity conditions arising from associativity of rectangular matrix multiplication. For
example, it says that ∆ in (7) is coassociative and that A(R : R′) is a left-right A(R) −A(R′)-
bicomodule via the last two maps in the proposition. In summary, rectangular quantum matrices
are not individually bialgebras but they all fit together into a weaker ‘co-groupoid’ structure on
the entire family. We can now present our main result of this section in terms of such objects.
Theorem 3.3. Let R ∈ Mm⊗Mm and R
′ ∈ Mn⊗Mn be the matrices of finite-dimensional
q-Hecke Yang-Baxter operators. Then A(R ⊕q R′) is the algebra generated by A(R), A(R :
R′), A(R′ : R) and A(R′) as subalgebras, modulo relations between them. We write the matrix
generator of A(R ⊕q R
′) as
t =
(
a b
c d
)
, where, a = (aij), b = (b
i
j′), c = (c
i′
j), d = (d
i′
j′)
where i, j = 1, · · ·m and i′, j′ = 1 · · · n and a,b, c,d are the respective matrix generators of the
subalgebras. These are as in Proposition 3.2 and have explicitly the relations
(I) Ra1a2 = a2a1R, Rb1b2 = b2b1R
′, R′c1c2 = c2c1R, R
′d1d2 = d2d1R
′.
The relations between them are
(II) Ra1b2 = b2a1, c1a2 = a2c1R, R
′c1d2 = d2c1, d1b2 = b2d1R
′
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(III) b1c2 = c2c1, a1d2 − d2a1 = (q
−1 − q)Pc1b2
where P is the permutation matrix. Moreover, the matrix coalgebra structure in these terms is
∆a = a⊗ a+ b⊗ c, ǫa = 1 , ∆b = b⊗d+ a⊗ c, ǫb = 0
∆c = c⊗ a+ d⊗ c, ǫc = 0, ∆d = d⊗d+ c⊗b, ǫd = 1
Proof. We compute the structure of A(R ⊕q R
′) from (6) which in explicit component form
reads
(R⊕q R
′)IA
K
Bt
A
J t
B
L = t
K
Bt
I
A(R ⊕q R
′)AJ
B
L, ∀ 1 ≤ I, J,K,L ≤ m+ n
where the summed indices also run from 1, · · · ,m + n. As in (3) we break the range into
1, · · · ,m which we represent with lower case labels and the rest which we represent by primed
labels running 1, · · · , n. With these conventions the relations are of 16 types according as the
four free labels are each in their upper or lower ranges. In evaluating these we must sum over
both types of label so each equation has four possible terms on each side. Note now that the
structure of R⊕q R
′ in (3) is such that there are only five types of non-zero entries,
(R⊕q R
′)ij
k
l = R
i
j
k
l, (R ⊕q R
′)i
′
j′
k′
l′ = R
′i′
j′
k′
l′
(R ⊕q R
′)ij
k′
l′ = δ
i
jδ
k′
l′ , (R ⊕q R
′)i
′
j′
k
l = δ
i′
j′δ
k
l, (R ⊕q R
′)ij′
k′
l = (q − q
−1)δilδ
k′
j′ .
We also write the entries of tIJ in the block form stated and write Q = R⊕qR for brevity. Then
we evaluate our sixteen relations as
(ikjl) : Qia
k
bt
a
jt
b
l = t
k
bt
i
aQ
a
j
b
l i.e., Ra1a2 = a2a1R
(ikjl′) : Qia
k
bt
a
jt
b
l′ = t
k
b′t
i
aQ
a
j
b′
l′ i.e., Ra1b2 = b2a1
(ikj′l) : Qia
k
bt
a
j′t
b
l = t
k
bt
i
a′Q
a′
j′
b
l + t
k
b′t
i
aQ
a
j′
b′
l i.e., Rb1a2 = a2a1 + b2a1(q − q
−1)P
(ikj′l′) : Qia
k
bt
a
j′t
b
l′ = t
k
b′t
i
a′Q
a′
j′
b′
l′ i.e., Rb1b2 = b2b1R
′
(ik′jl) : Qia
k′
b′t
a
jt
b′
l +Q
i
a′
k′
bt
a′
jt
b
l = t
k′
bt
i
aQ
a
j
b
l i.e., a1c2 + (q − q
−1)Pc1a2 = c2a1R
(ik′jl′) : Qia
k′
b′t
a
jt
b′
l′ +Q
i
a′
k′
bt
a′
jt
b
l′ = t
k′
b′t
i
aQ
a
j
b′
l′ i.e., a1d2 + (q − q
−1)Pc1b2 = d2a1
(ik′j′l) : Qia
k′
b′t
a
j′t
b′
l +Q
i
a′
k′
bt
a′
j′t
b
l = t
k′
b′t
i
aQ
a
j′
b′
l + t
k′
bt
i
a′Q
a′
j′
b
l
i.e., b1c2 + (q − q
−1)Pd1a2 = (q − q
−1)d2a1P + c2b1
(ik′j′l′) : Qia
k′
b′t
a
j′t
b′
l′ +Q
i
a′
k′
bt
a′
j′t
b
l′ = t
k′
b′t
i
a′Q
a′
j′
b′
l′
i.e., b1d2 + (q − q
−1)Pd1b2 = d2b1R
′
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and eight similar relations. The (ikjl), (ikjl′), (ikj′l′), (ik′jl′) relations here are as stated while
the (ikj′l) relation is equivalent to the (ikjl′) one because R is q-Hecke. In matrix terms this
means R21R = 1 + (q − q
−1)PR where P is the permutation matrix. Remembering that our
suffices in the compact notation relate to the position in a matrix tensor product, the action
by conjugation by P is to permute the relevant suffices. Thus PRP = R21 etc. as needed in
this computation. The action of P also means that the (ik′j′l) also simplifies to b1c2 = c2b1
while the Hecke property for R and R′ means in the same way as above that (ik′jl) and (ik′j′l′)
are equivalent to c1a2 = a2c1R and d1b2 = b2d1R
′ respectively. The remaining eight relations
are reduced in the same way and give the three remaining relations in (I)-(II). The form of the
coproduct is from ∆tIJ = t
I
A⊗ t
A
J = t
I
a⊗ t
a
J + t
I
a′ ⊗ t
a′
J giving four equations according to
the range of I, J . The counit is immediate.
We can think of this theorem as defining a glueing construction A(R) ∗ qA(R
′) for quantum
matrices consisting of viewing them on the diagonal of a 2× 2 block and adjoining the relevant
off-diagonal rectangular matrices. In the present case the 2× 2 blocks obey a blocked version of
the usual Mq(2) algebra. Thus,
Example 3.4. Let R = (q) = R′ the one-dimensional q-Hecke Yang-Baxter operator. Then
a, b, c, d are 1 × 1 matrices of generators, relations (I) are empty and (II)-(III) reduce to the
standard commutation relations
qab = ba, ca = acq, qcd = dc, db = dbq, bc = cb, ad− da = (q−1 − q)cb
for the 2× 2 quantum matrices Mq(2). This fits with Example 2.5 in Section 2.
Example 3.5. Let R = (q) and R′ = (−q−1) as in Example 2.6 and q2 6= −1. Then a, b, c, d
are 1× 1 matrices and obey the relations
b2 = 0, c2 = 0
qab = ba, ca = acq, cd = −qdc, −qdb = bd, bc = cb, ad− da = (q−1 − q)cb
for the non-standard 2 × 2 quantum matrices Mq(1|1) as computed in [5]. The first two come
from the middle two of (I) as qbb = bb(−q−1) and qcc = cc(−q−1) and the remainder from
(II)–(III).
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It is easy to see from the structure in Theorem 3.3 that setting b = c = 0 gives a bialgebra
surjection
A(R ⊕q R
′)→ A(R)⊗A(R′).(11)
Thus, from (III) we see that a and d commute in the quotient as they should in A(R)⊗A(R′)
while the other relations either become empty or those of A(R), A(R′). This map corresponds
to the usual block-diagonal embedding of Mm ×Mn ⊂Mn+m as semigroups. Thus provided we
use our ⊕q construction when blocking quantum matrices into bigger ones, we have a coherent
quantum linear algebra.
For a full understanding of this quantum linear algebra one must understand not only multi-
plication but addition, to which we turn in the next section at least for the 1 × n or m × 1
cases.
4. Glueing of Quantum-Braided Vector Spaces.
We have introduced rectangular quantum matrix algebras A(R : R′) in the last section. When
R′ = R we have the usual square quantum matrices A(R). On the other hand A(R : λ) with
λ ∈ k is the algebra with generators and relations
Rv1v2 = v2v1λ, v = (v
i).(12)
This is the algebra of (left-covariant) quantum vectors and denoted VL(R). Likewise it is clear
that A(λ : R) is the algebra with generators and relations
λx1x2 = x2x1R, x = (xi).(13)
This is the algebra of (right-covariant) quantum covectors and denoted V (ˇR).
The usual quantum planes Cnq are of this type with R the matrix representing the operator
Rsu(n) in Example 2.5. The constructions work best in the case where R are q-Hecke Yang-
Baxter operators for in this case one has a braided-coproduct, counit and braiding [15]
V (ˇR) = A(R : q), ∆xi = xi⊗ 1 + 1⊗ xi, ǫxi = 0, Ψ(x1⊗x2) = q x2⊗x1R(14)
There is also a braided-antipode Sxi = −xi. The notion of braided-Hopf algebras was introduced
by one of the authors and we refer to the review [13] for details. The main difference from the
usual axioms is that ∆ : V (ˇR) → V (ˇR)⊗V (ˇR) where ⊗ is not the usual commuting tensor
17
product but the braided tensor product algebra
(a⊗ b)(c⊗ d) = aΨ(b⊗ c)d, ∀a, b, c, d ∈ V (ˇR).(15)
Here Ψ and the other maps extend to products of the generators in a natural way. For a braided-
categorical setting (which we defer to the next section) one needs R here to be invertible so that
Ψ is invertible. On the other hand this is not essential in our direct algebraic application here.
By allowing ourselves these slightly more general braided-coproduct structures we see that we can
express via ∆ the addition of two covectors to obtain a new covector, provided we remember the
braiding Ψ. This is an important construction with many corollaries. For example, one obtains
at once differential calculi on the quantum planes by making infinitesimal additions [17].
In this section we compute V (ˇR ⊕q R). There is a strictly analogous theory for vectors also.
Let us note first that all our algebras have quadratic relations and hence are naturally Z-graded
by the degree of the generators. Now just as there is a standard Z2-graded tensor product of
super-algebras, there is a natural braided tensor product of Z-graded algebras.
Definition 4.1. cf [14] Let A,B be Z-graded algebras over k and let q ∈ k. We define the
associative Z-graded braided tensor product algebra A⊗qB as A⊗B with product
(a⊗ b)(c⊗ d) = aΨZ(b⊗ c)d, ΨZ(b⊗ c) = q
|b||c|c⊗ b, ∀a, c ∈ A, b, d ∈ B
on homogeneous elements of degree | |.
The underlying braided tensor product construction here and in (15) has been introduced by
one of the authors as part of the theory of braided groups. See [13] for details. In the present
case it is trivial to verify associativity directly.
Proposition 4.2. Let R ∈ Mm⊗Mm and R
′ ∈ Mn⊗Mn be the matrices of q-Hecke Yang-
Baxter operators. Then V (ˇR ⊕q R
′) = V (ˇR)⊗qV (ˇR
′), the Z-graded braided tensor product of
V (ˇR) and V (ˇR′).
Explicitly, we write the covector generator of V (ˇR⊕qR
′) as (x,y) where x = (xi) and y = (yi′)
are the respective covector generators of the subalgebras and have the relations
(I) qx1x2 = x2x1R, qy1y2 = y2y1R
′
as above. The Z-graded braided tensor product is equivalent to the additional cross relations
(II) y1x2 = qx2y1.
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Moreover, the braided-coproduct restricts to those of V (ˇR), V (ˇR′) which appear as sub-braided-
Hopf algebras.
Proof. The Definition 4.1 of the braided-tensor product for Z-graded algebras immediately gives
the commutation relations (II) between the factors. Conversely, these commutation relations
can be used to put all the x generators to the left of the y generators, from which it follows
that this description is equivalent to the form of ⊗q in Definition 4.1. To compute V (ˇR⊕q R
′)
directly we use the same conventions for the range of indices as in the proof of Theorem 3.3, so
our relations are explicitly
qxJxL = xBxA(R⊕q R
′)AJ
B
L, ∀1 ≤ J,L ≤ m+ n.
We have four types of equation according to the range of (JL) and in each one we have up to
four terms on each side according to the breakdown of the range of (AB). Remembering the
explicit form of Q = R ⊕q R
′ from Theorem 3.3 and denoting the lower and upper ranges by
{xi} = x and {xj′} = y, we have
(jl) : qxjxl = xbxaQ
a
j
b
l, i.e., qx1x2 = x2x1R
(jl′) : qxjxl′ = xb′xaQ
a
j
b′
l′ , i.e., qx1y2 = y2x1
(j′l) : qxj′xl = xbxa′Q
a′
j′
b
l + xb′xaQ
a
j′
b′
l, i.e., qy1x2 = x2y1 + y2x1(q − q
−1)P
(j′l′) : qxj′xl′ = xb′xa′Q
a′
j′
b′
l′ , i.e., qy1y2 = y2y1R
′
as required. The third equation here is redundant.
The braided-coproduct of V (ˇR⊕qR
′) is by definition the linear one as in (14) on the generators
but (as explained) it extended to products of the generators as an algebra homomorphism to the
braided tensor product V (ˇR⊕qR
′)⊗V (ˇR⊕qR
′). The latter is defined as in (15) with the oper-
ator Ψ induced by the Yang-Baxter operator R⊕qR
′. But from its definition in Theorem 2.4 we
know that this operator restricts on the generators xi and yi′ to R and R
′ respectively. Likewise
for their extensions to products of the generators. Hence the braided-coproduct ∆ restricted
to V (ˇR) and V (ˇR′) coincides with their braided-coproducts whose extension to products is
defined via R,R′.
This proposition was the original motivation for the ⊕q construction. Namely, one can ask how
to build up higher-dimensional quantum space algebras by tensor product of lower-dimensional
ones, corresponding from the point of view of non-commutative geometry to the usual cartesian
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product. Unfortunately, in any fixed braided category, there is no canonical notion of tensor
product of braided-Hopf algebras or braided-bialgebras. Our answer is that each of our quantum
spaces comes with its own braiding Ψ as determined from its associated Yang-Baxter matrix
R. At least in the q-Hecke setting one can q-tensor product them, providing their associated
braidings are also glued by the ⊕q construction of Section 2.
Example 4.3. Let R,R′ represent the Yang-Baxter operators Rsu(m) and Rsu(n) respectively,
as in Example 2.5. The associated quantum-covector algebras Cmq and C
n
q are given by
xjxi = qxixj, ∀1 ≤ i < j ≤ m; yj′yi′ = qyi′yj′, ∀1 ≤ i
′ < j′ ≤ n.
Their ⊗q is of the same form with covector generator (x,y) and similar relations because our
ordering of the basis vectors is with all the primed generators yi′ appearing as xm+i′ in C
m+n
q
and hence with labels greater than the unprimed ones. Thus
C
m+n
q = C
m
q ⊗qC
n
q
as required from Example 2.5 and the above proposition.
Example 4.4. Let R = (q) and R′ = (−q−1) be the two 1-dimensional q-Hecke Yang-Baxter
operators as in Example 2.6. Then V (ˇR ⊕q R
′) is the algebra
qxx = xxq, qyy = −q−1yy, yx = qxy.
The first relation is empty and the second is y2 = 0 if q2 6= −1. The remaining relation comes
from the braided tensor product ⊗q. This is the usual non-standard plane associated to the
R-matrix in Example 2.6.
We have described here the so-called ‘bosonic’ covectors which appear in our general setting as
the 1×n matrices A(q : R) and studied how it behaves under ⊕q in the second input. There are
also the so-called ‘fermionic’ covectors A(−q−1 : R) in our notation. Their behaviour under ⊕q
is the same as in Proposition 4.2 with q replaced everywhere by −q−1. Likewise there are the
analogous vector cases A(R : q) and A(R : −q−1). All of these important cases can be collected
into the following general statement about the behaviour of A(R : R′) under ⊕q in each input.
Proposition 4.5. Let R ∈ Mm⊗Mm, R
′ ∈ Mn⊗Mn and R
′′ ∈ Mp⊗Mp be the matrices of
q-Hecke Yang-Baxter operators. Then
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1. A(R : R′ ⊕q R
′′) = A(R : R′)R⊗A(R : R
′′)
2. A(R ⊕q R
′ : R′′) = A(R : R′′)⊗R′′A(R
′ : R′′)
where R⊗ and ⊗R′′ are the braided tensor product algebras defined by the cross relations
b ∈ A(R : R′), c ∈ A(R : R′′), Rb1c2 = c2b1
b ∈ A(R : R′′), c ∈ A(R′ : R′′), c1b2 = b2c1R
′′
respectively.
Proof. The strategy for A(R : R′ ⊕q R
′′) is the same as in Proposition 4.2 with the role of q
replaced by R. Explicitly decomposing R′⊕qR
′′ along the lines in the proof of Theorem 3.3 and
putting into the relations
Ria
k
bt
a
J t
b
L = t
k
Bt
i
A(R
′ ⊕q R
′′)AJ
B
L, ∀1 ≤ i, k ≤ m, ∀1 ≤ J,L ≤ n+ p.
for the m× (n+ p) quantum matrices t = (b, c), we obtain the four equations
Rb1b2 = b2b1R
′, Rb1c2 = c2b1
Rc1b2 = b2c1 + c2b1(q − q
−1)P, Rc1c2 = c2c1R
′′.
The third relation here reduces to the second just because R is q-Hecke so that R21R = 1 +
(q− q−1)PR and since Pc2b1 = c1b2P . Recall that P always denotes the relevant permutation
operator in a matrix tensor product. The second relation is expresses the non-commutativity in
the braided tensor product algebra R⊗ defined as in (15) and Definition 4.1 but with braiding
Ψ(c1⊗b2) = R21b2⊗ c1.
The proof for A(R⊕qR
′ : R′′) is entirely similar with decomposition t =
(
b
c
)
of an (m+n)×p
quantum matrix.
One also has a braided addition law for all quantum matrices A(R : R′) when R,R′ are the
matrices of q-Hecke Yang-Baxter operators,
A(R : R′) : ∆R,R′t = t⊗ 1 + 1⊗ t, ǫt = 0, Ψ(t1⊗ t2) = R21t2⊗ t1R
′
forming a braided-Hopf algebra. This precisely generalizes the addition law (14) from 1 × n to
a general m× n quantum matrix. For example it means that the usual square quantum matrix
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algebra A(R) has this linear coproduct or ‘coaddition’ ∆ provided one uses the notion of a
braided-Hopf algebra. The coaddition is codistributive with respect to the product of quantum
matrices in the sense
(id⊗ ·) ◦ τ23 ◦ (∆R,R′,R′′ ⊗∆R,R′,R′′) ◦∆R,R′′ = (∆R,R′ ⊗ id) ◦∆R,R′,R′′
(· ⊗ id) ◦ τ23 ◦ (∆R,R′,R′′ ⊗∆R,R′,R′′) ◦∆R,R′′ = (id⊗∆R,R′) ◦∆R,R′,R′′
where τ23 denotes usual transposition in the second and third positions. For example, A(R)
becomes a ‘quantum ring’ with both its usual comultiplication and the above coaddition in a
distributive way. It is easy to see that for trivial R these notions are the usual notions for the
ring of matrices, expressed in terms of the algebra of functions on them.
These remarks about addition of quantum matrices are not directly related to our glueing
construction and will be developed elsewhere. The coaddition is however, compatible with
Proposition 4.5 in the sense that the factors appear as sub-braided-Hopf algebras. This provides
one more reason to be interested in the quantum matrices A(R : R′) and their glueing. Clearly,
we obtain Proposition 4.2 as a corollary from this point of view. On the other hand the quantum-
braided planes are the most well-known of these algebras and of independent interest, and for
this reason we emphasized them in the above.
5. Some other properties of the glueing.
We show in this section that our ⊕q operation is well-behaved with respect to a number of
constructions related to duals and link invariants. If Rsu(1) has these properties, it follows for
example that Rsu(n) given by the iterated glueing of Rsu(1) (see Example 2.5), has automatically
these properties, too. Many other properties of Rsu(n) can similarly be understood in this way
as arising from the naturality of ⊕q.
Let us introduce first some standard notation and terminology. These notions make sense in any
monoidal category, though we shall be interested here only in full subcategories of the category
k-Vect of finite dimensional vector spaces with its usual tensor product and associativity. We
recall that a general monoidal category consists of a category C and a functor ⊗ : C × C → C
with properties analogous to those for k-Vect. There is a unit object 1 for the tensor product,
and related unity and associativity morphisms which we suppress. For k-Vect we have 1 = k.
In a monoidal category, there is a notion of the left dual of an object V (see for example [1]). This
is an object V ∗ and morphisms coevV : 1 → V ⊗ V
∗ (the coevaluation) and evV : V
∗ ⊗ V → 1
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(the evaluation) satisfying
(evV ⊗ id)(id ⊗ coevV ) = id , (id⊗ evV )(coevV ⊗ id) = id.
We will use the shorthand V ∗ ⊣ V to indicate this situation. Sometimes we say also that the
pair (ev, coev) is an adjunction between V ∗ and V . A monoidal category for which every object
has a left dual is then called rigid .
A typical example is the category k-Vect with V ∗ = Hom(V,k) and usual evaluation. Notice
also that for a basis (x1, . . . , xn) of V , there always exist the dual basis (x
∗
1, . . . , x
∗
n) characterized
by the property that coev(1) =
∑
xi ⊗ x
∗
i and ev(x
∗
i ⊗ xj) = δij (the Kronecker delta).
Suppose we have a morphism f : V → W and two adjunctions V ∗ ⊣ V and W ∗ ⊣ W . Then
there is an adjoint or dual morphism f∗ :W ∗ → V ∗ defined by
f∗ = (evW ⊗ id))id⊗ f ⊗ id)(id⊗ coevV ).
This dualization via ev, coev can be usefully generalized to the case of a morphism f : X ⊗V →
W ⊗ Y for any objects X,Y . In this case we follow [12] and denote the generalized adjoint
morphism by f# :W ∗ ⊗X → Y ⊗ V ∗. It is defined in the analogous way as
f# = (evW ⊗ id
2)(id ⊗ f ⊗ id)(id2 ⊗ coevV ).
Finally, we will need the notion of braided monoidal category. This notion was formally intro-
duced in category theory in [8] and also arises in the representation theory of quantum groups.
A braided monoidal category is by definition a monoidal category C equipped with a natural
isomorphism Ψ : −⊗− → −⊗op−, where the latter is the opposite tensor product. This Ψ is
called the quasisymmetry or braiding and is required to obey some properties analogous to those
for the usual transposition of vector spaces, namely
ΨV,W ⊗Z = (id ⊗ΨV,Z) ◦ (ΨV,W ⊗ id), ΨV ⊗W,Z = (ΨV,Z ⊗ id) ◦ (id⊗ΨW,Z)
for any three objects. Here we continue to suppress the associativity morphisms. Note also that
we do not assume that ΨW,V ◦ ΨV,W = id for all V,W . Naturality means of course that these
isomorphisms are functorial, i.e. all morphisms f : V → X, g : W → Y in C commute with the
braiding in the sense
ΨX,W ◦ (f ⊗ idW ) = (idW ⊗ f) ◦ΨV,W ,ΨV,Y ◦ (idV ⊗ g) = (g ⊗ idV ) ◦ΨV,W .
23
A rigid braided monoidal category is a rigid monoidal category which is braided. They have
been studied in connection with link invariants in [4].
Now it is well-known that an invertible Yang-Baxter operator R generates a braided monoidal
category. One extends the Yang-Baxter operator from its original vector space V to tensor
products of V etc in an obvious way. If V has an adjunction V ∗ ⊣ V and R,R# are invertible
then R defines in a similar way a rigid braided monoidal category (and leads in fact an Abelian
one). This was shown by Lyubashenko in his pioneering work [11][12], and is by now well-
known. In fact, we will give for our limited purposes a simplified treatment in which one more
invertibility is assumed for convenience. Thus we say that a Yang-Baxter operator is dualisable
or ‘closed’ if V has an adjunction and R,R# and (R−1)# are invertible. In principle, this last
assumption is redundant according to the results effectively contained in [12].
Given a dualisable Yang-Baxter operator R on V , the first step is to note that it extends to a
Yang-Baxter operator Re say, on V ⊕ V ∗. The extension is cf [11][12]
Re|V⊗V := R, R
e|V⊗V ∗ := R
#−1, Re|V ∗⊗V := R
−1# , Re|V ∗⊗V ∗ := R
∗.(16)
That this obeys the Yang-Baxter equations follows from applying the adjunctions above to the
Yang-Baxter equations for R.
In the following theorem we suppose X∗ ⊣ X and Y ∗ ⊣ Y . Let (X ⊕ Y )∗ := X∗ ⊕ Y ∗ and
define coev : k → (X ⊕ Y ) ⊗ (X ⊕ Y )∗ by coev(1) := coevX(1) ⊕ coevY (1) and let ev :
(X ⊕ Y )∗ ⊗ (X ⊕ Y )→ k be defined by
ev|X∗⊗X := evX , ev|Y ∗⊗Y := evY , ev|(X∗⊗Y )⊕(Y ∗⊗X) := 0.
Then (X ⊕ Y )∗ ⊣ (X ⊕ Y ) by these maps and we have the following theorem.
Theorem 5.1. Let (X,R) and (Y,R′) be elements of Hq. Then the Yang-Baxter operator
R⊕q R
′ is dualisable if and only if both R and R′ are.
Proof. The proof is very easy. First, let us agree that the symbols x, x, y and y will denote
arbitrary elements of X, X∗, Y and Y ∗ respectively and let Q = R⊕q R
′. Then we have the
following formulas which can be easily obtained immediately from the definitions:
Q#(x⊗ x) = R#(x⊗ x),
Q#(y ⊗ y) = R′#(y ⊗ y) + (q − q−1) · evY (y ⊗ y) · coevX(1),
Q#(x⊗ y) = y ⊗ x , Q#(y ⊗ x) = x⊗ y,
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and
Q−1
#
(x⊗ x) = R−1
#
(x⊗ x)− (q − q−1) · ev(x⊗ x) · coevY (1),
Q−1
#
(y ⊗ y) = R′−1
#
(y ⊗ y),
Q−1
#
(x⊗ y) = y ⊗ x , Q−1
#
(y ⊗ x) = x⊗ y.
Now it is immediate to see that the generalized adjoints Q# and Q−1
#
are invertible if and only
if R#, R′#, R−1
#
and R′−1
#
are invertible.
The equation (16) gives the following explicit formulas for the extension of the glueing:
(R⊕q R
′)e|(X⊕Y )⊗(X⊕Y ) = (R⊕q R
′), (R⊕q R
′)e|(X⊕Y )∗⊗(X⊕Y )∗ = (R⊕q R
′)∗,
(R⊕q R
′)e|(X⊕Y )∗⊗(X⊕Y ) is given by
(R⊕q R
′)e(x⊗ x) = Re(x⊗ x)− (q − q−1) · evX(x⊗ x) · coevY (1),
(R⊕q R
′)e(y ⊗ y) = R′e(y ⊗ y),
(R⊕q R
′)e(x⊗ y) = y ⊗ x, (R⊕q R
′)e(y ⊗ x) = x⊗ y,
and (R⊕q R
′)e|(X⊕Y )⊗(X⊕Y )∗ is given by
(R⊕q R
′)e(x⊗ x) = Re(x⊗ x),
(R⊕q R
′)e(y ⊗ y) = R′e(y ⊗ y)− (q − q−1) · evY (R
′e(y ⊗ y)) · Re(coevX(1)),
(R⊕q R
′)e(x⊗ y) = y ⊗ x , (R⊕q R
′)e(y ⊗ x) = x⊗ y.
Example 5.2. The Yang-Baxter operator Rsu(1) on k⊗k given by Rsu(1)(1⊗ 1) := q · (1⊗ 1),
q 6= 0, is dualisable, we have clearly
Rsu(1)
# = multiplication by q, Rsu(1)
−1# = multiplication by q−1.
As we saw in Example 2.5, the classical Yang-Baxter operator Rsu(n) is, for n ≥ 1, build
inductively from Rsu(1) and Theorem 5.1 says that this operator is dualisable. It follows from
the same kind of arguments that also the non-standard Yang-Baxter operator Rgl(1|1) from
Example 2.6 is dualisable.
Now we come to more categorical considerations. Thus suppose that we are given a Yang-Baxter
operator R on V such that it extends to a rigid braided monoidal category containing V , with
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ΨV,V = R. It us immediate that R is dualisable and ΨV,V ∗ ,ΨV ∗,V ∗ ,ΨV ∗,V are provided by R
e
above. Some other immediate observations can be obtained at once in the form of the following
elementary propositions.
Proposition 5.3. Suppose that R extends to the structure of a braided rigid category with
ΨV,V = R and let V ∗ ⊣ V and V ∗∗ ⊣ V ∗ be the adjunctions with their associated evaluation and
coevaluation maps. Put
uV := (evV ⊗ id)(ΨV,V ∗ ⊗ id)(id ⊗ coevV ∗) : V → V
∗∗
vV := (evV ∗ ⊗ id)(id⊗ΨV,V ∗)(id ⊗ coevV ) : V
∗∗ → V.
Then uV and vV are invertible morphisms and their inverses are given by
u−1V = (id⊗ evV ∗)(ΨV ∗∗,V ⊗ id)(id ⊗ coevV )
v−1V = (evV ⊗ id)(id ⊗ΨV ∗∗,V )(coevV ∗ ⊗ id).
Proposition 5.4. Let R extend to the structure of a rigid braided monoidal category as in
Proposition 5.3, and define by induction V [0] := V and V [i+1] := (V [i])∗ for i ≥ 0. The braiding
has the following properties.
1. ΨV,V is a dualisable Yang-Baxter operator,
2. ΨV [i+1],V [j+1] =
(
ΨV [i],V [j]
)∗
, i, j ≥ 0,
3. ΨV [i+2],V = (id⊗ v
−1
V [i]
)ΨV [i],V (vV [i] ⊗ id), for i ≥ 0,
4. ΨV,V [i+2] = (v
−1
V [i]
⊗ id)ΨV,V [i](id⊗ vV [i]), for i ≥ 0.
The last two equations hold also with uV in place of vV .
Notice that equations 3. and 4. of this proposition say exactly that the maps vV [i] commute
with the braiding, as they must since they are morphisms. That they are morphisms is evident
since, by assumption, ev, coev are morphisms. Notice also that Proposition 5.4 together with
formula (16) enables one to express inductively ΨV [i],V [j], for any i, j ≥ 0, via ΨV,V . Thus we
arrive at the following proposition.
Proposition 5.5. (cf [11][12]) Let V be a vector space with adjunction V ∗ and denote by
C(V, V ∗) the full rigid subcategory of k-Vect generated by V, V ∗. Let (V,R) be a Yang-Baxter
operator. Then R induces on C(V, V ∗) the structure of a braided rigid category if and only if R
is dualisable.
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Proof. We have already explained one direction: suppose that R extends to a braiding Ψ to give
the structure of a rigid braided monoidal category. Especially, it extends to a braiding between
V and V ∗ which commutes with the adjunctions. One deduces easily that R is dualisable.
On the other hand, suppose that R is dualisable. By definition, we already have the braiding
between V and V ∗ having the desired properties. Next, one can write out the braid relations or
mixed quantum-Yang-Baxter equations on the space V ⊗V ∗⊗V and applying evV , coevV one
can deduce that v−1 exists. We can then define the braiding between V and V ∗∗ by identifying
V and V ∗∗ via this map. In a similar way one extends inductively the braiding to ‘higher’ duals
using the ‘Z2-periodicity’ V
[i+2] ∼= V [i] induced by vV [i]. Formally, this means extending R using
the formulas of Proposition 5.4.
Summing up the above remarks, we see that we can take the existence of a braided rigid category
generated by V as an intrinsic definition of the dualisability. With some more work [12] one
obtains from this an Abelian category, and can also improve on the requirements for dualisability.
Another important construction in this context is that of quantum or categorical dimension.
Thus in any rigid braided monoidal category there is an intrinsic categorical trace of any mor-
phism f : V → V cf [22]
TraceR(f) := evV ◦ΨV ∗,V ◦ (id⊗ f) ◦ coevV .
The categorical dimension of any object is defined as the trace of the identity morphism. The use
of this categorical construction to understand the so-called quantum dimensions in the theory
of quantum groups was introduced in [19] and elsewhere. In our present setting the objects are
vector spaces and the braiding is given by a dualisable Yang-Baxter operator R, in which case
the categorical dimension can also be thought of as a kind of trace of R,
dimR(V ) := Trace(R) := ev ◦ R
e ◦ coev.
Proposition 5.6. Let (X,R) and (Y,R′) be two dualisable q-Hecke Yang-Baxter operators.
Then the maps uX⊕Y and vX⊕Y related with the glueing R⊕q R
′ satisfy
uX⊕Y (x) = uX(x), uX⊕Y (y) = (1− (q − q
−1) · Trace(R)) · uY (y),
vX⊕Y (x) = (1− (q − q
−1) · Trace(R′)) · vX(x) , vX⊕Y (y) = vY (y),
for x ∈ X, y ∈ Y . Moreover, the braided trace of the glueing can be computed as
Trace(R⊕q R
′) = Trace(R) + Trace(R′)− (q − q−1) · Trace(R) · Trace(R′).
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Proof. The proof is based on a direct verification. For example, we have
uX⊕Y (x) = (evX⊕Y ⊗ id)(Ψ(X⊕Y ),(X⊕Y )∗ ⊗ id)(id ⊗ coev(X⊕Y )∗)(x)
= (evX⊕Y ⊗ id)(Ψ(X⊕Y ),(X⊕Y )∗ ⊗ id)(x⊗ (coevX∗ ⊕ coevY ∗))
= (evX⊕Y ⊗ id)(ΨX,X∗ ⊗ id)(x⊗ coevX∗) + (evX⊕Y ⊗ id)(ΨX,Y ∗ ⊗ id)(x⊗ coevY ∗)
= uX(x).
Here we used the fact that Ψ(X⊕Y ),(X⊕Y )∗ |X⊗X∗ = ΨX,X∗ and the fact that Ψ(X⊕Y ),(X⊕Y )∗ acts
on X ⊗ Y ∗ by interchanging the arguments, which implies that (evX⊕Y ⊗ id)(ΨX,Y ∗ ⊗ id)(x ⊗
coevY ∗) = 0. The verification of the remaining equations of the proposition is similar.
Example 5.7. Let Rsu(n) be the classical Yang-Baxter operator introduced in Example 2.5.
Clearly Trace(Rsu(1)) = q
−1 and the proposition above gives by induction the formula
Trace(Rsu(n)) =
n∑
i=1
q−2i+1 =
1− q−2n
1− q−2
q−1.
A similar computation shows that Trace(Rgl(1|1)) of the non-standard Yang-Baxter operator of
Example 2.6 is zero. These are essentially the standard results of the quantum dimension of the
fundamental representation of the associated quantum groups.
Example 5.8. For V = Span(x1, . . . , xn) let (x
∗∗
1 , . . . , x
∗∗
n ) be the basis of V
∗∗ given by
x∗∗i (ϕ) = ϕ(xi), ϕ ∈ V
∗. Using inductively Proposition 5.6 and the formula for Trace(Rsu(n))
computed in the previous example, we get the following formulas for the maps uV and vV related
with Rsu(n):
uV (xi) = q
−2i+1 · x∗∗i , vV (x
∗∗
i ) = q
−2n+2i−1 · xi,
for 1 ≤ i ≤ n.
We close this section by discussing the following notion related with invariants of oriented framed
isotopy classes of links. Let R be a dualisable Yang-Baxter operator on V and denote, as usual,
be Re its extension on V ⊕ V ∗. By the double twist we mean the map χR : V → V defined by
χR := (id⊗ ev)(R
e ⊗ id)(Re ⊗ id)(coev ⊗ id) = (id ⊗ ev)(R−1
#
⊗ id)(R#
−1
⊗ id)(coev ⊗ id).
One says that R is tortile [9] or ribbon [21] if there exists a map θ : V → V (a ribbon element)
such that χR = θ
2. The following proposition shows that the structure of the double twist of
q-Hecke Yang-Baxter operators is very simple.
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Proposition 5.9. Let R be a dualisable q-Hecke Yang-Baxter operator. Then
χR = (1− (q − q
−1)Trace(R)) · 1 .
Proof. The q-Hecke property can be rewritten as R−1 = R − (q − q−1) · (1 ⊗ 1). We have
from this R−1
#
◦R#
−1
= (1 ⊗ 1)− (q − q−1) · (1 ⊗ 1)# ◦ (R#)−1. Plugging it into the formula
defining χR we get the requisite result.
Using Proposition 5.6 we easily get the following corollary.
Corollary 5.10. Let (X,R) and (Y,R′) be two q-Hecke dualisable Yang-Baxter operators. Then
χR⊕qR′ =
[
(1− (q − q−1) · Trace(R)) · (1− (q − q−1) · Trace(R′))
]
· 1 .
Thus, the scalar multiples by which the operators χR act behave multiplicatively under ⊕q.
As an immediate consequence of Proposition 5.9 we get that a dualisable q-Hecke Yang-Baxter
operator R has a twist if and only if the scalar (1 − (q − q−1) · Trace(R)) has a square root.
Let λR be such a square root. Then the twist θ is necessarily of the form θ = λR · E, where E
is an endomorphism such that E2 = 1. Combining the results above, we obtain the following
proposition.
Proposition 5.11. Let (R, θ) and (R′, θ′) be two tortile q-Hecke Yang-Baxter operators. Sup-
pose θ = λ ·E, θ′ = λ′ ·E′, for some endomorphisms E and E′ with E2 = 1 and E′2 = 1 . If we
put θ := λ · λ′ · (E ⊕ E′), then (R⊕q R
′, θ) is also a tortile Yang-Baxter operator.
Example 5.12. From Example 5.7 we get easily
χRsu(n) = q
−2n · 1 , χRgl(1|1) = 1
(the formula for χRsu(n) can be also obtained inductively from Corollary 5.10). Both operators
are tortile and we usually take θ = q−n · 1 for the first one and θ = 1 for the second one. These
are essentially the standard results for these quantum groups, cf [9][21].
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6. Glueing of link invariants.
As we have already mentioned, there is an intimate relationship between link invariants and
solutions of the Yang-Baxter equation. This suggest the possibility of the existence of an analog
of glueing also for link invariants. The aim of this last section is to describe such a construction,
based on the state-model approach of L. Kauffman [10].
For an (oriented) link, choose a plane projection without triple points and with only finitely
many double points. We call such a projection the shadow of L. The isotopy type of L is then
determined by its shadow plus the over/under information at the vertices (the double points)
of the shadow. By a state of L we mean an assignment of an element of the set {x, y} to each
edge of the shadow. We will consider only states satisfying the spin-conservation rule meaning
that at each double point of the shadow S,
j l
i k
❅
❅
❅❘
 
 
 ✠
• i, j, k, l ∈ {x, y},
the equation s(i) + s(k) = s(j) + s(l), with s defined by s(x) = −1/2, s(y) = +1/2, is satisfied.
Let L be a link and σ a state as above. It is convenient to classify the double points of the
shadow and the related over/under information in a given state into the following types:
Type I:
x x
x x
❅
❅
❅❘
 
 ✠
and
y y
y y
❅
❅
❅❘
 
 ✠
,
Type II:
x x
x x
 
 
 ✠
❅
❅❘
and
y y
y y
 
 
 ✠
❅
❅❘
,
Type III:
x y
x y
❅
❅
❅❘
 
 ✠
and
y x
y x
 
 
 ✠
❅
❅❘
,
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Type IV:
y x
y x
❅
❅
❅❘
 
 ✠
,
Type V:
x y
x y
 
 
 ✠
❅
❅❘
,
Type VI:
x y
y x
❅
❅
❅❘
 
 ✠
,
y x
x y
❅
❅
❅❘
 
 ✠
,
x y
y x
 
 
 ✠
❅
❅❘
and
y x
x y
 
 
 ✠
❅
❅❘
.
By our spin-conservation rule, listed above are all possible situations.
Let Lσ be the singular (= possibly with double points) oriented link and state on it constructed
from L and σ by the replacements:
x y
x y
❅
❅
❅❘
 
 ✠
7−→ x y
❘✠
,
y x
y x
 
 
 ✠
❅
❅❘
7−→ y x
❘✠
,
y x
y x
❅
❅
❅❘
 
 ✠
7−→ y x
❘✠
,
x y
x y
 
 
 ✠
❅
❅❘
7−→ x y
❘✠
,
x y
y x
❅
❅
❅❘
 
 ✠
7−→
x y
y x
❅
❅
❅❘
 
 
 ✠
• ,
y x
x y
❅
❅
❅❘
 
 ✠
7−→
y x
x y
❅
❅
❅❘
 
 
 ✠
• ,
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x y
y x
 
 
 ✠
❅
❅❘
7−→
x y
y x
❅
❅
❅❘
 
 
 ✠
• ,
y x
x y
 
 
 ✠
❅
❅❘
7−→
y x
x y
❅
❅
❅❘
 
 
 ✠
• ,
the other types of vertices remaining unchanged.
Let Lσy be the component of L
σ colored by x and let Lσy have the similar meaning for coloring
by y. Notice that the intersection Lσx ∩L
σ
y need not be void, but L
σ
x and L
σ
y are honest oriented
links (with no self-intersections).
Denote by V the set of vertices of the shadow S. Using our above classification of the types of
vertices relative to our state, we define the weight W σ(v) of v ∈ V by
W σ(v) =


1, for types I, II and VI,
0, for type III,
(q − q−1), for type IV,
−(q − q−1), for type V.
Let L be an oriented link. Making the replacements
❅
❅
❅❘
 
 
 ✠
• 7−→
❘✠
in the shadow S of L, we get a finite set of oriented circuits in the plane. Define n(L) := number
of anticlockwise oriented circuits − number of clockwise oriented circuits.
Consider a q-Hecke tortile Yang-Baxter operator (R, θ). It is well-known (see, for example, [9])
that (R, θ) gives rise to a framed oriented link isotopy invariant, say κ(−). The idea of the
construction of κ is to interpret a given link as a map in a certain free tortile category, the
interpretation being based on the assignments
❅
❅
❅❘
 
 ✠
7−→ R,   
 ✠
❅
❅❘
7−→ R−1,
❄
7−→ coev,
✻ 7−→ ev,
❄
7−→ (1 ⊗ θ−1) ◦ Re ◦ coev, ✻ 7−→ ev ◦ Re ◦ (1 ⊗ θ−1).
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Denote
ϑ :=
❄
, ϑ−1 :=
❄
.
and let n be the n-fold composition of ϑ for n ≥ 0 and the (−n)-fold composition of ϑ−1 for
n < 0. Let, finally, Γn be the link
n
❄
We can easily prove using the results of Section 5, the following proposition.
Proposition 6.1. Let (R, θ) and (R′, θ′) be two q-Hecke tortile Yang-Baxter operators and
suppose that θ = λ · 1 and θ′ = λ′ · 1 for some scalars λ and λ′. Let κ, κ′ and ω be the oriented
framed link isotopy invariants related with the operators R, R′ and R⊕q R
′, respectively. Then
ω(Γn) = λ
′n−1κ(Γn) + λ
n+1κ′(Γn).
Proof. From the assumption θ = λ·1 we easily have that κ(Γn) = λ
nκ(Γ0) (notice that Γ0 is the
oriented circle). Immediately from the definition we get that κ(Γ0) = ev◦R
e ◦(1⊗θ−1)◦coev =
λ−1 · Trace(R). This, and a similar computation gives
κ(Γn) = λ
n−1 · Trace(R), κ(Γ′n) = λ
′n−1 · Trace(R′).
Recall that we consider the glueing R ⊕q R
′ as a tortile Yang-Baxter operator with the twist
given by θ = λλ′ · 1 The similar considerations as above together with Proposition 5.6 give that
ω(Γn) = λ
n−1λ′n−1 · Trace(R⊕q R
′)
= λn−1λ′n−1 · [Trace(R) + Trace(R′)− (q − q−1) · Trace(R)Trace(R′)] =
= λ′n−1[λn−1Trace(R)] + λn−1[λ′n−1Trace(R)′][1− (q − q−1) · Trace(R)]
which, together with the formula λ2 = 1 − (q − q−1) · Trace(R) (see the comments following
Corollary 5.10) gives the requisite equation.
Let (R, θ) and (R′, θ′) be as in Proposition 6.1 and let κ and κ′ be the related invariants.
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Theorem 6.2. Let κ, κ′ be invariants of framed oriented isotopy and extend the definition by
κ(∅) = κ′(∅) := 1 for the empty link ∅. Suppose, moreover, that
κ(ϑ) = λ · κ(
❄
), κ(ϑ−1) = λ−1 · κ(
❄
), κ′(ϑ) = λ′ · κ′(
❄
), κ′(ϑ−1) = λ′−1 · κ′(
❄
),
for λ, λ′ ∈ k. Then their glueing κ⊕q κ
′ defined by
(κ⊕q κ
′)(L) :=
∑
states σ
κ(Lσx)κ
′(Lσy )(
∏
v∈V
W σ(v))λ′−n(L
σ
x )λn(L
σ
y )
is an invariant of framed oriented isotopy. Moreover, if κ, κ′ correspond to q-Hecke Yang-Baxter
operators as in Proposition 6.1 then their glueing κ⊕q κ
′ corresponds to R⊕q R
′.
Proof. We shall prove first that the stated formula for κ⊕q κ
′ really defines a framed oriented
isotopy invariant, which is the same as to prove that it is invariant under oriented framed
Reidemeister moves [23, page 330]. This can be done by a direct verification, using the invariance
of κ and κ′ and the assumed values on ϑ, ϑ−1. These values are the ones for the invariants
corresponding to the Yang-Baxter operators in Proposition 6.1 where θ = λ · 1 and θ′ = λ′ · 1.
It remains to prove that κ ⊕q κ
′ is related with the glueing R ⊕q R
′, in other words, we shall
prove that ω = κ⊕q κ
′, where ω has the same meaning as in Proposition 6.1.
Observe that both oriented framed link isotopy invariants ω and κ⊕q κ
′ satisfy the ‘skein rela-
tions’ in the form of [19, page 23] – for ω it follows from the fact that R⊕q R
′ is q-Hecke while
for κ ⊕q κ
′ it follows from the definition and from the fact that κ and κ′ share this property,
since R and R′ are q-Hecke. Invoking the ‘skein template algorithm’ of [10, pages 57–63] we
see that it is enough to verify that ω(Γn) = (κ ⊕q κ
′)(Γn) for all n, but the left hand side was
already computed in of Proposition 6.1 and it is easy to see that it coincides with the value of
κ⊕q κ
′ from its definition.
Example 6.3. Let us recall first the definition of the writhe w(L) of an oriented link L. We
put
w(L) =
∑
v∈V
ǫ(v),
where the summation is taken over the set of vertices of the shadow of L and ǫ is defined by
ǫ
(
❅
❅
❅❘
 
 ✠
)
:= +1 , ǫ
(
 
 
 ✠
❅
❅❘
)
:= −1.
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Consider now Rsu(1) as a tortile Yang-Baxter operator with θ = q · 1. It is easy to show that
the related invariant is given by κ(L) = qw(L). We show that the formula in Theorem 6.2 for
the glueing κ ⊕q κ gives the usual state model for the Rsu(2)-Jones invariant, as predicted by
Theorem 6.2. We have
(κ⊕q κ)(L) :=
∑
σ
qw(L
σ
x)+w(L
σ
y )(
∏
v∈V
W σ(v))q−n(L
σ
x )qn(L
σ
y ).(17)
Recall our classification of the types of vertices of the shadow of L and define, for each vertex
v ∈ V ,
Uσ(v) :=


q, for type I,
q−1, for type II,
1, for types III–VI.
It is immediate from the definition that
qw(L
σ
x)+w(L
σ
y ) =
∏
v∈V
Uσ(v).
Looking at W σRsu(2)(v) := U
σ(v) ·W σ(v), we see that W σRsu(2)(v) is the usual Boltzmann weight
given by the formula
W σRsu(2)(v) =


q, for type I,
q−1, for type II,
0, for type III,
(q − q−1), for type IV,
−(q − q−1), for type V,
1, for type VI
Summing up the above observations we see that the formula (17) is identical with Kauffman’s
state-model definition of the Rsu(2)-Jones invariant. We used the conventions in [19, par. 2.2].
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