There are some methods to decompose a signal into different components such as: Fourier decomposition and wavelet decomposition. But they have limitations in some aspects. Recently, there is a new signal decomposition algorithm called the Empirical Mode Decomposition (EMD) Algorithm which provides a powerful tool for adaptive multiscale analysis of nonstationary signals. Recent works have demonstrated that EMD has remarkable effect in time series decomposition, but EMD also has several problems such as scale mixture and convergence property. This paper proposes two key points to design Bandwidth EMD to improve on the empirical mode decomposition algorithm. By analyzing the simulated and actual signals, it is confirmed that the Intrinsic Mode Functions (IMFs) obtained by the bandwidth criterion can approach the real components and reflect the intrinsic information of the analyzed signal. In this paper, we use Bandwidth EMD to decompose electricity consumption data into cycles and trend which help us recognize the structure rule of the electricity consumption series.
Introduction
There are several methods to decompose a time series into different cycles and trends. One of the most fundamental methods is the Fourier decomposition, which deem the signals as a linear combination of harmonic components. Although the Fourier transform is valid under extremely general conditions, there are some crucial restrictions of the Fourier spectral analysis: the system must be linear and the data must be strictly periodic or stationary. In recent years, wavelet decomposition has been developing rapidly. But if the mother wavelet is selected, we will have to use it to analyze all the data. Except non-adaptive nature, the problem of the most commonly used wavelet is its leakage generated by the limited of the basic wavelet function, which makes the quantitative definition of the energy-frequencytime distribution difficult.
Empirical mode decomposition, introduced by Huang et al., 1,2 is a method for decomposing complex, multi-component signal into several elementary Intrinsic Mode Functions (IMFs). Differing from Fourier and wavelet analysis which have predefined basis, EMD uses only scale and frequency characters of the original signal. EMD is a local, fully data-driven and self-adaptive analysis approach. Moreover, the combination of the EMD method and the associated Hilbert spectral analysis can offer a powerful method for time frequency analysis. Although it often proved remarkable effect in many applications, such as engineering mechanics, 3 image processing 4, 10 and signal processing, 6,9 EMD method has several drawbacks. Firstly, it lacks a mathematical base which can represent EMD method naturally. Secondly, it is a pity that the criteria, 1, 7, 8, 11 considered so far are all constraints on the amplitude and have nothing to do with the frequency or phase of the IMF so that IMF obtained based on those criteria will have dramatically different frequencies and cause scale mixing problem. The paper improved EMD algorithm based on the two aspects and used updated EMD algorithm to analysis a time sequence about electricity consumption.
In the next section, we introduce the Empirical Mode Algorithm. In the third section, we provide convergent property of EMD and present an example which leads to stop criterion problem. The fourth section contains stop criterion overview of the SD criterion, 3-thresholds criterion, EDT criterion, Damerval criterion and a detailed Bandwidth Stop criterion which includes bandwidth definition, instantaneous frequency estimation and our sifting algorithm. Finally, Bandwidth EMD is used to decompose a simulated series and one electricity consumption series. We analyze the results carefully and compare the results with other criterion. The sixth section concludes the paper.
EMD Basics
In order to let its instantaneous frequency (IF) have a meaningful interpretation, the IMF has to satisfy two conditions: (1) in the whole data set, the number of extrema and the number of zero-crossings must either equal or differ at most by one; (2) at any point, the local average of upper and lower envelop is zero. The EMD uses sifting process to extract IMF form the analyzed signal. The sifting process actually serves two purposes: to eliminate riding waves and to smooth uneven amplitudes. The following presents the EMD method in brief. The details with regard to the implementation of the EMD algorithm are available in Ref. 1.
Sifting process
Given a real valued signal x(t), let r(t) = x(t), k = 1, i = 0, the process of EMD can be summarized as follows
(1) Find all local minima and maxima of r(t).
(2) Get the upper envelop e max (t) by interpolating between maxima. Similarly get the lower envelop e min (t) with minima. (3) Compute the mean envelop as an approximation to the local average, m(t) = (e max (t) + e min (t))/2. (4) Let i = i + 1 and define the proto-mode function (PMF) as p i (t) = r(t) − m(t), and let r(t)
, if the extremum point number of r(t) is larger than three, let k = k +1, i = 0, and go to Step 1; otherwise, finish the sifting process.
Convergent Property
EMD deems that the extreme point has reflected the frequency essence information and separates different frequency components step by step according to the position and value of extreme point. In order to comprehend EMD better, we need to consider the convergence property. But we consider convergence property of EMD based on the phenomenon that the number and position of extreme points are approximately invariable when sifting process iterates excessively. In order to exhibit the algorithm conveniently, we give three definition and one assumption.
Under the definition and assumption, the EMD sifting procedure is rewritten as follows:
(1) Set S 0 = S = x, given a threshold τ and i = 1. Proof. The signal S length is N . Set local maxima point sequence {x mi }, i ∈ ∆, ∆ is index of the local maxima sequence and the total number is L.
Actually A u is written as A u = BC (C a matrix meaning the maxima position can be presented as R L×N . B is interpolation coefficient matrix which can be presented as R N ×L ).
In our proof, we take the cubic spline interpolation as the interpolation of the EMD algorithm. The 0th non-uniform B-spline function, is defined as follows
From De Boor, 5 the recursion formula is given by
So we can define
And then, we have B(
From Eqs. (3.6) and (3.7), we know the structure of matrix A u and B. The proof of the theorem will be completed if we can find the eigenvector and eigenvalue of A u . Primarily, we consider a group vectors {e
Therefore, it verifies that spectral radius of upper envelop matrix is either 0 or 1. Furthermore, {e Proof. This follow immediately from Theorem 3.1. Proof. The conclusion is easy from the Theorems 3.1 and 3.2. Proof. If we want to prove the convergence of the EMD algorithm, in fact we need to prove the convergence of the sequence S i . For the sake of obtaining S i 782 Q. Xie et al. convergence property, we turn to discussing the convergence of U i = S − S i . We define U i = 0, when i = 0. Hence from the definition of U i , it follows that
We can simplify S i−1 − S i to the expression
From the EMD sifting procedure Step 4 which is rewritten by us, we get
From Eqs. (3.8)-(3.10), we obtain
If we suppose that
where γ(·) represtens spectral radius. It is easily perceived that
Based on the matrix theory, we conclude that
k is convergent. So U i has been proved to be convergent, we conclude that EMD sifting algorithm is convergent under Hypothesis 1.
Through our proof, it can be seen that if sifting iteration steps are enough, the algorithm is convergence and gets the corresponding IMF. It seemed that the algorithm ought to iterate more and even iterate unlimited as much as that we can get the IMFs which reflect the time series essential nature. But it is not consistent with the reality, we introduce the following example. Example 1.
x 2 = sin(10πt),
Sampling interval is 0.01, which is shown in Fig. 1 .
From Example 1, it can be concluded that the result does not reflect the nature when iteration number is too much. If iteration number is too much, the sifting algorithm reduces the amplitude variety extensively. So the decomposition results lack fidelity. Then how to choose stop criterion that makes the sifting iteration procedure stop appropriately? We will design the stop criterion and our stop criterion next chapter.
Bandwidth Empirical Mode Decomposition and Its Application

Stop Criterion Improvement
IMF stop criterion
The second condition for IMF is too rigid to use, so we need improve it in the implementation of EMD. The essential of the improvement is to make the instantaneous frequency of IMF meaningful. To guarantee the IMF components retain enough physical sense, Huang 1 limit the size of the standard deviation, SD can be obtained by the two consecutive PMFs as follows
The SD is a Cauchy-type criterion. Since the SD is unrelated to the definition of IMF, the component obtained by this criterion could not be an IMF.
As an improvement to the SD criterion, 
When EMD decomposes and obtains an IMF c 1 (t), and after c 1 (t) has been separated from x(t), the energy variation caused by decomposition is
Then the smaller the E err , the more entire integrity and orthogonal the IMFs will be. Hence, we can track E err when the signal is decomposed by EMD method. When E err reaches a certain minimum and the mean value of envelops becomes small enough, sifting process is completed and then comes to the next IMF's iteration. Thus the obtained IMF component is an orthogonal one of the original signal. However, the EDT criterion cannot select the correct PMF as IMF when real components of the analyzed signal have strong correlations. The energy difference tracking method is based on the assumption that the IMFs are orthogonal. However, the IMFs of nonlinear and nonstationary signals are not orthogonal. Even for linear and stationary signals, the real components of the discrete signal we get will not be orthogonal because of environment noise and sampling. For these reasons, the energy difference tracking method cannot guarantee that the IMF is the best approximation of the real component. Damerval 7 proposed a criterion based on the number of iterations and the number of IMFs for bidimensional EMD. This criterion saves computational cost and has little boundary effect in sifting process. The number of iterations and IMFs should be selected carefully. Too few sifting steps cannot eliminate the riding waves and the obtained IMFs will dissatisfy the two IMF conditions. On the other hand, too many sifting steps would sometimes obliterate the intrinsic amplitude variations and make the results physically less meaningful. Additionally, none of the before-mentioned criteria uses the frequency or phase information of the analyzed signal. So IMFs obtained with those criteria are prone to have scale mixing problem, and then have no reasonable interpretation.
Xuan and Xie
16,17 designed a new stop criterion-bandwidth criterion. And we will discuss the new stop criterion next subsection.
Bandwidth stop criterion
Given a real valued signal x(t), using the analytic signal theory can get a complex valued signal whose real part equals to x(t). So we use complex signal directly. Given a signal z(t) = a(t) exp(jϕ(t)), the instantaneous frequency of z (t 
where a m (t), ϕ m (t) are the amplitude and phase function, respectively. Then
We can get
If we have established the followed two conditions
we can guarantee that dϕ/dt is interpreted as a nonnegative weighted average of the instantaneous frequency and instantaneous frequency stays within the 
So the smaller D ϕ (t), the instantaneous frequency at time t will be more significant. On the other hand, the instantaneous bandwidth 14, 15 of the signal at time t is
So when B t is very small, z(t) is construed as a local narrowband signal. Moreover, the smaller B t is, the smaller |dϕ m /dt − dϕ n /dt|. And then from (4.11), the smaller |dϕ m /dt − dϕ n /dt|, the larger probability of D ϕ (t) has small value. So the instantaneous frequency has perfect physical sense only when B t is very small, the details of instantaneous frequency is available in Refs. 9 
and 10. From the knowledge of Fourier analysis, S(ω) is Fourier transform of z(t), and B is the bandwidth of z(t), then we can get
Substitute z(t) = a(t) exp(jϕ(t)) into (4.13) then obtain
where 
Instantaneous frequency estimation
There are many algorithms to compute instantaneous frequency, such as phase differencing of the analytic signal, Teager-Kaiser operator, counting the zero-crossings, and adaptive estimation methods based on the Least Mean Square (LMS) algorithm, etc. Since IF should be unrelated with amplitude, we choose zero-crossings points to estimate the frequency of the analytic signal. For a sinusoidal signal, the frequency is given by the inverse of the period, or alternatively by half the inverse of the interval between zero-crossings, i.e.
where T z is the interval between zero crossings, 2T z is the period, f is the frequency, and Z is the zero-crossing rate. To reduce the variance of the zero-crossings estimate, an estimator is defined by
where M is a window length, 
Our sifting algorithm
Given a real valued signal x(t), let r(t) = x(t), k = 1, i = 0, the process of EMD can be summarized as follows:
(2) Get the upper envelop e max (t) by interpolating between maxima. Similarly, get the lower envelop e min (t) with minima. (3) Compute the mean envelop as an approximation to the local average, m(t) = (e max (t) + e min (t))/2. 
(6) Let r(t) = r(t) − imf k (t), if the extremum point number of r(t) is larger than
T , let k = k + 1, i = 0, and go to Step 1; otherwise finish the sifting process.
Simulated Experiment and Economic Data Analysis
Simulated experiment
The follows illustrate the decomposition results obtained with 3-threshold, EDT, Damerval criterion and bandwidth criterion, respectively. In order to compare EDT and bandwidth criterion, we choose a signal whose components are almost orthogonal mutually. As shown in (5.1) and Fig. 3 , the simulated signal x(t) consists of an amplitude modulated signal and a sine signal
where t ∈ [0, 1], and sampling frequency is 1024 Hz. The thresholds used in this paper are: α = 0.05, θ 1 = 0.05 and θ 2 = 0.5 for 3-thresholds and energy difference tracking criterion; α = 0.1, θ 1 = 0.5 and θ 2 = 0.5 for bandwidth criterion; the number of iterations is 100 for Damerval criterion.
Suppose the IMF corresponding to x i (t) is c i (t), we define the error signal between x i (t) and c i (t)
and define
where D(t) describes the performance of EMD. E dif (i) is the distance between x i (t) and the corresponding IMF.
x(t) From Fig. 4 , we know that D(t) with bandwidth criterion are smaller than D(t) with the other three criteria in the majority of this time range. Table 1 illustrates that the bandwidth criterion gets the best approximations to the real components of x(t). In addition, c 2 (t) needs only one iteration with bandwidth criterion. This confirms that the numbers of sifting iterations are adaptive to signal automatically. This example also shows that the bandwidth criterion has some superiority over the EDT criterion even when the real components are nearly orthogonal mutually. The details are available in Ref. 16 .
Economic data analysis
Poland everyday electricity consumption 18, 19 from 1990 to 1994 is used to evaluate the performance of our proposed algorithm. This time-series is shown in Fig. 7 . Business and economic time series frequently exhibit seasonality-period fluctuations that recur with about the same intensity each year. Economists 20−22 are far more interested in the delicate patterns of the fluctuations which are superimposed upon the trend only in order to see these patterns more clearly. From prior knowledge, we know that electricity consumption is related with climate and human activity. We might conclude that the time-series can be decomposed as some components which are corresponding with the four seasons or human activity cycles. Let's review the decomposition result and contrasting outcome using other decomposition methods.
If we cannot use the bandwidth stop criterion, we will get the result which is not perfect. So we will show the compared result in Figs. 9-12. Figures 9-11 are not used bandwidth stop criterion and Fig. 12 is used. The left part of the figures is Hilbert spectrum of the IMF which is the seasonal component corresponding to the cyclic part that the period is one year. The thresholds that are used in the paper are α 1 = 0.01, θ 1 = 0.01 and θ 2 = 0.1 for 3-threshold of all the stop criterion; and the number of iterations is 10 for Damerval criterion. From the Fig. 9 , we see that band criterion reflects more essential content and the result confirms seasonal factor. It is shown that our sifting process can improve the result which is shown in Fig. 8 . We will analyze the electricity consumption using result from our proposed algorithm and obtain some periodic rules of the electricity consumption. We set up the time-series as x(t) which is shown by Fig. 7 . The decomposition result is imf i (t), i = 1, . . . , 11, and imf 11 (t) is the trend item. Define the energy and energy ratio to investigate the decomposition items 
We use the energy as defined in (5.4) and energy ration as defined in (5.5) to sieve the IMFs in order to delete some IMFs rooted from scale mixture. Computational result and its comparison shown in Table 2 are obviously items imf 1 (t), imf 2 (t), imf 9 (t) and the trend item. Other items are mixture items which are leaked from the actually items. imf 1 (t), imf 2 (t), imf 9 (t) and imf 11 (t) can reconstruct the f (t).
Further investigate the function The difference between reconstructed functions f 1 and f is measured by the absolute error ratio and the similarity ratio, respectively, which are presented by
wheref is mean of f . Similarity ratio measure the correlation between the two functions. The reconstructed function f 1 approximate f according to above two standards, which is shown in Fig. 13 . Firstly, we analyze the trend item imf 11 (t). Figure 8 shows the trend item imf 11 (t) that is obviously a slow-moving descendent trend. But if it is not decomposed the time-series we cannot get the trend. The item imf 9 (t) is local-narrowed function. We investigate the zero-crossings and extreme points from Table 3 . I and II denote zero-crossings, extreme points respectively. The interval of zero-crossings is 182.8 and the interval of extreme points is 180.85. If we consider the interval of zero-crossings and extreme points, we gain the result that imf 9 (t) is regarded as a year periodic time-series.
For imf 2 (t), is high-frequency component, extreme points population is very large. We count the interval extreme points' distribution to express the periodicity. The interval distribution of the maximal points is shown by right component of Fig. 14. So it can be concluded that imf 2 (t) is a week periodic series.
Similarly, the interval distribution of imf 1 (t) is shown by the left component of Fig. 14 and we conclude that imf 1 (t) is half-week periodic series. From Fig. 7 , we gain that the electricity consumption presents the periodic rules, but these rules are mixed and contained noise. If we apply our sifting algorithm, we can separate the periodic rules. So we obtain three key conclusions:
I The consumption of electricity is slowly descended from 1990 to 1994 which appears from the trend item imf 11 ; II The consumption of electricity expresses periodic property which is, respectively half-week, one week and one year; III These three kinds of motions of period is obviously stronger than any other motions, so we should pay attention to these motions of period when we are confronted with electricity coordination.
This kind of periodic analysis is helpful to assign national electricity power. We can gain from the result and be able to decide when to carry on maintaining it, when we should allow a full burden of equipments revolve and at which particular time we should pay attention to.
Conclusions
The results of this study are based on EMD algorithm. EMD algorithm is a succinct and valid technique for some engineering application, but the EMD algorithm has two problems: scale mixture and convergence property. We design a new stop criterion-bandwidth criterion which cannot only find the IMFs reflecting the scale and frequency characters of the analyzed time series but also make the IMFs have reasonable meaning. Except that IMFs obtained with bandwidth criterion have slighter scale mixing effect.
The performance of the EMD algorithm is presented in many fields, but it is almost not some application on the economic domain with EMD algorithm. So we use the Bandwidth EMD algorithm to analyze the electricity consumption data, where the decomposition components corresponding to the climate or man activity orderliness are easily selected. From all the sifting above, although we have not used any prior information and have selected a fixed basic function, we find the components have reflected the nature character of the time series. So the results prove that the Bandwidth EMD is a potential tool for applied economics.
