Abstract-This paper presents a systematic approach for microarchitectural exploration in pipelined asynchronous systems, with the goal of achieving a specified throughput target while minimizing a given cost function (based on energy, area, etc.). The method includes a general framework that (i) allows for a rich extensible set of microarchitectural transformations for improving throughput; and (ii) can handle a variety of cost functions, such as area, energy, Eτ 2 and the energy-area product. In general, the space of transformations that can be applied to a given circuit is potentially infinite because an arbitrarily long sequence of transformations may be applicable. To compound the challenge, the value of the given cost function can change non-monotonically as successive transformations are applied (e.g., some transformations increase area, while others decrease area), thereby making it difficult to apply a typical branch-and-bound approach to prune the search space. Our method employs simple but effective heuristic search strategies (including greedy, lookahead, and breadth-first). A key contribution is to identify commutativity of certain transformations, thereby pruning the design space significantly. The approach was automated and applied to a number of examples. Various throughput targets were assumed: from 50% to 20x throughput improvement. In each example, the approach was successful in meeting the throughput target.
I. INTRODUCTION
This paper introduces an automated approach for bottleneck removal in pipelined asynchronous systems in order to increase throughput. Automated bottleneck removal consists of assessing the outcomes of applying each available microarchitectural transformation and then choosing a sequence of transformations that yield a system with the desired throughput. Our approach is to use tree-search methods to explore the set of possible solutions and find one that is low-cost, based on a given cost metric.
As in past work [7] , [8] , we make this problem more tractable by focusing on a special class of asynchronous systems: those with hierarchically composed pipelined architectures. Such structures are quite common when the system is designed using high-level translation methods (e.g., Tangram/Haste [12] , Balsa [6] ) because high-level specification languages tend to be hierarchically block-structured. Moreover, even when the design approach is ad-hoc, designers often tend to implement systems with hierarchical topologies. In particular, we target architectures that are hierarchical compositions of basic pipeline stages using sequential, parallel, conditional, and iterative operators. By focusing on this special but practically useful class of systems, we are able to leverage information about their hierarchy to provide fast runtimes, thereby making our approach suitable for repeated application in a design flow.
The inclusion of bottleneck removal in an automated design flow is important for reducing designer effort in creating highperformance systems. For non-trival systems, the space of possible solutions is too large for efficient manual search. Moreover, the search space of possible optimizations is quite complex to explore because the cost function may vary nonmonotonically: a transformation that seems to reduce performance may actually be the first step on a path towards a more efficient system design. Since system-level timing issues can be quite subtle and complex in asynchronous design, the absence of a fast automated bottleneck removal tool means a designer typically must contend with time-consuming and error-prone manual optimization, which hinders the practicality of asynchronous design.
The contribution of this paper is a framework for automated exploration of the design space of alternative microarchitectures starting from a given micro-architecture. We evaluate this framework with a set of five simple but powerful transformations: stage coalescing, stage splitting, duplication, buffer insertion and loop pipelining. This list of possible micro-architectural transformations is not intended to be exhaustive, but instead demonstrates that our framework is flexible enough to use a variety of transformations and apply them correctly to produce a high-throughput implementation.
We implement automated bottleneck removal as a tree search in which each node represents a micro-architecture (i.e., an implementation) with the same input-output behavior as the given micro-architecture to be optimized. A node is a solution if the throughput of the implementation meets the goal throughput given for the system. Our framework employs three different search methods for discovering a low-cost solution: exhaustive breadth-first search, greedy search, and lookahead search. Results show that lookahead search rapidly generates a solution that is close to optimal for a variety of different input examples.
A. Previous Work
While there has been much work on asynchronous performance analysis, the problem of bottleneck analysis has so far not been adequately addressed. A recent approach by Venkataramani et al. [22] introduces the notion of a global critical path in a system, and uses simulation and profiling to help the designer identify targets for optimization. Although the approach can be useful in identifying bottlenecks, its reliance on simulation can make each iteration time-consuming. Additionally, bottleneck removal is not fully automated.
Methods presented by Beerel et al. [2] , Prakash et al. [20] , and Smirnov et al. [1] remove bottlenecks by strategically adding buffer stages to the circuit. These approaches, however, focus only on buffer insertion (i.e., "slack matching") and do not target other micro-architectural transformations in concert with the addition of buffers.
Other prior approaches do not directly target bottleneck identification, but focus instead on finding a system's peak achievable throughput. These include (i) simulation-based approaches [3] , [18] , [26] ; (ii) Markov analysis methods [14] , [17] , [25] ; (iii) methods based on graph unfolding [13] , [4] ; and (iv) closed-form analytical solutions [23] , [9] , [19] , [15] . The simulation, Markov analysis, and graph unfolding methods all tend to require long running times. The closed-form solutions, on the other hand, only apply to a limited set of specialized architectures (e.g., rings, meshes, and linear and simple fork-join pipelines). Recently, a graph-theoretic approach was proposed that avoids graph unfolding to achieve quite fast runtimes [16] . However, all of the aforementioned approaches that are not simulation-based cannot handle systems with choice, thereby limiting their applicability to systems without conditionals or data-dependent loops. Simulation-based approaches generally are able to handle choice, but require long runtimes.
In contrast, this paper provides an analytical approach that is fast, that can handle systems with choice, and that provides systematic detection and elimination of systemwide bottlenecks until a throughput target is reached. The remainder of the paper is organized as follows. Section II provides background on prior work on performance analysis and bottleneck identification. Section III then introduces the new automated method for microarchitectural exploration, and Section IV presents powerful enhancements to the efficiency of the method by pruning the search space. Section V presents experimental results, and Section VI gives conclusions.
II. BACKGROUND
This paper uses past performance analysis work [23] , [10] , [15] , [7] as well as past work on bottleneck identification [8] . This section provides the necessary background on these approaches because they are used as a starting point for the work presented in this paper.
A. Performance Analysis
This section reviews relevant prior work in performance analysis for pipelined systems, which forms the basis for bottleneck identification and elimination. The analysis approach is based on what we call canopy graphs. 1) Asynchronous Pipeline Stages: Figure 1 shows the basic structure of a bundled-data self-timed pipeline. Each pipeline stage consists of a controller, a storage element ("data latch"), and processing logic.
Three key metrics characterize the performance of a single pipeline stage: (i) the forward latency, L Stage i , is the time it takes one data item to flow through Stage i assuming the stage was empty and ready; (ii) the reverse latency, R Stage i , is the time it takes a "hole" to flow backward through Stage i assuming the stage was initially full; and (iii) the cycle time, T Stage i , is the minimum time that must elapse between two successive data items entering or leaving that stage. The cycle time depends on the forward and reverse latencies and on the type of handshaking used. Typically, for full-capacity stages, a complete cycle consists of one forward and one reverse latency, so the cycle time is the sum of the two latencies:
2) Analysis of Pipeline Rings: Williams and Horowitz [23] and by Greenstreet et al. [10] , [9] were the first to introduce the use of canopy graphs for analyzing the throughput of pipelined asynchronous systems. The throughput of the ring-measured as the number of data items crossing any stage boundary per second-is highly dependent on the ring's occupancy, i.e., the number of data items revolving inside it. In particular, the plot of the maximum throughput versus occupancy, resembles the shape of a canopy, and will be referred to in this paper as a "canopy graph." Figure 2 shows an example.
Data Limited Operation. When the number of data items in the ring is small, the throughput is low because the stages are underutilized, and the pipeline is said to be "data limited." In particular, if there are k items in the ring, then in the time a particular data item completes one revolution around the ring (i.e., i L Stage i ), all k items would have crossed any stage boundary in the ring. Hence, the maximum ring throughput is proportional to the ring occupancy:
Hole Limited Operation. If the ring is filled with data items in nearly all stages, then the ring throughput is limited because holes are needed to allow data items to flow through the pipeline; the pipeline is said to be "hole limited." If there are h holes in the ring, then in the time a particular hole completes one revolution around the ring (i.e., i R Stage i ), all h holes would have crossed any stage boundary in the ring, traveling in a direction opposite to data. Hence, h data items would have crossed any stage boundary in the forward direction. Thus, if N is the number of stages in the ring, then h = N − k, and the maximum ring throughput is proportional to the number of holes:
Limitations Due to Local Cycle Times. The ring throughput is also limited by the cycle time of the slowest stage. In the figure, the horizontal line represents the maximum operating rate that can be sustained by the slowest stage in the ring:
3) Canopy Graph Analysis: The above discussion presents canopy graph analysis as it was first used to apply to pipelined rings. Canopy graph analysis has since been extended for analysis of more complex circuits, and the definition of the canopy graph itself has been extended and formalized in [7] , [8] .
Canopy Graph Definition. As illustrated in Figure 3 , every canopy graph consists of some number of boundary segments that represent the maximum throughput at each possible occupancy. The operating region of the system is the area below the canopy graph's boundary segments. The boundaries of this canopy graph consist of the following types of limiting segments: 1) forward segments bound the operating region in the data-limited region of the canopy graph and are determined by the forward latency of the system; 2) top segments bound the operating region in the cycle limited region of the canopy graph and are determined by the longest effective cycle time; 3) reverse segments bound the hole-limited region and are determined by the maximum occupancy and reverse delay of the system. In systems that are initialized as empty, the forward segment of a canopy graphs will contain the origin. As a result, such systems will always have exactly one forward segment and one or more reverse segments [8] .
Application to Complex Systems. Though canopy graph analysis was initially applied only to ring structures with a constant occupancy [23] , it has since been applied to more complex systems. As shown by Lines [15] and Singh et al. [21] , the linear pipeline's throughput is correctly modeled as a canopy graph, with the same three constraints on its operation: data limited, hole limited, and constrained by local cycle times. Further, [15] applied canopy graph analysis to pipelined systems that have fork-join parallelism.
Recent work by Gill et al. [7] extended canopy graph analysis to any pipelined system that is a hierarchical composition of pipeline stages using sequential, parallel, conditional, and iterative operators. The method exploits the hierarchical nature of circuits generated from high level code in order to achieve a fast runtime for estimating system performance. Specifically, it separately computes the canopy graph for subsystems in the hierarchical system, and then composes the graphs hierarchically.
Assumptions in Canopy Graph Analysis. The analysis methods reviewed here make the following assumptions [7] . Since our work builds on past canopy graph analysis, it also inherits these same assumptions.
• Handshaking Model: The pipeline stages used the bundled data model, and are each capable of storing one data token concurrently with other stages (i.e., often referred to as "fully decoupled," or "full buffers," or "high capacity"). The analysis can be easily adapted to "half buffers" as well.
• Steady-State: Canopy graph analysis applies when a system is in "steady state" operation. A system is said to be in steady state when the frequency of items entering and exiting remains constant.
• Second-Order Effects: The delay model ignores secondorder effects (e.g., the so-called Charlie and drafting effects [5] , [24] ).
• Initialization: The pipeline stages are assumed to be initialized empty upon power-up. The analysis can be modified to accommodate non-empty initialization.
B. Bottleneck Analysis
Our recent work [8] used canopy graph analysis to identify which parts of a circuit limit the throughput of the system. The work in this paper leverages that research to create an automated method for exploring possible bottleneck alleviation solutions.
1) Bottleneck Identification: The method of [8] identifies bottlenecks by finding the segments of the canopy graph which limit throughput. The steps in that method are as follows: 1) Compute the system canopy graph 2) identify the limiting segments 3) compute an and-or formula that represents bottlenecks (i.e., groups of "culprits," with each group being a candidate for bottleneck alleviation).
Step 1 uses the canopy graph based performance analysis [7] to find the canopy graph of the entire system. Step 2 identifies which parts of the circuit have canopy graph segments that limit the canopy graph of the entire system. In particular, 
for each limiting segment of the system canopy graph, there are one or more nodes in the tree (which represents the hierarchical structure of the circuit) that contribute to that limiting segment.
Step 3 generates a boolean formula that indicates which nodes or sets of nodes of the circuit tree should be modified in order to alleviate the bottleneck.
2) Bottleneck Classification: Previous work [8] classifies bottlenecks based on which segment of a canopy graph limits the throughput. We use the same terminology for classifying bottlenecks in this paper.
Type I: Latency Dependent Bottlenecks. Latency dependent bottlenecks are caused by a part of the system having a forward latency that acts as a bottleneck. If a forward segment has been indicated as a limiting segment, this implies that a Type 1 bottleneck exists at that system node.
Type II: Cycle Time Dependent Bottlenecks. Cycle time dependent bottlenecks occur when the cycle time of one part of the system limits throughput. In terms of canopy graphs, if a top segment is indicated by the bottleneck identification method, this implies that a Type 2 bottleneck exists at that system node.
Type III: Occupancy Dependent Bottlenecks. Occupancy dependent bottlenecks are caused by part of the system having insufficient buffering or a high reverse latency. If a reverse segment is indicated as a limiting segment, this implies that a Type 3 bottleneck exists at that system node.
3) Bottleneck Alleviation Methods: A Transformation for Increasing the Canopy Graph (TRIC) is a circuit transformation that can potentially alleviate a bottleneck [8] . Specifically, a TRIC is a circuit transformation that raises the throughput over some range of occupancies. TRICs can be categorized by the type of bottleneck they can alleviate. The TRICs listed in past work are summarized in Table I . Though this is not an exhaustive list of all possible performance-improving circuit transformations, the list shows that for each type of bottleneck there are several possible TRICs to choose from.
III. AUTOMATED BOTTLENECK REMOVAL
This section describes the problem to be solved and our method of solution in detail. Section III-A defines the problem by specifying the inputs to and outputs from our solution framework. Section III-B describes the search space, and Section III-C presents methods for searching the space for a solution. A. Problem Domain Our method needs as inputs the following: a hierarchical representation of a circuit, a goal throughput, a set of TRICs, and a cost function. The desired output is a sequence of TRICs that, when applied to the circuit in the given order, yield a new circuit that meets or exceeds the throughput goal while minimizing the given cost function.
1) Input Circuit: Our method requires a hierarchical representation of the circuit to be optimized. The hierarchical representation consists of individual pipeline stages-each of which has a forward latency, a reverse latency, and a cycle time-and operators that combine those stages. The operators supported are sequential, parallel, conditional, and iterative composition operators. Figure 4 depicts a block diagram of a circuit to be analyzed and optimized. Each block represents a single pipeline stage. The hierarchical regions are marked in order to highlight the nested, hierarchical structure of this circuit.
Within our framework, we represent each hierarchical circuit as a tree in which the leaf nodes represent individual stages and all other nodes are either parallel, sequential, conditional, or loop operators. Figure 5 depicts the tree structure of a hierarchical system. Parallel and conditional nodes have exactly two children, sequential nodes have two or more children, and loop nodes have one child.
2) Throughput Goal: The framework requires a throughput goal for the circuit. The throughput of the system as a whole will be computed using the method described in [7] , and then compared with the goal throughput.
3) Circuit Transformations (TRICs): In order to make changes to the given circuit, our framework needs access to a set of TRICs (TRansformations for Increasing the Canopy graph) [7] . For use in our framework, a TRIC must specify both how it changes the circuit tree and the criteria for its applicability.
a) TRIC Applicability to a Bottleneck Type: Each TRIC can alleviate some set of bottleneck types. The work in [7] gives three different categories of bottlenecks that can occur; these are given the labels Type I, Type II, and Type III. Specifically, if a TRIC increases the area under the forward segment of the canopy graph, that TRIC could potentially alleviate a Type I bottleneck. Similarly, TRICs that affect the top and reverse segments of the canopy graph can be applied to Type II and Type III bottlenecks respectively. Note that our framework does not determine bottleneck type each TRIC applies to, but instead requires that this information be part of the TRIC specification.
b) TRIC Circuit Changes: Each TRIC must specify which set of circuit node types it can be applied to. For example, the coalescing TRIC [8] , which combines the functionality of two stages into one stage, can be applied only to two leaf nodes that are composed sequentially.
Each TRIC specifies its changes to the circuit in terms of changes to the circuit tree, and the resulting circuit must always be representable as a hierarchical circuit tree. Examples of possible changes that a TRIC can make to the tree include removing nodes, replacing nodes with nodes of a different type, and adding nodes to a sequential construct. TRICs are not allowed to generate any nodes with more than one parent, thereby preserving the tree structure of the system specification.
4) Cost Functions: Often, there are many different ways to modify a circuit to reach a throughput goal. Therefore, our framework requires a cost function that includes some metric other than throughput. Common cost metrics include the energy area product and Eτ 2 . For a cost function to be compatible with our framework, it must be able to take the tree representing the circuit as input and output the total cost of the circuit. In addition, the cost function must be meaningful when applied to any node in the circuit tree. For example, applying the cost function to node n 3 in Figure 5 should give the cost of the sub-circuit including nodes n 3 , n 5 , and n 6 . 5) Output: The framework outputs the set of TRICS to apply; this includes information about which nodes each TRIC applies to and the order in which to apply the TRICS. It also outputs the cost of the circuit for the given cost function, and the throughput prediction for the circuit.
B. Solution Space
The solution space of this problem is the set of circuit configurations that reach the goal throughput, with a secondary goal of maintaining a low cost function. In this section, we fully define the solution space by specifying the search tree and also giving two methods for pruning the search tree.
1) Search Tree Structure: The search space can be represented by a tree structure in which each node corresponds to a circuit with the same behavior as the original input circuit. As an example, Figure 6 shows an example search tree for the circuit in Figure 4 . The root vertex of the tree, C 0 represents An edge from vertex C i to vertex C j exists if there is some transformation in the set T RIC i that changes the circuit corresponding to C i to the circuit corresponding to C j . We use the notation C i τ → C j to denote that some TRIC, τ , when applied to the circuit represented at node C i will yield the circuit at C j . The weight of the edge is determined from the given cost function. Specifically, the weight of an edge from C i to C j is the change in the cost function between the two circuits.
A path through the tree is a series of TRICs starting at the root vertex C 0 and ending at some vertex C i . We use the notation C 0 pi → C i to indicate that some path p i exists from node C 0 to node C i . The tree consists of a set of vertices such that for every vertex there is some path from the root node to to that vertex. There is an edge from one vertex to another if there is a TRIC that could be applied to a bottleneck in the first circuit to produce the second. More formally, the set of vertices, V , and edges, E, can be defined as follows:
Terminating Conditions: Edges in the graph can have either positive or negative weights, depending on the specific TRIC applied and the cost function being used. As a result, the search space is non-monotonic, which makes it difficult to find heuristics for pruning the search tree. Further, the search space can be infinite because there can be arbitrarily long sequences of TRICs to consider in the absence of methods to effectively bound the search space.
Our framework currently uses two terminating search conditions: reaching some maximum depth and finding what we call a prime solution. Specifically, the setting the maximum depth places the restriction that path length from the root vertex C 0 to any graph vertex be less than d, that is ||p|| < d.
The second terminating condition is finding a prime solution. Intuitively, a prime solution is the first solution on a given path that reaches the given throughput goal, g. This limits the vertex set V by placing a restriction on the path p that no other solution path exists that is a prefix of p. More formally, C i is a vertex in the search space iff ∀p
That is, C i is a reachable vertex in the search space only if all the vertices that lie along the path from C 0 to C i do not meet the goal. Note that since our search space is non-monotonic, stopping the search at the prime solution can potentially prevent the search from finding a lower cost solution further past a prime solution. The tradeoff, which is worth this potential loss in solution quality, is that using the prime solution prunes the search space to a more manageable, non-infinite size.
C. Solution Methods 1) Exhaustive Search: An exhaustive search of the solution space is quite time consuming. In an exhaustive search, every possible path is explored until reaching the terminating condition. For exhaustive search, we use both solution depth and finding the prime solution as terminating conditions, thereby pruning the search tree at some maximum depth and at every prime solution. Figure 7 is a graphical representation of this search. A search along a given branch terminates at the prime solutions, shown as shaded circles.
Pseudocode for a recursive implementation of this algorithm is shown in Figure 8 . The exhaustive search method finds all the solutions within the search tree, and then the lowest cost solution that meets the throughput goal is reported as the final solution. 2) Greedy Search: A greedy search of the solution space prioritizes the vertices of the search tree based on which of the next vertices has the lowest heuristic function. If the node that has the lowest heuristic function is a solution, (i.e. the throughput is greater than the goal throughout) the search ends and the lowest cost solution found is returned. Figure   9 is a graphical representation of a greedy search. Lightly shaded nodes are analyzed but not taken while dark nodes are the nodes along the chosen path. The final node is the prime solution along that path.
Pseudocode for the greedy algorithm is shown in Figure 10 . Greedy search can be faster than an exhaustive search because fewer vertices are visited. However, the solution obtained may not be the lowest cost solution. The greedy search is also bounded by prime solutions: it continues until it finds the first solution along a path. 3) Lookahead Search: A lookahead search prioritizes vertices based on cost information from nodes some depth, d, down from each child of the current vertex. Thus, greedy search can be called a special case of lookahead search with a lookahead depth of 0 (i.e., only immediate children are evaluated to determine the next step in the descent). Figure 11 is a graphical representation of three steps in a lookahead-2 search. The dark shaded nodes represent nodes with the minimum value for the cost function at a given depth. The algorithm takes one step in the direction of the shaded node, and evaluates another set of nodes one level deeper in that direction. Pseudocode for a recursive implementation of this algorithm is shown in Figure 12 . During the search, algorithm keeps track of the minimum cost solution that it has found at any point in the search space. When it finally terminates, it will return this minimum cost solution.
Fig. 9: Greedy search evaluates a smaller number of nodes
A lookahead search can produce a more optimal solution than a greedy search while still visiting a smaller number of nodes than an exhaustive search. Therefore, it can offer a speed advantage over exhaustive search while still returning a result that is close to optimal. 
IV. ADVANCED TREE PRUNING APPROACHES
This section details two further enhancements to our search techniques. The first involves recognizing which sets of TRICs are commutative (i.e. the order of the operations does not matter.) The second is identifying when one TRIC effectively undoes the action of a previously applied TRIC; we refer to these TRICs as reciprocals. Both enable additional pruning of the search space to eliminate redundant search paths, which leads to faster optimization runtimes. 2) Commutativity of the Bag of TRICs: The TRICs currently implemented in our tool are coalescing, stage splitting, duplication, buffer insertion, and loop unrolling. When determining if the TRICs are commutative, we consider the set of circuit hierarchy nodes that is affected by the TRIC. TRICs that affect individual leaf nodes in the circuit hierarchy will be commutative, since their effects on the circuit are strictly local.
Loop unrolling and duplication, however, have more global effects and are potentially not commutative. Both create copies of some set of circuit nodes, thereby resulting in a change to a large part of the circuit and limiting commutativity of subsequent TRICs. For loop unrolling, we address this issue by marking the circuit nodes that have been affected by the loop unrolling. When subsequent transformations are applied, the marking enables the framework to judge that the transformation taking place after the loop unrolling is distinct from one taking place before the loop unrolling.
In duplication, we address this issue by modifying the set of TRICs that can be applied after duplication in order to restore commutativity of the operation. In particular, once a portion of the circuit has been duplicated, all TRICs that are applied to one duplicated circuit component must also be applied to its matching duplicated component. This is not likely to result in loss of solution quality because applying a TRIC to only one half of a duplicated node will not improve overall throughput.
This conclusion is reached based on knowledge of the bottleneck identification method used by the framework, from the work of [8] . Specifically, after duplication takes place, the canopy graphs (i.e.the throughput plotted vs. the occupancy) of the two duplicated paths will henceforth be combined using the parallel operator. The parallel operator prescribes that the canopy graphs of the two components are intersected with each other. More formally, for duplicated components the combined canopy graph is the minimum of the canopy graph of each component: cg(k) = min(cg 0 (k), cg 1 (k)). If two different TRICs, τ a and τ b are applied to the duplicated nodes respectively, then the new canopy graph becomes cg(k) = min(cg a (k), cg b (k)). On the other hand, if the same TRIC, τ a , is applied to both of the duplicated components, the resulting combined canopy graph is simply cg a (k); similarly if the same TRIC, τ b , is applied to both of the duplicated components, the resulting canopy graph is equal to cg b (k). Since it is algebraically true that cg a (k) ≥ min(cg a (k), cg b (k)) and cg b (k) ≥ min(cg a (k), cg b (k)), we conclude that the throughput obtained by applying either τ a or τ b to both sides will be equal to or greater than that obtained by applying τ a to one of the duplicated components and τ b to the other.
For this reason, we preserve the commutativity of duplication with other operations by enforcing that TRICs applied to one duplicated component must always be applied in kind to the other. Preserving commutativity allows the search space to be more effectively pruned and therefore further reduces the execution time of the algorithm. While subtle interactions between throughput and the cost function, which are not covered by this explanation of commutativity for duplication, may exist, comparing our results before and after pruning in results Section V-B2 indicates that none of the best solutions are lost after applying the as a pruning heuristic.
3) Exploiting Commutativity for Runtime Improvement: Figure 13 shows a search tree composed of the permutations of three TRICs: τ a , τ b , and τ c . If the three operations are commutative, the grayed nodes are removed from the search, assuming a left-to-right traversal order for the tree.
We implement this pruning by creating a canonical representation for each path already explored. The canonical representation is a lexicographical reordering of the search path such that two paths that are equivalent under commutativity will also have the same canonical paths. Pseudocode for our algorithm using canonical paths representations to prune the search space is shown in Figure 14 . After the tool determines a B. Reciprocal Transformations 1) Definition of Reciprocal for TRICs: Applying one TRIC can potentially be the reciprocal of another, i.e., applying it will undo the change made by an earlier TRIC such that the resulting circuit has the same structure and performance characteristics as the original circuit. More formally, consider two TRICs τ a and τ b which transform nodes such that C 0
If C x always equals C 0 for all possible initial vertices C 0 , then τ b is the reciprocal of τ a .
2) TRICs as Reciprocal Transoformations: Of the TRICs used in our tool, there are two that are reciprocals of each other. Specifically, coalescing and stage splitting, when applied successively to the same pipeline stage, will net no resulting change to the circuit. Although our current set of TRICs does not include any other reciprocal transforms, introducing new TRICs (e.g. transformations to increase or decrease the level of parallelism) will likely create new pairs of reciprocal transformations that, when taken together, reduce to an identity transformation (i.e., cancel each other out).
3) Avoiding Identity Transforms to Improve Runtime: Figure 15 shows a search tree pruned to avoid identity transforms. In this example, τ a and τ b together form an identity transform. As a result, the tree vertex labeled as C x is equivalent to the vertex labeled at C 0 , and the shaded vertices will not be visited during a search. Notice that the path consisting of the series of TRICs τ a , τ b , τ c is no longer explored. This will not result We implement this optimization by flagging nodes within the hierarchical circuit that have been coalesced or split by past TRICs. These flags are then checked when determining the set of possible TRICs at a search node vertex. For example, if our tool lists coalescing among the possible optimizing transformations on a circuit node that has already been split, when that suggestion is checked against the flags it will be removed and not explored during the search.
V. RESULTS
A. Experimental Setup 1) Circuit Examples: We test our approach for identifying and alleviating bottlenecks on five examples of varied topologies and sizes. For each example, Table II indicates which type of circuit constructs make up the specification, the initial throughput as analyzed by the method of [7] , and the number of nodes in the hierarchical representation of the circuit.
2) TRICs Used: Previous work [8] gives examples of several different TRICS that can be used to alleviate bottlenecks. For the experiments given here, we used a set of five TRICs: coalescing, stage splitting, duplication with wagging, buffer insertion, and loop unrolling. Table III shows the bottleneck types and circuit node types that each of the TRICs applies to. While this is not an exhaustive set of possible circuit transformations, it is sufficient in that each type of bottleneck is handled by at least one of the TRICs.
3) Delay Models, Area and Energy: For these experiments, we use estimates for delay, area, and energy for each stage based on an estimate of its complexity. As in previous work [8] , the delay model estimates the forward and reverse latency of a buffer stage at 1 ns, for a cycle time of 2 ns. Stages with logic have longer forward latencies, based on a rough estimate of the complexity of the logic (e.g. one full adder has twice the forward delay of the buffer stage). Reverse latencies are not affected by the presence of logic. Similarly, we use a normalized area of one for each buffer stage and an energy of two for each buffer stage.
B. Experimental Results

1) Comparing solution methods.:
The running time and solution quality for any example varies based on the type of search method used. Table IV compares the the runtime of the basic method described in Section III-A on a 2.1 GHz Intel Core 2 Duo machine. For each example, the throughput goal is low enough to obtain meaningful results from the exhaustive method while being high enough to highlight the differences between the methods. CORDIC, CRC, and DIFFEQ have a 50% throughput improvement goal while MULT has a 2x throughput goal and JPEG has a 20x throughput goal. This experiment uses the cost function of energy over the square of throughput, which is equivalent to the common Eτ 2 metric. It also uses Eτ 2 as its search heuristic during the greedy and lookahead searches. Table IV shows results for each solution method. The lookahead method appears twice with two different lookahead depths, 1 and 3. For every example, the exhaustive method is the most time consuming while the greedy method is the least time consuming. In addition, the exhaustive method gives a lower cost solution than the greedy solution for every example. Note that for some examples, the exhaustive method did not fully finish after running for over 2 hours. The result shown is the best out of the partial set of results.
Based on these results, the lookahead 1 search seems to be the best tradeoff between runtime and solution quality. It found the best solution possible for CRC and JPEG and is within 4% of the best solution for DIFFEQ and MULT. On CORDIC, however, it yields a cost that is 80% higher than the best solution. In addition, as the throughput goals get higher, the error in the lookahead 1 search will likely increase as well.
2) Runtime Improvement with Tree Pruning: Table V shows the runtimes with the addition of the pruning methods described in Section IV. Greedy is not included because it will not benefit much from additional tree pruning. All the other search methods find the same quality of solutions as those without pruning, but with at a much faster runtime. The quality of the results, in terms of throughput and cost, indicates that the pruning we employ does not eliminate good solutions from the search space.
Lookahead 1 search has the least amount of runtime benefit from the use of additional pruning, since it was already searching a much smaller number of vertices than the other methods. Both lookahead 3 and the exhaustive search method show large improvement in the execution time with additional tree pruning. JPEG shows the most improvement, with the exhaustive and lookahead 3 searches improving by 2662x and 428x respectively. Although DIFFEQ shows the least amount of improvement, the speed improvement is still quite high: exhaustive and lookahead 3 search runtimes improve by 5x and 8.7x respectively.
Based on these results, the search method with the best tradeoff between execution time and solution quality is lookahead 3. In all but one of the examples, it reached a solution with the same cost as the exhaustive solution. In DIFFEQ, it was just 3.7% higher. For these reasons, lookahead 3 is the search we use in the following experiments to gather all further results.
3) Varying Cost Metrics and Goals: Based on the execution time and solution quality of the examples in the previous sections, lookahead 3 is a efficient method for finding a high- For each example, we ran the search method with five different cost metrics. The search heuristic used for each cost was simply the cost over throughput. In every case, our system was able to find a solution that meets the throughput goal. This indicates the ability of our system to work with a variety of different cost functions.
4) JPEG Case Study: A more detailed look at one example, the JPEG encoder [11] , shows the steps in the optimization process. This benchmark uses 8-bit arithmetic and is set to convert an image of 8 pixels by 8 pixels. Figure 16 shows a diagram of the hierarchy of the JPEG encoder. It includes nested loops, conditionals, and serial composition. The JPEG benchmark was also modeled at the gate level in Veriog; the tool for performance analysis can also output a Verilog model of the hierarchical system.
Because the main bottleneck is the loop, one of the first steps suggested by the bottleneck identification method is loop unrolling. If the inner loop is unrolled one time (i.e. the body of the inner loop is repeated twice) the performance is expected to double. Figure 17 shows the analyzed performance of the system after applying the loop unrolling TRIC one time. For comparison, the non-optimized performance is displayed again in the same chart. Verilog simulation confirms that the throughput indeed reaches to twice the non-optimized throughput. The throughput predicted by the analysis method is 9.19E-4 and the throughput found through simulation is 9.46E-4. This is a percent error of about 2.9%. This may be attributed to errors in modeling the circuit or to a possible over-estimate of the overheads associated with a pipeline loop.
To provide a challenge for the optimization framework, we next give it a goal throughput of 40x the initial throughput, which would require it to attain the throughput of 1.84E-2. The optimization method also needs a cost function to minimize during its search; in this case we use Eτ 2 as the cost function. The optimization method performs a total of 13 steps in reaching this goal, and in alleviates bottlenecks throughout the entire system. Figure 16 indicates the areas of the circuit in which the optimization method applies TRICs. The areas are numbered to show the order in which the TRICs were applied. In particular, the loop receives much attention, with the first three TRICs going towards loop unrolling. Within the loop, splitting of a slow stage also takes place. After the fifth TRIC, the loop ceases to be the bottleneck and the attention is turned to the first conditional in the system, which needs to be slack matched. Finally, a very slow, large multiplication at the end of the sequence of stages becomes the bottleneck, so it is split and pipelined into a series of faster stages in using a sequence of TRICs.
The final throughput of the system after all this optimization takes place is shown in Figure 18 . The final performance achieved is 2.2E-2. Though this slightly overshoots the performance goal, the optimization system found that this circuit is the best one for meeting the goal throughput of 1.84E-2 while maintaining a low energy cost. For comparison, the results before optimization are also shown on the same chart; the reader must look closely as the initial throughput was much lower.
VI. CONCLUSION This paper presented a framework for iterative bottleneck removal. Our results show our framework can identify a series of circuit transformations that reach the desired throughput goal while maintaining a low value for the given cost function. The framework was able to achieve between 50% and 20x throughput improvement when using the Eτ 2 cost metric on five example circuits without advanced pruning techniques. With the addition of advanced pruning and searching techniques, it was able to achieve between 2x and 40x throughput improvement on all example circuits. When comparing the different search methods, the results also indicate that lookahead 3 search offers a good trade-off between algorithm run time and solution quality compared to greedy search and exhaustive search. The framework can handle a variety of different cost metrics, and our results show successful optimization for five different cost functions: Eτ 2 , energy·area·, energy alone, area alone, and the energy-area product. All execution times using advanced pruning techniques were less than two minutes for all examples over all cost functions and throughput goals. The results as a whole indicate that our framework is capable of quickly providing high-quality solutions for minimizing various cost functions while meeting a throughput goal.
