ABSTRACT: Porosities considerably higher than anticipated from porosity/depth trend models are encountered in a Maastrichtian reservoir unit on the western flank of the Dan Field. Because there is a good correlation between seismic impedance and well log porosity, inverted seismic data are used to infer that highly porous zones are widely distributed. The distribution of these high porosity zones is predicted using geostatistical methods based on the inverted seismic data. These predictions contradict the general assumption that porosity deteriorates with depth in the study area. Annealing cosimulation is applied using inversion-derived seismic impedances as soft data and well log porosities as hard data. The sensitivity of the porosity characterization to hydrocarbon in-place estimates is investigated through the calculation of water saturations using height above free water level and simulated porosity as input parameters. Multiple realizations show that calculated hydrocarbon in-place estimates are more sensitive to the location of the free water level than to uncertainties related to the geostatistical reservoir characterization.
INTRODUCTION
The area of the present study is the west flank of the Dan Field, Danish Central Graben, North Sea (Fig. 1) . The Dan Field is an oil field with a gas cap which is located in a domal anticline comprising two chalk reservoir units of Maastrichtian (Tor Formation equivalent) and Danian (Ekofisk Formation equivalent) age, respectively. The domal uplift is caused by a salt pillow which consists of swelling Triassic salt and also possible injected Zechstein salt (Jørgensen 1992; Sundsbø & Megson 1993) . The total number of wells at the end of 1997 was 85, of which 44 are horizontal and 6 are abandoned (Danish Energy Agency 1997) . Since the start of production in 1972, 33 10 6 m 3 oil and condensate and 12 10 9 Nm 3 gas have been produced (Danish Energy Agency 1997) . The reservoir crest is located approximately 2 km below sea-level. The oil zone is underlain by a transition zone more than 60 m thick, indicating significant reservoir capillary effects (Jørgensen 1992) . The Danian chalk has a less favourable porositypermeability relationship than the Maastrichtian chalk, showing that the Danian reservoir quality is more strongly affected by capillarity. Apart from a large northeast-southwest striking fault, fracturing is limited, except for artificially induced fractures (Jørgensen 1992) .
The study described in this paper aims to identify possible zones of anomalously high porosity using inverted seismic data and geostatistics, and is not specifically aimed at producing reservoir descriptions suitable for flow simulation studies. The sensitivity of the approach is tested by calculating initial water saturations as a function of porosity and height above the free water level. The seismic data used in the study come from the western quadrant of an inverted seismic cube situated on the west flank of the field (Fig. 1) . The inversion was performed on a 1988 public domain 3D seismic survey using ISIS software (Vestergaard & Mosegaard 1991; Maver & Rasmussen 1995) . The inverted seismic dataset is only slightly smaller than the original total seismic volume.
Only a minor part of the inverted seismic data are used in the study; the study thus focuses on a section 84 m in thickness above the top of reservoir unit 4, as defined by Kristensen et al. (1995) , that corresponds to the uppermost Maastrichtian and is restricted laterally to the western part of the Dan Field (Figs 1 & 2) . The area measures 3.55 3.8 km and was selected by visual inspection of the result of the seismic inversion, which shows zones of anomalously low impedance in the Maastrichtian chalk in that area. Examples in the seismic data of direct indications of zones of possible higher reservoir quality in the Maastrichtian are indicated by the low impedance zones shown in Fig. 3 . These zones indicate high porosity because there is an inverse relationship between seismic impedance and porosity (other things being equal); decreasing impedance is assumed to correspond to increasing porosity. Porosity considerably higher than anticipated from general porosity-depth trend models was also encountered in the M10X well and is confirmed by the nearby MFB22 horizontal well situated on the western flank of the Dan Field ( Fig. 1 ; Kristensen et al. 1995) . This paper presents an attempt to quantify and map these anomalous porosity zones using geostatistical methods supported by inverted seismic data.
The basis for using inverted seismic data for reservoir characterization in the Dan Field area was established in an earlier study (Vejbaek & Rasmussen 1996) , where the porosity in a volume of the Dan Field chalk was simulated by the use of a sequential Gaussian cosimulation algorithm (Deutsch & Journel 1992) . Even though seismic impedance is affected by a number of factors such as lithology, texture, fluid properties, etc., the study showed that there is a correlation coefficient of 0.45 between the porosities measured on logs (averaged over boxes of 25 25 5 m) and inverted seismic data, the negative correlation coefficient indicating the inverse relationship between seismic impedance and porosity. Effects from fluid content proved to be negligible (Vejbaek & Rasmussen 1996) . This correlation justifies the use of inverted seismic data for reservoir characterization purposes in areas with few wells.
The method was considered to be of limited value with respect to predictive capabilities in densely drilled areas. In areas with very few wells, an increase in predictive ability was noted when seismic impedances were incorporated as soft data. The term 'predictive ability' should be interpreted here as the ability to forecast the actual porosity at a particular location. On the other hand, it does not mean that the geostatistical method is of no value in more densely drilled areas, where it still may provide improved estimates of the magnitude and heterogeneity of porosity between wells.
DATA ANALYSIS

Data preparation
A simulation volume was selected and the locations of all data that form part of this volume were transformed into a local orthogonal coordinate system in which the x and y coordinates are defined as shown in Figs 4 & 5. The origin is in the western corner and the axes are rotated 45 relative to north to conform with the 3D seismic survey. The z-axis is defined as height above the base of reservoir unit 3, which is equivalent to flattening at this surface. This was done in an attempt to align data stratigraphically and is based on the assumption that the present state of deformation of the studied volume was achieved entirely post-deposition. Only data between the base of reservoir unit 3 and the top of the Maastrichtian (Fig. 2) were included in the analysis. The maximum thickness of the studied volume amounts to 84 m, but large thickness variations are observed (Figs 4 & 5) . These thickness variations are assumed to be caused by post-depositional erosion of the top of the Maastrichtian chalk (Fig. 2) .
The database comprises two classes of data: the soft data, which are the 3D seismic impedances derived by inversion; and (Fig. 2) . Lower left map details the well traces inside the study volume. Fig. 2 . Stratigraphic correlation chart. The present study focuses primarily on reservoir units 1, 2 and 3. These units are circled in the chart (from Kristensen et al. 1995). the hard data, which are porosities interpreted from well log data. The well database consists of 21 wells, of which 6 are horizontal and the remainder are subvertical (Figs 1 & 4) .
Hard data
As mentioned above, the hard data consist of porosities obtained from interpretation of well log data. The simulations are designed to produce porosity fields representing averages over blocks 50 50 6 m. This procedure corresponds to a low-pass filtering of the data, thus affecting the variance and it can be seen that the averaging reduces the standard deviation (square root of the variance; Fig. 6 ). The averaging was done by calculating the arithmetic averages of all well data points inside one cell. The resulting data population amounts to only 304 samples; two orders of magnitude less than the target population of 75 544 cells, all the cells in the study volume. Because of this discrepancy in numbers and the fact that all the hard data points are located in the eastern corner of the volume in a structurally high position (Fig. 1) , the database is obviously biased, clustered and unrepresentative.
To overcome this problem, model-based declustering was applied to subjectively construct a likely porosity population for the entire volume, here called the target population (e.g. Frykman & Deutsch 1996; Vejbaek 1996) . Based on the moderate correlation between log porosity (hard data) and inversion-derived seismic impedance (soft data), decile (10% fractile) lines are subjectively drawn in a cross-plot of these quantities, encompassing the soft data span, and guided by the available hard data (Figs 7 & 8) . These lines define the likely porosity span that may occur for a given impedance value. Soft data (seismic impedances) are present at all locations to be simulated and thus provide valuable information on the porosity population that may be expected in the entire simulation volume; i.e. the target population. The target porosity population is then produced by randomly selecting porosity values so that they honour the designed decile bands. The target porosity population is produced by using all, or a major part of, the soft data. In this way the scatter in the porosity impedance relationship is reproduced (Fig. 8) . The resulting porosity-impedance bivariate population is also used as conditional bivariate population for the annealing cosimulation discussed below (Frykman & Deutsch 1996; Vejb‹k 1996) .
The impedance-porosity correlation coefficient found by this study, c. 0.42, calculated after removal of only two outlier points (Fig. 7) , is similar to earlier estimates from another part of the Dan Field, where it was 0.45 (Vejb‹k & Rasmussen 1996) . It is likely that further editing, such as removal of the small cloud of points around a porosity of 29% at very low impedances that all come from one possibly badly aligned well, would considerably raise the correlation coefficient between porosity and impedance. It has therefore been decided to use the correlation coefficient of 0.45 (Vejbaek & Rasmussen 1996) because the database in this study is relatively small and biased.
The constructed bivariate conditioning dataset display is densest at around 30% porosity, but there is also a weak scatter of values up to porosity of about 55%. The concentration is due to the right-skewed soft data which, through the negative correlation coefficient, produces a left-skewed target porosity distribution (compare Figs 6, 7 & 8) . The high porosity values in the target population are obviously to a large extent caused by the fact that the soft data volume includes some low impedances encountered in the Danian section (Fig. 3 ). These high porosities, which also appear in the simulated volume (see below) are, however, cut out after simulation (see results below). It is noteworthy that the mean of the target population is comparable to, though slightly higher than, that of the hard data population, in spite of the fact that the hard data are sampled with a bias towards structurally elevated positions (Fig. 6 ). The deterioration of porosity with depth that is generally assumed is not very pronounced here ( Fig. 9 ) and would consequently lead to a lower mean porosity for the target population. The alternative of using depths instead of impedances to construct the target population would be based on the slightly higher, but comparable, correlation of 0.58 between depth and porosity that has been estimated using larger populations (e.g. Almeida & Frykman 1994; Frykman & Deutsch 1996) . The depth trend model relies on the depthporosity relationship being robust. That seems to be contradicted by the seismic impedances in this study. As the parameter 'depth' is unaffected by porosity changes, whereas porosity changes may influence seismic impedance, the latter is considered more valuable for predictive purposes. The impedances are thus able to give clues to unexpected deviations from general trends and are thus less dependent on the validity of a model. 629,000 630,000 631,000 632,000 633,000
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Soft data
The soft data are the impedances derived from inversion of the seismic data. Considering the fact that seismic impedance is dependent on parameters other than porosity and that the seismic signal is a low-pass filtered expression of the subsurface geology, a correlation coefficient numerically greater than 0.5 cannot be expected when correlating porosity and impedance (depending on the range in the datasets, compare Figs 6 & 7). Strong local variation in the seismic impedances may therefore not be closely mimicked by porosity variations and not be directly reflected in the simulation output on a local scale. However, the general trend, as indicated by the vertically averaged impedances (Fig. 10) , should be reflected in the trends of the simulation output. It is interesting to note that average impedance values decrease towards the northwest (upper left corner on Fig. 10 ), suggesting that the usually assumed porosity deterioration with depth ( Fig. 9) does not occur within the simulation volume. Comparison of the total impedance dataset (inside the study volume) with a subset corresponding to the cells also occupied by well data shows a mean impedance that is even slightly lower than the total dataset, suggesting a higher mean porosity in the target population (Fig. 7) . This is not anticipated when looking only at the hard data in this study (Fig. 9) , which show an only modest correlation with depth. A few points that lower the correlation between porosity and depth indicate that strong deviations from the depth trend might occur.
Spatial properties
A major goal of the simulation is to reproduce the spatial correlation structure of the population; the degree of continuity of spatial variations in porosity. The construction of experimental variograms based on the hard data (sensu stricto the block averaged data) gives a measure of this continuity (Fig. 11) . Averaged porosity data have been used in the construction of the variograms because the experimental variogram is an expression of data variance as a function of spatial separation and the variance is affected by the averaging. The hard data do not yield very well defined experimental variograms (upper set in Fig. 11 ). The variogram in the vertical direction shows a scatter that may be interpreted to show a 'hole' effect (indicating evidence of vertical periodicity), but neither in the vertical nor in the horizontal direction do the variograms reach the sill value, which should be 1.0 as they are made on normal score transformed data. The normal score transform of the data was constructed on the basis of the reconstructed target population, so the low sill value just demonstrates the poor representation of the target population by the hard data. The 'hole' effect is confirmed by the much better defined experimental variograms of all well data without block averaging (lower set in Fig. 11 ), and is even vaguely visible in the very well defined experimental variograms of the soft data (Fig. 12) . The variograms also show that the six metre vertical cell size is insufficient to capture the fine structure present in the well data because the experimental variogram suggests a nugget, which in this case is an expression of structures with a range shorter than six metres (cf. Frykman & Deutsch 1996) . Since the purpose of this study is to outline the extent of high porosity zones and not to produce input for reservoir simulation, it is deemed sufficient to use a cell size comparable with the soft data sampling rate (4 ms). The model variograms fitted to the experimental variograms are listed in Table 1 and shown in Fig. 11 . The structure refers to non-normal score transformed data, because this can be used Fig. 7 . Histograms of all soft data (seismic impedances), soft data at well locations and cross-plot between hard and soft data. for input to the annealing co-simulation algorithm (Deutsch & Journel 1992; Deutsch & Cockerham 1994) . The model variograms are composed of two structures. The short range structure is comparable to the cell size and is thus producing little or no spatial coherency in the simulation result. The long range component will, however, produce some coherency. The variance of the target population is expected to be 24 as indicated by the target histogram (square of standard deviation; Fig. 6 ). The sill of the model variogram is therefore also 24 as given by the sum of the sills (Table 1 ). The total variance of the simulation results is seen to come close to the target population variance (see below). A horizontal anisotropy is also specified in the simulation (Table 1) , which is based on the anisotropy observed in the seismic impedances (soft data). Since the horizontal anisotropy is of very long wavelengths, it is likely that the anisotropy must be present to the same degree in both hard and soft data, since the basic difference in spatial structure between the datasets is expressed as resolution differences (equal to short wave lengths/variogram ranges). The fairly well defined vertical periodicity observed in the experimental variograms could be explicitly modelled in the latest versions of the simulation program. It is considered futile to specify this explicitly for the simulations, since the period spacing gives room for at most two cycles (the cycle length is approximately 25 m compared to a maximum total thickness of 80 m; Fig. 5) , and because the periodicity is present in the soft data. The soft data accordingly promote periodicity in the simulation results.
POROSITY SIMULATION
Porosity volumes were created using annealing co-simulation (the ACS technique; Deutsch & Journel 1992; Deutsch & Cockerham 1994; Vejbaek 1996) . The ACS technique allows the use of a wider range of data and constraints than more conventional techniques. The method applied assumes that the variable in question can be described as a parameter rather than as categories and that correlation ranges are assumed to be relatively independent of whether the values are low, medium or high. It is capable of using soft data, it is conditioned by (honours) hard data points, and it may reproduce a prescribed spatial variography as specified with input model variograms. The soft data were utilized beyond a specified correlation coefficient, because the ACS algorithm is also able to attempt a match to a bivariate conditioning dataset. This includes variations in bivariate data density both along and across the point cloud.
A standard annealing procedure is used. Initially the conditioning dataset is relocated to nearest grid node and all remaining nodes are assigned random values selected from the user-specified histogram. This image is then improved by swapping pairs that are not occupied by hard data. Swaps are accepted if the value of the objective function is lowered corresponding to an improvement of the image. The objective function may be described as the weighted sum of the degree of Below -7880.
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Some bad swaps are also accepted initially, but with decreasing probability during the simulation run. Hence the similarity to freezing fluids (see Deutsch & Cockerham 1994 for details). Here, the method is seen to produce correlation coefficients higher than specified in the input, but this is considered acceptable because of the much larger target population.
Porosity simulation results
The ACS simulations do not produce exact transformations of seismic impedance into porosity because of the rather small correlation coefficient. The ambiguity in the data is illustrated by the examples shown in Figs 13 and 14 , which show three different representations of the same two profiles. The different representations have identical model variograms, hard data etc., and differ only by different seed number for the random number generator. They represent equi-probable realizations of what the porosity structure could be, and thus illustrate the uncertainty in the porosity predictions.
The discontinuous porosity field in the profiles make them look rather 'noisy'. This is due to the short range component in the conditioning variograms, which is shorter than the cell size, both vertically and horizontally (see previous section). Some layering is, however, also visible as a result of the influence of the long range component (Table 1 ). The degree of discontinuity is thus exactly as specified by the model variograms and is much more discontinuous than the soft data field (Figs 13 & 14) . Results from different representations (different seed numbers) show only minor differences when averaged vertically (Fig. 15) . The vertically averaged results show a clear tendency to an increase in average porosity in a westerly direction (upper left corners on Fig. 15 ). This is clearly an effect of the influence of the soft data (compare Figs 10 & 15) , so the validity of this prediction is controlled by the validity of the seismic inversion result.
The simulations have resulted in acceptable reproductions of the target populations (Fig. 16) . The tail in the target population reaching above 50% porosity is apparently located in the upper Danian portion of the simulated volume, as seen when comparing the histogram for a simulation result excluding the Danian portion with the histogram for the total simulation result (Fig. 16a, b) and this phenomenon is probably caused by the very low impedances occurring in the Danian chalk. The standard deviation of the total simulation result is slightly lower than that of the target population, which may be explained by the discontinuity at about 46% porosity (Fig. 16b) . This under-representation of high values may be due to lack of hard data above 42% porosity and to the limited influence of the soft data. Thus the very low impedances are able to promote the simulation of high porosities only far away from hard data points.
SATURATION MODELLING
In order to investigate the relationship between the high porosity zones and the hydrocarbon saturation, the porosity modelling was supplemented by saturation modelling utilizing the porosities derived from ACS simulation. Generally, the Maastrichtian chalk reservoir is characterized by relatively higher oil saturations than the Danian, but the pay zone is underlain by an oil-water transition zone in excess of 60 m thick due to the very low permeability of the chalk (Jørgensen 1992) . This zone defines the transition from 100% water to irreducible water saturation. The vertical fluid distribution within each reservoir unit is controlled by the rock properties and capillary height, i.e. height above free water level (FWL).
It appears that the water saturation depends primarily on porosity and height above FWL and in the saturation modelling it is thus assumed that the water saturation is solely controlled by these two quantities. Accordingly, a relatively simple saturation model has been derived using capillary pressure data, core porosities, core permeabilities, water saturations and porosities interpreted from wireline logs (see appendix). The resulting interdependency of height above FWL, porosity and saturation is depicted in Fig. 17 . The model is dependent on a knowledge of the location of the FWL at all locations. However, partly because of the long oil-water transition zone and partly because of the observed tilt of the oil-water contact (OWC) to the SSW (Jørgensen 1992) , the location of the FWL is poorly constrained. The tilted OWC is thought to be caused by hydrodynamic effects possibly combined with a Neogene tilting of the basin (Jørgensen 1992; Thomasen & Jacobsen 1994) .
The saturation model is preliminary because only 26 selected wells have been considered. A map of FWL based on the saturation model is shown in Fig. 18 . This map indicates a FWL around 2040 m (6700 ft) in the western part of the field. The water saturation was modelled in the 26 wells and plotted versus the logged water saturation. Where the modelled saturation deviated significantly from the logged saturation, the FWL map was adjusted accordingly in order to ensure a reasonable match between modelled and logged saturations.
The FWL calculations given in the appendix point to a FWL approximately 50 m below the observed 100% water saturation, depending on the actual porosity and capillary properties of the water zone. Well data indicate that the inclination of both the FWL and OWC vary across the field, thus hampering the extrapolation of the FWL outside well control. As the model is very sensitive to the mapped level of the FWL, possible errors in the FWL mapping make the saturation modelling results uncertain in areas outside well control.
Saturation modelling results
The saturation model has been applied to the same chalk volume as was covered by the ACS porosity modelling. The result of the water saturation modelling is presented in Fig. 19 , where the oil saturations are averaged and mapped for the uppermost part of the Maastrichtian chalk reservoir. The highly porous areas west of the drilled area are associated with high oil saturations. It is also noteworthy that the contour representing 50% saturation is found rather far out on the western flank according to the modelling results shown in Fig. 19 , an oil distribution that is more optimistic than previously estimated (Kristensen et al. 1995) . The impact of the FWL and the effects of porosity changes on the saturation estimates are also visible in the profiles shown in Figs 13 & 14. In these profiles a long zone of low oil saturation (below 10%) is seen, illustrating the capillary effects. It is also evident that the transition into higher saturations depends highly on porosity, as shown by the uneven appearance of the calculated OWC.
DISCUSSION
Interesting deviations from the generally assumed porosity deterioration with depth are indicated by seismic inversion data for the upper part of the Maastrichtian reservoir chalk section 3000.
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-2100. -2000. -1900. 2. porosity realisation on the west flank of the Dan Field (upper left corner of simulation volume). The soft data (i.e. the seismic impedances derived from inversion) cause anomalously high porosities to be consistently observed down dip on the west flank in different stochastic realizations. This is consistent with recent sedimentological studies in the Dan Field, which suggest that porous parts of alternating tight/porous cycles become thicker in the downflank direction (Toft et al. 1996; Scholle et al. 1998) . Oil saturation between 33 and 84 m, (2) X-Coor.
X-Coor. Porosity Averaging between 33 and 84 m, (2) X-Coor. The hard data comprise block-averaged porosities interpreted from well log data. The moderate correlation between hard and soft data combined with rather short range variogram structures in the hard data cause porosity simulations to be significantly different on a local scale, but average results (averages on both single realizations and multiple realizations) clearly show that the seismic impedances narrow the solution space. The observable local differences show that the simulations described in this paper may be of too coarse a scale to warrant their application to production calculations using flow simulations. However, based on the confidence level of the seismic inversion result, the annealing co-simulation results are considered valuable for defining additional pay zones and evaluating the hydrocarbon recovery potential on the west flank of the Dan Field.
In order to evaluate the significance of these anomalous porosity zones with respect to hydrocarbons, saturation modelling was applied. It was found that the effect of the porosity increase on the oil saturation was overshadowed by the effect of the decreasing distance to the FWL in a northwesterly direction. Differences in calculated oil saturations between different realizations are hardly visible. The calculated saturations are especially sensitive to the assumed vertical distance to the FWL, when this distance is below 100 m due to the 'inverse J-shape' of the saturation versus height curves shown in Fig. 17 .
The FWL is not considered to be flat due to dynamic pressure gradients in the field, so the uncertainty attached to the mapping of this surface increases considerably with the distance away from the wells. The uncertainty related to predicting downflank saturations is therefore primarily connected to the determination of the FWL, whereas uncertainties originating from simulated porosities are of minor importance. It is suggested that further work should concentrate on an improved mapping of the FWL. It should still be mapped based on well data, but it could be supplemented with, for example, hydrodynamic modelling to constrain the shape and inclination of this surface.
CONCLUSION
The use of stochastic simulation techniques has shown that the generally assumed porosity deterioration with depth is not applicable to the chalk section in the Dan Field. The study has thus demonstrated that anomalously high porosity zones exist downflank and these zones may be detected using inverted seismic data. The likelihood for these zones to be hydrocarbon bearing in the Danish Central Graben is strongly dependent on the hydrodynamics of the pore fluids in the reservoir. Further work should focus on a better understanding of the variation of the free water level in the flank area.
TVD ss =true vertical depth sub sea (ft) =log-derived porosity (fraction) k=log-derived permeability (mD) using the k correlation described above.
As a second step, the logarithm of J(S w ) was plotted versus the logarithm of S w , where S w is the water saturation interpreted from wireline log data. These plots indicated that the logarithm of S w can be expressed as:
Log 10 S w =Const. 1.355 · Log 10 (J(S w )), where 1.355 is the slope of the regression line. As the permeability is related to the porosity through the k correlation, the J-Function can also be written as J(S w )=f( ) · H, where f( ) denotes a function of porosity. Based on this information, it has been assumed that the logarithm of S w can be written as: An expression for the entry pressure has previously been derived, EH=368.3 √ /k, where k is the permeability and is the porosity of the formation. Analysis of a large amount of core porosity and core permeability data from the Maastrichtian reservoir unit in the Dan Field suggests that the permeability is correlated to the porosity through the following relation: k=11.6 2 /(1 )
2
. The derivation of this regression line utilizes the work on k correlations presented by Carman (1937) , who pointed out that k correlations are not simple semi-logarithmic relationships. Subsequently, the entry height term can then be expressed exclusively as a function of porosity:
A plot of the logarithm of EH versus porosity indicates that this equation approaches an exponential function of porosity within the porosity range 10-40% (corresponding to the porosity range normally found in the Dan Field area): This expression can be highly simplified, leading to F( )=3.542-2.261 . Subsequently, the logarithm of S w can be expressed as: A modelled value of the water saturation (S w ) can thus be calculated as the antilogarithm of the expression given above supplemented by an output cut-off saying that S w c1. The saturation model is illustrated in Fig. 17 in which a number of saturation curves are plotted versus height above the FWL for selected porosity values (20-45%).
