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I. INTRODUCTION
T HE tensor product (TP) model transformation was originally proposed in [1] and [2] and summarized in [3] for quasi-linear parameter-varying (qLPV) control theories. It transforms a function (which can be given via closed formulas or neural networks, fuzzy logic, etc.) into TP function form if such a transformation is possible. If an exact transformation is not possible, then the method determines a TP function that is an approximation of the given function. The TP model transformation also provides a tradeoff between approximation accuracy and complexity [4] of the resulting TP function. Besides being a transformation of functions, the TP model transformation is also a new concept in qLPV-based control, which plays a central role in providing a valuable means of bridging between identification and polytopic systems theories [1] - [3] . The TP model transformation is uniquely effective in manipulating the convex hull of polytopic forms and, as a result, has revealed and proved the fact that convex hull manipulation is a necessary and crucial step in achieving optimal solutions and decreasing conservativeness in modern linear matrix inequality (LMI)-based control theory. Thus, although it is a transformation in a mathematical sense, it has established a conceptually new direction in control theory and has laid the ground for further new approaches toward optimality.
The core of the TP model transformation was first introduced as an approach to complexity reduction of fuzzy systems [4] , [5] . Soon, it was extended to TP model transformation for system control design [1] , [2] , [6] and to a framework for polytopic model and LMI-based system control [7] - [15] . A MATLAB toolbox was also created (see [16] ). Some papers began to investigate the convex hull manipulation property [8] , [17] - [19] and the approximation tradeoff property [9] , [20] - [26] of the TP model transformation. New convex hull manipulation techniques were proposed in [8] , [18] , and [19] . The higher order singular value decomposition (HOSVD)-based canonical form of TP models was initiated in [27] and [28] , and it was also proved that the TP model transformation is capable of numerically reconstructing this form (see [29] ). A computationally relaxed variant of the TP model transformation was proposed in [23] and [30] . A centralized variant of the transformation was given in [31] . Relying on the above properties, we can find a variety of control solutions (see, e.g., some key directions in [6] and [32] - [55] ). Further applications of the TP model transformation in sliding-mode control were presented in [11] and [56] .
The main goal of this paper is to introduce and conceptually restructure the TP model transformation to a generalized form for fuzzy modeling and to propose new features and several new variants of the TP model transformation, in order to achieve flexible means for Takagi-Sugeno (T-S) fuzzy modeling, in the form of a manipulation and design tool extended with a general stability theorem.
First, in Section II, this paper recalls the transfer function of T-S fuzzy models. Section III redefines the HOSVD-based canonical form and introduces the HOSVD-based canonical form as a unique representation. A simplified variant of the form, i.e., the quasi-HOSVD-based canonical form, is also presented. Both representations serve the task of main fuzzy rule component analysis via the higher order singular-value-based ordering of the contribution of the fuzzy rules. Section IV introduces the generalized TP model transformation, which is a framework based on the extension and restructuring of the TP model transformation. This general form is capable of systematically combining different algorithms as a framework to achieve a bridging between various identification and modeling methods through the use of the T-S fuzzy model representation. The resulting T-S fuzzy model is amenable to flexible manipulation. To show this, a number of new concepts are introduced: convex TP model transformation for LMI-based design, pseudo-TP model transformation as an elementary technique for convex hull manipulation leading to control optimization, and, finally, multi-TP model transformation as a way to transform a set of T-S fuzzy models into a unified antecedent system. This section also integrates the complexity and accuracy tradeoff capability of the TP model transformation, which leads to the ability to perform main fuzzy rule component analysis. Section V discusses the central role of the generalized TP model transformation in terms of two aspects. The first aspect is that the TP model transformation could be a final step of identification and, as a generalized "interface," could at the same time serve as a preprocessing step for further design requirements (e.g., to optimize control performance). The second aspect is that the multi-TP model transformation can be used as a general framework for stability verification of soft-computing-based solutions. These discussions are demonstrated via numerical examples in Section VI. The use of the multi-TP model transformation as a stability verification framework is demonstrated on a strongly nonlinear, three-degree-of-freedom (DoF) problem of an aeroelastic wing section. The effectiveness of the pseudo-TP model transformation in LMI-based design is also demonstrated in an academic numerical example.
II. TRANSFER FUNCTION OF THE TAKAGI-SUGENO FUZZY MODEL
Let us recall the transfer function of the T-S fuzzy operator and product-sum-gravity defuzzification-based fuzzy model. Assume that we have a set of fuzzy rules with N inputs such as
Let w n,i (x n ) ∈ [0, 1], x n ∈ R, be the membership function of antecedent fuzzy set A n,i , i = 1, . . . , I n , on input universe X n , n = 1, . . . , N. Let the observation fuzzy sets be singleton sets with elements x n , and the consequent fuzzy sets B i 1 
N . This transfer function is specifically a TP function; therefore, it can be given in the form [1] - [3] 
where
. For the sake of brevity, we will refer to the above transfer function as a T-S fuzzy model later on. In later sections, we will focus on fuzzy control design as well; therefore, a brief introduction to the above discussed T-S fuzzy model in the context of dynamic systems modeling is also in order here. Let us consider a LPV state-space model
with input u(t), output y(t), and state vector x(t). The system matrix S(p(t)) ∈ R L 1 ×L 2 is a parameter-varying object, where p(t) ∈ Ω is a time-varying N -dimensional parameter vector which is an element of closed hypercube Ω = [a 1 
can also include some elements of x(t), and hence, this model belongs to the class of nonlinear systems. This kind of form is often referred to as a qLPV model. Further parameter-dependent channels, which represent various control performance requirements, can be inserted into S(p(t)). The qLPV model (5) can then be defined using a T-S fuzzy model as follows:
The (N +2)-dimensional core tensor S ∈ R
is constructed from the consequent system matrices (K = 2), which are also known as LTI vertex system matrices
If we have Ruspini partition for all n, then the transfer functions of the T-S fuzzy model become a polytopic representation, and in consequence, S(p(t)) is always within co{∀n, i n :
The advantage of this form is that a large set of LMI-based system control design theories can immediately be applied to this kind of T-S fuzzy model.
III. HIGHER ORDER SINGULAR VALUE DECOMPOSITION AND QUASI-HIGHER-ORDER SINGULAR-VALUE-DECOMPOSITION-BASED CANONICAL FORM OF TAKAGI-SUGENO FUZZY MODELS
This section redefines the previously published HOSVDbased canonical form. It highlights the fact that the published HOSVD-based canonical form is not unique when the dimensionality of the core tensor is larger than N ; thus, it is quasiunique only. In order to resolve this shortcoming, a "full" canonical form is proposed. The key idea is that the quasi-HOSVDbased canonical form is resulted when the HOSVD is executed only for dimensions assigned to the antecedent part, and "full" HOSVD is resulted when HOSVD is also executed on dimensions assigned to consequents and outputs. Since the HOSVDbased canonical form determines the contribution (in decreasing order) of the fuzzy rules (in the sense of L 2 norm) via the higher order singular values (or via the singular values by dimensions), we can view this canonical form as a tool for main fuzzy rule component analysis.
Theorem 1 (HOSVD-based canonical form of TS models): For brevity, one may say HOSVD of T-S fuzzy models. A T-S fuzzy model with output Y has the HOSVD canonical form
in which 1) Singular functions w n,i n (x n ), i n = 1, . . . , I n , contained in singular vectors w n (x n ) form an orthonormal system in the sense that ∀n :
where 1 ≤ i, j ≤ I n , and δ i,j is the Kronecker function
O are unitary (I n × I n ) matrices. Here, superscript "C" means "consequent transformation" and "O" means "output transformation." 3) Core tensor S is a real (
Its subtensors S i n =α (which can be obtained by fixing the nth index to α) have the properties of 1) all-orthogonality: Two subtensors S i n =α and S i n =β are orthogonal for all possible values of n, α and The proof of the existence of the HOSVD-based canonical form in cases where a T-S fuzzy model has a single scalar output is given in [27] . The existence of the HOSVDbased canonical form for multioutput and/or nonscalar functions can be proved in the same way, the only difference being that in dimension larger than N , we simply apply the original tensor HOSVD.
Proof 2: The proof of uniqueness of the HOSVD-based canonical form in cases where a T-S fuzzy model has a single scalar output is given in [27] . The uniqueness of the HOSVDbased canonical form for general cases can be proved in the same way, the only difference being that in dimensions larger than N of the core tensor, the HOSVD itself guarantees the unique decomposition [57] . Thus, this property of the HOSVD of tensors is true for the HOSVD-based canonical form as well. As a matter of fact, the decomposition is unique to the extent of the signs of the singular functions and the columns of the transformation matrices, which can be systematically switched, just like in the case of HOSVD of tensors. If there are equal singular values on any dimension, then the HOSVD-based canonical form is not unique. In this case, the n-mode singular functions or vectors corresponding to the same n-mode singular value can be replaced by orthonormal linear combinations. This property is proved in the original paper on the HOSVD concept itself (see [57] ).
Remark 1: 
Proof 3: In case of the quasi-HOSVD-based canonical form (when the number of the dimensions of the core tensor is larger than N ), the unique representation is not guaranteed since not all dimensions are decomposed by SVD, which would be the step that can guarantee unique decomposition.
Note that even in case we use quasi-HOSVD-based canonical forms, where uniqueness is not guaranteed, the decomposition still gives the higher order ranking of the fuzzy rules for main fuzzy rule component analysis.
Definition 2 (n-mode rank of the TS fuzzy model):
The n-mode rank of a T-S fuzzy model, where x ∈ Ω, denoted by R n = rank n (f (x), Ω), is the number of nonzero singular values in the nth dimension; thus, R n = rank n (f (x), Ω) = rank n (S). We can also indicate the rank of the consequent parameters in dimensions n = N + 1, . . . , N + K and for the outputs if n = N + K + 1.
Definition 3 (Compact HOSVD/rank-reduced HOSVD-based canonical form):
This definition is about the complexity tradeoff property of the HOSVD. We arrive at the compact HOSVD (CHOSVD) of T-S fuzzy models, when we keep the first R n , n = 1, . . . , N + K + 1 singular values only in all dimensions. Accordingly, the size of the core tensor is
, where R n is the n-mode rank of the T-S fuzzy model. We have rank reduced HOSVD (RHOSVD), when we keep
nonzero singular values only, where ∀n : J n ≤ R n and ∃n : J n < R n . The RHOSVD canonical form of T-S fuzzy models is only an approximation, where the error (in L 2 norm) is bounded by the sum of the discarded singular values as in the case of the HOSVD of tensors (see the proof in [57] ). Using higher-order orthogonal iteration (HOOI), we can further tune the core tensor to decrease the error [58] , [59] . A comprehensive analysis on the approximation properties are given in [25] and [26] .
IV. GENERALIZED TENSOR PRODUCT MODEL TRANSFORMATION
A. Numerical Reconstruction of the HOSVD/qHOSVD of Takagi-Sugeno Fuzzy Models
This section recalls the TP model transformation from [1] - [3] and restructures it, in order to have a core algorithm that can readily involve further extensions to be introduced in the next sections. This section also discusses the bilinear TP model transformation, which has already been used in practical cases, but has not yet been formally introduced.
is a space in which we intend to perform the discretization of a given T-S fuzzy model f (x).
assigned to the dimensions n = 1, . . . , N, where ω n = [g n,1 , g n,M n ]. M n denotes the number of grids on dimension n. The elements of these vectors define the points of M as
w n (x n ) simplifies to the discretization of the weighting func-
, where
∈ R M n ×I n and are constructed from discretized functions as (11) and i n = 1, . . . , I n .
Note that the result of HOSVD has the same structure as the discretized T-S fuzzy models. Thus, the key idea is that executing HOSVD on the discretized function, we obtain the discretized form of the HOSVD-based canonical form of the T-S fuzzy model.
Algorithm 1 (TP model transformation): Assume a given T-S fuzzy model
The goal of the algorithm is to numerically reconstruct the HOSVD/CHOSVD canonical form
Reconstruct the core of the model: Determine S and U n by executing HOSVD, CHOSVD on F D (M ,Ω) (in case of rank reduction or complexity tradeoff RHOSVD is executed in this step). This results in
can be reconstructed over any point in ω n . For instance, let us calculate the antecedent membership functionsŵ
and lower case "() (d) " denoted the unfolding of that dimension; see the works of Lathauwer about HOSVD. 5) STEP +1: Transformation error: This step is a numerical checking of the accuracy of the resulting T-S fuzzy model over a huge number of random points in Ω. Proof 4: Szeidl and Várlaki [29] proved that the TP model transformation numerically reconstructs the HOSVD canonical form in case of single scalar output functions, namely if
. If we consider matrices T C and T O resulting from SVD in the same way as matrices U n are considered for n = 1 . . . N in the proof presented in paper [29] (but without transforming them to functions), we arrive at a proof of the claim that the TP model transformation numerically reconstructs the HOSVD-based canonical form, as well as a quasi-HOSVD-based canonical form of multiple output and/or nonscalar functions when we multiple by T C and T O (see Theorem 2). Paper [29] also gives various theorems for the speed of the convergence for the numerical reconstruction depending on whether we use equidistant or nonequidistant rectangular grids for discretization.
Remark 3: The numerical implementation limits the grid density as ∀n = 1, . . . , N : M n → M max n < ∞. Furthermore, the computational load of HOSVD can easily explode as M n and N grow larger. These factors form the bottlenecks of this algorithm. Thus, we say that the TP model transformation numerically reconstructs quasi-S. Papers [23] , [30] propose very effective computational complexity reduction techniques for the TP model transformation.
Remark 4: The paper of Szeidl and Várlaki also derives theorems for the smallest grid density necessary for finding all the ranks of the T-S fuzzy model; thus, the discretization density should be set according to Szeidl's theorems and based on the fact that the maximum rank is determined by the number of the antecedent membership functions by dimensions of the given T-S fuzzy model. If we do not see the structure of the given T-S fuzzy model, or the given model is not a T-S fuzzy model (see later), then we can practically use a grid with the highest density made possible by the numerical implementation.
Remark 5: If the density of the discretization grid is not sufficiently high to find the rank of the given T-S fuzzy model, then the TP model transformation results in an approximation only. In this case, the transformation works like in the case of given non-T-S fuzzy models (see details later and [25] , [26] ).
In various engineering cases, we have different accuracy requirements of different components of the T-S fuzzy model; hence, it is not always necessary to find all points of antecedent membership functions in Step 3. For instance, in case of robust control design, the precise core tensor S is important as much as the control design is based on it; however, in the final implementation of the T-S fuzzy controller, we can accept a good piecewise approximation of the antecedent membership functions. This leads to a practically useful engineering implementation, where we simply use their piecewise linear variant of the antecedent sets in the controller. STEP 3:w n (x n ) is directly defined by U n and grid M . Remark 6: If the grid density is sufficient to find the precise core tensor, but is too sparse to determine good membership functionsw n (x n ), then we may combine the third steps of the TP model transformation and the bilinear TP model transformation.
Step 3 of the TP model transformation does not require the execution of HOSVD. Only the available memory limits the offline storage of a number of points ofŵ n (x n ) in Step 3, which can readily be calculated over any x. Therefore, we may simply determine H n new grid points on dimension n in Step 3 of the TP model transformation, where H n can be considerably larger than M max n , and we determineŴ
Step 3 of the bilinear TP model transformation that leads to better resolution ofw n (x n ).
B. Convex Tensor Product Model Transformation-Incorporating Ruspini Partition
The goal is to transform the given model to a convex T-S fuzzy model S Step 2 is extended by the convex hull generation. We also add Step +2 to the algorithm to be executed after Step 3. 1) STEP 2: Reconstruct the core of the TP structure: Determine S and U n ; then, use the SN and NN transformations introduced by Yam et al. in [5] and [19] , which transform U n to U RP n , and define S for
The antecedent membership functions satisfy the Ruspini partition criteria over the grid; however, one has to check this between grid points. Obviously, in case of bilinear TP model transformation, the Ruspini partition is guaranteed for all x n ∈ Ω. Further types of convex T-S fuzzy models can be generated by using normalized, close to normalized, inverse normalized, etc., transformations in the same way as SN and NN transformation is used in Step 2 (see, for instance, [7] , [8] , and [17] - [19] .
C. Pseudo-Tensor-Product Model Transformation
We may want to find an equivalent T-S fuzzy model with a predefined antecedent membership function system, namely by transforming a given T-S fuzzy model to another T-S fuzzy model with given antecedent membership functions. For such purposes, we propose the pseudo-TP model transformation as follows:
Algorithm 4 (Pseudo-TP model transformation, TP
+ model transformation for short): Assume a given T-S fuzzy model y = f (x), x ∈ R N , and antecedent membership function system w n (x n ), x ∈ Ω. The goal is to determine S such that f (x) = S N n =1 w n (x n ), or if this is not possible, then the goal is to findf (x) = S N n =1 w n (x n ), wheref (x) is the best or at least a good approximation under the rank constraints implicitly given by w n (x n ) (e.g., the number of linearly independent new antecedent membership functions may be less in dimension n than rank n (f (x))). Steps 0 and +1 are the same as in the TP model transformation. 1) STEP 1: Discretization: Determine
. 2) STEP 2: Determine the core tensor:
If W D (M n ,ω n ) n introduces rank reduction here, then we arrive atf (x) = S N n =1 w n (x n ). This works like in the case of complexity tradeoff via TP model transformation.
If we have predefined transformations
3) STEP +2: Checking the antecedent membership functions: Once we have the core tensor S, we may recalculate the antecedent membership functions between the points of W
Step 3 and compare to the given w n (x n ).
Algorithm 5 (Partial TP
+ model transformation): Assume a given T-S fuzzy model y = f (x), x ∈ R N . Further, assume a given antecedent membership function system
The goal is to determine S such that f (x) = S N n =1 w n (x n ), where antecedent membership functions w n (x n ), n / ∈ D, are the same as in the case of the TP model transformation. If this is not possible, or if we need a complexity tradeoff, then the goal is to findf (x) = S N n =1 w n (x n ), wheref (x) is the best or at least a good approximation under the rank constraint implicitly given by w n (x n ), n / ∈ D. Steps 0, 1, 3, +1, and +2 are the same as in the case of the TP + model transformation:
STEP 2: Determine the core tensor as
Let W
D. Multi-Tensor-Product Model Transformation
We may want to transform a set of T-S fuzzy models simultaneously to the same antecedent system.
Algorithm 6 (Multi-TP model transformation):
Assume that we have parameter-dependent scalar, vector, matrix, or tensor functions S k (x), k = 1, . . . , K, x ∈ Ω (an important property is that they may have different sizes). The goal is to find their T-S fuzzy model representations over the same antecedent membership function system S k (x) = S k N n =1 w n (x n ): 1) STEP 0): Define discretization grid M fit to Ω. 2) STEP 1): Discretization: Store all the elements of S k (x) in a vector f (x) = ( h 1 (x) h 2 (x) . . . h Z (x) ) or directly the discretized values according to ordering of this 
E. Summary
The previous sections proposed various TP model transformations. The variants essentially have differences in Steps 2 and 3.
Step 2 is responsible for determining HOSVD, convex forms, or executing pseudo-transformations and complexity tradeoffs.
Step 3 is executed depending on whether or not we need a Bilinear T-S fuzzy model form. In Step 2, the core tensor and the discretized variants of the expected antecedent membership functions are manipulated by dimensions. Thus, we may combine the above TP model transformations and quickly find very flexible variations that are suitable to our needs. All these combinations can be carried out through the use of the Multi-TP model transformation, with the key idea of constructing a vector function.
For instance, we could define the bilinear convex multipartial pseudo-TP model transformation, in which case Step 2 would consist in either keeping the orthonormal system or executing SN and NN or other transformations on various dimensions (we could also use the pseudo-inverse-based product for dimensions where we have predefined antecedent membership functions), while Step 3 would consist in selecting the direct determination of piecewise linear antecedent membership functions on the selected dimensions. Finally, we would obtain a set of T-S fuzzy models where the antecedent membership functions are the same.
V. GATEWAY TO TAKAGI-SUGENO FUZZY MODELS AND GENERALIZED STABILITY VERIFICATION
The TP model transformation works even in case the rules and the entire T-S model structure of the given function or model are hidden. The only requirement of the presented algorithms is that the model at hand should be discretizable. In case of models that have T-S fuzzy model structure (with bounded number of components) once we find all the ranks through the TP model transformation, then irrespective of how many extra grid points we add to the discretization, the number of the nonzero singular values will not increase when HOSVD is executed. If we have a model that has no T-S fuzzy model representation (with bounded number of components), then the rank of the discretized tensor will increase (at least in one dimension) with the density, such that the rank will always be M n . Since the computational power available limits M n , when using the TP model transformation in engineering applications, it is irrelevant whether the given model is a T-S fuzzy model with a higher rank than M n , or if it is a model that does not have an exact T-S fuzzy model representation. We are faced with the same uncertainty if we have a limitation on the number of resulting antecedent membership functions and we have to execute RHOSVD in any case. If we find that the given function and the resulting T-S fuzzy model are equivalent in a numerical sense, then we may suppose that we have found all the ranks. Therefore, it should be kept in mind that in a mathematical sense, we are always dealing with approximations unless we perform further analysis, however, in engineering the possible cases will be numerically equivalent.
A. Tensor Product Model Transformation as a Gateway to Takagi-Sugeno Fuzzy Models
Identification and modeling techniques based on fuzzy theory, neural networks, genetic algorithms, or any combination of these approaches (referred to as soft-computing techniques) are extremely powerful in solving modern model identification engineering tasks, especially in cases where the derivation of closed formulas through the consideration of physical and engineering laws would prove to be too much difficult. As a result, a number of different identification techniques have emerged. Due to differences in the structure and many times unique and problemdependent representation of the identification techniques, it is not trivial in these cases how we can continue the identification phase with the well-developed system design frameworks.
The goal of having a gateway to T-S fuzzy models is motivated by the fact that T-S fuzzy model based design is well developed, has various frameworks, and is a widely adopted approach toward finding routine-like solutions to engineering problems. Further, the structure of the T-S fuzzy model and its transfer function is well adapted to the polytopic and LMI-based modern control theories, which means that once we have a T-S fuzzy model representation of a problem, we can almost directly use the mathematical approaches of convex optimization and modern control design theories. In this regard, the reader is referred to the early papers of GAHINET, BOKOR, CHILAI, BOYD, and APKARIAN (see [60] - [69] ), who pioneered the polytopic model and LMI-based design, and also to the works of Scherer, Balas, and Packard discussing the whole structure of these control design concepts [63] , [70] , [71] . From the fuzzy theory side, the reader is referred to the early papers and book of Tanaka et al. about parallel distributed compensation (PDC) design [72] - [75] , [76] , which clearly shows the conceptual similarities and common points of these theories.
The measurement-based identification of given functions and systems or derivation of the model via physical considerations typically (with the exception of some special cases, we always make simplifying assumptions here) entails considerably larger errors than the TP model transformation; thus, we can execute the TP model transformation in engineering cases without checking whether the result of the identification has a T-S fuzzy model structure or not, in order to reveal the T-S fuzzy structure or propose a T-S fuzzy model to be validated. If the validation is positive, then we accept the T-S fuzzy model as the output of the identification, irrespective of the kinds of identification applied. Note that in many cases, the relatively small (but nonzero) singular values may actually represent noise in the identification process, and hence, RHOSVD can be considered in the TP model transformation as a noise filtering step of the identification. After this, the TP model transformation to various further types of T-S fuzzy models would be exact, which is an important requirement in, e.g., control design.
In conclusion, the TP model transformation could be a final step of the identification and as a generalized "interface" could be, simultaneously, a preprocessing step for further design requirements (e.g., convex hull manipulation).
B. Generalized Takagi-Sugeno Fuzzy Model-Based Stability Verification
If a system has various different components given in different representations (i.e., the model is given by equations, the controller by fuzzy logic rules and the observer by neural network)-we say hybrid representations-then the stability proof is extremely difficult to derive. In this case, the multi-TP model transformation can be used to find the convex T-S fuzzy model representation of all components, such that all T-S fuzzy models have the same antecedent system, in order to apply LMI based stability or performance analysis in a straightforward way. As a matter of fact, if there is no exact T-S fuzzy model representation for a component, then the complexity tradeoff should be carefully executed, while considering the best achievable accuracy and/or performing validation as discussed in the previous section.
VI. EXAMPLES
A. Convex Hull Manipulation via TP + Model Transformation
This example shows how the TP + model transformation can be used to interpolate between different exact convex T-S fuzzy model representations of a given model. The example of this section starts with an HOSVD-based canonical form (e.g., transformed from the result of an identification) of a very simple qLPV state-space model. The example goes through a typical PDC design strategy, where the controller and observer are searched for in T-S fuzzy model form and their consequent vertices are designed via LMIs from the consequent vertices of the derived T-S fuzzy model. The example uses the TP + model transformation to systematically interpolate between the antecedent systems, hence the convex hull of the convex T-S fuzzy model representations of the given model for the design, and will show that the LMI based design leads to considerably different solutions or in many cases the LMIs are not feasible. Hence, this example also demonstrates that the LMI-based design is very sensitive to convex hull manipulation in full agreement with paper [17] in which the necessity of convex hull manipulation in LMI-based control design is proved. This example reveals an additional novelty, namely that if different convex T-S fuzzy models are applied for controller and observer design (if the separation theory is applicable), then we can further improve the resulting control performance. Since the example is very simple, we can drop the tensor notation.
1) Given Takagi-Sugeno Fuzzy Model: Assume the following T-S fuzzy model S(p(t)) = 3
r =1 w r (p(t))S r given in HOSVD-based canonical form, and assume that it has been validated for the identified qLPV system 
2) Manipulation of the Convex Takagi-Sugeno Fuzzy Model:
Let us execute the convex TP model transformation with SN, NN transformation (in Step 2) introduced by Yam. This leads to a Ruspini-partitioned antecedent function system that defines the vertices to form a convex hull around the given qLPV model. We also execute the CNO transformation that leads to an antecedent system such that the vertices form a tight convex hull around the given model; for more details about SN, NN, and CNO transformations, see [3] , [5] , [8] , [18] , and [19] S(p(t)) = In the next step, the TP + model transformation is executed. We define the linear interpolation between the antecedent membership function systems for all p(t) ∈ Ω such that
where λ ∈ [0, 1]. This means that we are tightening the convex hull with λ. Then, using the TP + model transformation, we determine the interpolated and exact T-S fuzzy model such that
3) Control Design: In order to provide an example of how the convex hull of the vertices influences the resulting control, we simply enlarge and tighten the convex hull by tuning λ. We search for the controller and the observer in the following structure:
x(t) = A(p(t))x(t) + B(p(t))u(t) + K(p(t))(y(t) −ŷ(t))
(26)
y(t) = C(p(t))x(t) and u(t) = −F(p(t))x(t).
Thus, the goal of the design is to find the vertices of the observer and controller as follows: (28) and
Let us apply very simple LMIs taken from [7] and [8] The first conclusion is that the LMIs are not feasible in the range of z = 1, . . . , 20. All of these Ruspini partitioned T-S fuzzy models are not good representations for the present LMI-based design. When we further tighten the convex hull for z = 21, . . . , 31, we find that the LMIs are feasible, which means that we can determine the T-S fuzzy controller. When we compare the resulting control performance for these controllers, we find that the stabilization time is almost the same; however, the maximum control value (which reflects on the conservativeness from this aspect) really depends on the applied convex hull. The maximum control value decreases as we get closer to the CNO-type tight convex hull (see Fig. 4 ) (control value 0 in Fig. 4 means that there is no feasible solution). z controller in Fig. 4 refers to the interpolated model S λ r which is used for the controller design. The figure shows the maximum of the control values for the same x(0), and one can see that when z increases to 31, in other words λ increases to 1 (which means that we are using increasingly tight convex hulls), then the maximum of the control value shows a drastically decreasing tendency. In conclusion, the results demonstrate the theoretical statements of [17] and clearly show that the manipulation of the antecedent fuzzy sets is necessary in control design, because the LMI optimizes the solution for the given T-S fuzzy model representation only, but not for the given system.
When we include the observer design, we find that the LMIs are not feasible in the range z = 1, . . . , 14 (an interesting point here is that the observer has decreased the infeasible range). Moving between z = 15, . . . , 30, the LMIs are feasible, and we find that at z = 16, we have the "best" result with regard to our comparison objectives, namely the smallest maximum of the control value (see Fig. 6 ). The stabilization time is almost the same in all cases. z controller,observer means that we use the same TP model representation (i.e., the same convex hull determined by the antecedent membership functions) for both the controller and observer design. Thus, the conclusion is that the tightest hull does not necessarily lead to the best solution. The antecedent An important point here is that including the observation with a proper convex hull improves the resulting control performance.
Since the separation theory applies here, we may simply use different TP models for the controller design and for the observer design. Fig. 7 shows how the maximum of the control values varies (control value 0 means that there is no feasible solution) for the same x(0) when the T-S fuzzy model used for the observer design (z observer ) is different from the T-S fuzzy model used for controller design (z controller ). Fig. 8 shows some inter- Fig. 8 . Maximum of the control value when the convex hull for the observer is modified. Fig. 9 . Maximum of the control value when the convex hull for the controller is modified.
sections of the surface depicted in Fig. 7 . It shows the changing of the control performance when the controller is fixed, but the convex hull of the observer is modified. Fig. 9 shows that the performance is rather variable when the observer is fixed and the convex hull of the controller is tightened.
One may continue and readily try various types of convex hulls systematically, since the execution of the TP + model transformation in the present case takes less than a minute on a regular computer. The conclusion of this simple example is that the convex hull can readily be manipulated by the TP + model transformation, and this may have considerable effects on the resulting control performances and the conservativeness of the solution. An additional conclusion is that we can achieve even better performance when we derive different T-S fuzzy models for controller and observer design. 
B. General Framework for Stability Verification via Multi-Tensor-Product Model Transformation
We investigate the example of the 3-DoF aeroelastic wing section. Very rich and deep investigations on the control design of the 2-DoF and 3-DoF aeroelastic wing section are available in a series of papers published in the Journal of Guidance and Dynamics and Control [77] - [82] . The goal of the design is to stabilize the pitch and the plunge motion of the wing by controlling the dynamics of the trailing edge actuator.
The qLPV model of the wing section is given in Appendix A. The challenge in the control design of the wing section is the strong nonlinearity and various phenomena such as limit cycle oscillation and even chaotic behavior emerging in the uncontrolled case. Assume that we face a situation where the observer-based output feedback design is complete and we have a fuzzy logic controller (see Appendix B) and neural network observer (see Appendix C) in the structure given in Fig. 10 for [8, 20] m/s. Further, assume that the performance of the controlled system is acceptable; see the results for a very critical wind speed in Fig. 11 , where the pitch and the plunge are shown alongside the controlled trailing edge, which has a direct effect on the dynamic motion of the wing and the control value of the dynamics of the trailing edge. However, no stability proof of the system is given. This example shows how the multi-TP model transformation is capable of transforming the given system components to convex T-S fuzzy models, such that the antecedent membership function systems are the same. Then, we can check the stability via the feasibility test of LMIs. We may also substitute the consequent systems into LMIs which can indicate a certain performance as well.
First of all, we execute the multi TP model transformation (with grid M = 137 × 137) on the system model, the observer, and the controller. As a result, we find that all of these can be given exactly by 2 × 3 vertices with the same CNO-type antecedent membership functions system as follows: 
K(p(t))
The CNO antecedent membership functions are shown in Fig. 12 . Once we have S r =1...6 , F r =1...6 , and K r =1...6 , we can use, for instance, quadratic stability analysis. In this case, when we substitute these vertices into the MATLAB quad stab function, for instance, we see that the stability is guaranteed. The execution of the multi-TP model transformation and the quad stab functions in MATLAB takes a few minutes; in contrast, the analytical derivations may be quite hard or even practically impossible in a reasonable amount of time.
VII. CONCLUSION
The paper has generalized the TP model transformation and integrated various features in order to obtain a tractable nonheuristic numerical framework for fuzzy rule base manipulation, such as HOSVD-based main component analysis, complexity reduction, and manipulation of antecedent fuzzy sets. Since the TP model transformation can be executed on various different kinds of representations, it can serve as a bridge to T-S fuzzy model-based theories of design and analysis. From a system control design perspective, this paper demonstrated that this new framework can be used to manipulate the T-S fuzzy model representation specifically for LMI-based control performance optimization. Thus, the paper came to the conclusion that the TP model transformation can be considered as a final step of various identification and modeling processes and can, at the same time, be regarded as a general "interface"-i.e., a preprocessing step-toward fulfilling further design requirements. It was shown that the TP model transformation can also be used to find T-S fuzzy representations of system components with the same parameter-dependent convex weightings, a property which directly leads to LMI-based system analysis and stability verification frameworks. In this sense, the results presented in this paper represent an attempt to resolve the main stability verification criticisms which are often leveled at fuzzy or any soft-computing-based control solutions. 
L and M above are accurate for the low-velocity regime.
The trailing-edge servo-motor dynamics is represented using a second-order system of the formÎ ββ + c β s e r v oβ + k β s e r v o β = k β s e r v o u β . Combining (33) and (39) , one can obtain the qLPV model of the system ẋ(t) y(t) = S(p(t)) x(t) u(t) (40) where x(t) = (ḣαβ h α β ) T and u(t) = u β .
It is assumed that only state variable α is measurable; thus, y = α is chosen as the output. The output matrix in the system matrix is the following: C = (0 0 0 0 1 0).
The nonlinear system matrix S(p(t)) depends on the free stream velocity U and pitch α; thus, parameter vector p(t) can be written as p(t) = ( U (t) α(t) )
T .
APPENDIX B FUZZY LOGIC CONTROLLER
The fuzzy logic controller has two inputs representing the elements of the parameter vector as α and U . Nine antecedent fuzzy sets are given on each input dimension. Thus, 81 linguistic fuzzy rules describe the control law. The output of the fuzzy controller is calculated by the T-S fuzzy model strategy. The antecedent sets are depicted in Fig. 14 . The output of the fuzzy engine are the feedback gains F(p(t)). The output of the controller is −F(p(t))x(t) estimated by the observer except the measurable α.
APPENDIX C NEURAL NETWORK OBSERVER
The observer is given by a three-layered neural network. Each layer has 25 neurons. Actually, each element of the K(p(t)) is computed by one neural network; therefore, in total, six neural networks are given.
