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Abstract
We study the Bernoulli property for a class of partially hyperbolic systems
arising from skew products. More precisely, we consider a hyperbolic map
(T,M,µ), where µ is a Gibbs measure, an aperiodic Hölder continuous cocycle
φ : M → R with zero mean and a zero-entropy flow (Kt, N, ν). We then study
the skew product
Tφ(x, y) = (Tx,Kφ(x)y),
acting on (M×N,µ×ν). We show that if (Kt) is of slow growth and has good
equidistribution properties, then Tφ remains Bernoulli. In particular, our main
result applies to (Kt) being a typical translation flow on a surface of genus
≥ 1 or a smooth reparametrization of isometric flows on T2. This provides
examples of non-algebraic, partially hyperbolic systems which are Bernoulli
and for which the center is non-isometric (in fact might be weakly mixing).
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1 Introduction
Chaotic properties of smooth dynamical systems have been an active area of
research for the last sixty years. One of the most chaotic property of a smooth system
is being isomorphic to an independent process, i.e. being a Bernoulli system. By
now, there are many examples of smooth Bernoulli systems, the main source of such
coming from algebraic setting. Bernoulli property is known to hold for ergodic toral
automorphisms [22], ergodic autmorphisms of nilmanifolds [14, 29], positive entropy
translations on irreducible quotients of semi-simple Lie groups [11, 18, 24]. There
are also Bernoulli systems outside algebraic world: Anosov maps [4, 35], Anosov
flows [27], hyperbolic billiards (with singularities) [9], suspensions of Anosov maps
[6, 28], certain compact group extension of Anosov diffeomorphisms [30]. However,
apart from algebraic systems, all examples of smooth Bernoulli systems have a very
strong restriction on possible behavior on the center space: the center is either trivial
or isometric. The main reason is that in the non-algebraic setting, the main tool
of establishing Bernoulli property is the geometric mechanism introduced in [24]
which, by its nature, puts the aformentioned strong restrictions on the center space.
We are interested in the Bernoulli property for (non-algebraic) partially hyper-
bolic systems which have a non-trivial growth on the center. Historically (see eg.
[17, 20, 23, 31]) a successful class of smooth systems for which various chaotic prop-
erties were studied are skew products. In the abstract setting, skew products are
defined as follows: fix T : (X, µ)→ (X, µ) (the base), S : (Y, ν)→ (Y, ν) (the fiber)
and a cocycle φ : X → Z. Then the skew product acting on (X × Y, µ× ν) is given
by
Tφ(x, y) = (Tx, S
φ(x)y). (1)
Skew products transformations are a rich source of K non-Bernoulli systems [2,
17, 19, 20]. On the other hand, in the measurable category, for T being the full
two-shift, some rank one S : (Y, ν) → (Y, ν) and some special cocycles φ (crucially
depending only on the zero-th coordinate), the skew product remains Bernoulli [7, 8].
To study skew products in smooth category, it is enough to take S = (St) to be a
smooth flow and a smooth cocycle φ : X → R in (1). In this setting however, the
measurable approach from [7, 8] breaks down as they crucially used the fact that
the cocycle depends on one (or finitely many) coordinates which is not compatible
with smoothness of φ. This is one of the reasons why, as mentioned above, there are
3no examples of non-algebraic Bernoulli systems for which the center has non-trivial
growth.
In this paper, we consider skew products Tφ of the following form:
• the base T : (M,µ) → (M,µ) is a hyperbolic diffeomorphism with µ being a
Gibbs measure;
• the cocycle φ : M → R is aperiodic (see Definition 2.2) and of zero mean;
• the fiber (Kt) : (N, ν)→ (N, ν) is quasi-elliptic (see Definition 1.1) and having
a regular generating partition (see Definition 1.2)
Our main result (see Theorem 1.3 and Corollary 1.4) is that under the above
assumptions the skew product Tφ is a Bernoulli system. In Section 6 we show that
the above assumptions on the fiber are satisfied forKt being a typical (in the measure
theoretic sense) translation flow on every surface of genus ≥ 1 and also for smooth
reparametrizations of linear flows on T2. Recall that by [3] it follows that a typical
translation flow is weakly mixing. Moreover, by [13, 34] it follows that there exist
weakly mixing smooth reparametrizations of linear flows on T2. As a consequence,
we provide first examples of non-algebraic smooth Bernoulli systems with non-trivial
growth on the center (in fact weakly mixing). This should be contrasted with a
recent result in [19], where the authors showed non-Bernoulliness of analogous skew
products on T2×T2, where Kt was a toral flow with a highly degenerated fixed point
(Kochergin flow). The difference is that unlike for Kochergin flows our examples
exhibit a slow divergence of nearby points at all scales (slow growth). We now pass
to a more precise description of our results.
1.1 Main results
Definition 1.1. We say, a flow (Kt, N, ν, d) is quasi-elliptic if there exist real pos-
itive sequences {ai}, {bi}, {δi} with
ai → +∞, ai
bi
→ 0, δi → 0, as i→∞
and a sequence {Ni ⊂ N} with ν(Ni) → 1, such that the following two conditions
hold:
(A) for any i ∈ N and any pair (y1, y2) ∈ Ni × Ni, there exists ty1,y2 ∈ [0, ai] such
that d(y1, K−ty1,y2y2) < δi;
(B) Kt is almost continuous along the orbits: there exists a sequence of sets (Zj),
ν(Zj) → 1 satisfying: for every j and every η > 0 there exists a ξj > 0 such
that for every |t| < ξj and every y ∈ Zj,
d(Kty, y) < η; (2)
4(C) for every ǫ > 0 there exists iǫ, jǫ such that ν(Zjǫ) > 1− ǫ, and for every i ≥ iǫ
for every y1, y2 as in (A),
d
(
Kty1, Kt−ty1,y2y2
)
< ǫ,
for every t ∈ [0, bi] for which Kty1 ∈ Zjǫ.
To better understand the definition we remark that condition (A) is related to
good equidistribution on the sets {Ni}, and (C) describes slow orbit divergence
along the subsequence {bi}.
Definition 1.2. We say a flow (Kt, N, ν, d) has a regular generating partition if
there exists a (finite) partition Q of N and t0 ∈ R such that
(1) the automorphism Kt0 is ergodic,
(2) Q is a generating partition for Kt0,
(3) limη→0 ν(Vη∂Q) = 0.
Here ∂Q is the union of the boundaries of atoms of Q, and Vη(∂Q) is the η neigh-
borhood of ∂Q (namely, all the points whose distance to ∂Q is less than η).
Our main result is:
Theorem 1.3. Let (ΣA, σ, µ) be a transitive subshift of finite type with a Gibbs meas-
ure µ and let φ : ΣA → R be an aperiodic (see Definition 2.2), Hölder continuous
function such that
∫
ΣA
φdµ = 0. Assume that (Kt, N, ν, d) is a quasi-elliptic ergodic
flow with a regular generating partition. Then the skew product (σφ,ΣA ×N, µ× ν)
is Bernoulli.
Let T ∈ Diff∞µ (M) be a hyperbolic diffeomorphism (admitting a Markov parti-
tion) with a Gibbs measure µ. It is well known ([4, 25]) that (T,M, µ) is isomorphic
to a subshift of finite type with a Gibbs measure, and there is a one to one map
from the space of Hölder functions on M to that on the shift space. With this
observation, we have
Corollary 1.4. Let T ∈ Diff∞µ (M) be a hyperbolic diffeomorphism (admitting a
Markov partition) with a Gibbs measure µ. Let (Kt, N, ν, d) be an ergodic, quasi-
elliptic flow with zero entropy, which admits a regular generating partition. Let
φ : M → R be an aperiodic smooth function with ∫
M
φdµ = 0. Then the skew
product (Tφ,M ×N, µ× ν) is Bernoulli.
In Section 6 we show that the class of quasi-elliptic flows with regular generating
partition includes typical translation flows and smooth reparametrizations of two-
dimensional linear toral flows. As a consequence we get:
Corollary 1.5. Let (T, φ) be as in Corollary 1.4. Then for every surface S of
genus ≥ 1 and a.e. translation flow Kt on S the corresponding skew product Tφ is
Bernoulli. The same holds if Kt is any C
1 smooth reparametrization of linear flow
on T2.
Acknowledgements: The authors are indebted to Dmitry Dolgopyat for many
insightful discussions.
52 Preliminaries
2.1 Subshifts of finite type
Let m ∈ N and A := {0, . . . , m− 1}. For A = (Aij) ∈Mm×m with Aij ∈ {0, 1},
we define
ΣA :=
{
x = (xj)j∈Z ∈ AZ : Axjxj+1 = 1
}
.
Let σ : ΣA → ΣA, σ((xj)j∈Z) = (xj+1)j∈Z. For t, s ∈ Z, we define the cylinder sets
by setting
C [at, . . . , at+s] := {x ∈ ΣA : xi = ai for i ∈ [t, t + s] ∩ Z}.
We assume that A is irreducible, which implies that σ : ΣA → ΣA is transitive.
Define a metric D2 on ΣA by D2(ω1, ω2) := 2−k for any ω1, ω2 ∈ ΣA, where k is
the largest positive integer such that (ω1)i = (ω2)i for any |i| < k.
In this paper, we are interested in the measure preserving system
σ : (ΣA, µ,D2)→ (ΣA, µ,D2),
where µ is a Gibbs measure with a Hölder potential. We refer the reader to [5] for
the more detailed definition of Gibbs measure. Here we will emphasize the main
property that we will use later.
If µ is a Gibbs measure, then it has a local product structure, namely µ is
equivalent to µ+ω × µ−ω locally. More precisely, there exist a δ > 0 and a Hölder
function hω(·) such that if D2(x, ω) < δ, then
d(µ+ω × µ−ω )
dµ
(x) = hω(x).
Let Hω1,ω2 be the canonical holonomy map (along stable manifolds) from Σ
+
A(ω1) to
Σ+A(ω2). Since µ is Gibbs, it follows that for any ǫ > 0, there exists a δ > 0 such
that if ω1, ω2 satisfies D2(ω1, ω2) < δ, then for any cylinder C ⊂ Σ+A(ω1),∣∣∣∣ µ+ω1(C )µ+ω2(Hω1,ω2C ) − 1
∣∣∣∣ ≤ ǫ. (3)
2.2 Rokhlin’s disintegration and conditional measures
Let Σ+A := {x = (xj)j∈N∪{0} ∈ AN : Axjxj+1 = 1} and Σ−A := {x = (x−j)j∈N ∈
AN : Axjxj+1 = 1}. For x ∈ ΣA we define the stable set (past)
Σ−A(x) := {y ∈ ΣA : yi = xi for i ≥ 0}
and the unstable set (future)
Σ+A(x) := {y ∈ ΣA : yi = xi for i < 0}.
6Note that every x ∈ ΣA can be uniquely written in the form x = (x−, x+), where
x− ∈ Σ−A and x+ ∈ Σ+A.
For i ∈ {+,−}, let πi denote the canonical projection from ΣA to ΣiA (πi(x) :=
xi). Let µi be the pushforward of µ by πi on ΣiA, i.e. µ
i = (πi)∗µ. We remark that
in general µ 6= µ− × µ+. This is one of the differences between the full shift and
subshifts of finite type.
We can also denote Σ−A(x) for x ∈ Σ+A since it fixes the future coordinates, and
analogously Σ+A(x) for x ∈ Σ−A. In particular, {Σ−A(x) : x ∈ Σ+A} forms a measurable
partition of ΣA. Therefore, by Rokhlin’s Theorem on disintegration of measures,
there exists a measurable map Φ that maps x ∈ Σ+A to a probability measure on
Σ−A(x), and satisfies for any measurable set U ∈ ΣA,
µ(U) =
∫
x∈Σ+
A
Φ(x)(U ∩ Σ−A(x))dµ+(x). (4)
We call Φ(x) the conditional measure of µ restricted to the stable set Σ−A(x). For
simplicity of notation, we denote it µ−x for x ∈ Σ+A. Analogously, we have another
family of conditional measures µ+x for x ∈ Σ−A.
2.3 Cocycles over subshifts of finite type
We first recall the following classical result (see eg. [35] or Proposition 1.2 in
[26]).
Lemma 2.1. For any Hölder continuous function φ : ΣA → R, there exist two
functions ϕ and h, such that
(1) ϕ is Hölder continuous, and only depends on the past,
(2) h is Hölder continuous,
(3) φ = ϕ+ h ◦ σ − h.
We remark that analogous statement holds if we replace past by future in the
above lemma. We will use the above lemma to simplify the description of atoms
of
∨∞
i=0 T
iR for any generating partition R in Lemma 4.5. This is crucial in later
construction of matching.
2.4 Mixing local limit theorem
Let σ : (ΣA, µ) → (ΣA, µ) be a transitive subshift of finite type (with µ being
a Gibbs measure). Let ψ ∈ Cβ(ΣA) be Hölder continuous with exponent β, and∫
ΣA
ψdµ = 0. Assume moreover that ψ is not a coboundary, i.e. there does not exist
a measurable solution h, to
ψ(x) = h(σx)− h(x).
7Let Sn(ψ)(x) =
∑n−1
k=0 ψ(σ
k(x)). Since ψ is not a coboundary, the well known
Central Limit Theorem (CLT) asserts that
µ({x : Sn(x)√
n
∈ I})→
∫
I
g̺(t)dt as n→∞.
Here g̺(t) = e
− 1
2
̺2t2 is the Gaussian density function with deviation ̺. The relation
of ψ and ̺ is given by the Green-Kubo formula,
̺2 =
∫
ψ2dµ+ 2
∞∑
n=1
∫
ψ(ψ ◦ σn)dµ.
We will need a refined version of CLT, together with the mixing property. For
this purpose, we introduce the following definition.
Definition 2.2. A function f : ΣA → R is periodic if there exist ρ ∈ R, g : ΣA →
R measurable, λ > 0 and q : X → Z, such that f = ρ + g − g ◦ σ + λq almost
everywhere. Otherwise, it is aperiodic.
Remark 2.3. We recall that by [26], if a Hölder cocycle f is periodic, then the
transfer function might be chosen to be Hölder continuous.
We adapt the definition in [12] to our case as follows.
Definition 2.4 ([12]). Let T : (X, µ) → (X, µ) and let ψ : X → R be square
integrable. We say that (T, ψ) satisfies the mixing local limit theorem (MLLT)
if there are some functions g and h, where h is bounded and µ-almost everywhere
continuous, such that ψ = g−h+h◦T , a number ̺ such that, as n→∞, the following
holds: for any bounded and continuous α, β : X → R and for any continuous and
compactly supported γ : R→ R, for any sequence ωn satisfying
|ωn − ω
√
n| ≤ K,
we have
√
n
∫
X
α(x)β(T nx)γ[Sn(ψ)(x)− nµ(ψ)− ωn]dµ(x)→ g̺(ω)µ(α)µ(β)
∫
γdu. (5)
The convergence is uniform once K is fixed and ω is chosen from a compact set.
Here u is a measure on R.
We also want to remark that MLLT holds for Anosov diffeomorphisms ([16]),
certain suspension flow over hyperbolic systems ([12]), certain systems admitting
Young towers ([15]). We will need MLLT for transitive subshifts of finite type (for
the proof see eg. [16]).
Theorem 2.5. Let σA be a transitive subshift of finite type with a Gibbs measure
µ. Then for every aperiodic, Hölder continuous function ψ, (σA, ψ) satisfies MLLT
with the measure u equivalent to Lebesgue measure on R.
8The following result is essential in next section.
Corollary 2.6. Let (σA, ψ, µ) with ψ aperiodic and
∫
ΣA
ψdµ = 0. Let C1,C2 ∈ ΣA
be two cylinder sets. Then for any k ∈ R and any compact interval I ⊂ R, we have
√
nµ({x ∈ C1, σnAx ∈ C2 : Sn(ψ)(x) ∈ k
√
n + I})→ µ(C1)µ(C2)g̺(k)u(I), (6)
as n→∞. Moreover the convergence is uniform if k is taken from a compact set.
Proof. This follows directly from the definition of MLLT and Theorem 2.5. Indeed,
since (σA, ψ) satisfies MLLT, one can approximate the characteristic functions χC1 ,
χC2 and γI = χI by a sequence of continuous functions.
3 CLT and MLLT for conditional measures
Proposition 3.1. Let (σA,ΣA, µ) be a transitive subshift of finite type with a Gibbs
measure µ. Assume ψ is aperiodic, depends only on the past and
∫
ΣA
ψ(x)dµ = 0.
Then for µ a.e. x the following holds: for any cylinder set C ⊂ ΣA for any k ∈ R
and any compact interval I ⊂ R,
√
nµ+x ({ω ∈ Σ+A(x) : σnA(ω) ∈ C , Sn(ψ)(ω) ∈ k
√
n+ I})→ µ(C )g̺(k)u(I),
as n→∞. Moreover the convergence is uniform if k is taken from a compact set.
Proof. Let I = [a, b], and fix small ǫ > 0. For any x ∈ ΣA, let Cℓ(x) := C [x−ℓ, · · · , x0].
For the ǫ, it is easy to see that there exists an ℓ ∈ N such that (3) holds for any
ω2 ∈ Cℓ(ω1), and also if ω, ωˆ ∈ Cℓ(x) and they have the same future, then
∞∑
i=0
|ψ(σiAω)− ψ(σiAωˆ)| ≤ ǫ/10. (7)
Indeed, the existence is guaranteed by the assumption that φ is Hölder and depends
only on the past.
Denote Wn,k(x, [a, b]) := {ω ∈ Σ+A(x) : σnA(ω) ∈ C , Sn(ψ)(ω) ∈ k
√
n+[a, b]}. For
any ω1 ∈ Cℓ(x), we claim that
Wn,k(ω1, [a + ǫ, b− ǫ]) ⊂ Hx,ω1(Wn,k(x, [a, b])) ⊂Wn,k(ω1, [a− ǫ, b+ ǫ]).
Indeed, this follows easily from the choice of ℓ, the definition of the holonomy map
H·,· and (7).
Therefore, by (3) and (7), for any ω1 ∈ Cℓ(x),
(1− ǫ)µ+ω1(Wn,k(ω1, [a+ ǫ, b− ǫ])) ≤ µ+x (Wn,k(x, [a, b]))
≤ (1 + ǫ)µ+ω1(Wn,k(ω1, [a− ǫ, b+ ǫ])). (8)
Now let Ŵn,k([a, b]) := {ω ∈ Cℓ(x) : σnA(ω) ∈ C , Sn(ψ)(ω) ∈ k
√
n + [a, b]}. By
integrating both sides of (8) for ω1 ∈ Cℓ(x), we have
(1−ǫ)µ(Ŵn,k([a+ǫ, b−ǫ])) ≤ µ+x (Wn,k(x, [a, b]))µ(Cℓ(x)) ≤ (1+ǫ)µ(Ŵn,k([a−ǫ, b+ǫ])).
9Now notice that by Corollary 2.6, as n→∞,
√
nµ(Ŵn,k([a− ǫ, b+ ǫ]))→ µ(Cℓ(x))µ(C )g(k)u([a, b] +O(ǫ)).
Hence from this, by letting ǫ→ 0 (ℓ→∞), we have
√
nµ+x (Wn,k(x, [a, b]))→ µ(C )g(k)u([a, b]).
This finishes the proof.
Proposition 3.2. Let (σA,ΣA, µ) be a transitive subshift of finite type associated
with a Gibbs measure µ. Assume ψ is aperiodic, depends only on the past and∫
ΣA
ψ(x)dµ = 0. Then for a.e. x, for any interval I ⊂ R, as n→∞
µ+x ({ω ∈ Σ+A(x) :
Sn(ω)√
n
∈ I})→
∫
I
g̺(t)dt.
Proof. This is an immediate consequence of Proposition 3.1.
4 Very weak Bernoulli property
Let T : (X,B, µ) → (X,B, µ) and let P := {P1, . . . Pk}, Q := {Q1, . . . , Qℓ} be
two partitions of X. Let P ∨ Q denote the least common refinement of P and Q,
i.e.
P ∨Q = {Pi ∩Qj : i ≤ k, j ≤ ℓ}.
We say that a partition R is generating if ∨+∞−∞ T iR = B. We will say that a
property is satisfied for ǫ a.e. atom of a partition P, if the measure of the union
of all atoms which don’t satisfy this property is less than ǫ. For two partitions
P = (P1, . . . Pk) and Q = (Q1, . . . Qk), let
d¯(P,Q) =
k∑
i=1
µ(Pi△Qi).
The definition of d¯ naturally extends to partitions on different spaces (see eg. (4)-(7)
in [24]). For two sequences of partitions {ξi}ni=1 and {ηi}ni=1, define
d¯
(
{ξi}ni=1, {ηi}ni=1
)
=
1
n
n∑
i=1
d¯(ξi, ηi).
For a partition Q and a set A ⊂ X let
Q|A := {Qi ∩A, i = 1, . . . , k}
be a partition of A with the normalized measure µA. Our strategy of showing that
a transformation is Bernoulli is to establish the very weak Bernoulli property with
respect to a generating partition R.
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Definition 4.1. A transformation T : (X,B, µ)→ (X,B, µ) is very weak Bernoulli
(VWB) if there exists a generating partition R satisfying the following: for every
ǫ > 0 there exists n > 0 such that for all m ∈ N, ǫ a.e. atom r of ∨mi=0 T iR satisfies
d¯
(
{T−iR}ni=1, {T−iR|r}ni=1
)
< ǫ, (9)
i.e. the unconditional distribution is ǫ close to the distribution conditioned on r.
We will use a different characterization of VWB systems. For this we recall
the definition of ǫ-measure preserving map. A map θ : (X, µ) → (Y, ν) is called
ǫ-measure preserving if there exists a set E ′ ⊂ X, µ(E ′) < ǫ and such that for every
A ∈ X \ E ′, we have ∣∣∣∣ν(θ(A))µ(A) − 1
∣∣∣∣ < ǫ.
We have the following lemma:
Lemma 4.2. A transformation T : (X,B, µ) → (X,B, µ) is VWB, if for every
ǫ > 0, there exists some n ∈ N and a measurable set G ⊂
∞∨
i=0
T iR (meaning it is
measurable with respect to this partition) such that µ(G) > 1− ǫ and for every pair
of atoms r, r¯ ∈ G, there is an ǫ-measure preserving map Φr,r¯ : (r, µr)→ (r¯, µr¯) and
a set L ⊂ r such that:
(1) µr(L) < ǫ, here µr is the conditional measure of µ with respect to
∞∨
i=0
T iR,
(2) If x /∈ L, x ∈ r, then #{i ∈ [1, n] : Φ(x)i = xi} ≥ (1− ǫ)n.
Proof. The proof is almost identical to an analogous statement (for weak Bernoulli
partitions) in [33] (in particular see the reasoning in (1)-(5) in [33]). The only
difference is that we require Φr,r¯ to be only ǫ-measure preserving (and in [33] the
map is measure-preserving). Fix ǫ > 0. Notice that (9) is equivalent to existence of
a set Gm ⊂
∨m
i=0 T
iR with µ(Gm) > 1− ǫ and such that for every r, r¯ ∈ Gm,
d¯
(
{T−iR|r}ni=1, {T−iR|r¯}ni=1
)
< ǫ, (10)
(see (2) in [33]). This, by Lemma 1.3. in [24] will follow if we show existence of
a ǫ/16-measure preserving map Φ = Φn,r,r¯ : {T−iR|r}ni=1 → {T−iR|r¯}ni=1 (with
normalized measures) and a set B ⊂ {T−iR|r}ni=1 with µ(B) < ǫ/16 such that
T iΦ(x) and T ix are in the same atom of R, for (1− ǫ)n proportion of i ∈ [1, n].
This is the only difference with the reasoning in [33], where it is said that (10) is
equivalent to the existence of a measure preserving map. Now the proof is identical
11
to the proof in [33] (see (2)-(4)). More precisely, one uses existence of regular
probabilities to define
{T−iR|r}ni=1, r ∈
∞∨
0
T iR,
and next we use martingale theorem to get an integer M and a set G ⊂ ∨∞0 T iR,
µ(G) > 1−ǫ and so that for m ≥M , r ∈ G which is a subset of some rm ∈
∨m
0 T
iR,
we have
d¯
(
{T−iR|r}ni=1, {T−iR|rm}ni=1
)
< ǫ.
This finishes the proof.
4.1 VWB property for skew products
Let σ : (ΣA, µ)→ (ΣA, µ) be a transitive subshift of finite type, φ : ΣA → R be
aperiodic in Cβ(ΣA), with
∫
φdµ = 0. Let moreover Kt : (N, ν, d)→ (N, ν, d) be an
ergodic flow of zero entropy. Let T = Tφ : (ΣA×N, µ×ν)→ (ΣA×N, µ×ν) be the
related skew product, T (x, y) := (σ(x), Kφ(x)y). By changing φ by a coboundary
(see Lemma 2.1), we may assume further φ depends only on the past. We emphasize
that, T is ergodic, eg. [10]. Let Pm := (P0, . . . , Pm−1) be the partition of ΣA into
cylinders C [ω0], and let Q be a regular1 partition of N . Let R := Pm × Q be the
partition of ΣA ×N .
Lemma 4.3. If Kt0 is ergodic, and Q is a generating regular partition (for Kt0) on
N then Pm ×Q is a generating partition for T .
To prove the above lemma, we need the following result:
Lemma 4.4. If φ is aperiodic, then for µ a.e x ∈ ΣA,
{Sn(φ)(x)}n∈Z,
is dense in R.
Proof. Recall, [1, 32], that a number a ∈ R is called an essential value of the cocycle
φ if for every measurable C ∈ ΣA with µ(C) > 0, and every ǫ > 0 there exists N
such that
µ
(
C ∩ (σ−NA C) ∩ {x ∈ ΣA : |SN(φ)(x)− a| < ǫ}
)
> 0.
Let E(φ) denote the set of essential values. Assume that for a positive measure set
A ⊂ X, {Sn(φ)(x)}n∈Z is not dense. This means that there exists a number a ∈ R,
which is not an essential value of φ. Since the set of essential values is a closed
subgroup of R (see [1, 32]) it follows that E(φ) = bZ for some b ∈ R. This however
is a contradiction with the aperiodicity assumption of φ (see eg. Corollary 8.3.5. in
[1]).
1Recall that this means that ν(Vη(∂Q))→ 0 as η → 0.
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Proof of Lemma 4.3. Since Q is regular, it follows that ν(∂Q) = 0. Therefore, for
some Z ⊂ N , ν(Z) = 1 and any y, y′ ∈ Z, there exists r0 ∈ Z such that Kr0t0(y)
and Kr0t0(y
′) are not in one atom of Q and moreover, Kr0t0(y), Kr0t0(y′) /∈ ∂Q.
Notice first that if for every n ∈ Z, T n(x, y) and T n(x′, y′) are in the same atom
of R, then x = x′ (since Pm is generating for σA). We will show that y = y′
(for y, y′ in a full measure set). If not, then for every n ∈ Z, KSn(φ)(x)(y) and
KSn(φ)(x)(y
′) are in one atom of Q. Let x be such that {Sn(φ)(x)}n∈Z is dense in R
(this holds for a full measure set of x ∈ ΣA). Let (ni) be such that Sni(φ)(x)→ r0t0.
Then for a full measue set Z ′ ∈ N , and w ∈ {y, y′}, KSni (φ)(x)(w) → Kr0t0(w).
But since Kr0t0(y), Kr0t0(y
′) /∈ ∂Q, it follows that for large enough i, we have that
KSni (φ)(x)(y) andKSni(φ)(x)(y
′) are in different atoms ofQ. This contradiction finishes
the proof.
We have the following result adapted to our setting:
Lemma 4.5. For µ almost every atom r ∈ ∨∞i=0 T iR, there exist a y0 ∈ N and a
s ∈ ΣA such that (µ× ν)r almost everywhere,
r = {(x, y) : y = y0, x ∈ Σ+A(s)} = Σ+A(s)× {y0}.
Proof. This follows from Lemma 3.3 in [19] and the fact that φ only depends on the
past.
If an atom r = Σ+A(x)×{z}, then the conditional measure on r is µ+x × δz, where
δz is the Dirac measure at the point z. To simplify the notation, we will use µ
+
x,z
instead of µ+x × δz. The following proposition is important in proving the VWB
property.
Proposition 4.6 (VWB property). Assume T is the skew product with the fiber Kt
of zero entropy and that Q is a finite partition of N such that Pm×Q is generating
for T . Then T is very weak Bernoulli with respect to Pm×Q if and only if for every
ǫ > 0, there exist a nˆ ∈ N and a measurable set G ⊂ ΣA ×N with µ× ν(G) > 1− ǫ
such that if (x, z), (x¯, z¯) ∈ G, there exists an ǫ-measure preserving map Φ(x,z),(x¯.z¯) :
(Σ+A(x)× {z}, µ+x,z)→ (Σ+A(x¯)× {z¯}, µ+x¯,z¯) and a set U ⊂ Σ+A(x)× {z} such that:
(1) µ+x,z(U) > 1− ǫ,
(2) #{i ∈ [1, nˆ] : T i(x−, y, z) and T i(x¯−,Φ(x,z),(x¯,z¯)(y, z)) are in the same Pm ×
Q atom} ≥ (1− ǫ)nˆ if (y, z) ∈ U .
Proof. The proof is similar to Proposition 3.2 in [19]. By Lemma 4.5, there exists a
full measure set such that each atom in
∨∞
i=0 T
iR is of the form Σ+A(·)× {·}. Then
the proposition follows from the Lemma 4.2.
5 Proof of Theorem 1.3
We will show that under the assumptions of Theorem 1.3 the assumptions of
Proposition 4.6 are satisfied. Since the proof is quite involved, we split it into
several parts.
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5.1 Summary of notations and setup
Fix a subshift of finite type (ΣA, σ, µ,D2), and an ergodic flow (N,Kt, ν, d). Let
φ : ΣA → R be a Hölder function such that
∫
M
φdµ = 0 and assume it is aperiodic.
By Lemma 2.1, φ is cohomologous to a Hölder function that only depending on the
past, thus WLOG2 assume φ(ω) depends only on the past of ω.
Let Σ−A(x), Σ
+
A(x) be the stable and unstable set at x respectively. For x ∈ ΣA, we
will consider x = (x−, x+) for x− = (· · · , x−1, x0) ∈ Σ−A and x+ = (x1, x2, · · · ) ∈ Σ+A.
By Lemma 4.5, the unstable manifold of the skew product on ΣA × N is almost
everywhere identified to Σ+A(·)×{·}. Due to this, let µ+x,z := µ+x×δz be the conditional
measure when restricted to unstable manifold (set) of Tφ on the product space
ΣA ×N .
Let Pm := (P0, . . . , Pm−1) be the partition of ΣA into cylinders C [ω0]. Let Q
be a finite regular partition of N , such that R := Pm ×Q is generating for Tφ and
limη→0 ν(Uη∂Q) = 0. This is guaranteed by our assumption on Kt and Lemma 4.3.
Fix a sufficiently small ǫ > 0. Let c ∈ (0, 1
10
) be such that ν(Vc(∂Q)) < ǫ100 . Let
a = a(c, ǫ) > 100 be fixed such that
• 10ǫa ≤ c,
• 2−[ǫ−a]β ≪ ǫ4a, here β is the Hölder exponent,
• if D2(x1, x2) ≤ 2−[ǫ−a]+1, then for any cylinder C ⊂ Σ+A(x1) (see (3)),∣∣∣∣ µ+x1(C )µ+x2(Hx1,x2C ) − 1
∣∣∣∣ ≤ ǫ/4. (11)
Let c > ξ > 0 and j := jǫ2 ∈ N (in (C)) be such that for every y ∈ Z := Zj
d(Kty, y) < c/20 (12)
for every |t| < ξ (see (2)) and ν(Zj) ≥ 1−ǫ2. If necessary, by enlarging a or choosing
smaller c, we may assume ξ ≥ ǫ3a.
5.2 Cylinder sets
To construct the matching map, we will work with certain cylinder sets. We
define them as follows. For any ω ∈ ΣA, denote
B(ω) :=
{
ωˆ ∈ ΣA : ωˆj = ωj, −[ǫ−a] ≤ j ≤ [ǫ−a]
}
,
Bk(ω, n) :=
{
s ∈ Σ+A(ω) : Sn(φ)(s) ∈ (k
√
n− ξ
20
, k
√
n+
ξ
20
)
}
and
Bˆk(ω, n, α) := Bk(ω, n) ∩ (σ−n(B(α))).
The following result gives the estimates on µ+ω (Bˆk(ω,m, α)).
2Recall that if two cocycles φ and φ¯ are cohomologus, then the corresponding skew products
are isomorphic.
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Lemma 5.1. Fix k ∈ R, α ∈ ΣA, for almost every ω ∈ ΣA, then
√
nµ+ω (Bˆk(ω, n, α))→ u(−ξ/20, ξ/20) · g̺(k)µ(B(α)), as n→∞.
Moreover, the convergence is uniform for k in any fixed compact subset of R.
Proof. This is an immediate consequence of Proposition 3.1.
By Proposition 3.2, there exist a set Σ3 ⊂ ΣA with µ(Σ3) ≥ 1 − ǫ2, k0 > 0 and
n0 > 0 such that for any ω ∈ Σ3, n ≥ n0
µ+ω ({s ∈ Σ+A(ω) : |Sn(φ)(s)| ≥ k0
√
n}) < ǫ2. (13)
We may enlarge a if necessary, so that k0 ≤ ǫ−a.
Let uξ := u(−ξ/20, ξ/20). By Lemma 5.1, there exist a set Σ4 ⊂ Σ3 with
µ(Σ4) ≥ 1− 2ǫ2 and n1 ≥ n0, such that for any n ≥ n1 and k ∈ [−k0, k0],
|√nµ+ω (Bˆk(ω, n, α))− uξ · g̺(k)µ(B(α))| ≤ ǫ10aµ(B(α)).
Notice that the above inequality is equivalent to
uξ · g̺(k)− ǫ10a√
n
µ(B(α)) ≤ µ+ω (Bˆk(ω, n, α)) ≤
uξ · g̺(k) + ǫ10a√
n
µ(B(α)). (14)
Let’s remark that, by the definitions of k0, n1 (see (13)), for any ω ∈ Σ4 and
n ≥ n1,
µ+ω
( ⋃
α∈ΣA
⋃
k∈[−k0,k0]
Bˆk(ω, n, α)
)
= µ+ω (
⋃
α∈ΣA
⋃
k∈[−k0,k0]
[Bk(ω, n) ∩ σ−n(B(α))])
= µ+ω (
⋃
k∈[−k0,k0]
Bk(ω, n)) ≥ 1− 2ǫ2. (15)
5.3 Good subsets on ΣA ×N
We will find “good” points (with respect to Tφ) on the fiber N as well as on the
ΣA ×N .
Since Tφ is ergodic, by Birkhoff ergodic theorem, there exist L1 > 0 and a subset
V ⊂ ΣA × N with µ × ν(V ) ≥ 1 − ǫ2 such that for any (x, z) ∈ V there exists a
subset and any L ≥ L1,
1
L
L−1∑
j=0
χΣA×Vc(∂Q) ◦ T jφ(x, z) < ǫ/20, and
1
L
L−1∑
j=0
χΣA×Z ◦ T jφ(x, z) > 1− ǫ/20. (16)
By the definition of quasi-elliptic, there is an i ≥ iǫ2a (in C), such that
ν(Ni) ≥ 1− ǫ
3
100
, ai ≥ 10k20n1 + 100L1 + ǫ−100a,
ai
bi
≤ ǫ1000a, δi ≤ ǫ10a. (17)
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Let S1 := V ∩ (Σ4 ×Ni).
Now by Lemma 4.5, there exists a full measure subset Γ0 ⊂
∨∞
i=0 T
i
φR, such that
if r ∈ Γ0, then there exists a z0 ∈ N and a s ∈ ΣA such that (µ× ν)r a.e.
r = {(x, z) : z = zr, x ∈ Σ+A(s)} = Σ+A(s)× {zr}.
Let
Γ1 = {r = Σ+A(s)× {zr} ∈ Γ0 : (s, zr) ∈ S1, µ+s,zr(r\S1) < ǫ/40}.
Since µ+x,zr is a disintegration of µ× ν, it follows that
µ× ν(Γ1) ≥ 1− ǫ. (18)
5.4 Construction of the matching
Now fix two atoms r1, r2 ∈ Γ1. By the definition of Γ1 and Lemma 4.5, there are
x, x¯ and z, z¯ ∈ Ni such that (x, z) ∈ S1 and
r1
a.e.
= Σ+A(x)× {z}, r2 a.e.= Σ+A(x¯)× {z¯}.
Since z, z¯ ∈ Ni,
d(z,K−ℓz¯) < δi for some ℓ ∈ [0, ai] (19)
Fix n2 ≥ n1 such that
d(∂Q, KSn2 (φ)(x)(z)) ≥ c, and ǫ−20aai ≤
√
n2 ≤ ǫ800abi. (20)
This is possible because (x, z) ∈ S1, ai ≥ 100L1, and aibi < ǫ1000a.
Firstly, in order to construct the matching, we will start with the following two
sets for any fixed α ∈ ΣA:
Bα :=
⋃
k∈[−k0,k0]
Bˆk(x, n2, α), and B¯α :=
⋃
k∈[−k0,k0]
Bˆk(x¯, n2, α)
For any k ∈ [−k0, k0], let
Ψ(k) := k − ℓ√
n2
. (21)
Notice that by the choice of n2 and ℓ ≤ ai, it follows that ℓ ≤ ai ≤ ǫ20a√n2. So it
follows immediately that
Ψ([−k0 + ǫ10a, k0]) ⊂ [−k0, k0].
Let I be the (finite) set of k’s of maximal cardinality such that,
Bα =
⋃
k∈I
Bˆk(x, n2, α)
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and for any k 6= k′ ∈ I,
Bˆk(x, n2, α) ∩ Bˆk′(x, n2, α) = ∅.
Since by definition, for any y ∈ Bˆk(x, n2, α), Sn2(φ)(y) ∈ (k
√
n2− ξ20 , k
√
n2 +
ξ
20
), it
follows that #I ≈ 20k0√n2/ξ.
Let
B˜α :=
⋃
k∈Ψ(I)∩[−k0,k0]
Bˆk(x¯, n2, α) ⊂ B¯α.
Since Ψ : Ψ−1(Ψ(I) ∩ [−k0, k0])→ Ψ(I) ∩ [−k0, k0] is a translation, and ℓ√n2 ≤ ǫ20a,⋃
k∈[−k0+ǫ10a,k0]
Bˆk(x¯, n2, α) ⊂ B˜α,
thus it follows that
B¯α\B˜α ⊂
⋃
k∈[−k0,−k0+ǫ10a]
Bˆk(x¯, n2, α),
hence by Proposition 3.1 (and smoothness of the function g̺) that
µ+x¯ (B˜α) ≥ µ+x¯ (B¯α)− ǫ3.
For any k ∈ I, we compare the measures of Bˆk(x, n2, α) and BˆΨ(k)(x¯, n2, α). In
fact, by triangle inequality and (14), decreasing ξ if necessary to get uξ < 1 (recall
that u is equivalent to Lebesgue),∣∣∣µ+x (Bˆk(x, n2, α))− µ+x¯ (BˆΨ(k)(x¯, n2, α))∣∣∣ ≤
∣∣∣∣µ+x (Bˆk(x, n2, α))− uξ g̺(k)µ(B(α))√n2
∣∣∣∣+∣∣∣∣µ+x¯ (BˆΨ(k)(x¯, n2, α))− uξ g̺(Ψ(k))µ(B(α))√n2
∣∣∣∣+ |g̺(k)− g̺(Ψ(k))|uξ · µ(B(α))√n2
≤ ǫ
10a
√
n2
µ(B(α)) +
ǫ10a√
n2
µ(B(α)) +
ǫ10auξ · µ(B(α))√
n2
≤ 3ǫ
10a
√
n2
µ(B(α)). (22)
Now since φ depends only on the past, Sn2(φ)(x
−, y1) = Sn2(φ)(x
−, y2) as long
as (σj(y1))0 = (σ
j(y2))0 for any 1 ≤ j ≤ n2. This means that for each k ∈ I,
Bˆk(x, n2, α) (and also Bˆk(x¯, n2, α)) is a union of cylinders of the form
C [ω0, ω1, ω2, · · · , ωn2] ⊂ Σ+A(x) (Σ+A(x¯) respectively).
Let
∏
α :=
∏
α(k, x, n2, [b
2
i /k
2
0]) be the set of cylinders of the form
C [ωn2+1, · · · , ω[b2i /k20 ]]
such that for any cylinder C ⊂ Bˆk(x, n2, α), C =
⋃
C1∈
∏
α
(C ∩ C1). In particular
(since Bˆk(x, n2, α) is a union of cylinders),
Bˆk(x, n2, α) =
⋃
C1∈
∏
α
(Bˆk(x, n2, α) ∩ C1). (23)
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Lemma 5.2. For any cylinder C ⊂ Bˆk(x, n2, α), and Ĉ ⊂ BˆΨ(k)(x¯, n2, α), there is
an ǫ/4 measure preserving map Φk,α,C : C → Ĉ that maps C ∩C1 to Ĉ ∩C1 for any
C1 ∈
∏
α.
Proof. Notice that if ω1 ∈ C and ω2 ∈ Ĉ , then it follows by the definition of
Bˆk(x, n2, α) that
D2(σn2ω1, σn2ω2) ≤ 2−[ǫ−a].
Therefore by (11), there is an ǫ/4 measure preserving map (given by the holonomy
map) that maps σn2(C ∩C1) to σn2(Ĉ ∩C1) for any C1 ∈
∏
α. By invariance of the
conditional measure, it follows that there is an ǫ/4 measure preserving map Φk,α,C
that maps C ∩ C1 to Ĉ ∩ C1 for any C1 ∈
∏
α.
Now combining (22), (23) and the above lemma, by discarding a set of measure at
most 3ǫ
10a√
n2
µ(B(α)) from the set Bˆk(x, n2, α) or BˆΦ(k)(x¯, n2, α), we get an ǫ/4 measure
preserving map Φk,α from Bˆk(x, n2, α) to BˆΨ(k)(x¯, n2, α) that maps C ∩C1 to Ĉ ∩C1
for any C1 ∈
∏
α.
Combining all {Φk,α}k∈I , we thus obtain an ǫ/4 measure preserving map Φα from
Bα to B¯α, by possibly discarding a subset of measure (from (22))
#I · 3ǫ
10a
√
n2
µ(B(α)) ≤ 60k0ǫ10a/ξµ(B(α)) ≤ ǫ5aµ(B(α)), (24)
here we uses the fact that ǫ3a ≤ ξ and k0 ≤ ǫ−a.
Moreover, by the definition of Φα (more precisely Φk,α), it follows that for every
y ∈ Bk(x, n2, α) ∩ C1, we have that Φk,α(y) ∈ BΨ(k)(x, n2, α) ∩ C1 for any C1 ∈
∏
α,
which, by the definiton of Ψ (see (21)) implies that (recall that φ depends only on
the past)
Sn2(φ)(x
−, y)− Sn2(φ)(x¯−,Φα(y)) = ℓ+ θ, (25)
for some θ := θy,Φα(y) ∈ (− ξ20 , ξ20). Moreover, for every ℓ ∈ [n2, [b2i /k20]],
yℓ = Φ(y)ℓ. (26)
Varying α, by possibly discarding a set of total measures at most (from (15)
and (24)) 4ǫ2 + 2ǫ5a ≤ ǫ/2, we can now glue the maps {Φα}α, to obtain an ǫ/2
measure preserving map Φ¯ : Σ+A(x) × {z} → Σ+A(x¯) × {z¯}. We now intersect the
sets Σ+A(x) × {z} and Σ+A(x¯) × {z¯} with S1 (see the definition of Γ1). By further
discarding the set of points in (Σ+A(x)×{z})∩S1 and (Σ+A(x¯)×{z¯})∩ S1 for which
(13) holds, and noticing the measure estimate in (13) and the definition of Γ1, we
can restrict Φ¯ to obtain an ǫ-measure preserving map
Φ : Σ+A(x)× {z} → Σ+A(x¯)× {z¯}. (27)
We have the following:
Lemma 5.3. For any n ∈ [n2, [b2i /k20]],
Sn(φ)(x
−, y)− Sn(φ)(x¯−,Φ(y)) = Sn2(φ)(x−, y)− Sn2(φ)(x¯−,Φ(y)) +O(ǫ4a). (28)
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Proof. Notice first that by cocycle identity, for any n ≥ n2,
Sn(φ)(x
−, y)− Sn(φ)(x¯−,Φ(y))− (Sn2(φ)(x−, y)− Sn2(φ)(x¯−,Φ(y)))
= Sn−n2(φ)(σ
n2(x−, y))− Sn−n2(φ)(σn2(x¯−,Φ(y)))
=
n−n2∑
j=1
[
φ(σn2+j(x−, y))− φ(σn2+j(x¯−,Φ(y)))] . (29)
Since φ is Hölder, there are a constant C2 > 0 and a β > 0 such that for any
ω1, ω2 ∈ ΣA,
|φ(ω1)− φ(ω2)| ≤ C2[D2(ω1, ω2)]β.
Notice the definition of Φ (in particular (26)) (and the fact that σn2A (y), σ
n2
A (Φy) ∈
B(α)), we have∣∣φ(σn2+j(x−, y))− φ(σn2+j(x¯−,Φ(y)))∣∣ ≤ C2[D2(σn2+j(x−, y), σn2+j(x¯−,Φ(y)))]β
≤ C22−(j+[ǫ−a])β. (30)
Therefore by (30), the absolute value of (29) is bounded from above by
C2
n−n2∑
j=1
2−(j+[ǫ
−a])β ≤ C22−[ǫ−a]β
∞∑
j=1
2−jβ = C22−[ǫ
−a]β ≪ ǫ4a.
This finishes the proof of (28).
5.5 Concluding the proof
We are now able to conclude the proof of Theorem 1.3 by applying Proposition
4.6.
For every ǫ > 0, let nˆ := [b2i /k
2
0 − 1] and G := {(s, zr) : r = Σ+A(s)× {zr} ∈ Γ1}
(by (18), µ(G) ≥ 1 − ǫ). Let Φ : Σ+A(x) × {z} → Σ+A(x¯) × z¯ be the ǫ- measure
preserving map constructed above (see (27)). Let U ⊂ Σ+A(x) × {z} be the set on
which Φ is defined. Since Φ is ǫ-measure preserving it follows that (1) in Proposition
4.6 holds.
Lemma 5.4. For any y ∈ Σ+A(x) (for which Φ is defined),
#
{
j ∈ [1, nˆ] : T
j(x−, y, z) and T j(x¯−,Φ(x,z),(x¯,z¯)(y, z))
are in the same atom of Pm ×Q.
}
≥ (1− ǫ)nˆ.
Proof. Notice that by (25) and Lemma 5.3 for every j ∈ [n2, nˆ],∣∣∣(Sj(φ)(x−, y)(z)− Sj(φ)(x¯−,Φ(y))(z¯))− ℓ∣∣∣ ≤ θ +O(ǫ4a)
Therefore, for some θ¯ := θ +O(ǫ4a) < ξ/10,
KSj(φ)(x¯−,Φ(y))−θ¯(z¯) = KSj(φ)(x−,y)(z)−ℓ(z¯).
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So for every j ∈ [n2, nˆ] for which KSj(φ)(x¯−,Φ(y))(z¯) ∈ Z, by (12),
d
(
KSj(φ)(x¯−,Φ(y))(z¯), KSj(φ)(x−,y)(z)−ℓ(z¯)
)
< c/20. (31)
Moreover, since by definition y ∈ Σ+A(x) satisfies the estimate in (13), it follows that
|Sj(φ)(x−, y)(z)| ≤ k0
√
j ≤ k0
√
nˆ ≤ k0(bi/k0) ≤ bi. Therefore, by (19) and (C) in
the definition of quasi-elliptic, for every j ∈ [n2, nˆ] for which KSj(φ)(x−,y)(z)(z) ∈ Z
d
(
KSj(φ)(x−,y)(z)(z), KSj(φ)(x− ,y)(z)−ℓ(z¯)
)
< c/100.
This together with (31) implies that for every j ∈ [n2, nˆ] for whichKSj(φ)(x¯−,Φ(y))(z¯) ∈
Z and KSj(φ)(x−,y)(z)(z) ∈ Z, we have
d
(
KSj(φ)(x−,y)(z)(z), KSj(φ)(x−,Φ(y))(z¯)(z¯)
)
< c/10.
This implies that for every j ∈ [n2, nˆ] for which KSj(φ)(x¯− ,Φ(y))(z¯) ∈ Z \ Vc(∂Q) and
KSj(φ)(x−,y)(z)(z) ∈ Z,
KSj(φ)(x−,y)(z)(z) and KSj(φ)(x−,Φ(y))(z¯)(z¯) are in one atom of Q.
By the definition of Φ, (x−,Φ(y), z¯) ∈ S1 and so by (16) it follows that the proportion
of such j ∈ [n2, nˆ] is at least (1−ǫ)nˆ (we also use that, by (20), we have n2 ≤ c20ǫ8nˆ).
Moroever, by (26), for every j ∈ [n2, nˆ], σjA(y) is in the same atom of Pm as σjA(Φ(y)).
Therefore, for at least (1− ǫ)nˆ proportion of j ∈ [n2, nˆ]
T j(x−, y, z) and T j(x¯−,Φ(y), z¯) are in one atom of Pm ×Q.
This finishes the proof.
This lemma finishes the proof of (2) in Proposition 4.6, hence completing the
proof of Theorem 1.3.
6 Quasi-elliptic flows
In this section we show that some natural flows are quasi-elliptic and each one of
them has a regular generating partition. Let T : (Y, ν, d) → (Y, ν, d) be an ergodic
automorphism and let ψ ∈ L1+(ν). Let T ψ denote the corresponding special flow, ie
the flow on
Y ψ := {(x, s) : x ∈ Y, s < ψ(x)}
given by
T ψ(x, s) := (T nx, s + t− Sn(ψ)(x)),
where n ∈ Z is unique such that Sn(ψ)(x) ≤ t+ s < Sn+1(ψ)(x). The flow preserves
the measure νψ which is the product measure restricted to Y ψ. Moreover, let d˜ be
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the product metric on Y ψ. Then it is easy to see that (B) is satisfied for T ψ (with
the metric d˜) and
Zj := {(x, s) : ǫj < s < ψ(x)− ǫj}.
Assume now that there exists a sequence of towers Tn :=
⋃
t<hn
T ψt Bn, where Bn ⊂
Y , supt<hn diam(T
ψ
t Bn) → 0 and T ψt Bn ∩ T ψt′ Bn = ∅ for 0 ≤ t < t′ < hn. Assume
moreover that
ν(Bn∩Tψhn (Bn))
ν(Bn)
→ 1.
Lemma 6.1. Under the above assumptions, the flow T ψ is quasi-elliptic.
Proof. As mentioned above, (C) holds. Let (Mn) be a sequence tending to +∞ such
that ν(B˜n)→ 1, where
B˜n := ∩Mni=0T ψ−ihn(Bn).
Let δi := 1/2maxt≤hi diam(TtBi), ai = 2hi and bi = 1/2Mihi and define
Ni :=
( ⋃
t<hi
T ψt B˜i
)
∩
{
(x, s) : δi ≤ s ≤ ψ(x)− δi}
Notice that ν(Ni)→ 1 as i→ +∞. Take any (y, s), (y′, s′) ∈ Ni. Then (y, s) ∈ T ψt1 B˜i
and (y′, s′) ∈ T ψt2 B˜i. If 0 < t1 ≤ t2 < hi we set ty1,y2 := t2− t1 ∈ [0, hi], otherwise, i.e.
if t1 > t2, we set ty1,y2 = t2− t1+hi ∈ [0, 2hi]. It then follows by the definition of B˜i
that (y, s) and T ψty1,y2 (y
′, s′) are in one level of
(⋃
t<hi
T ψt B˜i
)
and (by the definition
of δi), d((y, s), K−ty1,y2 (y
′, s′)) < δi (the metric is just the product metric, see the
definition of Ni). This gives (A). For (C) notice that⋃
t<Mihi
T ψ(B˜n) ⊂
⋃
t<hi
T ψ(Bn).
By the above, (y, s) and (y′, s′) are in one level of T ψt¯ (B˜n) for some t¯ < 2hi. There-
fore, for every t0 < bi = 1/2Mihi, we have that T
ψ
t0(y, s) and T
ψ
t0(y
′, s′) are in one
level of T ψt Bn for some t < hi. So if T
ψ
t (y, s) ∈ Zj0 for t < bi(where j0 is the smallest
such that νψ(Zj0) ≥ 1− ǫ2), then for sufficiently large i,
d
(
T ψt (y, s), T
ψ
t−ty1,y2 (y, s)
)
< ǫ.
So we get that (C) holds. This finishes the proof.
Let S be a translation flow on a surface of genus g. Then it has a special
representation over an interval exchange transformation and piecewise constant roof
function ψ. It follows by a result of Katok, [21], that almost every (in the measure
theoretic sense) such special flow is rigid with a sequence of towers Tn, νψ(Tn)→ 1.
and the base of the tower Bn being an interval. In this case rigidity implies that
ν(Bn∩Tψhn (Bn))
ν(Bn)
→ 1. It then follows from the above lemma that a.e. translation
flow is quasi-elliptic. We recall that by [3], a.e. translation flow is weakly mixing.
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Analogously, if T is an irrational rotation by α and ψ is a C1 function, then it follows
that the corresponding flow T ψ is also rigid and analogously to the case of translation
flows, quasi elliptic. Such flows arise as representations of reparametrizations of
linear flows on the two dimensional torus. Moreover, if the rotation is sufficiently
Liouvillean, then [13], the corresponding special flow is also weakly mixing (for some
roof functions ψ).
We also have the following lemma:
Lemma 6.2. Let T : (Y, ν, d) → (Y, ν, d) be an ergodic automorphism such that
there exists a regular generating partition3 for T . Let ψ be a piecewise Lipshitz
function. Then the corresponding special flow T ψ has a regular generating partition
(see Definition 1.2).
Proof. Let ǫ > 0 be small enough (depending on ψ and T ). By intersecting Q =
(Q1, . . . , Qk) with balls of radius ǫ/2 we can assume that max diam(Qi) < ǫ. Let
then Qψ be the partition of Y ψ where we partition each set
{(x, s) : x ∈ Qi},
into rectangles of height ǫ, until we hit the graph, in which case this neighborhood
of the graph is one additional atom. Let t0 < ǫ
2 be such that T ψt0 is ergodic (recall
that an ergodic flow can have at most countably many non-ergodic times). Take
(y, s) and (y′, s′) and let n ∈ Z be such that T ny and T ny′ are in different atoms
of Q. Assume WLOG that n > 0 (if not, we argue in the negative direction). Let
m = m(n) be the smallest such that d(T ψmt0(y, s), (T
ny, 0)) < ǫ (such m exists by the
definition of t0). If for every 0 ≤ k < m the points T ψkt0(y, s) and T ψkt0(y′, s′) are in one
atom of Qψ, then it follows that if the first coordinate of T ψkt0(y, s) is T iky, then the
first coordinate of T ψkt0(y
′, s′) is T iky′. Indeed if k0 < m was the smallest for which
the first coordinates of T ψk0t0(y, s) and T
ψ
k0t0
(y′, s′) are different, then T ψ(k0−1)t0(y, s)
and T ψ(k0−1)t0(y
′, s′) would have to be ǫ close to the graph of ψ (since they are in one
atom). But then one of the points T ψk0t0(y, s), T
ψ
k0t0
(y′, s′) is still close to the graph,
while the other is close to the base (since the first coordinates are different). Then
T ψ(m−1)t0(y, s) is a point which is ǫ close to the graph of ψ and its first coordinate is
T n−1y so the first coordinate of T ψ(m−1)t0(y
′, s′) is T n−1y′. Then The first coordinate
of T ψmt0(y
′, s′) is either T n−1y′ and T ψmt0(y
′, s′) is still close to the graph of ψ or it is
T ny′. In both cases T ψmt0(y, s) and T
ψ
mt0(y
′, s′) are in different atoms of Qψ. Hence
Qψ is a generating partition. Moreover Qψ is regular, since ψ is piecewise Lipschitz.
This finishes the proof.
Notice that if T is a minimal IET (including irrational rotations), then there
always exist a regular generating parition for T . Indeed it is enough to take P to
consist of sufficiently small intervals compatible with the continuity intervals for T .
By minimality we then get that for ANY two points x, y ∈ [0, 1) there exists a time
n0 such that T
n0x and T n0y are in different atoms of P. As a consequence, we get:
3Recall that this means that ν(Vη(∂Q))→ 0 as η → 0.
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Corollary 6.3. A typical (in the measure theoretic sense) translation flow admits
a regular generating partition and is quasi-elliptic. The same holds for special flows
over rotations and under C1 smooth roof functions.
Remark 6.4. We remark that it should be possible to prove quasi-ellipticity and
existence of regular partitions for a broad class of rank one systems. In this paper we
focused however on examples coming from smooth (or piecewise smooth) dynamics.
References
[1] J. Aaronson, An Introduction to Infinite Ergodic Theory, Math. Surveys and
Monographs 50, Amer. Math. Soc. 1997.
[2] Tim Austin, Scenery entropy as an invariant of RWRS processes,
arXiv:1405.1468.
[3] A. Avila, G. Forni, Weak mixing for interval exchange transformations and
translation flows, Annals of Mathematics, 165(2) (2007), 637–664.
[4] R. Bowen. Markov partitions for Axiom A diffeomorphisms, Amer. J. Math.
92, (1970), 725–747.
[5] R. Bowen. Equilibrium states and the ergodic theory of Anosov diffeomorphisms,
Lect. Notes Math. 470 (1975) Springer-Verlag, Berlin–New-York.
[6] L. Bunimovich, On a class of special flows, Math. USSR Izv., 8 (1974), 219–232.
[7] R. M. Burton, P. C. Shields, A skew-product which is Bernoulli. Monatsh.
Math., 86(2):155–165, 1978/79.
[8] R. M. Burton, P. C. Shields, A mixing T for which T − T−1 is Bernoulli,
Monatsh. Math., 95(2):89–98, 1983.
[9] N. Chernov, C. Haskell, Nonuniformly hyperbolic K-systems are Bernoulli, Vol.
16, Issue 1 (1996), 19–44.
[10] I. P. Cornfeld, S. V. Fomin, Y. G. Sinai, Ergodic Theory, Springer-Verlag, 1980.
[11] S. G. Dani, Bernoulli Translations and Minimal Horospheres on Homogeneous
Spaces, Journal of the Indian Mathematical Society, Volume 40, Issue 1–4, 1976.
[12] D. Dolgopyat, P. Nandori, On mixing and the local central limit theorem for
hyperbolic flows, (2019) to appear in Ergodic Theory and Dynamical Systems.
[13] B. Fayad, Weak mixing for reparameterized linear flows on the torus, Ergodic
Theory and Dynamical Systems 22.1 (2002): 187–201.
[14] A. Gorodnik, R. Spatzier, Exponential mixing of nilmanifold automorphisms,
Journal d’Analyse Mathematiques 123 (2014), 355–396.
23
[15] S. Gouëzel, Berry-Esseen theorem and local limit theorem for non uniformly
expanding maps, AIHP 41, 997–1024 (2005).
[16] Y. Guivarc’h, and J. Hardy, Théorèmes limites pour une classe de chaînes de
Markov et applications aux difféomorphismes d’Anosov, In Annales de l’IHP
Probabilités et statistiques, vol. 24, no. 1, 73–98, (1988).
[17] A. Kalikow, T, T−1 transformation is not loosely Bernoulli, Ann. of Math,
115(2):393–409, 1982.
[18] A. Kanigowski, Bernoulli property for homogeneous systems, submitted.
[19] A. Kanigowski, F. Rodriguez Hertz, K. Vinhage, On the non-equivalence of the
Bernoulli and K properties in dimension four, Journal of Modern Dynamics,
2018, 13: 221–250.
[20] A. Katok, Smooth non-Bernoulli K-automorphisms, Invenetiones Math, 61
(1980), 291–300.
[21] A. Katok, Interval exchange transformations and some special flows are not
mixing, Israel J. Math, 35 (1980), 301–310.
[22] Y. Katznelson, Ergodic automorphisms of Tn are Bernoulli shifts, Israel J.
Math., 10 (1971), 186–195.
[23] D. Ornstein, D. Rudolph, B. Weiss, Equivalence of measure preserving trans-
formations, Memoirs of the American Mathematical Society, 37 (1982), no.
262.
[24] D. Ornstein, B. Weiss, Geodesic flows are Bernoullian, Israel J. Math, (1973)
14: 184.
[25] W. Parry, Intrinsic markov chains, Transactions of the American Mathematical
Society, 112.1 (1964): 55–66.
[26] W. Parry, M. Pollicott, Zeta Functions and the Periodic Orbit Structure of
Hyperbolic Dynamics, (Astérique, 187–188), Société Mathématique de France,
Montrouge, 1990.
[27] M. Ratner, Anosov flows with Gibbs measures are also Bernoullian, Israel J.
Math., 17 (1974), 380–391.
[28] M. Ratner, Bernoulli flows over maps of the interval, Israel J. Math., 31 (1978),
298–314.
[29] D. Rudolph, If a finite extension of a Bernoulli shift has no finite rotation
factors, it is Bernoulli, Israel J. Math., 30 (1978), 193–206.
[30] D. Rudolph, Classifying the isometric extensions of Bernoulli shifts, J.
d’Analyse Math. 34 (1978), 36–60.
24
[31] D. Rudolph, Asymptotically Brownian skew products give non-loosely Bernoulli
K-automorphisms, Invent. Math., 91(1):105–128, 1988.
[32] K. Schmidt, Cocycles of Ergodic Transformation Groups, Lect. Notes in Math.
Vol. 1, Mac Millan Co. of India, 1977.
[33] P. C. Shields, Weak and very weak Bernoulli partitions, Monatshefte für Math-
ematik (1977) 84: 133.
[34] M. D. Shklover, On dynamical systems on the torus with continuous spectrum,
Izv. Vuzov. 10 (1967), 113–124.
[35] Y. G. Sinai. Gibbs measures in ergodic theory. Russ. Math. Surveys 27 (1972),
21–70.
