In general, top-down and bottom-up tree transducers lead to incomparable classes of tree transformations, both for the nondeterministic and the deterministic case. If deterministic top-down tree transducers are extended by the capability to recognize regular tree properties and deterministic bottom-up tree transducers are generalized by allowing states with arbitrary finite rank, then the two devices, now called deterministic top-down tree transducers with regular look-ahead and deterministic multi bottom-up tree transducers, respectively, become equivalent [Z. Fülöp, A. Kühnemann, H. Vogler, A bottom-up characterization of deterministic top-down tree transducers with regular look-ahead, Inform. Process. Lett. 91 (2004) 57-67].
Introduction
In the theory of tree automata and tree transducers bottom-up (or frontier-to-root) devices and top-down (or root-to-frontier) devices are considered: in the former, the processing starts at the leaves of an input tree s and ends up at the root of s, and in the latter, the processing starts at the root of s and proceeds towards the leaves of s (cf., e.g., [2, 11, 12, 15, 16] ). A number of investigations have been done in order to compare the accepting or transformational power of the two alternative processing modes of a device. For instance, the class of tree languages accepted by deterministic top-down tree automata is a proper subclass of the class of tree languages accepted by deterministic bottom-up tree automata (cf., e.g. [11, Example 2.11 in Chapter II]); or the classes of tree transformations computed by bottom-up tree transducers and by top-down tree transducers are incomparable (cf. [2, Theorem 2.3]); or: the classes of tree transformations computed by bottom-up tree-to-graph transducers and by top-down tree-to-graph transducers are equal (cf. [8, Theorem 7.1] ).
In the case that the two classes are not equal, features have been added to the devices in order to remedy the deficiencies of the respective models. In this paper we deal with deterministic multi bottom-up tree transducers. Roughly speaking, a deterministic multi bottom-up tree transducer M is a term rewriting system which is based on the three ranked alphabets of states, input symbols, and output symbols. There are rules processing input symbols. These rules have the form (q 1 (x 1,1 , . . . , x 1,n 1 ), . . . , q k (x k,1 , . . . , x k,n k )) → q 0 (t 1 , . . . , t n ), where k 0, is a k-ary input symbol, q 0 , q 1 , . . . , q k are states of rank n, n 1 , . . . , n k , respectively, and the t 1 , . . . , t n are trees over the ranked alphabet of output symbols and the variables x 1,1 , . . . , x 1,n 1 , . . . , x k,1 , . . . , x k,n k . Moreover, in order to guarantee determinism, we require that there are no different rules with the same left-hand side. Now, the transformation M (s) of an input tree s is computed as follows: first, a special unary symbol root is put on top of s; then, using the above rules, the transducer computes a tree of the form root(q(u 1 , . . . , u m )) where q is an m-ary state and u 1 , . . . , u m are output trees; finally, a rule of the form
is applied, where q f is a special unary symbol called final state and t is a tree over the ranked alphabet of output symbols and the variables x 1 , . . . , x m . Again, there are no different root-rules with the same left-hand side. Now, if a tree of the form q f (u) is computed by M where u is an output tree, then we define M (s) = u.
As an example let us consider the deterministic multi bottom-up tree transducer M copy with the following rules:
where q is a state of rank 2, and are input symbols of rank 1 and 0, respectively, and , , and are output symbols of rank 2, 1, and 0, respectively. Let us compute the transformation of the input tree s = ( ( )):
Thus M copy ( ( ( ))) = ( ( ( )), ( ( ))). In general, for every n 0, we have that M copy ( n ) = ( n , n ). We note that M copy is a linear transducer, because every variable which occurs in the left-hand side of a rule occurs at most once in its right-hand side.
As already mentioned, in Linearity is an interesting and important property of tree transducers. As mentioned, while the computation power of bottom-up tree transducers and of top-down tree transducers are incomparable, linear top-down tree transducers are strictly less powerful than linear bottom-up tree transducers. Another example is that, while neither bottom-up nor top-down tree transducers preserve recognizability of tree languages, their linear versions do so [2] . Therefore, after having introduced the general model in [10] , in this paper we are interested in linear multi bottom-up tree transducers.
It is easy to observe that none of the constructions applied in the proofs of Lemmas 4.1 and 4.2 of [10] preserves linearity of tree transducers. This raises the question how the classes ld-MBOT and ld-TOP R are related to each other, where the prefix l refers to the classes of tree transformations computed by the linear versions of the corresponding tree transducers.
In this paper we will answer this question. Actually, we will relate the class ld-MBOT not only to the class ld-TOP R but also to all the classes X in Table 1 which are computed by tree transducers of type Y.
We do this by presenting the inclusion diagram of ld-MBOT and all the classes of Table 1 (cf. Theorem 4.1 and Fig. 1 ). An inclusion diagram is a Hasse-diagram in which the nodes are the classes of tree transformations, and the partial order is set inclusion ⊆. In particular, we obtain that the two classes ld-MBOT and ld-TOP R are incomparable. The part of our inclusion diagram which contains only the classes of Table 1 , can be extracted from the inclusion diagram given in Fig. 1 of [13] (actually, [13, Fig. 1 ] contains all classes of tree transformations obtained by composition of the classes of Table 1 ).
The structure of our paper is as follows. Apart from this introduction, the paper contains four further sections: Section 2 introduces basic notions and notations. In Section 3 deterministic multi bottom-up tree transducers are recalled from the literature. The inclusion diagram for subclasses of tree transformations computed by deterministic multi bottom-up tree transducers is presented and proved in Section 4. Finally, Section 5 concludes and provides further research topics.
Preliminaries
For an integer n 0, we let [n] = {1, . . . , n}. The cardinality of a set A is denoted by |A|. Let ⇒ be a binary relation on a set A. Then, ⇒ * denotes the reflexive, transitive closure of ⇒. We will need the set X = {x 1 , x 2 , . . .} and, for every m 0, the set X m = {x 1 , . . . , x m } of variable symbols. Note that X 0 = ∅. Moreover, we also need the set X , = {x i,j | i, j 1} of (doubly indexed) variable symbols.
For a ranked alphabet and a set A, we denote by T (A) the set of terms (or trees) over indexed by A (i.e. elements of A are considered as additional symbols of rank 0). Moreover, T (∅) is denoted by T . For every t ∈ T (A), ∈ ∪ A, and ⊆ ∪ A let |t| and |t| denote the number of occurrences of and of symbols of , respectively, in t. If t ∈ T , then we abbreviate |t| by |t|.
We denote by (k) the set of all symbols of having rank k and by (k) the fact that ∈ (k) . In case ∈ (0) , we identify ( ) with . In case ∈ (1) and t ∈ T (A), we identify (t) with t, i.e. we write "monadic parts" of trees as strings. For a string w of monadic symbols and n 0, w n denotes the n-fold concatenation of w. We assume that (0) = ∅ for every ranked alphabet appearing as input or output ranked alphabet of some tree transducer in this paper.
We now define the concept of tree substitution. Therefore, let t be a tree and let u 1 , . . . , u n be a sequence of pairwise different variable symbols (from X ∪ X , ). Moreover, let v 1 , . . . , v n be a sequence of trees. Then we denote by t[u 1 
, the tree which is obtained from t by replacing every occurrence of u i by v i for every i ∈ [n]. In the special case when t ∈ T (X n ) and
A tree language is a set L ⊆ T , where is a ranked alphabet. A tree transformation is a relation ⊆ T × T , where and are ranked alphabets. We define the image of L under to be the tree language (L) = {t ∈ T | there is an s ∈ L with (s, t) ∈ }. Moreover, for a class C of tree transformations and a class L of tree languages, we put
We assume the reader to be familiar with recognizable tree languages, with top-down tree transducers (with and without regular look-ahead), and with bottom-up tree transducers, cf., e.g., [2, 3, 11, 12] . Note that in [11, 12] the notions root-to-frontier and frontier-to-root are used for top-down and bottom-up, respectively. We denote the class of recognizable tree languages by REC, and the classes of tree transformations computed by deterministic top-down tree transducers with regular look-ahead, linear deterministic top-down tree transducers with regular look-ahead, deterministic top-down tree transducers, and linear deterministic top-down tree transducers by d-TOP R , ld-TOP R , d-TOP, and ld-TOP, respectively.
Deterministic multi bottom-up tree transducers
Here we recall the definition of the deterministic multi bottom-up tree transducer from [10] and show some examples which will be needed in Section 4. • and are ranked alphabets, called the input and output ranked alphabets, respectively, • root is a unary symbol, called the root symbol, • q f is a unary symbol, called the final state, such that the sets Q, ∪ , {root}, and {q f } are pairwise disjoint, • R is a finite set of rules, such that
• for every k 0,
with t ∈ T (X n ).
The above rules are called ( , q 1 , . . . , q k )-rule and (root, q)-rule, respectively. For simplicity, in the ( , q 1 , . . . , q k )-rules of examples we will use also variables from X . The derivation relation induced by M is a binary relation ⇒ M over T ∪ ∪Q∪{root,q f } defined in the following way. For every , ∈ T ∪ ∪Q∪{root,q f } , ⇒ M iff there is a tree ∈ T ∪ ∪Q∪{root,q f } (X 1 ) such that x 1 occurs exactly once in and either • there is a rule (q 1 (x 1,1 , . . . , x 1,n 1 ) , . . . , q k (x k,1 , . . . , x k,n k )) → r in R, and • for every i ∈ [k] and j ∈ [n i ] there is a tree t i,j ∈ T such that = [ (q 1 (t 1,1 , . . . , t 1,n 1 ) , . . . , q k (t k,1 , . . . , t k,n k ) 
The tree transformation computed by M is the (partial) function 1 
It is easy to see that M full translates, for every n 0, the monadic tree of height n over into the full binary tree of height n over . (1) , (1) , (0) }, and with R containing the rules
The tree transducer M change changes every occurrence of in an input tree that occurs below the topmost occurrence of into . Thus, for every i 0 and n 0 , . . . , n i 0,
For this purpose, reading a symbol in the input, M change prepares in the first argument (in the second argument, respectively) of q for the situation that no more symbol (another symbol , respectively) will be found on top of . If later another occurrence of occurs, then the first argument, which became irrelevant, is deleted and two copies of the second argument are produced. Otherwise, the first argument is delivered as output.
It should be clear that M change can also be computed by a nondeleting linear deterministic top-down tree transducer, even by a relabeling.
Note that in the previous example the nonlinearity was essential to reconstruct "useful arguments". Later we will even prove that the same computation cannot be performed by any linear d-mbutt M (cf. Definition 3.6 for the concept of linearity). Intuitively, if M could store k arguments during its computation, then after passing k occurrences of it has no more useful arguments, because similarly to the previous example, M will lose at least one of it passing every occurrence of , but in contrast to the example, M cannot copy useful arguments. (1) and for every q ∈ Q, if there is a (root, q)-rule, then it has the form root(q(x 1 )) → q f (x 1 ). 2 • tree homomorphism, if Q is a singleton, i.e., Q = {q} and M is a total d-butt (i.e. for every k 0, ∈ (k) there is exactly one ( , q, . . . , q)-rule in R and there is exactly one (root, q)-rule in R). • linear, if for every (q 1 (x 1,1 , . . . , x 1,n 1 ) , . . . , q k (x k,1 , . . . , x k,n k )) → r in R, i ∈ [k], and j ∈ [n i ], |r| x i,j 1 and if for every root(q(x 1 , . . . , x n )) → r in R and j ∈ [n], |r| x j 1. For a linear d-mbutt and a linear d-butt, we will use the abbreviations ld-mbutt and ld-butt, respectively.
It is easy to see that M copy of the introduction and M non-cf of Example 3.4 are ld-mbutt which are not d-butt, M full of Example 3.3 is a tree homomorphism which is not linear, and M change of Example 3.5 is neither linear nor a d-butt. The classes of tree transformations computed by d-mbutt, ld-mbutt, d-butt, ld-butt, tree homomorphisms, and linear tree homomorphisms are denoted by d-MBOT , ld-MBOT , d-BOT , ld-BOT , HOM, and l-HOM, respectively.
Finally, we state a relation between the sizes of input and output trees for tree transformations computed by ld-mbutt, more precisely, the size of an output tree is (at most) linear in that of the corresponding input tree. 
The inclusion diagram for subclasses of d-MBOT
In this section we relate the class ld-MBOT to the tree transformation classes shown in Table 1 . In particular, the class ld-MBOT is incomparable to the classes d-BOT , ld-TOP R , and d-TOP. Moreover, the linearity condition "splits" the classes d-MBOT and d-TOP R which in [10] were shown to be equal.
Formally, the tree transformation classes are related by an inclusion diagram, in which there is a sequence of ascending lines from a class C 1 to a class C 2 , iff C 1 ⊂ C 2 . Hence, there is no sequence of ascending lines between two classes C 1 and C 2 , iff C 1 − C 2 = ∅ and C 2 − C 1 = ∅, i.e. C 1 and C 2 are incomparable. 
ld-MBOT −d-BOT = ∅:
Recall that M non-cf ∈ ld-MBOT and that yield( M non-cf ( n )) = a n+1 b n+1 c n+1 , cf. Example 3.4. On the other hand, as it is stated after Theorem 4 of [7] , the string language {a n b n c n | n 1} is not in yield(BOT (REC)) (where BOT is the nondeterministic version of d-BOT ). Thus, M non-cf / ∈ d-BOT . ld-MBOT − ld-TOP R = ∅: The ld-mbutt M copy of the introduction does not preserve recognizability, because it transforms { n | n 0} ∈ REC into { ( n , n ) | n 0} / ∈ REC. On the other hand, by Theorem 2.8 of [3] and Corollary 3.11 of [2] , linear top-down tree transducers with regular look-ahead do preserve recognizability, i.e., ld-TOP R (REC) ⊆ REC. Hence M copy is in ld-MBOT − ld-TOP R .
HOM − ld-MBOT = ∅: Consider M full ∈ HOM, cf. Example 3.3. Since | M full ( n )| = 2 n+1 − 1 (the size of the fully balanced tree of height n), this translation is not in ld-MBOT by Lemma 3.7.
In the proof of the next lemma we will use the following short hand notation for a particular tree substitution. Let t 1 ∈ T (1) ({x i }) with i 1 and t 2 ∈ T (1) ∪ (0) (X ) be monadic trees. Then we abbreviate t 1 [x i ← t 2 ] by t 1 t 2 . When using this notation, the substituted variable x i will always be clear from the context. We note that tree substitution is associative. Proof. Let M change be the tree transformation of Example 3.5. Obviously, M change ∈ ld-TOP. We will prove M change / ∈ ld-MBOT . For this, let us recall that, for every i 0 and n 0 , . . . , n i 0, M change ( n i . . . n 1 n 0 ) = n i i+n i−1 +···+n 0 . Now assume that there is an ld-mbutt M = (Q, , , root, q f , R) with = { (1) , (1) 
The proof by contradiction will use a kind of pumping strategy. Therefore, we search for two positions in a sufficiently large input tree, such that, roughly speaking, the transducer M arrives in the same state q ∈ Q (k) at these positions. Moreover, if by the (root, q)-rule the jth argument position of the "upper" q is projected into the output, then we are searching for a repetition of q, such that also the jth argument position of the "lower" q is projected into the jth argument position of the "upper" q and thus also into the output. This repetition of a concrete argument position needs the linearity condition. Now, if that part of the input tree between these two occurrences of q is omitted, then still the jth argument position of the "lower" q is projected into the output. Finally this will lead to a contradiction.
First we define
Since Q is finite, there are N 0 0,
. . , w k ]) for every w 1 , . . . , w k ∈ T .) Hence, for every i 0 we have ( K ) i·N 1 +N 0 K ⇒ * and thus, since M = M change ,
In analogy, root( K ) N 0 K ⇒ * M root q(. . . , u j , . . .) ⇒ M q f ( A u j ) and thus K N 0 ·(K+1) = A u j .
(
From (2) follows that u j = K−A N 0 ·(K+1) . Substituting this in (1) we get K (L·N 1 +N 0 )·(K+1) = A t j K−A N 0 ·(K+1) and hence t j = x j . So K (L·N 1 +N 0 )·(K+1) = K N 0 ·(K+1) , contradicting L · N 1 1.
Conclusions and future research
In this paper we have shown the inclusion diagram of the class ld-MBOT of tree transformations computed by linear deterministic multi bottom-up tree transducers and of the classes in Table 1 .
As a further research topic one might investigate a complete description of the composition monoid (in the sense of [9] ) of these classes, as it was done in [13] for the classes of tree transformations in Table 1 . A first step into this direction is established by the fact that the class ld-MBOT is closed under composition; this can be shown by the usual composition construction (as in [2, 1] ). A key problem, which also arises already in the case that we consider only the composition monoid of the bottom-up classes, is to answer whether d-MBOT − ld-MBOT • HOM = ∅ holds or not.
One of our referees pointed out that there is a close connection between our class ld-MBOT and d-TOP R su , where this latter is the class of tree transformations computed by single use deterministic top-down tree transducers with regular look-ahead. (For the single use property, cf. [14, 5] .) Moreover, the referee guesses that ld-MBOT (REC) = d-TOP su (REC), which would imply ld-MBOT (REC) = d-TOP f c (REC), where fc refers to the finite copying property, cf. [6] . The class d-TOP f c (REC) is well-known in tree transducer theory. This opens up the possibility to prove some of our results by using further known facts from the literature. The referee also recalled that the classes yield(d-TOP f c (REC)) and d-TOP f c (REC) are characterized by multiple context-free grammars and multiple regular tree grammars, respectively, cf. Section 6 of [4] . Hence these multiple grammars are closely related to our multi bottom-up tree transducers. We will consider these relationships in future research.
