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Method details {#se0155}
==============

The Cauchy distribution was first appeared in works of Pierre de Fermat and then studied by many researchers such as Isaac Newton, Gottfried Leibniz and others (see Ref. \[[@bib0005]\]). The Cauchy density was also used by Poisson \[[@bib0010]\] as counterexamples for some general results in probability. Based on Johnson et al. \[[@bib0005]\], the Cauchy distribution becomes associated with Cauchy \[[@bib0015]\] when Cauchy responded to an article by Bienayme' \[[@bib0020]\] criticizing a method of interpolation proposed by Cauchy.

The fact that the Cauchy distribution has no moments, and therefore the law of large numbers does not apply, motivates researchers to generalize the Cauchy distribution. Few generalizations of the Cauchy distribution have appeared in the literature; Rider \[[@bib0025]\] proposed and study a generalization of the Cauchy distribution, Batschelet \[[@bib0030]\] proposed the wrapped-up Cauchy distribution, the skew-Cauchy distribution was proposed by Arnold and Beaver \[[@bib0035]\], another class of skew-Cauchy distribution was studied by Behboodian et al. \[[@bib0040]\], Huang and Chen \[[@bib0045]\] proposed a generalization of the skew-Cauchy distribution and recently Alshawarbeh et al. \[[@bib0050]\] used the beta family introduced by Eugene et al. \[[@bib0055]\] to generate the so called beta-Cauchy distribution.

In this paper, a new generalization of the Cauchy distribution is proposed. The proposed distribution is very flexible in terms of shapes, it can be left skewed, right skewed or symmetric. The moments are defined for some restricted values of the parameters. Also, the proposed distribution has a closed form cumulative distribution function (CDF) which adds more advantage to this distribution. The simplicity of the proposed distribution (closed from CDF) and the great flexibility in modeling real life data (see Application) will attract researchers to use this distribution as an alternative of the Cauchy distribution in modeling different scenarios.

Let $r(t)$ be the probability density function (PDF) of a random variable $T \in \lbrack a,b\rbrack$, for $- \infty \leq a < b \leq \infty$. Let $\left. W(.):\lbrack 0,1\rbrack\rightarrow\Re \right.$ be a link function satisfies the following conditions:$$\left( \begin{array}{l}
{W(.)\quad\text{is}\quad\text{absolutely}\quad\text{continuous}\quad\text{and}\quad\text{monotonically}\quad\text{non-decreasing}\quad\text{function}} \\
\left. W(0)\rightarrow a\quad\text{and}\quad W(1)\rightarrow b. \right. \\
\end{array} \right\}$$

The CDF of the *T*-*X* family of distributions defined by Alzaatreh et al. \[[@bib0060]\] is given by$$G(x) = \int_{a}^{W{({F(x)})}}{r(t)dt},$$where $W(.)$ satisfies the conditions in [(1.1)](#eq0005){ref-type="disp-formula"}.

The corresponding PDF associated with [(1.2)](#eq0010){ref-type="disp-formula"} is$$g(x) = \left\{ {\frac{d}{dx}W\left( {F(x)} \right)} \right\} r\left\{ {W\left( {F(x)} \right)} \right\}.$$

If $W(F(x)) = - \log\left( {1 - F(x)} \right)$, then $W(.)$ satisfies the conditions [(1.1)](#eq0005){ref-type="disp-formula"} and [(1.3)](#eq0015){ref-type="disp-formula"} reduces to$$g(x) = \frac{f(x)}{1 - F(x)}r\left( {- \log\left( {1 - F(x)} \right)} \right) = h(x)\, r\left( {H(x)} \right),$$where $h(x) = f(x)/(1 - F(x))$ and $H(x) = - \log(1 - F(x))$ are, respectively, the hazard and cumulative hazard functions associated with $f(x)$. Some general properties of the *T*-*X* in [(1.4)](#eq0020){ref-type="disp-formula"} have been recently studied, for more details see Alzaatreh et al. \[[@bib0060],[@bib0065],[@bib0145]\] and Lee et al. \[[@bib0070]\]. Also the discrete analogue of the *T*-*X* family is studied by Alzaatreh et al. \[[@bib0075]\].

If a random variable *T* follows the exponentiated exponential distribution (EED) with parameters $\alpha$ and $\lambda$, $r(t) = \lambda\alpha\, e^{- \lambda t}{(1 - e^{- \lambda t})}^{\alpha - 1},\,\,\, t \geq 0$, the definition in [(1.4)](#eq0020){ref-type="disp-formula"} leads to the exponentiated exponential-*X* family (*EE*-*X*) with the PDF$$g_{F}(x) = \alpha\lambda f(x)\left( {1 - \left( {1 - F(x)} \right)^{\lambda}} \right)^{\alpha - 1}\left( {1 - F(x)} \right)^{\lambda - 1}.$$

When $\alpha = 1$ and $\lambda = n$ where *n* is a positive integer, the *EE*-*X* family in [(1.5)](#eq0025){ref-type="disp-formula"} reduces to the distribution of the first order statistics, $X_{(1)}$, from a sample of size *n* from $f(x)$. When $\alpha = n$ and $\lambda = 1$, the *EE*-*X* family reduces to the distribution of the *n*^th^ order statistics, $X_{(n)}$, from a sample of size *n* from $f(x)$. When $\alpha = 1$, the *EE*-*X* reduces to the exponentiated $1 - F(x)$ distribution with parameter $\lambda$. The parameters $\alpha$ and $\lambda$ controls the skewness and kurtosis of the family. Also, as $\left. x\rightarrow - \infty \right.$, $g_{F} \sim \alpha\lambda^{\alpha}f\, F^{\alpha - 1}$ and as $\left. x\rightarrow\infty \right.$, $g_{F} \sim \alpha\lambda f\,{(1 - F)}^{\lambda - 1}$.

The paper is outlined as follows. First we define using [(1.5)](#eq0025){ref-type="disp-formula"} a new generalization of the Cauchy distribution, namely, the exponentiated-exponential Cauchy (EEC) distribution. Then we study some properties of EEC distribution including quantile skeweness and kurtosis, Shannon entropy and moments. Also, different characterizations of the EE-X family based on truncated moments are discussed. Parameter Estimation deals with estimation methods of the EEC distribution. Applications of the EEC distribution to real data sets are provided.

The exponentiated-exponential Cauchy distribution {#sec0005}
=================================================

If *X* is a Cauchy random variable with parameter $\theta > 0$, then $f(x) = {(\pi\theta(1 + {(x/\theta)}^{2}))}^{- 1},\,$ $- \infty < x < \infty,$ and $F(x) = \frac{1}{2} + \frac{1}{\pi}\tan^{- 1}\left( {x/\theta} \right)$, then [(1.5)](#eq0025){ref-type="disp-formula"} reduces to$$g(x) = \frac{\alpha\lambda}{\pi\theta\lbrack 1 + {(x/\theta)}^{2}\rbrack}\left( {1 - \left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda}} \right)^{\alpha - 1}\left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda - 1},x \in \Re.$$

A random variable *X* with the PDF *g*(*x*) in [(2.1)](#eq0030){ref-type="disp-formula"} is said to follow the exponentiated-exponential Cauchy distribution and will be denoted by EEC $\left( {\alpha,\lambda,\theta} \right)$. When $\lambda = 1$, the EEC distribution reduces to the exponentiated Cauchy distribution defined by Sarabia and Castillo \[[@bib0080]\]. When $\alpha = \lambda = 1$, the EEC distribution reduces to the Cauchy distribution with parameters $\theta$. Therefore, the density in [(2.1)](#eq0030){ref-type="disp-formula"} is a generalization of the Cauchy density. From [(2.1)](#eq0030){ref-type="disp-formula"}, we obtain the CDF of the EEC distribution as$$G(x) = \left( {1 - \left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda}} \right)^{\alpha},\quad x \in \Re.$$

The hazard function associated with the EEC distribution is$$h(x) = \frac{g(x)}{1 - G(x)} = \frac{\alpha\lambda\left( {1 - \left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda}} \right)^{\alpha - 1}\left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda - 1}}{\pi\theta\left( {1 + {(x/\theta)}^{2}} \right)\left\lbrack {1 - \left( {1 - \left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda}} \right)^{\alpha}} \right\rbrack},\quad x \in \Re.$$

A physical interpretation of the EECD in [(2.2)](#eq0035){ref-type="disp-formula"} is possible for integer values of $\alpha$ and $\lambda$. For example, let us start with a system $\mathcal{F}$ which consists of $\alpha$ independent components say $X_{i},\,\, i = 1,\cdots,\alpha$. Suppose that each component consists of $\lambda$ subcomponents. Assume that the system $\mathcal{F}$ fails if all of the $\alpha$ components fail (i.e. parallel system with respect to $\alpha$ components). Assume further that each of the $\alpha$ components fails if at least one of the $\lambda$ subcomponents fails. Now, let *X* denote the lifetime of the system $\mathcal{F}$ and $X_{i1},\cdots,X_{i\lambda},\, i = 1,\cdots,\alpha$ be independent random variables follow Cauchy ($\theta$). Then the CDF of *X* can be computed as follows$$\begin{matrix}
{G_{X}(x) = P(X_{1} \leq x,\cdots,X_{\alpha} \leq x)} & \begin{matrix}
{= \left( {1 - P(X_{1} > x)} \right)^{\alpha}} \\
{= \left( {1 - \left( {1 - P(X_{11} \leq x)} \right)^{\lambda}} \right)^{\alpha}} \\
{= \left( {1 - \left( {1 - P(X_{11} \leq x)} \right)^{\lambda}} \right)^{\alpha} = \left( {1 - \left( {0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)} \right)^{\lambda}} \right)^{\alpha}.} \\
\end{matrix} \\
\end{matrix}$$

In the next section, some general properties of the EEC distribution will be addressed including transformations, limiting behavior, quantile function and the Shannon entropy.Remark 1The connection of EEC with some known distributions can be seen as follows; If a random variable *Y* follows Kumaraswamy's distribution with parameters $\alpha$ and $\lambda$, then the random variable $X = \theta\cot(\pi Y)$ follows EEC $\left( {\alpha,\lambda,\theta} \right)$. Also, if a random variable *Y* follows beta distribution with shape parameters $a = 1$ and $\text{b} = \alpha$, then the random variable $X = \theta\cot(\pi Y^{1/\lambda})$ follows EEC $\left( {\alpha,\lambda,\theta} \right)$. Finally, if a random variable *Y* follows exponentiated-exponential distribution with parameters $\alpha$ and $\lambda$, then the random variable $X = \theta\cot(\pi e^{- Y})$ follows EEC $\left( {\alpha,\lambda,\theta} \right)$.

The mode of the EEC distribution is the solution of $k(w) = 0$ where$$k(w) = (1 - w^{\lambda})(1 - \lambda\alpha - 2\pi w\cot(\pi w)) + \lambda(\alpha - 1),\,\, w \in (0,1)$$and $w = \frac{1}{2} - \frac{1}{\pi}\tan^{- 1}(x/\theta)$. To find the mode of the EECD; first find $w_{0}$ such that $k(w_{0}) = 0$ and then obtain the mode at $x_{0} = \theta\cot(\pi w_{0})$. If $\alpha = \lambda = 1$, then [(2.4)](#eq0050){ref-type="disp-formula"} implies that $x_{0} = 0$ is the only mode. This result agrees with the mode of the standard Cauchy distribution.Theorem 1If $\lambda\alpha \geq 1$ then EECD is unimodal.ProofTo show EECD is unimodal, it suffices to show that $k(w) = 0$ in [(2.4)](#eq0050){ref-type="disp-formula"} has a unique solution on the interval (0, 1). First notice that $\lim\limits_{w \uparrow 0}k(w) = - 1 - \lambda < 0$ and $\lim\limits_{w \downarrow 1}k(w) = \lambda(\alpha + 1) > 0$. Since $k(w)$ is continuous on (0, 1), $k(w) = 0$ has at least one solution. Now let $\psi(w) = a(w)b(w)$ where $a(w) = 1 - w^{\lambda}$ and $b(w) = - 2\pi w\cot(\pi w)$. Claim: $\left. \psi(w)\nearrow \right.$ on (0, 1). It is clear that $\left. a(w)\searrow \right.$ and $a(w) > 0$ on (0, 1). Also, $b^{\prime}(w) = 2\pi(\pi w\csc^{2}(\pi w) - \cot\pi w)$. The fact that $\sin\pi w < \pi w,\,\, w \in (0,1)$ implies that $\pi w\csc^{2}(\pi w) > \frac{1}{\pi w}$. Therefore, $b(w) > 2\pi\, c(w)$ where $c(w) = \frac{1}{\pi w} - \cot\pi w$. Furthermore, $c^{\prime}(w) = \frac{- 1}{\pi w^{2}} + \pi\csc^{2}(\pi w) > \frac{- 1}{\pi w^{2}} + \frac{1}{\pi w^{2}} = 0$. Since $\lim\limits_{w \uparrow 0}c(w) = 0$ and $\lim\limits_{w \downarrow 1}c(w) = \infty$, we get $c(w) > 0$. This implies that $\left. b(w)\nearrow \right.$ on (0,1). Now in order to show $\psi(w)$ $w \in (0,1)$ on (0,1), note that if $0 < w \leq 1.5$ we have $b(w) < 0$. And since $a^{\prime}(w) < 0$, $b^{\prime}(w) > 0$ and $a(w) > 0$ for all $w \in (0,1)$, we get $\psi^{\prime}(w) > 0$. For the case $0.5 < w < 1$, it is not difficult to show $\psi^{\prime}(w) > 0$ and hence $\left. \psi(w)\nearrow \right.$ on (0, 1). This ends the proof of the claim. Now,

$k(w) = a(w)(1 - \lambda\alpha + b(w)) + \lambda(\alpha - 1) = (1 - \lambda\alpha)a(w) + \psi(w) + \lambda(\alpha - 1)$. If $\lambda\alpha \geq 1$ and $\left. a(w)\searrow \right.$ then $(1 - \lambda\alpha)a(w)$ $\nearrow$. This implies that $(1 - \lambda\alpha)a(w) + \psi(w)$ is strictly increasing and hence $k(w)$ is strictly increasing function. Since $k(w) = 0$ has at least one solution, $k(w) = 0$ must have a unique solution on (0, 1) $\square$

It is not straightforward to show analytically that the equation $k(w) = 0$ has a unique solution for the case $\lambda\alpha < 1$. However, from [Fig. 1](#fig0005){ref-type="fig"}, [Fig. 2](#fig0010){ref-type="fig"} it appears that the EECD is a unimodal distribution.Fig. 1The EEC PDF for various values of *α* and $\lambda$.Fig. 1Fig. 2The EEC PDF for various values of *α* and $\lambda$.Fig. 2

In [Fig. 1](#fig0005){ref-type="fig"}, [Fig. 2](#fig0010){ref-type="fig"}, [Fig. 3](#fig0015){ref-type="fig"}, various graphs of $g(x)$ and $h(x)$ are provided where the scale parameter $\theta = 1$. These plots indicate that the EEC PDF possesses great flexibility in terms of shapes; it can be symmetric, right skewed and left skewed. For fixed values of $\lambda$, the skewness (towards the left) of the distribution increases as $\alpha$ increases. Also, for fixed values of $\alpha$, the skewness (towards the right) of the distribution increases as $\lambda$ increases. Furthermore, [Fig. 2](#fig0010){ref-type="fig"} shows that the distribution is left skewed (right skewed) whenever $\alpha \geq 1$ ($\alpha < 1$) and $\lambda < 1$ $(\lambda \geq 1)$. The plots in [Fig. 3](#fig0015){ref-type="fig"} indicate that the EEC hazard function shape is always upside-down bathtub.Remark 2Let $Q(p),\,\, 0 < p < 1$ denote the quantile function for the EECD. Then, $Q(p)$ is given by$$Q(p) = \theta\cot\left( {\pi\left( {1 - p^{\frac{1}{\alpha}}} \right)^{\frac{1}{\lambda}}} \right).$$Fig. 3The EEC hazard function for various values of *α* and $\lambda$.Fig. 3

To explore the effect of the shape parameters when the quantile function is in closed form, Alzaatreh et al. \[[@bib0060]\] suggested using the quantile based Skewness and kurtosis for the *T*-*X* family of distributions. The measure of skewness *S* defined by Galton \[[@bib0085]\] and the measure of kurtosis *K* defined by Moors \[[@bib0090]\] are given by$$S = \frac{Q(6/8) - 2Q(4/8) + Q(2/8)}{Q(6/8) - Q(2/8)}\quad\text{and}\quad K = \frac{Q(7/8) - Q(5/8) + Q(3/8) - Q(1/8)}{Q(6/8) - Q(2/8)}.$$

When the distribution is symmetric, *S* = 0 and when the distribution is right (or left) skewed, *S* \> 0 (or \< 0). As *K* increases, the tail of the distribution becomes heavier. Since the CDF of the ECC distribution is in closed form, equations in [(2.6)](#eq0060){ref-type="disp-formula"} are used to obtain the Galtons\' skewness and Moors\' kurtosis where the quantile function is defined in [(2.5)](#eq0055){ref-type="disp-formula"}. [Fig. 4](#fig0020){ref-type="fig"} displays the Galton\'s skewness and Moors\' kurtosis for the EECD when $\theta = 1$. From [Fig. 4](#fig0020){ref-type="fig"}, the EECD takes wide range of skewness and kurtosis values. This indicates that the EECD can be very effective in modeling real data sets with various skewness and kurtosis values.Fig. 4Galton's Skewness and Moors' Kurtosis for the EECD for various values of *α* and $\lambda$.Fig. 4

Galtons' skewness is also used to determine the regions in which the EEC distribution is left skewed or right skewed. A numerical method is used to determine the points where the Galtons' skewness equals to zero. [Fig. 5](#fig0025){ref-type="fig"} shows the regions in which the EEC distribution is left skewed or right skewed. The quadratic function in [Fig. 5](#fig0025){ref-type="fig"} connects the points where EEC distribution is symmetric.Fig. 5Skewness regions for the EECD when $\theta = 1$.Fig. 5

Some properties of EEC distribution {#sec0010}
===================================

The entropy of a random variable *X* is a measure of variation of uncertainty \[[@bib0095]\].

Shannon entropy \[[@bib0100]\] for a random variable *X* with PDF *g*(*x*) is defined as $E\left\{ {- \log\left( {g(X)} \right)} \right\}$. Since 1948, Shannon entropy has been used in many fields such as communication theory, engineering, physics and biology. Alzaatreh et al. \[[@bib0060]\] derived the Shannon entropy for the *T*-*X* family of distributions. Also, Ghosh and Alzaatreh \[[@bib0105]\] derived the Shannon entropy for the exponentiated exponential-*X* in [(1.5)](#eq0025){ref-type="disp-formula"} as$$\eta_{X} = - E\left\{ {\log f\left( {F^{- 1}\left( {1 - e^{- T}} \right)} \right)} \right\} - \log(\lambda\alpha) + (1 - 1/\lambda)(\psi(\alpha) - \psi(1)) - {(\alpha\lambda)}^{- 1} + 1,$$where $\psi$ is the digamma function and *T* is the exponentiated-exponential random variable with parameters $\alpha$ and $\lambda$. In the following theorem, we derive the Shannon entropy for the EEC distribution.Theorem 2The Shannon entropy for the EEC distribution is given by$$\eta_{X} = \log\left( \frac{\theta}{\alpha\lambda\pi} \right) + (1 + 1/\lambda)H(\alpha) - \alpha^{- 1} + 1 - 2\alpha\sum\limits_{k = 1}^{\infty}{v_{k}B(}\alpha,2k\lambda^{- 1} + 1),$$where $H(\alpha)$ is the harmonic number of $\alpha$.ProofWe first need to find $- E\left\{ {\log f\left( {F^{- 1}\left( {1 - e^{- T}} \right)} \right)} \right\}$, where $f(x)$ and $F(x)$ are, respectively, the PDF and the CDF of the Cauchy distribution. It is easy to show that $\log f(F^{- 1}(1 - e^{- T})) = - \log(\pi\theta) + 2\log(\sin(\pi e^{- T}))$ and hence,$$- E\left\{ {\log f\left( {F^{- 1}\left( {1 - e^{- T}} \right)} \right)} \right\} = \log(\pi\theta) - 2\alpha\lambda\int_{0}^{\infty}{\log(\sin(\pi e^{- t})){(1 - e^{- \lambda t})}^{\alpha - 1}e^{- \lambda t}dt}.$$

Now, using Gradshteyn and Ryzhik (\[[@bib0110]\], p. 55), $\log(\sin\pi x)$ can be written as$$\log(\sin\pi x) = \log(\pi x) + \sum\limits_{k = 1}^{\infty}{\underset{v_{k}}{\underset{︸}{\frac{{( - 1)}^{k}{(2\pi)}^{2k}B_{2k}}{2k(2k)!}}}x^{2k}},$$where $B_{n}$ is the Bernoulli number.

By letting $u = e^{- t}$ and using the series representation of $\log(\sin\pi x)$ in [(3.4)](#eq0080){ref-type="disp-formula"}, [(3.3)](#eq0075){ref-type="disp-formula"} reduces to$$- E\left\{ {\log f\left( {F^{- 1}\left( {1 - e^{- T}} \right)} \right)} \right\} = \log(\pi\theta) - 2\alpha\lambda\int_{0}^{1}{\log\left( {\pi u} \right)u^{\lambda}{(1 - u^{\lambda})}^{\alpha - 1}du} - 2\alpha\sum\limits_{k = 1}^{\infty}{v_{k}\, B(\alpha,2k\lambda^{- 1} + 1)},$$where $B(a,b) = \Gamma(a)\Gamma(b)/\Gamma(a + b)$, the beta function. Now,

$\int_{0}^{1}{\log(u)u^{\lambda - 1}{(1 - u^{\lambda})}^{\alpha - 1}du} = \frac{1}{\lambda^{2}}\left( {\frac{d}{dx}B\left( {x,\alpha} \right)} \right|_{x = 1} = \frac{- 1}{\lambda^{2}\alpha}H(\alpha)$. The results in (3.1) followed by using the above result and substituting (3.5) in (3.2) and using the fact that $H(\alpha) = \psi(\alpha + 1) - \psi(1)$. □

Moments {#sec0015}
-------

On using Remark 1, the *r*th moments for the EEC distribution can be written as$$E(X^{r}) = \alpha\lambda\theta^{r}\int_{0}^{1}{\cot^{r}(\pi u){(1 - u^{\lambda})}^{\alpha - 1}u^{\lambda - 1}du}.$$By using (3.4) and the fact that $\cot(\pi u) = \frac{1}{\pi}\frac{d}{du}\log(\sin\pi u)$, one can obtain a series expansion for the $\cot(\pi u)$ as$$\cot(\pi u) = \sum\limits_{k = 0}^{\infty}{\underset{w_{k}}{\underset{︸}{\frac{{( - 1)}^{k}2^{2k}\pi^{2k - 1}B_{2k}}{(2k)!}}}u^{2k - 1}}.$$

Therefore, (\[[@bib0110]\], p. 17),$$\cot^{r}(\pi u) = \sum\limits_{k = 0}^{\infty}{v_{k}u^{2k - r}},$$where $v_{0} = \pi^{- r}$, $v_{m} = \pi m^{- 1}\sum_{k = 1}^{m}{(kr - m + k)w_{k}v_{m - k},\,\, m \geq 1}$

Hence, from [(3.6)](#eq0090){ref-type="disp-formula"} the *r*th moments for the EEC distribution can be written as$$E(X^{r}) = \alpha\theta^{r}\sum\limits_{k = 0}^{\infty}{v_{k}B\lbrack}\alpha,\lambda^{- 1}(2k - r) + 1\rbrack.$$

The *r*th moments of the EEC do not always exist. The following theorem gives a necessary and sufficient condition for the existence of the *r*th moments of the EEC distribution.Theorem 3The *k*th moments of the EEC distribution exist if and only if both $\alpha$ and $\lambda$ greater than *k*.ProofConsider the following integrals$$E(X^{k}) = \int_{- \infty}^{- 1}{x^{k}g(x)dx} + \int_{- 1}^{1}{x^{k}g(x)dx} + \int_{1}^{\infty}{x^{k}g(x)dx}$$where $g(x)$ is defined in [(2.1)](#eq0030){ref-type="disp-formula"}.

Without loss of generality assume $\theta = 1$. Since the middle integral above exists, it suffices to investigate the existence of the first and third integrands. Let $\delta(x) = \alpha\lambda\pi^{- \lambda}x^{- (\lambda - k + 1)}$ for $x \geq 1$. Then $\int_{1}^{\infty}{\delta(x)dx}$ exists iff $\lambda > k.$ One can easily show that $x^{k}g(x) \sim \delta(x)$ as $\left. x\rightarrow\infty \right.$ and hence $\int_{1}^{\infty}{x^{k}g(x)dx}$ exists iff $\lambda > k.$ Similarly one can show $\int_{- \infty}^{- 1}{x^{k}g(x)dx}$ exists iff $\alpha > k.$ □

[Fig. 6](#fig0030){ref-type="fig"} provides the mean and variance of the EEC distribution when the scale parameter $\theta = 1$ and for various combinations of $\alpha$ and $\lambda$. From [Fig. 6](#fig0030){ref-type="fig"} it appears that for fixed $\lambda$, the mean is an increasing functions of $\alpha$ while the variance is a decreasing function of $\alpha$. Also, for fixed $\alpha$, the mean is a decreasing function of $\lambda$.Fig. 6Mean and variance of the EECD for various values of *α* and $\lambda$.Fig. 6

The *r*th incomplete moments for the EEC distribution is defined as$$I_{r}(m) = \int_{- \infty}^{m}{x^{r}g(x)dx}.$$

On using the substitution $u = 0.5 - \pi^{- 1}\tan^{- 1}(x/\theta)$, [(3.10)](#eq0115){ref-type="disp-formula"} can be written as$$I_{r}(m) = \alpha\lambda\theta^{r}\int_{0}^{u_{m}}{\cot^{r}(\pi u){(1 - u^{\lambda})}^{\alpha - 1}u^{\lambda - 1}du},$$where $u_{m} = 0.5 - \pi^{- 1}\tan^{- 1}(m/\theta)$.

By using [(3.8)](#eq0100){ref-type="disp-formula"}, [(3.11)](#eq0120){ref-type="disp-formula"} reduces to$$I_{r}(m) = \alpha\theta^{r}\sum\limits_{k = 0}^{\infty}{v_{k}B_{1 - u_{m}^{\lambda}}\lbrack}\alpha,\lambda^{- 1}(2k - r) + 1\rbrack,$$where $B_{x}(a,b) = \int_{0}^{x}{u^{a - 1}{(1 - u)}^{b - 1}du}$, is the incomplete beta function.

The first incomplete moment is used to find the deviations from the mean and median. The deviation from the mean and the deviation from the median are used to measure the dispersion and the spread in a population from the center. The mean deviation from the mean is denoted by $D(\mu)$, and the mean deviation from the median *M* is denoted by $D(M)$.Corollary 1The $D(\mu)$ and $D(M)$ for EEC distribution are$$D(\mu) = 2\mu G(\mu) - 2I_{1}(\mu)\quad\text{and}\quad D(M) = \mu - 2I_{1}(M),$$where $I_{1}(m) = \alpha\theta\sum\limits_{k = 0}^{\infty}{v_{k}B_{1 - u_{m}^{\lambda}}(\alpha,\lambda^{- 1}(2k - 1) + 1),\,\,\,\lambda > 1}$ and $G(\mu)$ can be found from Eq. [(2.2)](#eq0035){ref-type="disp-formula"}.ProofBy definitions of $D(\mu)$ and $D(M)$, it is easy to see that

$D(\mu) = E(X - \mu) = 2\mu G(\mu) - 2\int_{\, - \infty}^{\mu}{xg(x)dx}$ and $D(M) = E(X - M) = \mu - 2\int_{\, - \infty}^{\, M}{xg(x)dx}$. The rest of the proof follows from [(3.12)](#eq0125){ref-type="disp-formula"}. □

Some characterizations of the *EE*-*X* family based on truncated moments {#sec0020}
------------------------------------------------------------------------

Glänzel \[[@bib0115]\] provides characterizations based on the truncated moments for some important distributions including the standard Cauchy distribution. For more information, one is referred to Hamedani \[[@bib0120]\]. Below, we provide some results from Glänzel \[[@bib0115]\] which will be used to show Theorem 5.Theorem 4Let $\left. X:\Omega\rightarrow H \right.$ be a continuous random variable and let $g_{1}$ and $g_{2}$ be two functions defined on $H = \lbrack a,b\rbrack$ for $- \infty \leq a < b \leq \infty$ such that $e_{g_{1}}(x) = e_{g_{2}}(x)\eta(x)$, where $\left. e_{g_{i}}(x) = E(g_{i}(x) \middle| X \geq x) \right.$. Assume that $g_{1},g_{2} \in C^{1}(H)$, $g_{1}/g_{2}$ is of bounded variation and $\eta(x)$ is continuously differentiable on *H*. Further assume that the equation $\eta g_{2} - g_{1} = 0$ has no solution on the interior of *H*. Finally, assume that $\int_{a}^{b}\frac{\eta{g^{\prime}}_{2} - {g^{\prime}}_{1}}{\eta g_{2} - g_{1}}dx = \infty$. Then *F* is uniquely determined by the functions $g_{1},\, g_{2}$ and $\eta$. Furthermore, the density function of *F* is $f(x) \propto \frac{\eta^{\prime}}{\eta g_{2} - g_{1}}\exp\left\{ {- \int_{a}^{x}{\frac{\eta^{\prime}g_{2}}{\eta g_{2} - g_{1}}dt}} \right\}$.

The following theorem provides a characterization for the *EE*-*X* family of distributions in [(1.5)](#eq0025){ref-type="disp-formula"}.Theorem 5Let $\left. Y:\Omega\rightarrow H \right.$ be a continuous random variable. Then *Y* follows the *EE*-*X* family in [(1.5)](#eq0025){ref-type="disp-formula"} if and only if the functions in Theorem 4 can be chosen as: $\eta = 0.5{(1 - F)}^{\lambda}$, $g_{1} = g_{2}{(1 - F)}^{\lambda}$ and $g_{2} = {(1 - {(1 - F)}^{\lambda})}^{1 - \alpha}$, $x \in H;\alpha,\lambda > 0$, where *F* is the CDF of the random variable *X* defined in [(1.5)](#eq0025){ref-type="disp-formula"}.ProofUsing [(1.5)](#eq0025){ref-type="disp-formula"}, one can show $e_{g_{1}}(x) = 0.5\alpha{(1 - F(x))}^{2\lambda - 1}$ and $e_{g_{2}}(x) = \alpha{(1 - F(x))}^{\lambda - 1}$. Therefore, $\eta(x)g_{2}(x) - g_{1}(x) = - 0.5{(1 - F(x))}^{\lambda}g_{2}(x) < 0$. This implies that the equation $\eta g_{2} - g_{1} = 0$ has no solution on the interior of *H*. Also, it is not hard to show that $\int_{a}^{b}\frac{\eta{g^{\prime}}_{2} - {g^{\prime}}_{1}}{\eta g_{2} - g_{1}}dx = \infty$. Since other assumptions of Theorem 4 are obvious, *Y* has the density function in [(1.5)](#eq0025){ref-type="disp-formula"}. Furthermore, $\frac{\eta^{\prime}g_{2}}{\eta g_{2} - g_{1}} = \lambda h_{f}(x)$ which implies that $g(y) \propto \frac{h_{f}(x)}{g_{2}(x)}\exp\{ - \lambda H_{f}(x)\}$ where the normalizing constant can be determine easily as $\lambda\alpha$. □Corollary 2Let $\left. Y:\Omega\rightarrow H \right.$ be a continuous random variable. Let $g_{2} = {(1 - {(1 - F)}^{\lambda})}^{1 - \alpha}$, $x \in H;\alpha,\lambda > 0$. Then *Y* follows the *EE*-*X* family in [(1.5)](#eq0025){ref-type="disp-formula"} if and only if there exist functions $\eta = 0.5{(1 - F)}^{\lambda}$ and $g_{1} = g_{2}{(1 - F)}^{\lambda}$ satisfying the differential $\frac{\eta^{\prime}(x)g_{2}(x)}{\eta(x)g_{2}(x) - g_{1}(x)} = \lambda h_{f}(x),\,\, x \in H.$Corollary 3Let $\left. Y:\Omega\rightarrow{\mathbb{R}} \right.$ be a continuous random variable. Then *Y* follows the EECD if and only if the functions in Theorem 4 can be chosen as: $\eta = 0.5{(1 - F)}^{\lambda}$, $g_{1} = g_{2}{(1 - F)}^{\lambda}$ and $g_{2} = {(1 - {(1 - F)}^{\lambda})}^{1 - \alpha}$, $x \in {\mathbb{R}}$, where $F(x) = \frac{1}{2} + \frac{1}{\pi}\tan^{- 1}\left( {x/\theta} \right)$ for $\alpha,\,\lambda,\,\theta > 0$.Theorem 6Let $\left. X:\Omega\rightarrow H \right.$ be a continuous random variable with CDF $F(x)$. Let $\psi(x)$ be a differentiable function defined on *H* such that $\lim\limits_{x\rightarrow\infty}\psi(x) = 1$. Then for $\delta \neq 1$, $\left. E\lbrack\psi(x) \middle| X < x\rbrack = \delta\psi(x) \right.$ if and only if $\psi(x) = F^{\frac{1}{\delta} - 1}(x),\,\,\, x \in H$.ProofSee Domma and Hamedani \[[@bib0125]\]. □Corollary 4Let $\left. Y:\Omega\rightarrow H \right.$ be a continuous random variable. If $\psi(x) = 1 - {(1 - F(x))}^{\lambda},\,\,\, x \in H$ and $\delta = \alpha/(\alpha + 1)$ then Theorem 6 gives the CDF of the *EE*-*X* family in [(1.5)](#eq0025){ref-type="disp-formula"}.

Parameter estimation {#sec0025}
====================

Maximum likelihood estimation method (MLE) {#sec0030}
------------------------------------------

Let a random sample of size *n* be taken from the EEC distribution. The log-likelihood function for the EEC distribution in [(2.1)](#eq0030){ref-type="disp-formula"} is given by$$\log L(\alpha,\lambda,\theta) = \sum\limits_{i = 1}^{n}{\log g(x_{i};\alpha,\lambda,\theta)} = n\log\alpha + n\log\lambda - n\log\pi + n\log\theta - \sum\limits_{i = 1}^{n}{\log(\theta^{2} + x_{i}^{2})} + (\alpha - 1)\sum\limits_{i = 1}^{n}{\log(1 - z_{i}^{\lambda})} + (\lambda - 1)\sum\limits_{i = 1}^{n}{\log(z_{i})},$$where $z_{i} = 0.5 - \pi^{- 1}\tan^{- 1}(x_{i}/\theta)$.

The MLE $\widehat{\alpha}$, $\widehat{\lambda}$ and $\widehat{\theta}$ can be obtained by maximizing the log likelihood function in [(4.1)](#eq0135){ref-type="disp-formula"} numerically. The initial value for $\theta$ is taken to be the MLE of $\theta$ by assuming the data, $x_{1},x_{2},\cdots,x_{n}$, follows the Cauchy distribution. The initial values for the parameters $\alpha$ and $\lambda$ are taken as follows: From Remark 1, the initial values of $\alpha$ and $\lambda$ are taken to be the MLEs of $\alpha$ and $\lambda$ by assuming the data $y_{i} = \theta_{0}\cot(\pi e^{- x_{i}}),\,\, i = 1,\cdots,n$ follows $EE(\alpha,\beta)$. PROC NLMIXED in SAS is used to maximize the log-likelihood function in [(4.1)](#eq0135){ref-type="disp-formula"}. In addition to the goodness of fit statistics, PROC NLMIXED gives the parameter estimates with their standard errors, which are the square roots of the diagonal entries in the estimated covariance matrix.

Alternative method of moment estimation (AMM) {#sec0035}
---------------------------------------------

Since the moments of the EECD do not always exist, we consider in this section an alternative method of moment estimation which was first proposed by Zografos and Balakrishnan \[[@bib0130]\].Theorem 7If *X* follows EECD with parameters $\alpha$, $\lambda$ and $\theta$, then for any $r \in N$, $E\left( {1 - F(X)} \right)^{r} = \alpha B(\alpha,1 + r/\lambda)$, where $F(x) = 2^{- 1} + \pi^{- 1}\tan^{- 1}(x/\theta)$ is the CDF of the Cauchy distribution with parameter $\theta$. □ProofStraightforward and hence omitted.

Using Theorem 7, and by equating the corresponding sample moments with the population moments we have the following three equations$$\frac{1}{n}\sum\limits_{i = 1}^{n}\left\lbrack {2^{- 1} + \pi^{- 1}\tan^{- 1}(x_{i}/\theta)} \right\rbrack^{r} = \alpha B(\alpha,1 + r/\lambda),\,\,\,\,\, r = 1,2,3.$$

The alternative method of moments estimates $\widetilde{\alpha},\,$$\widetilde{\lambda}$ and $\widetilde{\theta}$ are obtained by solving the equations in [(4.2)](#eq0140){ref-type="disp-formula"} iteratively.

Simulation study {#sec0040}
----------------

To evaluate the performance of the MLE and the AMM methods, a simulation study for both methods is conducted for a total of five parameter combinations and the process is repeated 1000 times. Three different sample sizes *n* = 50, 70 and 100 are considered. The bias (estimate-actual), and the mean square errors (MSE) of the parameter estimates for the MLE and the AMM are presented in [Table 1](#tbl0005){ref-type="table"}, [Table 2](#tbl0010){ref-type="table"} respectively. From the results in [Table 2](#tbl0010){ref-type="table"}, it appears that the mean square errors for some parameters using the AMM method are unacceptably high. This can be seen more clearly for the parameter $\theta$. The results in [Table 1](#tbl0005){ref-type="table"} show that the ML estimates, in most cases, have smaller mean square errors than the AMM estimates. Also, the bias using MLE method is acceptable. These results suggest using the MLE methods for data fitting. Also, a close look at the results from the small simulation study in [Table 1](#tbl0005){ref-type="table"}, it is noticed that when $\alpha \leq 1$($\alpha > 1$), the MLE of $\alpha$ is overestimated (underestimated). Also, when $\alpha \geq 1$($\alpha < 1$), the MLE of $\lambda$ is overestimated (underestimated). Furthermore, [Table 1](#tbl0005){ref-type="table"} indicates that the MLE of $\theta$ is always overestimated.Table 1Bias and standard deviation of the parameter estimates using MLE method.Table 1Sample sizeActual valuesBiasMSE*n*$\alpha$$\lambda$$\theta$$\widehat{\alpha}$$\widehat{\lambda}$$\widehat{\theta}$$\widehat{\alpha}$$\widehat{\lambda}$$\widehat{\theta}$501110.79970.20180.17850.76290.24600.27441.50.51−0.43190.41470.17990.63850.26690.21261.512−0.42310.74120.25560.62710.76340.59600.80.50.70.3368−0.03540.09450.17770.01380.07690.61.220.4837−0.41280.17910.29740.20520.4396  701110.13340.10700.10100.12310.08740.10331.50.51−0.38420.32560.09080.22690.14620.10021.512−0.37600.62140.14480.25860.51130.34390.80.50.70.2848−0.06070.05570.11990.01110.04910.61.220.4855−0.41170.17660.28580.19810.3403  1001110.11110.09460.06910.06410.05230.05901.50.51−0.23470.30520.05140.23400.12050.05911.512−0.23690.58380.08250.24960.42990.23070.80.50.70.2449−0.08140.02610.08370.01120.02640.61.220.4594−0.44300.08660.25130.21840.2245Table 2Bias and standard deviation of the parameter estimates using AMM.Table 2Sample sizeActual valuesBiasMSE*n*$\alpha$$\lambda$$\theta$$\widehat{\alpha}$$\widehat{\lambda}$$\widehat{\theta}$$\widehat{\alpha}$$\widehat{\lambda}$$\widehat{\theta}$501110.17090.04840.22440.64450.39250.98891.50.51−0.48350.66670.35310.78930.77831.32931.5120.1853−0.03050.05191.66120.46172.80340.80.50.7−0.35020.52900.09320.17160.51160.22020.61.220.0707−0.3663−0.26800.19720.45041.7952  701110.13240.00260.11130.56280.28940.56191.50.51−0.65350.53510.11230.63770.50210.44801.5120.0709−0.05440.09001.00810.32062.37610.80.50.7−0.33790.57330.13660.15340.55950.20980.61.220.0457−0.4095−0.34390.23030.50651.3382  1001110.0625−0.04630.04620.47820.25680.48781.50.51−0.64840.56460.15270.55150.51340.41861.5120.0022−0.0853−0.07000.73710.25131.27620.80.50.7−0.38500.48920.06090.18070.42120.17190.61.22−0.0120−0.4529−0.44260.14030.45861.3005

Application {#sec0045}
===========

To illustrate the applications of the EEC distribution, the EEC distribution is fitted to two data sets. The first data set in [Table 3](#tbl0015){ref-type="table"} ([http://www.ibge.gov.br/seriesestatisticas/exibedados.php?idnivel=BR&idserie=PRECO101](http://www.ibge.gov.br/seriesestatisticas/exibedados.php?idnivel=BR%26idserie=PRECO101){#intr0005}), is the INPC data which represents the national index of consumer prices of Brazil since 1979. The INPC index measures the cost of living of households with heads employees. The second data set in [Table 4](#tbl0020){ref-type="table"} from Weisberg \[[@bib0135]\], represents the sum of skin folds in102 male and 100 female athletes collected at the Australian Institute of Sports. The data sets are fitted to the EEC distribution and compared with the two-parameter Cauchy, the three parameter skew-Cauchy \[[@bib0040]\] and the beta-Cauchy \[[@bib0050]\] distributions. The following are the PDF of the Cauchy, skew-Cauchy and beta-Cauchy distributions respectively;$$g(x) = \frac{1}{\pi\theta\lbrack 1 + {((x - c)/\theta)}^{2}\rbrack},\, x \in {\mathbb{R}}.$$$$g(x) = \frac{1}{\pi\theta\lbrack 1 + {((x - c)/\theta)}^{2}\rbrack}\left( {1 + \frac{\lambda(x - c)}{\sqrt{\theta^{2} + (1 + \lambda^{2}){(x - c)}^{2}}}} \right),\, x \in {\mathbb{R}}.$$$$g(x) = \frac{1}{\pi\theta B(\alpha,\lambda)\lbrack 1 + {((x - c)/\theta)}^{2}\rbrack}\left( {\frac{1}{2} + \frac{1}{\pi}\tan^{- 1}(x/\theta)} \right)^{\alpha - 1}\left( {\frac{1}{2} - \frac{1}{\pi}\tan^{- 1}((x - c)/\theta)} \right)^{\lambda - 1},\quad x \in {\mathbb{R}}.$$Table 3The INPC data.Table 30.690.440.130.030.170.372.470.620.571.390.390.970.420.12−0.110.500.392.700.310.840.300.550.430.490.270.700.730.823.391.070.48−0.050.740.300.620.230.910.500.181.570.740.490.090.070.250.420.380.730.400.040.831.290.770.130.050.590.430.400.440.41−0.060.860.940.550.050.470.320.160.540.570.570.991.150.440.290.611.280.31−0.020.580.860.391.380.610.790.160.741.290.260.110.150.440.831.370.091.110.430.940.650.26−0.070.000.170.541.460.680.601.210.960.42−0.18−0.280.490.150.180.680.341.200.291.512.460.110.150.540.290.350.450.381.330.711.402.18−0.310.720.850.100.110.810.021.281.461.172.10−0.490.450.57−0.030.600.330.500.931.651.022.491.621.011.44Table 4The sum of skin folds data.Table 428.09889.068.969.9109.052.352.846.782.742.3109.196.898.3103.6110.298.157.043.171.129.796.3102.880.3122.171.3200.880.665.378.065.938.956.5104.674.990.454.6131.968.352.040.834.344.8105.7126.483.0106.988.233.847.642.741.534.630.9100.780.391.0156.695.443.561.935.250.931.844.056.875.276.2101.147.546.238.249.249.634.537.575.987.252.6126.455.673.943.561.888.931.037.652.897.9111.1114.062.936.856.846.548.332.631.747.875.1110.770.052.56741.634.861.831.536.676.065.174.777.062.641.158.960.243.032.64861.2171.1113.5148.949.959.444.548.161.131.041.975.676.899.880.157.948.441.844.543.833.730.943.3117.880.3156.6109.650.033.754.054.230.352.849.590.2109.5115.998.554.650.944.741.838.043.270.097.2123.6181.7136.342.340.564.934.155.7113.575.799.991.271.6103.646.151.243.830.537.596.957.7125.949.0143.5102.846.354.458.334.0112.549.367.256.547.660.434.9

The maximum likelihood estimates, the log-likelihood value, the AIC (Akaike Information Criterion), the Kolmogorov-Smirnov (K-S) test statistic, and the *p*-value for the K-S statistic for the fitted distributions to the data sets are reported in [Table 5](#tbl0025){ref-type="table"}, [Table 6](#tbl0030){ref-type="table"}.

The results in [Table 5](#tbl0025){ref-type="table"}, [Table 6](#tbl0030){ref-type="table"} show that the Cauchy distribution does not provide adequate fit to both data sets. The Skew-Cauchy distribution does not provide adequate fit to data sets in [Table 4](#tbl0020){ref-type="table"} and provides adequate fit to the data in [Table 3](#tbl0015){ref-type="table"}. The EEC and beta-Cauchy distributions provide the best fit to the two data sets. The fact that EECD has less number of parameters compared with beta-Cauchy distribution makes EECD a better choice for fitting both data sets.Table 5Parameter estimates for the INPC data.Table 5DistributionBeta-CauchyEECSkew CauchyCauchyParameter Estimates$\widehat{c}$ = −0.0226 [a](#tblfn0005){ref-type="table-fn"}(0.2279)$\widehat{\theta}$ = 0.9949 (0.2891)$\widehat{c}$ = 0.2424 (0.0818)$\widehat{c}$ = 0.4792 (0.0323)$\widehat{\theta}$ = 0.7064 (0.1595)$\widehat{\alpha}$ = 27.3016 (18.5834)$\widehat{\theta}$ = 0.3275 (0.0531)$\widehat{\theta}$ = 0.2656 (0.0285)$\widehat{\alpha}$ = 9.3393 (5.2784)$\widehat{\lambda}$ = 3.4706 (0.9507)$\widehat{\lambda}$ = 1.1888 (0.5256)$\widehat{\lambda}$ = 4.0236 (1.6028)  $\widehat{\ell}$−116.5629−116.7820−132.7465−139.3542AIC241.1257239.5641271.4929282.7083K-S0.03760.03720.08370.1115K-S *p*-value0.97930.98150.22190.0403[^1]Table 6Parameter estimates for the sum of skin folds data.Table 6DistributionBeta-CauchyEECSkew CauchyCauchyParameter Estimates$\widehat{c}$ = 11.7939 (6.1381)$\widehat{\theta}$ = 15.9717 (16.6657)$\widehat{c}$ = 30.1404 (0.4983)$\widehat{c}$ = 55.5789 (1.9777)$\widehat{\theta}$ = 19.4238 (6.1543)$\widehat{\alpha}$ = 666.6127 (128.0986)$\widehat{\theta}$ = 27.9345 (2.6184)$\widehat{\theta}$ = 16.9283 (1.6372)$\widehat{\alpha}$ = 26.5961 (9.1507)$\widehat{\lambda}$ = 2.7858 (0.3756)$\widehat{\lambda}$ = 29.6768 (18.5649)$\widehat{\lambda}$ = 4.0223 (1.0913)  $\widehat{\ell}$−955.0111−955.7381−972.6959−1011.7310AIC1918.02201917.47601951.39202027.4630K-S0.07600.07000.13520.1794K-S *p*-value0.19370.27580.00120.0000

From [Table 5](#tbl0025){ref-type="table"}, the estimated value for the parameter $\theta$ for the EEC distribution is approximately 1. Therefore, the two-parameter EEC distribution can be a natural choice for this data set. The likelihood ratio test for the hypothesis $H_{0}:\theta = 1$ against $H_{a}:\theta \neq 1$ confirms that the two-parameter EEC (standard EEC) distribution performs equally well when compared with the three-parameter EEC distribution. The results from fitting the standard EEC distribution to the INPC data as follows:$$\begin{matrix}
{\widehat{\alpha} = 27\,.6086(5.9527),\,\,\,\widehat{\lambda} = 3.4865(0.2311),\,\,\text{  }\overset{}{\widehat{\mathit{\ell}}} = - 116.7822,} \\
{AIC = 237.5644,\,\,\,\,\text{K-S} = 0.0375\,\,\,\, and\,\,\,\,{K-S\ p}\text{-value} = 0.9799.} \\
\end{matrix}$$

The likelihood ratio statistic in this case is based on $\lambda = L_{0}(\widetilde{\alpha},\widetilde{\lambda})/L_{a}(\widehat{\alpha},\widetilde{\lambda},\widetilde{\theta})$, where $L_{0}$ and $L_{a}$ are the likelihood values for the standard EEC and the three-parameter EEC distributions respectively. The quantity $- 2\log\lambda$ asymptotically follows a chi-square distribution with 1 degree of freedom. In this case, we have $- 2\log\lambda = 0.0004$ and the *p*-value is 1.0000. [Fig. 7](#fig0035){ref-type="fig"} displays the empirical and the fitted cumulative distribution functions for the data sets in [Table 3](#tbl0015){ref-type="table"}, [Table 4](#tbl0020){ref-type="table"}. In this Figure, the standard EEC distribution is used for the data set in [Table 3](#tbl0015){ref-type="table"} and the three-parameter EEC distribution is used for the data set in [Table 4](#tbl0020){ref-type="table"}. The figure supports the results from [Table 5](#tbl0025){ref-type="table"}, [Table 6](#tbl0030){ref-type="table"}.Fig. 7CDF for fitted distributions for data sets in [Table 5](#tbl0025){ref-type="table"}, [Table 6](#tbl0030){ref-type="table"}.Fig. 7

Summary and conclusion {#sec0050}
======================

In this article, a generalization of the Cauchy distribution, the EECD, is defined and studied. Several properties of the proposed distribution are studied in detail including mode, moments, skewness, kurtosis and Shannon entropy. Two real data sets are fitted to the EECD and compared with Cauchy, skew Cauchy and beta-Cauchy distributions. The results show the great flexibility of the proposed model. Based on [Fig. 4](#fig0020){ref-type="fig"}, [Fig. 5](#fig0025){ref-type="fig"}, the EEC indeed can fit different data sets with wide range of skewness values including left and right skewness. Furthermore, a simulation study is conducted for various parameter and sample size values to generate highly left and right skewed data sets from EECD. The results, based on K-S statistic, showed that the EECD produces good fit to various highly skewed (left and right) data sets. To conserve space, the results were not included in the article.

For future research, one can propose methods of discrimination between two or more members of the *EE*-*X* family based on the ratio of the Shannon entropies. For more information about this problem, one is referred to Zografos and Balakrishnan \[[@bib0130]\]. Furthermore, one can use the kullback-Leibler divergence \[[@bib0140]\] to discriminate between member of *EE*-*X* family and other family such as the beta family \[[@bib0055]\]. Also, it is noteworthy to mention that the method of discrimination between members of *EE*-*X* family using the idea proposed by Zografos and Balakrishnan \[[@bib0130]\] can be extended to cover the gamma-*X* family \[[@bib0065]\] or even the *T*-*X* family \[[@bib0060]\].
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[^1]: Standard error.
