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The interaction between propagating microwave fields and Cooper-pair tunneling across a DC
voltage-biased Josephson junction can be highly nonlinear. We show theoretically that this nonlin-
earity can be used to convert an incoming single microwave photon into an outgoing n-photon Fock
state in a different mode. In this process, the electrostatic energy released in a Cooper-pair tunneling
event is transferred to the outgoing Fock state, providing energy gain. The created multi-photon
Fock state is frequency entangled and highly bunched. The conversion can be made reflectionless
(impedance-matched) so that all incoming photons are converted to n-photon states. With realistic
parameters multiplication ratios n > 2 can be reached. By two consecutive multiplications, the
outgoing Fock-state number can get sufficiently large to accurately discriminate it from vacuum
with linear post-amplification and power measurement. Therefore, this amplification scheme can be
used as single-photon detector without dead time.
PACS numbers: 42.65.-k, 74.50.+r, 85.25.Cp, 85.60.Gz
I. INTRODUCTION
The ability to control light at the single-photon level is
a key ingredient of most quantum systems in the optical
and microwave domain. In the optical domain, single-
photon detectors (SPDs) play a central role: they are
the workhorse of most quantum optics experiments and
fundamental research tools, such as quantum state to-
mography [1]. Together with the creation of nonclassical
states of light they can also be used for quantum com-
munication [2, 3] and optical quantum computing [4–6].
In particular, a SPD together with a photon multiplier
facilitates nonlinear optical quantum computing [6].
In the microwave domain, a true SPD of itinerant mi-
crowaves has not yet been realized despite important re-
cent developments [7–14]. Instead, readout of quantum
devices relies on linear parametric amplifiers [15–18] with
noise levels very close to the standard quantum limit of
1 photon (including zero-point fluctuations of the incom-
ing line). Unfortunately, this unavoidable noise does not
allow them to discriminate between a vacuum state and a
single photon propagating along a transmission line (TL).
A microwave SPD could do just this and would allow for
a host of new possibilities for readout of quantum devices
and communication using quantum microwaves.
In this article, we propose building a microwave pho-
ton multiplier and SPD based on the nonlinear coupling
between charge tunneling and electromagnetic fields in
a microwave circuit. From early on it has been estab-
lished how this coupling modifies charge transport [19–
23], but recent technological progress now also allows for
the measurement of the emitted radiation [24–29]. This
in turn has stimulated further theoretical studies of its
properties [30–41]. A DC voltage-biased Josephson junc-
tion, embedded in a superconducting microwave circuit,
FIG. 1: (a): We investigate microwave scattering in a trans-
mission line connected to two resonators, with frequencies ωa
and ωb, and a Josephson junction with coupling energy EJ.
An incoming photon from the left interacts with Cooper pair
tunneling across the Josephson junction that emits an out-
going field to right. When impedance matched, an incom-
ing photon of frequency ωa deterministically converts into
n outgoing photons of average frequency ωb. (b): The en-
ergy diagram of photon tripling with slight frequency down-
conversion. Energy is absorbed from the Cooper-pair tunnel-
ing event, ~ωa + 2eV = 3 × ~ωb. Generally, it is possible to
up-convert (ωa > ωb) and down-convert (ωa < ωb) incoming
microwave photons.
exhibits the strong nonlinearity of this light-charge inter-
action most clearly, due to the absence of quasi-particle
excitations. This system is understood to be a bright
and robust on-chip source of nonclassical microwave ra-
diation, such as of antibunched photons [34, 35], nonclas-
sical photon pairs [24, 28, 31, 36], and multi-photon Fock
states [40, 41].
We explore theoretically a process which converts a
propagating photon in one mode to n photons in another
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2mode. Such nonlinear interaction can be realized in a
microwave circuit depicted in Fig. 1: a voltage-biased
Josephson junction couples two TLs via two microwave
resonators at different frequencies. Incoming photons
from the left-hand side TL interact with the Josephson
junction, which creates a reflected field to the left and a
converted field to the right of the Josephson junction. We
show that there exists an impedance-matched situation,
where an incoming photon is deterministically absorbed
and converted into an outgoing multi-photon Fock state
on the right-hand side. The energy released in the simul-
taneous Cooper-pair tunneling event, 2eV , is absorbed
by the creation of n photons, 2eV + ~ωa = n~ωb, and
thereby allows for energy gain. The created multi-photon
Fock state is frequency entangled and the photon distri-
bution is highly bunched. Unlike the down-conversion
process in a parametric amplifier, this conversion pro-
cess requires an incoming photon and ideally cannot be
triggered by zero-point fluctuations [17]. The bias con-
dition is different from other recently studied Joseph-
son systems, producing microwave lasing [29] or Casimir
radiation [42, 43] through two-photon down-conversion
processes triggered by vacuum fluctuations. Our system
therefore offers a new tool to manipulate and convert
propagating microwave photons in microwave circuits,
without adding photon noise.
If arbitrary system parameters can be realized, mul-
tiplication by any n is possible. However, for presently
achievable characteristic impedances of microwave res-
onators n = 3 photon production from a single-photon
input is feasible. More photons can be created when the
process is cascaded by connecting the output of the first
multiplier to the input of the second one, in particular,
in an integrated setup with two Josephson junctions and
three microwave resonators. By analyzing quadrature
fluctuations of Fock states, we find that two such multi-
plications can create enough (3 × 3 = 9) photons to be
discriminated from vacuum using linear parametric am-
plifiers, with quantum efficiency 0.9 and dark-count rate
10−3× bandwidth. In comparison to other recent pro-
posals, such as single-photon absorption in a phase-qubit
type system [7–9], in a lambda-type system [11, 12], a
driven three-level system [10, 13], or using transitions
to dark states in multi-qubit system [14], our microwave
SPD does not include artificial atoms, which need to be
reset after each detection. Our system therefore allows
for detection of photons without any dark time.
The article is organized as follows. In Sec. II, we
introduce the continuous-mode treatment of the prop-
agating radiation in TLs and boundary conditions de-
scribing their interaction with the two resonators and
the Josephson junction. In Sec. III, we derive an ana-
lytical expression for the single-to-multiphoton scatter-
ing matrix. We use this to derive the conditions for
the conversion to be deterministic (reflectionless) and
study photon bunching and nonclassical frequency corre-
lations of the created out field. We also show how to lin-
earize and straightforwardly obtain exact results for the
conversion probability in general biasing conditions. In
Sec. IV, we explore amplification of multi-photon inputs
and finite-bandwidth wavepackets by considering incom-
ing coherent-state pulses and applying a master-equation
approach. In Sec. V, we consider a two-stage cascasion
scheme that includes two Josephson junctions and three
microwave resonators. We show when deterministic cas-
caded multiplication of incoming single-photon states is
possible. In Sec. VI, we discuss how created multi-photon
Fock states can be experimentally detected using linear
amplifiers and power measurement. In Sec. VII, we give
estimates for parasitic effects possibly degrading the per-
formance of the SPD, originating in finite temperature
and spontaneous photon emission (photon noise). Con-
clusions and discussion are given in Sec. VIII.
II. THE MODEL
In this section, we introduce the continuous-mode
treatment of the electromagnetic radiation in the semi-
infinite TLs. We state the boundary conditions describ-
ing the interaction between the propagating fields and
the two microwave resonators in the narrow-bandwidth
approximation and introduce the Heisenberg equation of
motion accounting for resonator-resonator coupling pro-
vided by the DC voltage-biased Josephson junction. A
more detailed derivation of these equations is given in
Appendix A.
A. Transmission line operators
Our starting point is the quantized representation of
a propagating electromagnetic field in a superconducting
TL [2, 44, 45]. A solution for the magnetic flux field in
the left-hand side transmission line can be written as
Φˆ(x < 0, t) =
√
~Z0
4pi
∫ ∞
0
dω√
ω
× (1)[
aˆin(ω)e
i(kωx−ωt) + aˆout(ω)ei(−kωx−ωt) + H.c.
]
.
Here x = 0 corresponds to the position of the Joseph-
son junction and the two resonators. The characteris-
tic impedance Z0 =
√
L′/C ′ and wave number kω =
ω
√
L′C ′ are defined by the capacitance C ′ and induc-
tance L′ per unit length. The operator aˆ†in(out)(ω) cre-
ates and the operator aˆin(out)(ω) annihilates an incoming
(outgoing) propagating photon of frequency ω. We have
the commutation relations[
aˆin(ω), aˆ
†
in(ω
′)
]
= δ(ω − ω′) , (2)
and similarly for the out-operators.
For the right-hand side transmission line we write sim-
3ilarly (x > 0)
Φˆ(x > 0, t) =
√
~Z0
4pi
∫ ∞
0
dω√
ω
× (3)[
bˆin(ω)e
i(−kωx−ωt) + bˆout(ω)ei(kωx−ωt) + H.c.
]
,
with analogous relations for the field operators,[
bˆin(ω), bˆ
†
in(ω
′)
]
= δ(ω − ω′) . (4)
The relation between in- and out-operators at the two
sides is fixed by the boundary conditions and interaction
at the resonators, described in Sec. II B.
In this article we consider situations where frequencies
only close to resonance frequencies are relevant. We can
then approximate the factor 1/
√
ω in Eqs. (1) and (3)
by the corresponding resonance frequencies [45]. For ex-
ample, for the left-hand side transmission line we then
write
Φˆ(x < 0, t) =
√
~Z0
4piωa
∫ ∞
−∞
dω × (5)[
aˆin(ω)e
i(kωx−ωt) + aˆout(ω)ei(−kωx−ωt) + H.c.
]
,
and similarly for the right-hand side with factor 1/
√
ωb.
Here, we have also formally extended the lower bound of
the integration to −∞, which can be done when frequen-
cies well below ωa have negligible contribution. Within
this approximation we then write
Φˆ(x < 0, t) =
√
~Z0
2ωa
[aˆin(t− x/c) + aˆout(t+ x/c) + H.c.] ,(6)
where we have defined
aˆin/out(t) =
1√
2pi
∫ ∞
−∞
dωe−iωtaˆin/out(ω) , (7)
and c = 1/
√
L′C ′. We have then
[aˆin(t), aˆ
†
in(t
′)] = δ(t− t′) , (8)
and similarly for the out-field operators. The inverse
transformation has the form
aˆin/out(ω) =
1√
2pi
∫ ∞
−∞
dteiωtaˆin/out(t). (9)
The operator aˆ
(†)
in (t) annihilates (creates) an incoming
photon at x = 0 at time t. Analogue definition is made
for the right-hand side transmission line operators Φˆ(x >
0, t) and bˆin/out(t).
B. Boundary conditions and Heisenberg equations
of motion
The semi-infinite TLs are connected to two resonators,
as shown in Fig. 1. These impose boundary conditions
of the form (Appendix A)
aˆin(t) + aˆout(t) =
√
γaaˆ(t) (10)
bˆin(t) + bˆout(t) =
√
γbbˆ(t) . (11)
These are time-dependent operators as the boundary
conditions are given in the Heisenberg picture. The pho-
ton annihilation (creation) operator aˆ(†) corresponds to
the standard description of the local field in the left-hand
side resonator and bˆ(†) in the right-hand side resonator.
We have [aˆ, aˆ†] = 1 and [bˆ, bˆ†] = 1, other combinations
of these operators vanish. The energy decay rate γa/b
of the cavity field in the corresponding TL defines the
bandwidth of the resonator a/b (we assume that there is
no internal dissipation of resonators).
The field operators additionally follow the Heisenberg
equations of motion (Appendix A)
˙ˆa(t) =
i
~
[H0 +HJ, aˆ(t)]− γa
2
aˆ(t) +
√
γaaˆin(t) (12)
˙ˆ
b(t) =
i
~
[
H0 +HJ, bˆ(t)
]
− γb
2
bˆ(t) +
√
γbbˆin(t).(13)
Here H0 = ~ωaaˆ†aˆ + ~ωbbˆ†bˆ is the resonator Hamilto-
nian. The interaction between them is provided by the
Josephson junction Hamiltonian,
HJ = −EJ cos
[
ωJt+ ga(aˆ+ aˆ
†)− gb(bˆ+ bˆ†)
]
, (14)
where the Josephson frequency ωJ = 2eV/~ accounts
for the DC voltage bias and the dimensionless cou-
pling ga/b =
√
piZa/b/RQ compares the characteristic
impedances of modes a and b to the resistance quantum
RQ = h/4e
2.
In the following sections, the above boundary condi-
tions and equations of motion are used to evaluate certain
expectation values for the out field using specific inputs,
under rotating-wave approximation (RWA). More pre-
cisely, in Sec. III, we show an exact analytical solution
for the scattering matrix when having a single-photon
input. In Sec. IV, we study conversion of multi-photon
inputs by considering incoming coherent-state pulses. In
Sec. V, we study double multiplication of single incom-
ing photons with two cascaded multipliers. Finally, in
Sec. VII, we estimate perturbatively the effect of vac-
uum and thermal fluctuations at other frequencies, which
were neglected when taking the RWA and the narrow-
bandwidth approximation.
4III. SINGLE-PHOTON INPUT AND
DETERMINISTIC MULTIPLICATION
In this section, we consider single-photon input of the
photomultiplier. We first evaluate the single-to-multi-
photon scattering matrix and then show how to lin-
earize the problem and derive results for general con-
version probabilities and bandwidths. We also study the
quantum information carried by the created propagating
multi-photon states. In particular, the created states are
found to exhibit frequency and time-bin entanglement
and carry quantum information of the input state. We
solve the problem for a single-photon input in the rotat-
ing wave approximation (RWA). Within this model, we
treat the cavity and the transmission line exactly and
thereby account for the vacuum noise at the resonator
frequencies.
A. Scattering matrix (frequency correlations)
For a single-photon input at frequency ωin ≈ ωa and
for a resonant voltage bias ωJ = nωb − ωa, we can sim-
plify the Josephson junction Hamiltonian by taking the
RWA (conditions for the validity of this approximation
are studied more detailed in Sec. VII). The Hamiltonian
becomes
HRWAJ = ~Iaˆ
(
bˆ†
)n
e−iωJt + H.c. . (15)
This creates n photons to oscillator b from a single photon
in oscillator a, and vice versa. The amplitude of this
process is
I =
EJ
2~
in+1
n!
gag
n
b e
−g2a/2−g2b/2 . (16)
For a single-photon input, we can solve the n-photon
scattering element analytically. The Heisenberg equa-
tions of motion for the cavity fields have now the form
˙ˆa(t) = (17)
−iωaaˆ(t)− γa
2
aˆ(t) +
√
γaaˆin(t)− i∗I
(
bˆ
)n
e+iωJt
˙ˆ
b(t) = (18)
−iωbbˆ(t)− γb
2
bˆ(t) +
√
γbbˆin(t)− inIaˆ
(
bˆ†
)n−1
e−iωJt .
In the following, we prefer to work with the Fourier-
transformed Heisenberg equations of motion. Using
Eqs. (7) and (9) the Heisenberg equations become then
Fa(ω)aˆ(ω) =
√
γaaˆin(ω)− i 
∗
I
(2pi)(n−1)/2
∫
dω1 . . .
∫
dωn−1bˆ(ω1) . . . bˆ(ωn−1)bˆ(ω + ωJ − ω1 − . . .− ωn−1) (19)
Fb(ω)bˆ(ω) =
√
γbbˆin(ω)− i nI
(2pi)(n−1)/2
∫
dω1 . . .
∫
dωn−1aˆ(ω1)bˆ†(ω2) . . . b†(ωn−1)bˆ†(ω1 + ωJ − ω − ω2 − . . .− ωn−1) ,(20)
where we have defined
Fa/b(ω) = i(ωa/b − ω) + γa/b/2 . (21)
In these equations, the in-field aˆin(ω) [bˆin(ω)] can be
changed to out-field −aˆout(ω) [-bˆout(ω)] with simultane-
ous change γa/b → −γa/b in Fa/b(ω). This is obtained by
using the resonator boundary conditions, Eqs. (10-11).
The next step is to determine the scattering matrix
A =
〈
0
∣∣∣bˆout(ω1)bˆout(ω2) . . . bˆout(ωn)aˆ†in(ω)∣∣∣ 0〉 ,(22)
with the help of resonator boundary conditions and
Heisenberg equations of motion. For simplicity, we will
now assume ω = ωa (more general formula is given in
Appendix B). Using an input-output approach similar to
the one developed in Ref. [46] we obtain (Appendix B)
A = −i n!
(2pi)(n−1)/2
I
1 + |n|2 × (23)
β(ω1) . . . β(ωn) α(ωa) δ(ω1 + . . .+ ωn − ωa − ωJ) .
The dimensionless amplitude n has the form
n =
I√
γaγb
2
√
(n− 1)! , (24)
and the functions
α(ω) =
√
γa
iωa − iω + γa2
=
√
γa
Fa(ω)
(25)
β(ω) =
√
γb
iωb − iω + γb2
=
√
γb
Fb(ω)
, (26)
describe the effect of the resonator bandwidths.
The average number of outwards propagating photons
on side b can also be solved analytically. We get (assum-
5FIG. 2: (a): Average number of created photons Nout from
a single-photon input as a function of (absolute value of)
coupling amplitude I, Eq. (27), for multiplication factors
n = 1, 2, 3, 4 (which are also the maximum values of Nout,
correspondingly). Irrespective of the resonator quality fac-
tors, one can always achieve a deterministic photon multi-
plication (impedance matching) by correctly tuning I. The
corresponding value of I decreases with n. (b): The result of
(a) plotted as a function of Josephson coupling E∗J , Eq. (28),
for couplings ga/b = 1. The optimal value for E
∗
J increases
rapidly with n. This ultimately leads to breakdown of the
RWA for higher n, as discussed in Sec. VII.
ing incoming photon frequency ωa)
Nout =
∫
dω
∫
dω′
〈
aˆin(ωa)bˆ
†
out(ω
′)bˆout(ω)aˆ
†
in(ωa)
〉
= n
4|n|2
(1 + |n|2)2
(27)
We see that when |n| → 0 or |n| → ∞, the incoming
field is totally reflected (Nout → 0). When |n| = 1, the
incoming photon is perfectly converted (Nout = n). This
reflectionless conversion corresponds to
E∗J = EJe
−g2a/2−g2b/2 = ~
√
γaγb
n!√
(n− 1)!gagnb
. (28)
This central result states that, irrespective of the res-
onator quality factors, one can always achieve a deter-
ministic photon multiplication if EJ is chosen correctly.
This is visualized in Fig. 2 for the cases n = 1, 2, 3, 4,
both as a function of I and E
∗
J for ga/b = 1.
The impedance-matching condition of Eq. (28) is an
important result for an experimental realization, since
when the Josephson junction is realized in a SQUID ge-
ometry, the Josephson coupling can be tuned externally
to this value via an applied magnetic field. The practi-
cal range of the optimal spot for E∗J is, in realizations
considered in this article, of the order of ~√γaγb.
B. Carried quantum information and the
second-order coherence
The scattering matrix, Eq. (23), represents a full so-
lution for the single-photon conversion problem (in the
RWA) and has interesting non-classical features. In par-
ticular, we find that the created n-photon state is entan-
gled in frequency: It is the superposition of all possible
out-field frequency combinations that sum up to ωa+ωJ,
with amplitudes defined by the cavity broadening factors
α(ω) and β(ω), see Eq. (23). This type of correlations
are nonclassical and, for example, can violate a Bell in-
equality for position and time [47].
Furthermore, by Fourier transforming one obtains the
shape of the multi-photon Fock state in the time domain
[45]. In case of a two-photon state one gets∫
dω1
∫
dω2e
i(ω1t1+ω2t2)β(ω1)β(ω2)×
δ(ωa + ωJ − ω1 − ω2) ∝ e−γb|t1−t2|/2 .
For a narrow input bandwidth ∆ but wide γb the output
is therefore highly bunched. Further evidence for this is
obtained by evaluating the second-order coherence
g(2)(τ) =
G(2)(τ)
|G(1)(0)|2 , (29)
where the first-order coherence for propagating fields is
here defined as [39]
G(1)(τ) =
~Z0
4pi
∫
dω
∫
dω′
√
ωω′eiωτ
〈
bˆ†out(ω)bˆout(ω
′)
〉
,(30)
and the second-order coherence similarly,
G(2)(τ) =
(
~Z0
4pi
)2 ∫
dω
∫
dω′
∫
dω′′
∫
dω′′′ (31)
×
√
ωω′ω′′ω′′′eiτ(ω
′−ω′′)
×
〈
bˆ†out(ω)bˆ
†
out(ω
′)bˆout(ω′′)bˆout(ω′′′)
〉
.
We obtain (Appendix C)
g(2)(τ) ∝
(
1− 1
n
)
γb
∆
e−γbτ . (32)
Here ∆ is the (frequency) bandwidth of an incoming
single-photon wavepacket (assuming γb  ∆), converted
to the multi-photon Fock state. This results states that
the n photons in the out field appear within time 1/γb
from each other, even though the overall wavepacket is
distributed in time as 1/∆ 1/γb. This strong bunching
is the precursor of the “click” of a single photon detector,
which can be seen as a photon multiplier with large gain
n.
We can also deduce that the superposition of a vac-
uum and single-photon state, c0|0〉in + c1|1〉in, converts
6(for |n| = 1) into state c0|0〉out+inc1|nentangled〉out. This
means that the amplification is coherent. Information of
the phase of the initial state is transferred to the com-
mon phase of the created multi-photon state. Therefore,
quantum information is transferred to the whole ensem-
ble of photons, but not to individual photons. In a real-
istic setup, however, the phase of the multi-photon state
also suffers from stochastic diffusion due to low-frequency
voltage fluctuations [19] affecting the phase of n. There-
fore the phase-information will likely be lost in a real de-
vice. In Section VII, we analyze the effect of such voltage
fluctuations on the conversion probability.
C. Linearization approach and input bandwidth
If we are only interested in the probability of multipli-
cation, and not in the exact form of the frequency corre-
lations, we can solve the problem more straightforwardly
with the following linearization approach. The results
derived here agree with the scattering-matrix approach
used in Section III A (which was also able to capture the
exact frequency correlations of the out field). The lin-
earization on the other hand gives easily access to the
input bandwidth.
1. Solution for linear conversion (n = 1)
We consider first the case n = 1 and later map the
general solution to this simple case. After Fourier trans-
formation, the Heisenberg equations of motion become
Fa(ω)aˆ(ω) =
√
γaaˆin(ω)− i∗I bˆ(ω + ωJ) (33)
Fb(ω)bˆ(ω) =
√
γbbˆin(ω)− iIaˆ(ω − ωJ) . (34)
The solution satisfies
bˆ(ω)
[
Fb(ω) +
|I|2
iωJ + Fa(ω)
]
=
√
γbbˆin(ω)− i
I
√
γaaˆin(ω − ωJ)
iωJ + Fa(ω)
. (35)
We assume now that there is no input from side b. In this
case, the outgoing photon flux to side b can be deduced
from the relation〈
bˆ†out(ω)bˆout(ω
′)
〉
= γb
〈
bˆ†(ω)bˆ(ω′)
〉
(36)
=
γaγb|I|2
||I|2 + Fa(ω − ωJ)Fb(ω)|2
〈
aˆ†in(ω − ωJ)aˆin(ω′ − ωJ)
〉
,
where we use the fact that here only ω = ω′ contributes.
We then obtain the transmission probability for an in-
coming photon of frequency ω,
T =
Nout
n
=
1
n
〈
bˆ†out(t)bˆout(t)
〉
〈
aˆ†in(t)aˆin(t)
〉 (37)
=
γaγb|I|2
||I|2 + Fa(ω)Fb(ω + ωJ)|2
.
When ω = ωa, and when the resonance ω + ωJ = ωb is
met, we obtain
T =
4|1|2
(1 + |1|2)2 . (38)
This is the result of Eq. (27) (for n = 1).
Using the general solution, we can now also straight-
forwardly estimate the effect of voltage-bias offset. When
ω = ωa and ω+ωJ = ωb+δω, describing the effect of bias
voltage offset (from the resonance condition), we obtain
T =
4|1|2
(1 + |1|2)2 + 4δω2γ2b
. (39)
We see that a voltage offset decreases the conversion
probability. In the case |1|2 = 1 we get a Lorentzian
form with width defined by the cavity b decay rate,
T = 1/(1 + δω2/γ2b ).
The dependence on the input frequency can be deduced
by setting an offset ω = ωa + δω, and keeping the reso-
nance voltage bias condition, leading to ω+ωJ = ωb+δω.
This gives us
T =
4|1|2
(1 + |1|2 − 4 δω2γaγb )2 + 4
(
δω(γa+γb)
γaγb
)2 . (40)
Assuming |1| = 1 and γa = γb, we get a 4-th order
“rectangular” filter function
T =
1
1 + 4x4
, (41)
where x = δω/γa. For γa  γb we instead get a
Lorentzian filter
T =
1
1 + x2
. (42)
For general |1|, the conversion probability is plotted
in Fig. 3(a) (for γa = γb). We observe that when |1| > 1,
the transmission peak splits into two. For |1|  1, we
get in good approximation
T =
4γaγb
16 (δω − ωs)2 + (γa + γb)2
, (43)
7(b)(a)
T
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FIG. 3: The conversion probability T as a function of fre-
quency offset δω = ω − ωa and coupling n for n = 1 as
given by Eq. (40). We consider the cases (a) γa = γb and
(b) γa = γb/3. We obtain that perfect transmission is also
possible for |1| > 1, but only when γa = γb. The result of
(a) is also valid for arbitrary n when γa = nγb. The result of
(b) is also valid for n = 3 when γa = γb.
where the Lorentzian has the mean
ωs =
|1|√γaγb
2
. (44)
The full-width at half maximum is then (γa+γb)/2. Note
that perfect transmission for |1| > 1 is possible only
when γa = γb.
2. Solution for arbitrary n
In the case of single-photon input, the preceding re-
sults can be straightforwardly generalized to arbitrary n,
because the resonators can be treated as two-level sys-
tems. Resonator b can be modeled as two level system
consisting of 0 and n-photon states, because when the
photon number drops from n to n−1 (due to dissipation
in the right-hand side transmission line), there is no way
for the resonator a to be repopulated, and the remaining
n − 1 photons, as well, will inevitably be dissipated in
the transmission line b. The effective decay rate of the
excited state of the two-level system b is then the one
from the state n to the state n− 1, that is
γ˜b = nγb . (45)
Similarly, the effective coupling between the two-level
systems is
˜ = I
√
n! . (46)
Also the effective resonance frequency can be set to nωb,
but plays here only the role of a trivial frequency shift.
The final equations of motion are linear and the solution
of Eq. (37) is valid. The photon multiplication probabil-
ity is then
T =
γaγ˜b|˜|2∣∣∣|˜|2 + Fa(ω)F˜b(ω + ωJ)∣∣∣2 , (47)
where F˜b(ω) is evaluated using the decay γ˜b = nγb and
resonance frequency nωb. In the case ω = ωa and reso-
nance condition ω + ωJ = nωb we get
T =
1
n
〈
bˆ†out(t)bˆout(t)
〉
〈
aˆ†in(t)aˆin(t)
〉 = 4|n|2
(1 + |n|2)2 . (48)
This is again consistent with the result of Eq. (27).
For a general bias voltage offset δω (see above) we get
T =
4|n|2
(1 + |n|2)2 + 4δω2n2γ2b
. (49)
In the case |n|2 = 1 we have T = 1/(1+δω2/n2γ2b ). Here
as well, a voltage offset decreases the conversion proba-
bility. The probability distribution is again a Lorentzian,
but larger with width nγb.
The input bandwidth of the multiplier can again be
deduced by using the result of Eq. (47) and setting an
offset ω = ωa + δω with ω + ωJ = nωb + δω. This gives
T =
4|n|2
(1 + |n|2 − 4 δω2γaγ˜b )2 + 4
(
δω(γa+γ˜b)
γaγ˜b
)2 . (50)
Again, the result is just a rescaled function of the case
n = 1, Eq. (40). In particular, if γa = nγb, we have
splitting of the peak as in Fig. 3(a). If γb = γa and
n = 3, we have splitting as in Fig. 3(b). Furthermore, in
the case of impedance matching, |n|2 = 1 and γa = γb,
we get
T =
1
1 + x2
(
1− 1n
)2
+ 4 x
4
n2
, (51)
where we defined x = δω/γa. The limiting cases are
T = 1/(1+4x4) for n = 1 and T = 1/(1+x2) for large n.
The full width at half maximum (FWHM) changes here
from
√
2γ (n = 1) to 2γ (n 1).
We now summarize the important relations obtained
for the widths and forms of the transmission (filter) func-
tions nearby bias points providing deterministic conver-
sion
FWHM = γa (|n|  1 , γa = nγb) (52)
FWHM =
√
2γa (|n| = 1 , γa = nγb) (53)
FWHM = 2γa (|n| = 1 , γa = γb , n 1) .(54)
Note that the filter function [the shape of Eq. (50) as a
function of δω] for the case of Eq. (53) is more a rectan-
gular than for the two other cases.
8IV. MULTI-PHOTON INPUT: COHERENT
STATE PULSES
In this section, we analyze how this multiplier amplifies
input signals of higher photon numbers. We explore the
conversion of coherent-state pulses with varying width
and photon number, and investigate the effect of junc-
tion nonlinearities (couplings ga/b) and couplings to the
transmission lines.
A. Generalized Josephson Hamiltonian
To account for nonlinear interaction between multi-
photon states in resonators, the Josephson Hamiltonian
(for a resonant bias voltage ωJ = nωb−ωa) is generalized
to [49]
HRWAJ = (i)
n+1EJ
2
∞∑
k=0
Ak+n,k(gb)|k + n〉b〈k|b
×
∞∑
l=0
Al+1,l(ga)|l〉a〈l + 1|a + H.c. . (55)
Here
Ak+n,k(g) = g
ne−g
2/2
√
k!
(k + n)!
L
(n)
k (g
2), (56)
and L
(n)
k (x) is the generalized Laguerre polynomial. Our
earlier Hamiltonian, Eq. (15), is obtained within the ap-
proximation L
(n)
k ≈ (k+n)!/k!n!, which is exact if k = 0
(single-photon input). For
√
kg & 1, the additional non-
linear corrections to the coupling are essential. In simple
terms, unlike for the coupling in Eq. (15), the amplitude
does not increase without any limit when photon num-
bers increase. The coupling rather oscillates as a function
of
√
kg  1 [30, 32, 40], originating in the cosine form
of the Josephson energy. We note that this property is
actually beneficial for us, since it allows for better trans-
mission of higher photon-number inputs.
B. Coherent-state pulses and equivalent
master-equation approach
As the input we consider now specific coherent-state
pulses. We choose a pulse of the form
ξ(t) =
√
Ninγin
2
exp
[
−iωat− γin|t− t0|
2
]
. (57)
The pulse has on average
∫
dt|ξ(t)|2 = Nin photons and
at time t0 the peak of the wavepacket reaches the res-
onator a. The pulse has a spectral width
√√
2− 1γin ≈
0.64γin.
ga = 0.25, gb =
√
2ga = gb = 1 T
In
p
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o
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FIG. 4: Average conversion probability T = Nout/nNin of
coherent state pulses as a function of identical resonator decay
rates γa = γb = γ and average input photon number Nin,
when biased at the photon-tripling resonance (n = 3). We
consider an incoming pulse of width γin with waveform of
Eq. (57). The reflectionless conversion corresponds to the
limit γ/γin →∞, where Nout/nNin → 1.
The advantage of coherent-state input is that it al-
lows for a simple master-equation type model for the res-
onators, because a coherent state input appears as a com-
plex number in the Heisenberg equations for averages.
From these equations we can then deduce the equivalent
Lindblad-type master equation. In this formulation, we
have a total Hamiltonian Hˆ = Hˆ0 + HˆJ + Hˆd, where
the incoming radiation from side a takes the form of a
classical drive,
Hˆd = i~
√
γaξ(t)aˆ
† + H.c. . (58)
The final equation of motion has the form
ˆ˙ρ = i[ρˆ, Hˆ] + La[ρˆ] + Lb[ρˆ] , (59)
where ρˆ is the full two-oscillator density matrix and the
Lindblad super-operator La describes decay of field of
the oscillator a to the left-hand side transmission line,
defined as
La[ρˆ] = γa
2
(
2aˆρaˆ† − aˆ†aˆρ− ρaˆ†aˆ) . (60)
Similarly for Lb[ρˆ].
C. Numerical results
In Fig. 4(a-b), we plot the numerically evaluated mul-
tiplication efficiency 〈Nout〉 /nNin as a function of multi-
plier bandwidths γa = γb = γ and the incoming photon
number Nin. We consider the case n = 3, |n| = 1 (re-
flectionless for a single-photon input of frequency ωa),
and experimentally feasible values (a) ga = gb = 1 and
(b) ga = 0.25, gb =
√
2. We see that the efficiency
approaches the ideal value 〈Nout〉 /nNin = 1 even for
Nin > 1 when γ/γin → ∞, providing deterministic con-
version. In a linear system (n = 1), the efficiency is a
9constant for fixed γ/γin. However, we see that in the
non-linear case (n > 1) increasing Nin decreases the mul-
tiplication efficiency. This means that in the non-linear
case (n > 1) ”impedance matching” depends on the pho-
ton numbers of the oscillators (and cannot be perfect for
a pulse of many photons). Increase in the decay rate γ in-
creases the efficiency, since faster decay keeps the average
cavity photon numbers closer to zero.
In Fig. 4(a), we find roughly a linear dependence be-
tween the number of incoming photons Nin and band-
width γ/γin, when the multiplication efficiency is kept
constant (solid contour lines). For a linear conversion
(n = 1) these lines would be vertical. We also find that
the multiplication efficiency can be increased by decreas-
ing the impedance of the input resonator (ga), and even
more, if we simultaneously increase the output resonator
coupling (gb), as shown in Fig. 4(b). The contour lines
are now closer to being vertical, which implies better
impedance matching for higher photon-numbers. The
reason is that it is better to keep the input oscillator in
the linear regime (small ga) and instead increase the re-
quired nonlinearity of the output resonator (by having
gb & 1). The tradeoff for doing this (in comparison to
having ga = gb = 1) is a slightly higher rate for emission
without input, as shown later in Section VII (but keeping
gb = 1 with ga = 0.25 would increase the noise essentially
more). For ga/b  1 (not plotted), we obtain a lower con-
version efficiency as shown in Figs. 4(a-b). This regime
is also not optimal due to the strong parasitic conversion
processes (Section VII).
We conclude that amplification of high photon-number
pulses is more efficient when the bandwidth of the multi-
plier is increased, which keeps the average photon num-
ber in the resonators lower. For experimentally achiev-
able resonator parameters, it is also most efficient when
the coupling of the in-resonator ga  1 and of the out-
resonator gb & 1.
V. CASCADED MULTIPLICATION:
THREE-CAVITY SETUP
In this section we explore two-stage photomultiplica-
tion that allows for creating more out photons from a
single-photon input than a single photon multiplier. This
is desired for operation as a single-photon detector, as
described in Sec. VI. We consider (double) multiplica-
tion of incoming single-photon states in a setup where
the output cavity of the first-stage multiplication also
acts as the input cavity of the second-state multiplica-
tion, see Fig. 5(a). One could expect that deterministic
photomultiplication becomes more fragile in this more
complex setup. On the contrary, we find that determin-
istic photomultiplication still requires only a single tun-
ing condition. The reason for this constant complexity is
that, like in the single junction case, either the incoming
photon is reflected or fully converted: As visualized in
Fig. 5(b), as soon as one photon leaves the cavity b, the
FIG. 5: Cascaded photomultiplication. (a): Two photomulti-
plication stages as in Fig. 1 are cascaded with a shared cavity
mode at frequency ωc, acting as output mode for the first
stage and as input mode for the second stage. This mode
is assumed to have negligible loss. (b): If one photon leaves
the output mode, the full process becomes irreversible and all
photons have to leave via the output mode. Therefore, like in
the one-stage case, an incoming photon is either reflected or
fully converted.
resonant backward process (with n2 photon absorption)
is no longer possible and the full process becomes irre-
versible. In this case all converted photons must leave the
system via the output mode. Therefore, it is sufficient to
cancel input reflection via one tuning parameter.
A. Hamiltonian and boundary conditions
The system we consider includes two Josephson junc-
tions, which we call now the in and the out Josephson
junction, separated by a central cavity c, see Fig. 5(a).
The Hamiltonian describing this system is a straightfor-
ward expansion of the model used in previous sections.
We write
H = H inJ +H
out
J +H0 , (61)
where the Josephson in-Hamiltonian has the form
H inJ = −EinJ cos
[
ωinJ t+ ga(aˆ+ aˆ
†)− gc(bˆ+ bˆ†)
]
, (62)
and the Josephson out-Hamiltonian
HoutJ = −EoutJ cos
[
ωoutJ t+ gb(bˆ+ bˆ
†)− gc(cˆ+ cˆ†)
]
.
(63)
The two Josephson frequencies account for different volt-
age biases of the islands, ~ωinJ = 2eVin and ~ωoutJ =
2eVout. The free evolution resonator Hamiltonian is now
H0 = ~ωaaˆ†aˆ+ ~ωbbˆ†bˆ+ ~ωccˆ†cˆ . (64)
To keep the notation similar with the single-junction sys-
tem, we have marked aˆ as the in-cavity, cˆ as the middle-
cavity, and bˆ as the out-cavity annihilation operator. The
in and out cavities couple to the transmission lines, which
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is described by the boundary conditions
aˆin(t) + aˆout(t) =
√
γaaˆ(t) (65)
bˆin(t) + bˆout(t) =
√
γbbˆ(t) . (66)
The middle cavity (operator cˆ) is assumed to be free of
decay.
In the following, we take the RWA generalized to mul-
tiphoton populations, as given by Eq. (55). We call nin
the multiplication factor of the in junction and nout of
the out junction.
B. Linear solution (nin = nout = 1)
The transmission across the three-cavity setup shows
important qualitative differences when compared to the
two-cavity setup, which are already present in the lin-
ear solution (nin = nout = 1). The linear solution for
the transmission probability through the device can be
derived similarly as presented in Sec. III C and has the
form
T =
16γaγb|in|2|out|2
4 [−(γa + γb)δω2 + γb|a|2 + γa|out|2]2 + ω2 [γaγb + 4(−δω2 + |in|2 + |out|2)]2
. (67)
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FIG. 6: The conversion probability T in the cascaded setup
for nin = nout = 1, as given by Eq. (67). (a) For γa =
γb, in = out, and as a function of frequency offset δω =
ω − ωa, the (deterministic) conversion peak splits into three
when the resonator couplings are increased. (b) For ω =
ωa and asymmetric parameters γa 6= γb (here γb = 9γa),
deterministic conversion is possible when
√
γbin =
√
γaout.
Here we have defined the parameters in/out similarly as
in Eq. (16) and δω = ω−ωa. We assume bias conditions
ωa + ω
in
J = 1× ωc and ωc + ωoutJ = 1× ωb.
In Fig. 6(a), the transmission probability is plotted as
a function of  = |in| = |out| and input frequency ω
for γa = γb. In Fig. 6(b), the transmission probability
is plotted as a function of |in| and |out| when γa 
γb and δω = 0. We see basically three new features in
comparison to the two-cavity setup: (i) the peak splits
into three at || ∼ γa/2 instead of two, (ii) at δω =
0 perfect transmission is possible for all values of |in|
(even when γa 6= γb), and (iii) the bandwidth around
conversion at δω = 0 depends strongly on in. We find
that all these properties are also present in the nonlinear
solution in a very similar form.
The transmission probability at δω = 0 can be studied
further analytically. Here Eq. (67) gives
T =
4γaγb|in|2|out|2
(γb|in|2 + γa|out|2)2
. (68)
We get that deterministic transmission (T = 1) occurs
when
γb|in|2 = γa|out|2 . (69)
This means that, for example, increase in the decay of
the out-resonator has to be compensated by the increase
in the coupling of the out-junction.
The bandwidth for frequencies around ωa can also be
solved analytically. We assume now γb|in|2 = γa|out|2
and γb  γa. For |in| < γa and relatively small δω we
get
T ≈ 16γ
2
a|in|4
γ4aδω
2 + 16δω2|in|4 + 4γ2a(δω4 − 2δω2|in|2 + 4|in|4)
.
We note that for |in|  γa the transmission peak has a
Lorentzian form with width 8|in|2/γa. For |in| = γa/2
we have a 4-th order “rectangular” peak with width√
2γa. For |in| = γa we have again approximately a
Lorentzian form with width 2γa. In summary,
FWHM =
8|in|2
γa
(|in|  γa) (70)
FWHM =
√
2γa (|in| = γa
2
) (71)
FWHM = 2γa (|in| = γa) . (72)
Similar relations are found for the case of nin = nout = 3,
with replacement |in|/γa → |in3 |, with the latter variable
defined similarly as in Eq. (24).
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FIG. 7: (a) The conversion probability T in the cascaded
photomultiplication when nin = nout = 3, gc = 1.0, gb = 1.41,
and ω = ωa (the result does not depend on ga). The conver-
sion can be deterministic (very close to one) when out  in.
(b) The frequency dependence of the transmission probabil-
ity for in3 = 1/3 (narrow Lorentzian), 
in
3 = 1/2 (rectangular
shape), and in3 = 1 (wide Lorentzian) with 
out
3 that provides
deterministic conversion when gc = 0.25 and gb = 1.41.
C. Numerical results for nin = nout = 3
In the study of conversion probability for cases n =
nin = nout > 1 we resort to numerical methods. The
main feature of the system that helps us solving this prob-
lem numerically is that a single incoming photon needs
to be either fully multiplied by n2, or fully reflected, see
Fig. 5(b). Other photon numbers in the out field are not
allowed. To obtain the conversion probability, it is then
enough to apply a Lindblad master equation, similar as
described in Sec. IV, using very weak input fields, which
corresponds to having maximally one photon per time at
the input.
In Fig. 7(a), we plot the numerically evaluated single-
to-multiphoton conversion probability for the specific
case of n = 3, converting single incoming photon to 9
outgoing ones. For simplicity, we consider γa = γb. We
have set a frequency ω = ωa for the incoming field and
consider resonant voltage biases ωinJ + ωa = 3 × ωc and
ωoutJ +ωc = 3×ωb. We see that similarly as in the linear
solution (n = 1) deterministic multiplication is possible
for all values of in, if out is tuned correctly. In the con-
sidered case, gc = 1.0 (middle cavity) and gb = 1.41 (out
cavity), the out-junction coupling has to be essentially
larger than the in-junction coupling: for perfect trans-
mission at |in3 | = 1/2 (and ω = ωa) we need |out3 | ≈ 4.
We also find that the out coupling |out| can be reduced
by decreasing gc: for gc = 0.25 and gb = 1.41 we need
approximately |out| ≈ 2|in| (not plotted). The value of
ga does not play a role in this calculation, since the in
cavity is populated maximally by one photon per time.
In Fig. 7(b), we study the conversion bandwidth for
three different couplings with gc = 0.25 and gb = 1.41.
We find that the form of the conversion is very simi-
lar to the linear case, Eqs. (70-72), within replacement
|in|/γa → |in3 |, the latter variable as defined in Eq. (24).
In particular, for |in3 | = 1/2 we obtain a “rectangular”
shape with width ≈ √2γa. The result is similar also
other couplings gb and gc.
We conclude that also in this system deterministic mul-
tiplication can be achieved. This is possible for all values
of Josephson coupling of the first-stage multiplier junc-
tion, when the coupling of the second-state Josephson
junction is tuned correctly. The Josephson couplings af-
fect the input bandwidth of the multiplier.
VI. DETECTION OF FOCK STATES USING
LINEAR AMPLIFIERS
In this section, we describe how it is possible to trans-
form such a photomultiplier into a single-photon detector
by placing a quantum-limited phase-preserving amplifier
at its output. The idea is to measure the instantaneous
output power within the output bandwidth of the photo-
multiplier and compare it to a threshold, which should
be high enough to reject the unavoidable noise of the
amplifier due to zero-point fluctuations, but low enough
to click when the photo-multiplier converts an incoming
photon to an n-photon Fock state.
A. Power detection of Fock states
The amplification process produces an n-photon Fock
state in the output cavity, which then decays into the out-
put mode bout with relaxation rate γb (see Sec. III B). We
assume this to be true also for the case of cascaded mul-
tiplication. We now investigate how well such state can
be discriminated from vacuum using a quantum-limited
phase-preserving linear amplifier.
When a state of the cavity decays into a propagat-
ing state in the TL, it gets mixed with vacuum noise
of the TL. As this process is linear, its contribution is
known exactly and can be accounted for. In order to re-
ject as much as possible vacuum noise, the amplifier must
then be mode-matched to the output mode of the photo-
multiplier (a Lorentzian with width γb). In practice [50],
this can be done by choosing an amplifier with a higher
bandwidth and numerically convoluting its output with
the anti-causal time-domain filter function
f(τ) =
√
γbe
γbτ/2−iωbτΘ(−τ) , (73)
where Θ(τ) is the Heaviside step function.
Solving Eq. (13) while neglecting the Josephson junc-
tion term HJ (irreversible decay), we find how the state
of the cavity is related to the vacuum noise of the TL
b(t+ t0) = e
−γbt/2−iωbtb(t0) (74)
+
√
γb
∫ t
0
dτe−γbτ/2bin(t+ t0 − τ) .
The output field, given by Eq. (11), convoluted with f is
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then
[bout ∗ f ] (t0) = b(t0) . (75)
This means, by mode matching the amplifier to the
photo-multiplier output, we can fully reject noise from
bin and recover the cavity field b at the input of the am-
plifier. (However this does not mean that the vacuum
noise of the cavity is rejected.)
We now use the fact that the output of a phase-
preserving quantum limited amplifier is the scaled Husimi
Q function of its input [51]:
GQout,t0(
√
Gα) = Qb(t0)(α) . (76)
When the amplifier gain G is large, so that commuta-
tors at the output can be neglected, Qout(
√
Gα) directly
describes the classical probability density to observe a
classical complex amplitude
√
Gα of the amplifier out-
put convoluted with f .
The Husimi function Q|n〉〈n|(α) of a n-photon Fock
state is independent of the phase of α. In order to read
the output of the photo-multiplier we therefore calculate
the effective photon number N = |α|2 in mode b. The
distribution Dn(N) of measured effective photon number
N for a n-photon Fock state in mode b is
Dn(N) = piQ|n〉〈n|(
√
N) =
Nn
n!
e−N . (77)
In order to discriminate between a photon and no-
photon, we set a threshold Nth, with N < Nth being
interpreted as ‘no click’ and N ≥ Nth as ‘click’. The
probability to get a false click during an inverse band-
width is:
Pdark =
∫ ∞
Nth
dND0(N) , (78)
and the probability to miss a n-photon Fock state in
mode b is
Pmiss|n〉 =
∫ Nth
0
dNDn(N) . (79)
In Fig. 8, we plot these error probabilities as a func-
tion of the threshold Nth and photon multiplication fac-
tor n. We find that already for a multiplication ra-
tio of n = 3 × 3 = 9 we can obtain a quantum ef-
ficiency of approximately 0.9 for a dark count rate of
10−3×bandwidth. Much lower dark-count rates for this
photon number can be obtained if lower quantum efficien-
cies are sufficient. Unlike existing designs [8, 12], such a
SPD can detect another photon immediately after a pre-
vious detection event. We also expect it to be able to
resolve photon numbers, even though the efficiency will
decrease with photon number, as implied by the numer-
ical results shown in Section IV.
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FIG. 8: Error probabilities for single photon detection using
a linear quantum-limited phase-preserving amplifier at the
output of a reflectionless 1 → n photon multiplier. The de-
tector clicks whenever the effective photon number measured
by the amplifier in the output mode of multiplier (see text)
exceeds a threshold Nth. The black line labeled |0〉 indicates
the dark-count probability Pdark (false click) within an inverse
bandwidth due to the amplifier noise. The lines labeled |n〉
with n > 0 show the probability Pmiss|n〉 of a |n〉 state in the
output mode of the photomultiplier not triggering a click.
VII. FEASIBILITY
So far our analysis has considered an ideal system,
where the RWA and narrow-bandwidth approximation
are valid and temperature is zero. We have also neglected
the contribution of Josephson junction capacitance. In
this section, we consider the effect of these contributions
for realistic experimental parameters. The thermal and
vacuum noise can have two effects: Fluctuations at low
frequency can bring the device out of the optimal bias
condition. Fluctuations at higher frequency can be com-
bined by the nonlinearity of the device to produce emis-
sion in the output mode in the absence of input. Fur-
thermore, a finite junction capacitance provides linear
coupling between resonators, which has to be minimized
to avoid direct transmission. Practically, these processes
set a lower and higher bound for the input bandwidths of
the photo-multiplier. In the following, we do quantitative
noise analysis in the case of single-junction multiplier.
We also use the obtained results to estimate qualitatively
the noise in the cascaded (three-cavity) setup.
A. Finite junction capacitance and typical system
parameters
The junction capacitance CJ has been neglected so far
in our analysis. A finite value of CJ provides a linear cou-
pling between the resonators, which has to be minimized
because it leads to incoming photons being transmitted
to the output mode without photon multiplication and
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frequency conversion.
For the Hamiltonian term describing such (capacitive)
coupling we obtain
Hcc ≈ CJ
2
√
(Ca + Cc)(Cb + Cc)
~
√
ωaωb
(
a†b+ ab†
)
≡ gcc
(
a†b+ ab†
)
. (80)
Here Cc is the coupling capacitance between a resonator
and a semi-infinite TL and Ca/b is the bare resonator
capacitance. The effective resonator a/b capacitance is
Ca/b + Cc. We have assumed here CJ  Ca/b + Cc.
We can now calculate the probability for direct trans-
mission (without frequency-conversion) through linear
coupling by using the results of Sec. III C 1. Applying
Eq. (37), with identification  = gcc, one obtains
T ≈ γaγbg
2
cc
g4cc +
γ2a
4 δω
2
r
, (81)
where δωr = ωa − ωb is the difference between the reso-
nance frequencies and we have assumed |δωr|  γb. This
function has to be minimized to avoid direct transmis-
sion.
For practical parameters of the system, resonator
bandwidths γa/b/2pi = 100 MHz, couplings ga/b = 1
(meaning a resonator characteristic impedance Za/b =
g2a/bRQ/pi ≈ 2.05 kΩ), and photon tripling (n = 3) one
obtains EJ ≈ 4.8 µeV. This is an ultrasmall Josephson
junction which will have CJ < 1 fF. The used param-
eters give gcc/h < 200 MHz. Then, for example, for
7 → 5 GHz conversion (with photon tripling) we have
δωr  γa/b and Eq. (81) gives the probability T < 0.03
for direct transmission. Reducing the resonator band-
widths γa/b reduces T further (and also linearly the
needed EJ). We then conclude that the effect of junc-
tion capacitance can be kept negligible. It can however
set an upper limit for the used frequencies, since higher
resonance frequencies demand stronger Josephson cou-
plings (if keeping the quality factors the same), which
then increases the Josephson capacitance. This in turn
reduces the resonance frequencies, since the effective res-
onator a/b capacitance is Ca/b+CJ. Due to this tradeoff,
we estimate that the scheme is practically extendable up
to few tens of GHz (instead of up to the superconducting
gap, which could be over 1 THz).
B. Effect of thermal fluctuations
Low-frequency voltage fluctuations are induced by the
charge transport as well as finite temperature. For a low-
Ohmic DC bias the effect of temperature is dominating
[48]. For a bare 50 Ω bias line at 20 mK the fluctuations
broaden the emission spectrum with the probability dis-
tribution
Plf(~δωJ) ≈ 1~
1
pi
γthermal
γ2thermal + ω
2
J
. (82)
with γth/2pi ≈ kBTZ0/~RQ ≈ 20 MHz [24]. This value
can be decreased to < 4 MHz by reducing the value of
the impedance at thermally populated frequencies.
To study the effect of such fluctuations, we assume that
the voltage fluctuations are adiabatically slow. We can
then use the result for the conversion with bias offset,
Eq. (49) with |n| = 1 and δω = ωJ − (nωb − ωa), to get
the average reflection probability of an incoming photon
of frequency ωa,
R ≈ 1−
∫ ∞
−∞
dδω
(nγb)
2
(nγb)2 + δω2
Plf(~δω)
= 1− nγb
γthermal + nγb
=
γthermal
γthermal + nγb
. (83)
Therefore, reflection due to low-frequency noise in the
voltage is minimized by using resonator bandwidths and
multiplication factors such that nγb  γthermal.
C. Spontaneous emission due to vacuum noise
The result of Eqs. (27-28) implies that any photon
number n can be generated from a single-photon input by
correctly tuning I. However, terms beyond the rotating-
wave approximation have been neglected and need to be
considered carefully. For large energy gain the junction
must be biased at 2eV = ~ωJ > ~ωb. Then vacuum
fluctuations allow for spontaneous emission of one pho-
ton to oscillator b and another photon to mode at δω =
ωJ − ωb > 0 of the relevant electromagnetic environment
(which was so far neglected) [19, 24]. It turns out that to
keep this effect negligible, strong couplings (ga/b & 1) are
needed. Without specially-engineered high-impedance
modes, however, we have gi ∼ 0.2 and multi-photon
emission is a weak process [22–24]. Presently, values
gi ∼ 1 and slightly beyond can be engineered, for exam-
ple, by building resonators from high kinetic inductance
materials[52] and/or using specific geometries. An alter-
native approach is to build high-impedance resonators
from Josephson junction arrays [53, 54].
1. P (E) approach for estimating the rate of spontaneous
emission
To estimate the emission rate in the output mode with-
out input photons, we can use a perturbative approach in
EJ developed in Refs. [24, 31, 48]. According to this, the
photon flux density (due to thermal and vacuum fluctu-
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ations) is of the form
f(ω) =
∑
±
4e2E2JRe[Zt(ω)]
2~2ω
P [~(±ωJ − ω)] . (84)
Here the well known probability density P (E) is defined
as [19]
P (E) =
∫ ∞
−∞
dt
1
2pi~
eJ(t)ei
E
~ t, (85)
where the phase-correlation function depends on the
impedance seen by the tunnel junction, Zt(ω), as
J(t) =
〈[
φˆ0(t)− φˆ0(0)
]
φˆ0(0)
〉
(86)〈
φˆ0(t)φˆ0(t
′)
〉
= 2
∫ ∞
−∞
dω
ω
Re[Zt(ω)]
RQ
e−iω(t−t
′)
1− e−β~ω .(87)
The two signs in Eq. (84) correspond to forward (+)
and backward (-) Cooper-pair tunneling events. As envi-
ronmental impedance we can consider a Lorentzian res-
onance at frequency ωb
Re[Zt(ω)] =
1
Cb
γb
1 + 4(ω − ωb)2γ2b
≈ pi
2Cb
δ(ω−ωb). (88)
Similarly, we can add this (real part of the) impedance
to another Lorentzian peak, at frequency ωa, describing
resonator a. Finally, we add the resulting function to
an assumed background impedance: 50 Ohm resistor in
parallel with capacitance 2 pF at T = 20 mK.
2. Analytical results
We first study analytically how to minimize such spon-
taneous emission. We use the environmental impedance
of Eq. (88), which gives
P (E) = e−g
2
b
∞∑
n=0
g2nb
n!
δ(E − n~ωb). (89)
We have identified here g2b = (4e
2/2Cb)/~ωb, assume zero
temperature, and consider the limit γb → 0 [19].
If we assume that the spontaneous process involves
emission of one photon to resonator b and one photon
to frequency ωJ − ωb, we get that the photon flux at
ωb (within bandwidth larger than γb) is proportional to
g2b , originating in the proportionality to the resonator b
impedance in Eq. (84). Furthermore, as the emission rate
is proportional to E2J and the total P (E) to e
−g2a−g2b , the
use of Eq. (28) gives
fωb ≡
∫
ωb
dωf(ω) ∝ n× n! 1
g2ag
2(n−1)
b
. (90)
Assuming that at frequency ωJ − ωb the impedance con-
tributes with a real number Z = Re[Zt(ωJ−ωb)], and us-
ing the approximation P (E) = e−g
2
a−g2b2Z/RQ~(ωJ−ωb)
in this region, we obtain the photon flux
fωb = pi
γaγb
ωJ − ωb
n× n!
g2ag
2(n−1)
b
Z
RQ
. (91)
We find that in order to to reduce spontaneous emis-
sion we should always maximize ga/b-parameters, par-
ticularly the value of gb. We also see that rates of
these spontaneous emission events are also proportional
to the real part of the impedance at ωJ − ωb (described
by the impedance Z). This can be reduced by engi-
neering an anti-resonance in the impedance at frequency
δω = ωJ − ωb.
3. Numerical results
Eq. (91) is a rough estimate how the decay rate behaves
as a function of couplings ga/b and decays γa/b. For more
quantitative estimates we need to rely on numerical simu-
lations for specific process and corresponding bias point.
We consider here a bias point providing photon tripling,
7 GHz→ 3× 5 GHz.
In Fig. 9, we plot the numerically evaluated spon-
taneous emission in units of γ = γa = γb. We con-
sider two different parameter sets for resonator cou-
plings: ga = gb = 1 and ga = 0.25, gb =
√
2. We
find that when ga = gb = 1 the probability for spuri-
ous emission per bandwidth can be kept at 10−3 (10−2)
when γ/2pi = 20 MHz (100 MHz). The noise in the case
ga = 0.25, gb =
√
2 is slightly higher.
The rate of these spontaneous emission events are also
proportional to the real part of the impedance at δω =
ωJ−ωb. This rate can then be reduced by engineering an
anti-resonance in the impedance at δω. To numerically
study the effect of an antiresonance, we modify the used
impedance Re[Zt(ω)] to
Re[Zt(ω)]→ Re[Zt(ω)]×
[
1− e−(ω−δω)2/2∆2
]
, (92)
with an antiresonance width ∆/2pi = 0.5 GHz. (The re-
sult depends only weakly on the chosen width, as long as
∆ > γb.) In Fig. 9, we show the result when considering
an antiresonance at δω/2pi = 8 − 5 = 3 GHz. We get
roughly an order of magnitude reduction in the rate for
spontaneous emission.
Even when cascaded, such parasitic spontaneous emis-
sion is only photomultiplied by the second stage or not at
all. Parasitic emission, therefore, always produces lower
photon numbers than a incoming photon. This means it
is less likely to trigger a detection event. For example, in
a cascaded setup with n = 3 × 3, the most undesirable
spontaneous emission event is emission at the first ampli-
fication stage, which becomes multiplied by the second-
state multiplier, and finally produces three photons in
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FIG. 9: Spontaneous emission by single-junction photomul-
tiplier triggered by vacuum fluctuations at frequencies other
than ωa/b. We consider a bias point for converting single
ωa/2pi = 7 GHz photon into three ωb/2pi = 5 GHz photons.
We plot the numerically evaluated total photon flux (in units
of γ = γa = γb) at output frequency ωb within bandwidth
1 GHz as a function of resonator bandwidths γ/2pi. We con-
sider emission for parameters ga = 0.25, gb = 1.41 (top) and
ga = gb = 1 (second from the top). The emission with an anti-
resonance at δω = ωJ − ωb = 3 GHz is plotted for ga = 0.25,
gb = 1.41 (third from the top) and ga = gb = 1 (bottom).
The form of the antiresonance is given by Eq. (92).
the output. In this case, the probability for triggering a
click is < 0.1 if the vacuum dark count probability is set
to 10−3 (see Fig. 8). Here, by keeping the spontaneous
emission rate below 10−2, the spontaneous emission does
not significantly increase the dark count rate. In the dis-
cussed three-cavity setup, the needed EinJ is also lower,
for example, by a factor of one half for a rectangular
bandwidth, see Fig. 7, reducing the rate for spontaneous
emission by a factor of four. Note that the four times
higher EoutJ produces a higher parasitic spontaneous pho-
ton emission rate of the second stage multiplier. How-
ever, because these spontaneous photon emission events
are not photomultiplied, they also do not significantly in-
crease dark count rate. We conclude that (in particular
when using antiresonances) spontaneous emission can be
reduced to a level where it does not dominate the single-
photon detection dark-count rate.
D. Practical set of parameters and expected
performance
In order to summarize the results of this paper we
give practical parameters for an experimental realiza-
tion. For photon tripling with resonator bandwidths
γ/2pi = 100 MHz and identical couplings g = 1 (mean-
ing resonator characteristic impedances Z = g2RQ/pi ≈
2.05 kΩ), we need EJ ≈ 4.8 µeV to have the conver-
sion probability as defined by filter function of Eq. (51)
with n = 3. This ideal conversion probability is re-
duced due to direct transmission (finite junction capac-
itance CJ) and thermal fluctuations of the bias voltage.
Keeping CJ < 1 fF, the maximal conversion probability
is reduced less than 3 percent. For 50 Ω transmission
line at 20 mK thermal fluctuations reduce the conversion
probability less than 10 percent, which can be reduced
towards 1 percent when decreasing the low-frequency
impedance. Spontaneous emission occurs with a rate
∼ 10−2× bandwidth, and can be reduced by engineer-
ing an anti-resonance.
To realize a single-photon detector through cascaded
tripling and subsquent power detection, we need three
high-impedance resonators and two Josephson junctions
(Sec. V). The resonance frequencies have to be chosen
carefully so that no unwanted resonances occur when
voltage biasing. The above analysis for spontaneous
emission in the case of single-junction multiplier is valid
if we expand the used range of resonator frequencies,
for example, from 5 − 7 GHz to 5 − 9 GHz. When
realizing the input and central cavity with couplings
g = 1 and the output cavity with g =
√
2, with band-
widths γin/out/2pi = 100 MHz, the first Josephson junc-
tion should have EJ ≈ 2.4 µeV and the second one
EJ ≈ 12 µeV to have conversion probability similar as
in Fig. 7(b) for in3 = 1/2 (rectangular shape). Keeping
CJ ∼ 1 fF the reduction in the conversion probability due
to direct transmission is expected to stay within few per-
cent also in this system and the effect of temperature is
also similar. Finally, the power detection accuracy of cre-
ated multi-photon Fock states can be made to be limited
by vacuum fluctuations, depending on the chosen power
threshold for a ’click’, as described by Fig. 8. One choice
is the quantum efficiency 0.9 which leads to dark-count
rate 10−3× bandwidth.
VIII. CONCLUSIONS AND DISCUSSION
In conclusion, we have shown that inelastic Cooper-
pair tunneling can be used to deterministically convert
propagating single microwave photons into multi-photon
Fock states. Cascading two such multiplication stages,
and reading them out using existing linear detection
schemes, one can implement a microwave single pho-
ton detector with high detection efficiency, relatively low
dark count rates and without dead time. We also ex-
pect that the device is able to resolve photon numbers.
In comparison to photon-number doubling in parametric
down conversion [2], the important difference is here that
the energy absorbed from charge transport provides en-
ergy gain, which allows for keeping the output photons
in the same frequency range as the input photon.
There are also other intriguing physical properties of
the created nonclassical microwave fields which could be
exploited in other quantum applications. The multi-
photon Fock states are frequency entangled and can be
highly bunched, an outcome which could be interesting
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for quantum-information applications. The creation of
similar N -photon states (bundles) has been studied in
cavity-QED systems [55]. Photon multiplication itself
can be useful in nonlinear optical quantum computing [6].
Moreover, similar multi-photon production between two
superconducting resonators has also been studied re-
cently as a versatile frequency converter [56]. We also
note that using this device backwards provides an engi-
neered bath where multi-photon absorption is dominant.
This could be useful, for example, for ‘cat codes’ [57]
which encode an error-protected logical qubit in super-
positions of coherent states.
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Appendix: A: Heisenberg equations of motion
In this Appendix, we derive the TL solution for prop-
agating radiation, boundary conditions, and Heisenberg
equations of motion used in the main part of the paper
starting from a continuous-mode treatment of the circuit
shown in Fig. 10.
1. Lagrangian and Hamiltonian
The total Lagrangian of the system shown in Fig. 10
can be decomposed as
L = LL + LJ + LR (A.1)
FIG. 10: Lumped-element model of the considered microwave
circuit.
The left-hand side Lagrangian splits into LL = LTL +La,
where the transmission-line part reads
LTL =
∞∑
l≥2
δxC ′
(
Φ˙l + V
)2
2
−
∞∑
l≥2
(Φl − Φl−1)2
2L′δx
+
Cc
(
Φ˙1 − Φ˙a
)2
2
. (A.2)
Here Φl(t) is the magnetic flux of node l and Φ˙l + V is
the corresponding voltage. This amounts to defining the
magnetic flux (time integrated voltage) of the left-hand
side transmission line with respect to ΦV = V t. The
left-hand side oscillator part is
La = CaΦ˙
2
a
2
− Φ
2
a
2La
. (A.3)
Similarly for the oscillator b and the right-hand side
transmission line (with the value V = 0). The Josephson
junction is described by the potential-energy term,
LJ = EJ cos
(
2pi
ΦV + Φa − Φb
Φ0
)
. (A.4)
Here EJ is the Josephson coupling energy and Φ0 = h/2e
is the flux quantum.
The above Lagrangian leads to the left-hand side
Hamiltonian
HL ≡
∑
i∈L
Φ˙iQi − LL =
M∑
l=2
(Ql − δxC ′V )2
2δxC ′
(A.5)
+
N∑
l≥2
(Φl − Φl−1)2
2L′δx
+
Q2a
2Ca
+
Φ2a
2La
+
QaQ1
Ca
+
Q21
2Cs
,
where Qi = ∂L/∂Φ˙i and 1/Cs = 1/Cc + 1/Ca.
For convenience, we can do a shift in the momentum
variable and neglect the terms ∝ δxC ′V . This does not
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change the Hamiltonian equations
dQi
dt
= − ∂H
∂Φ˙i
(A.6)
dΦ˙i
dt
= +
∂H
∂Qi
, (A.7)
provided that V is a constant. Standard quantization
means Φi → Φˆ and Qi → Qˆi with [Φˆi, Qˆi] = i~. Defining
the normalized phase, φˆi ≡ 2piΦi/Φ0, we have equiva-
lently [φˆi, Qˆi] = i2e.
2. Transmission line solution
The Heisenberg equations of motion in the transmis-
sion line are (l ≥ 2)
ˆ˙Φi(t) =
i
~
[
Hˆ, Φˆi
]
(A.8)
ˆ˙Qi(t) =
i
~
[
Hˆ, Qˆi
]
. (A.9)
These give us
ˆ˙Φl(t) =
Qˆl
δxC ′
(A.10)
ˆ˙Ql(t) =
Φˆl−1 + Φˆl+1 − 2Φˆl
δxL′
. (A.11)
In the continuum limit δx→ 0, the two equation lead to
the Klein-Gordon equation,
ˆ¨Φ(x, t) =
1
L′iC
′
i
∂2Φˆ(x, t)
∂2x
. (A.12)
We can then establish a solution in the free space (x < 0)
Φˆ(x, t) =
√
~Z0
4pi
∫ ∞
0
dω√
ω
× (A.13)[
aˆin(ω)e
i(kωx−ωt) + aˆout(ω)ei(−kωx−ωt) + H.c.
]
,
where Z0 =
√
L′/C ′ and kω = ω
√
L′C ′. Here, the oper-
ator aˆ†in(out)(ω) creates and the operator aˆin(out)(ω) an-
nihilates an incoming (outgoing) propagating photon of
frequency ω. We have the commutation relations[
aˆin(ω), aˆ
†
in(ω
′)
]
= δ(ω − ω′) , (A.14)
and similarly for the out-operators. The same derivation
also applies for the propagating fields on the right-hand
side transmission line.
The last step is to take the narrow-bandwidth approx-
imation, as described in Section II A.
3. Resonator equations
We introduce now the resonator creation and annihi-
lation operators,
Φˆa = f
√
~
2
(aˆ+ aˆ†) (A.15)
Qˆa =
i
f
√
~
2
(aˆ† − aˆ). (A.16)
Here for a free resonator the choice f2 = ZLC =
√
La/Ca
diagonalizes the resonator Hamiltonian, and in this case
φˆ =
2pi
Φ0
Φˆa =
√
pi
ZLC
RQ
(
aˆ+ aˆ†
)
. (A.17)
φˆ = (2pi/Φ0)Φˆa =
√
piZLC/RQ(aˆ + aˆ
†). The resonance
frequency has then the form ωa =
√
1/LaCa. However,
at this point we do not fix ZLC to this value, since the res-
onator capacitance will be normalized by the coupling ca-
pacitance Cc, as derived below. The form of Eq. (A.17),
however, stays the same, calculated with the renormal-
ized capacitance.
At the resonator boundary (l = 1) the Heisenberg
equations of motion give
ˆ˙Φ1(t) =
Qˆa
Ca
+
Qˆ1
Cs
(A.18)
ˆ˙Q1(t) =
Φˆ2 − Φˆ1
δxL′
→ − 1
L′
∂Φˆ(x = 0, t)
∂x
. (A.19)
The derivative with respect to x corresponds to the con-
tinuum limit δx → 0. A solution for the latter equation
is
Qˆ1(t) =
√
~
4piZ0
∫ ∞
0
dω√
ω
[
aˆine
−iωt − aˆoute−iωt
]
+ H.c.
=
√
~
2ωaZ0
[aˆin(t)− aˆout(t)] + H.c. . (A.20)
To proceed we now make an important observation. In
Eq. (A.18), the operator Qˆ1/Cs is characterized by rel-
ative size ωc ≡ 1/CsZ0, whereas the time derivative of
the phase ˆ˙Φ1(t) by size ωa. Here, it is always the former
term that will dominate (high cut-off frequency), and we
can neglect the time derivative of the phase operator. In
this limit we get
aˆout(t)− aˆin(t) = αaˆ(t) (A.21)
α = −i Cs
Ca
√
Z0
ZLC
√
ωa. (A.22)
To derive this we have used
Qˆa = i
√
~
2ZLC
[
aˆ†(t)− aˆ(t)] . (A.23)
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At the junction, the effective Hamiltonian to be used in the Heisenberg equations of motion has the form
~
[
ZLC
4La
(
aˆ+ aˆ†
)2 − 1
4ZLCCa
(
aˆ− aˆ†)2]+ HˆJ + i 1
Ca
Qˆ1
√
~
2ZLC
[
aˆ† − aˆ] = (A.24)
= ~
[
ZLC
4La
(
aˆ+ aˆ†
)2 − 1
4ZLCCa
(
aˆ− aˆ†)2]+ HˆJ + i 1
Ca
[
Cs
ˆ˙Φ(t, 0)− i Cs
Ca
√
~
2ZLC
(aˆ† − aˆ)
]√
~
2ZLC
[
aˆ† − aˆ] ,
where we used Heisenberg Eq. (A.18) to eliminate Qˆ1.
The last term inside the second parentheses contributes
to the effective capacitance of the resonator, changing
it to Cp = Ca + Cs. More rigorously: the choice
ZLC =
√
La/Cp leads to the quadratic resonator part
(~/
√
LaCp)aˆ
†aˆ = ~ω¯aaˆ†aˆ. Using the relation
ˆ˙Φ(0, t) = −i
√
~Z0ωa
2
[aˆin(t) + aˆout(t)] , (A.25)
the Heisenberg equations take the form
ˆ˙a(t) = (A.26)
−iω¯aaˆ(t) + α
2
[aˆin + aˆout] +
i
~
[
HˆJ, aˆ
]
.
Using aˆout(t)− aˆin(t) = αaˆ(t) and defining γa = |α|2 one
arrives in the equation of motion
ˆ˙a(t) = (A.27)
−iω¯aaˆ(t)− γa
2
aˆ(t)− i√γaaˆin + i~
[
HˆJ, aˆ
]
.
We would like to express the boundary condition and the
equation of motion in a form used often in the literature.
We do this by redefining the phase of the operators aˆin →
−iaˆin and aˆout → iaˆout, which leads to
ˆ˙a(t) = (A.28)
− iω¯aaˆ(t)− γa
2
aˆ(t) +
√
γaaˆin +
i
~
[
HˆJ, aˆ
]
√
γaaˆ(t) = aˆin(t) + aˆout(t) . (A.29)
Similar Heisenberg equations can also be derived for the
right-hand side transmission-line operators.
Appendix: B: Single-to-multi-photon scattering
matrix
In this Appendix, we derive the single-to-multi-photon
scattering matrix given in the main part of the article.
Our goal is to determine the amplitude (scattering ma-
trix)
A =
〈
0
∣∣∣bˆout(p1)bˆout(p2) . . . bˆout(pn)aˆ†in(k)∣∣∣ 0〉 ,(A.1)
with the help of resonator boundary conditions and
Heisenberg equations of motion.
1. Decoupled resonators (EJ = 0)
In the following calculation, we will need to know the
solution for the problem when I = 0 (EJ = 0), i.e., when
resonator a is decoupled from resonator b. Considering
incoming radiation from the transmission line a, we only
need to solve the equation
˙ˆa(t) = −iωaaˆ(t)− γa
2
aˆ(t) +
√
γaaˆin(t). (A.2)
A Fourier transformation gives
− iωaˆ(ω) = −iωaaˆ(ω)− γa
2
aˆ(ω) +
√
γaaˆin(ω). (A.3)
The solution for the resonator field is then
aˆ(ω) =
√
γa
i(ωa − ω) + γa2
aˆin(ω), (A.4)
whereas the out-field has the form
aˆout(ω) =
γa
2 − i(ωa − ω)
γa
2 + i(ωa − ω)
aˆin(ω). (A.5)
Similar relations are also valid for the propagating fields
in the transmission line b. This result states that
all incoming radiation will be reflected with a spe-
cific phase shift. At resonance (ω = ωa) we have
aˆ(ω) = (2/
√
γa)aˆin(ω), which means that in the relation
aˆout(ω) =
√
γaaˆ(ω) − aˆin(ω) the contribution from the
cavity is exactly twice the incoming field. On the other
hand, in the case I 6= 0, we aim for the opposite situ-
ation, where these two contributions cancel each other
and there will be no reflection.
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2. Scattering matrix in the case n = 2
We continue by considering in detail the case n = 2 and
then describe the generalization to arbitrary n. Here, we
evaluate the scattering element
A =
〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†in(k)∣∣∣ 0〉 (A.6)
=
〈
0
∣∣∣bˆout(p1)bˆout(p2) [√γaaˆ†(k)− aˆ†out(k)]∣∣∣ 0〉 .
Since the out fields of different modes (by definition) need
to commute, we must have〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†out(k)∣∣∣ 0〉 (A.7)
=
〈
0
∣∣∣bˆout(p1)aˆ†out(k)bˆout(p2)∣∣∣ 0〉 = 0 .
Therefore, 〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†in(k)∣∣∣ 0〉 (A.8)
=
√
γa
〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†(k)∣∣∣ 0〉 .
For simplicity of Heisenberg equations of motion, we de-
fine now
¯ = −i I
(2pi)(n−1)/2
. (A.9)
We then get
A =
√
γa
〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†(k)∣∣∣ 0〉 = γa
Fa(ωk)
〈
0
∣∣∣∣bˆout(p1)bˆout(p2) [aˆ†out(k) + ¯√γa
∫
dω′bˆ†(ω′)bˆ†(ωk + ωJ − ω′)
]∣∣∣∣ 0〉 ,
where in the second form we used Eq. (19). As the first
term (inside the square brackets) again gives no contri-
bution, we must have
A =
γa
Fa(ωk)
¯√
γa
∫
dω′ (A.10)
×
〈
0
∣∣∣bˆout(p1)bˆout(p2)bˆ†(ω′)bˆ†(ωk + ωJ − ω′)∣∣∣ 0〉 .
We continue by exploiting the Heisenberg equation
−Fb(ω)bˆ†(ω) = −√γbbˆ†out(ω) (A.11)
+2× ¯∗
∫
dω′aˆ†(ω′)bˆ(ω′ + ωJ − ω) .
The factor 2 comes from the factor n in the boundary
condition. When applying b to the ground state we ob-
tain zero [since b = (bin +bout)/
√
γb and the ground state
has no incoming or outgoing photons]. Therefore,
A =
γa
Fa(ωk)
¯√
γa
∫
dω′
〈
0
∣∣∣∣bˆout(p1)bˆout(p2)bˆ†(ω′) √γbFb(ωk + ωJ − ω′) bˆ†out(ωk + ωJ − ω′)
∣∣∣∣ 0〉 . (A.12)
In order to evaluate application by b†(ω′), we again make
use of the Heisenberg equation (A.11). Consider first the
term not proportional to ¯∗, i.e., another multiplication
by b†out. Using〈
0|b(f1)b(f2)b†(f3)b†(f4)|0
〉
(A.13)
= δ(f1 − f3)δ(f2 − k4) + δ(f1 − f4)δ(f2 − f3) ,
we get for this term (we name it A0),
A0 = ¯
√
γa
Fa(ωk)
× (A.14)[ √
γb
Fb(p1)
√
γb
Fb(ωk + ωJ − p1) +
√
γb
Fb(p2)
√
γb
Fb(ωk + ωJ − p2)
]
×δ(ωk + ωJ − p1 − p2) = A¯0δ(ωk + ωJ − p1 − p2) .
The two terms inside the square brackets of Eq. (A.14)
are equal. This is the leading-order solution in ¯.
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The second contribution to A accounts for the non- perturbative limit. We need to evaluate
−
∫
dω′f(ω′)
∫
dω′′
〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†(ω′′)bˆ(ω′′ + ωJ − ω′)bˆ†out(ωk + ωJ − ω′)∣∣∣ 0〉 =
−
∫
dω′f(ω′)
∫
dω′′
〈
0
∣∣∣bˆout(p1)bˆout(p2)aˆ†(ω′′)I bˆ(ω′′ + ωJ − ω′)bˆ†out(ωk + ωJ − ω′)∣∣∣ 0〉 . (A.15)
Here we have defined
f(ω′) = 2|¯|2
√
γa
Fa(ωk)
√
γb
Fb(ωk + ωJ − ω′)
1
Fb(ω′)
. (A.16)
In the second form we have also inserted identity operator
I between a† and b.
A crucial step here is based on the observation: only
insertion I → |0〉〈0| gives nonzero contribution. Sim-
ilar property has also been used to evaluate scattering
properties on a two-level system [46] and is possible due
to photon-number conservation (here of the specific form
na+nb/n = constant). Eq. (A.15) becomes then a prod-
uct of two amplitudes. The left-hand side amplitude is
proportional toA and the right-hand side amplitude mea-
sures scattering of single incoming photon from side b.
Single incoming photon from side b has no change but to
reflect at the junction in a way described by the solution
for  = 0. This solution is derived in Sec. 1, where we
get 〈
0
∣∣∣bˆ(p)bˆ†out(k)∣∣∣ 0〉 = √γbF ∗b (ωk)δ(ωp − ωk). (A.17)
Therefore, the term in Eq. (A.15) can be rewritten in the
form
− A√
γa
∫
dω′f(ω′)
√
γb
F ∗b (ωk + ωJ − ω′)
. (A.18)
We then continue by evaluating the integration
∫
dω′ ex-
plicitly, which is done over the function
A
−2||2
Fa(ωk)
√
γb
Fb(ωk + ωJ − ω′)
1
Fb(ω′)
√
γb
F ∗b (ωk + ωJ − ω′)
= − 2||
2A
Fa(ωk)
∣∣∣∣ √γbγb/2 + i(ωk + ωJ − ω′ − ωb)
∣∣∣∣2
× 1
γb/2 + i(ωb − ω′) . (A.19)
Let us mark δω = ωk+ωJ−2ωb (which is ideally zero). An
analytical integration is possible and leads to the relation
A = A0 −A 1
Fa(ωk)
4pi|¯|2
γb + iδω
. (A.20)
This means
A =
A0
1 + a
(A.21)
a = 4pi
|¯|2
Fa(ωk)(γb + iδω)
= 2
|I|2
Fa(ωk)(γb + iδω)
. (A.22)
where in the last form we went back to the original defini-
tion of |I| =
√
2pi|¯|. The amplitude A0 was was derived
above,
A0 = 2× ¯
√
γa
Fa(ωk)
√
γb
Fb(ωp1)
√
γb
Fb(ωk + ωJ − ωp1)
δ(ωk + ωJ − ωp1 − ωp2). (A.23)
For the ideal case ωk = ωa and δω = 0 we get
A =
1
1 + a
× 4 ¯√
γa
γb
(ωb − ωp1)2 + γ2b /4
(A.24)
× δ(2ωb − ωp1 − ωp2)
a =
4|I|2
γaγb
. (A.25)
To find the multiplication probability, we evaluate the
photon number on side b. This means evaluating
P =
∫
dω
∫
dω′〈1a|bˆ†out(ω)bˆout(ω′)|1a〉. (A.26)
The trick here is to insert a single-b-side-photon state in
between the two operators (based on the same observa-
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tion as made when calculating Eq. [A.15)],
P =
∫
dω
∫
dω′
∫
dω′′ (A.27)
× 〈1a|bˆ†out(ω)|1b ω′′〉〈1b ω′′ |bˆout(ω′)|1a〉 ,
which means that the photon number has the form
P =
1
(1 + a)2
∫
dωp1 |A¯0(ωp1 , ωk − ωp1)|2. (A.28)
Here A¯0(ωp1 , ωp2) was defined to be the same as A0 but
without the delta-function, Eq. (A.14). The integration
is over a product of two Lorenzian functions and can
again be performed analytically. For the ideal case ωk =
ωa and δω = 0 we get
P = 2× 4a
(1 + a)2
, (A.29)
which is the final result.
3. Scattering matrix for general n
Let us discuss now how the previous derivation is mod-
ified in the case of general n. In this situation, Eq. (A.13)
gets generalized to n! identical contributions, leading to
the leading-order amplitude
A0 = n!× ¯
√
γa
Fa(ωk)
√
γb
Fb(p1)
. . .
√
γb
Fb(pn)
(A.30)
× δ(ωk + ωJ − p1 − . . .− pn) .
Eq. (A.11) includes a factor n instead of the fac-
tor 2. Applying this equation to solve Eq. (A.15),
we get a higher-order contribution in ¯ only when
the last of the creations by bˆ† is replaced by
n × aˆ†(ω˜1)bˆ(ω˜2) . . . bˆ(ω˜n−1)bˆ(ω˜1 + ωJ − ω1 − ω˜2 −
. . . − ω˜n−1). The other terms (on the right-hand
side of this) contribute with the zeroth-order term,
bˆ†out(ω2) . . . bˆ
†
out(ωn−1)bˆ
†
out(ωk + ωJ − ω1 − . . . − ωn−1).
This leads to the general form of the function
f(ω′)→ f(ω1, . . . , ωn−1) = n× |¯|2 × (A.31)√
γa
Fa(ωk)
1
Fb(ω1)
√
γb
Fb(ω2)
. . .
√
γb
Fb(ωk + ωJ − ω1 − . . . ωn−1) .
Eq. (A.15) is then again a product of two amplitudes.
The left-hand side amplitude is proportional to A and the
right-hand side amplitude measures scattering of n − 1
incoming photons from side b. The (left-hand side) factor
A has now been evaluated with respect to final state ω˜1.
Again, n− 1 incoming photon from side b has no change
but to reflect at the junction in a way described by the
solution for  = 0. We can then evaluate the (right-hand
side) expectation value
E =
〈
bˆ(ω˜2) . . . bˆ(ω˜n−1)bˆ(ω˜1 + ωJ − ω1 − ω˜2 − . . .− ω˜n−1)× bˆ†out(ω2) . . . bˆ†out(ωn−1)bˆ†out(ωk + ωJ − ω1 − . . .− ωn−1)
〉
,
by using the relation between bˆ and bˆout obtained for
¯ = 0 (Section 1), which gives∫
dω˜1 . . . dω˜n−1E = (A.32)
(n− 1)!
√
γb
F ∗b (ω2)
. . .
√
γb
F ∗b (ωk + ωJ − ω1 − . . .− ωn−1)
,
and ω˜1 = ωk in the (left-hand side) matrix element cor-
responding to amplitude A. The last step is then to eval-
uate the integral
A
Fa(ωk)
|¯|2n× (n− 1)!
∫
dω1 . . . dωn−1
∣∣∣∣ √γbFb(ω2)
∣∣∣∣2 . . . ∣∣∣∣ √γbFb(ωk + ωJ − ω1 − . . .− ωn−1)
∣∣∣∣2 × 1Fb(ω1) , (A.33)
The evaluation can again be done analytically and gives the result
A|¯|2
Fa(ωk)
2n!(2pi)n−1
nγb − 2iδω . (A.34)
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This leads us to the result in the ideal case δω = 0,
ωk = 0,
A =
A0
1 + a
, a = 4
(n− 1)!|I|2
γaγb
. (A.35)
In the more general form we have
a =
1
Fa(ωk)
2n!|I|2
nγb − 2iδω . (A.36)
The photon number on side b is evaluated sim-
ilarly as in the case n = 2, by inserting a state
(1/
√
(n− 1)!) ∫ dω1 . . . dωn−1bˆ†out(ω1) . . . bˆ†out(ωn−1)|0〉
between the operators in the expectation value of
Eq. (A.26). The result for the photon number on side b
for general n agrees with the result from the linearization
method described below.
Appendix: C: Evaluation of the second-order
coherence
1. Definition of wavepackets
The second-order coherence g2(τ) compares the proba-
bility of measuring one photon to measuring two photons
within certain time difference τ . The result tells how pho-
tons appear in a detector: randomly g2(τ) = 1, bunched
g2(τ) > 1, or antibunched g2(τ) < 1 [2, 45]. To evaluate
this for propagating multi-photon Fock states, we need
to introduce a finite-width wavepacket. This is since (i)
single photons states have in reality finite widths and (ii)
the result for infinitely long wavepackets (in time and
space) is infinity, as we show below.
Consider first a Gaussian waveform,
ξ(ω) = (A.1)(
1
2∆2
)1/4
exp
[
−i(ωa − ω)t0 − (ωa − ω)
2
4∆2
]
.
Here t0 is the time at which the peak of pulse passes the
detection point. In the following, we assume ∆ γa, i.e.
the scattering matrix A (and factors α) can be treated
as a constant when integrating over the input frequency
ωin. This means this degree of freedom can be integrated
out from the expressions, leading to the contribution
ξ(t) =
∫
dωe−iωtξ(ω) =
√
2pi
(
2∆2
pi
)1/4
(A.2)
× exp
[
−iωat−∆2 (t0 − t)2
]
.
We have the normalization
∫
dω|ξ(ω)|2 =∫
dt|ξ(t)|2/2pi = 1.
We can then define a propagating single-photon
state [45]
|1ξ〉 =
∫
dωξ(ω)bˆ†|0〉 . (A.3)
We have 〈1ξ|1ξ〉 = 1 and the photon number
〈1ξ|nˆ|1ξ〉 = 〈1ξ|
∫
dωbˆ†(ω)bˆ(ω)|1ξ〉 (A.4)
=
∫
dω|ξ(ω)|2 = 1 .
Note that in this case the photon number operator nˆ
is defined as diagonal in frequencies, whereas earlier we
used a non-diagonal form, in Eq. (27). The difference
originates in that earlier we worked with single-photon
creation operators, rather than single-photon wavepack-
ets, and the two treatments can be shown to be equiva-
lent.
Consider now a narrow-bandwidth wavepacket, ∆ 
γ, so that practically that all frequency components of
an incoming single-photon state with frequency ωa are
converted with probability 1. The out state that is con-
sistent with the scattering matrix, Eq. (23), has the form
|out〉 =
∫
dωinξ(ωin)
1
n!
∫
dω1 . . . dωnbˆ
†(ω1) . . . bˆ†(ωn)B(ω1, . . . ωn−1)δ(ωin + ωJ − ω1 − . . .− ωn)|0〉 (A.5)
B = n!
√
γb√
(n− 1)!
1
(2pi)(n−1)/2
n
1 + |n|2 β(ω1) . . . β(ωn) . (A.6)
The function β(ω) =
√
γb/[i(ωb−ω)+γb/2]. We put here
n = 1 (perfect transmission). It can be shown that the
normalization condition 〈out|out〉 = 1 is here equivalent
with the condition∫
dω1 . . .
∫
dωn−1 (A.7)
|B(ω1, ω2, . . . , ωn−1, ωin + ωJ − ω1 − . . .− ωn−1)|2 .
= n! .
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Applying this for the obtained amplitude (for the case
n = 1) we confirm that this is indeed the case for the
presented solution. We are then ready to evaluate the
first and second-order coherences of such pulse fields.
2. Second-order coherence
The (unnormalized) first-order coherence for propagat-
ing fields can be defined as
G(1)(τ, t) ≡ ~Z0
4pi
∫
dω
∫
dω′
√
ωω′eiω(t+τ)e−iω
′t
×
〈
bˆ†out(ω)bˆout(ω
′)
〉
. (A.8)
The (unnormalized) second-order coherence (at the pho-
tomultiplier x = 0) is defined similarly,
G(2)(τ, t) ≡
(
~Z0
4pi
)2 ∫
dω
∫
dω′
∫
dω′′
∫
dω′′′
×
√
ωω′ω′′ω′′′eiωteiω
′(t+τ)e−iω
′′(t+τ)e−iω
′′′t
〈
bˆ†out(ω)bˆ
†
out(ω
′)bˆout(ω′′)bˆout(ω′′′)
〉
. (A.9)
In the following, we use the solution of Eq. (A.5) for
the out field. For general n, the (equal-time) first-order
coherence gets a simple form
G(1)(0, t) = n
~Z0
4pi
ωb|ξ(t)|2 (A.10)
= n
~Z0
4pi
ωb2pi
√
2∆2
pi
exp
[−2∆2(t− t0)2] ,
where we have used the narrow-bandwidth approxima-
tion. Similarly, we evaluate the photon flux
F (t) =
1
2pi
∫
dω
∫
dω′
〈
bˆ†out(ω)bˆout(ω
′)
〉
= n
√
2∆2
pi
exp
[−2∆2(t− t0)2] . (A.11)
The total amount of photons in the transmission line is
then consistently (integration over t) n.
Inserting the solution of Eq. (A.5) to the second-order
coherence we find (τ > 0)
G(2)(τ, t) =
(
~Z0
4pi
)2
ω2bpiγbn(n− 1)e−γτ (A.12)
× 2pi
√
2∆2
pi
exp
[−2∆2(t− t0)2] .
This gives for the normalized second-order coherence
g(2)(τ, t) =
G(2)(τ, t)
|G(1)(0, t)|2 =
(
1− 1
n
)
(A.13)
× exp [+2∆2(t− t0)2] γb
∆
√
pi
8
e−γτ .
In the above calculation we assume that in the relevant
time frame (1/γ) the first-order coherence is practically
a constant (G(1)(0, t) ≈ G(1)(0, t+τ)), since γ  ∆. The
result g(2)(0) diverges for ∆→ 0 and for t0 →∞. This is
since here the detection of two photons occurs practically
with the same probability as single photon. Lets mark
this probability as P . We then estimate G(1)(0) ∝ P and
G(2)(0) ∝ P . This means g(2)(0) ∝ P/P 2 = 1/P . In the
limits ∆→ 0 and t0 →∞ we have P → 0 and therefore
g(2)(0) → ∞. This is a well known result for bunched
photons appearing with small probability.
