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Abstract 
The contemporary image and video coders such as JPEG2000 and H.264/AVC give 
excellent compression performance, but the use of many optimized coding tools makes 
them computationally complex. However, with the growing popularity of wireless 
networks and the availability of low cost portable devices, a host of image and video 
applications and services require improved compression efficiency at considerably 
reduced computational complexity. The focus of this thesis is to design image and 
video coding systems with state-of-the-art compression performance at reduced 
computational complexity. Since wavelet has proven to be the most effective tool for 
providing a range of functionalities in addition to its superior coding performance, a 
wavelet-based approach has been used in this work. 
In this research a family of coding systems built upon a new wavelet-based coding 
framework, wavelet block-tree coding (WBTC), is developed for a variety of digital 
image and video coding applications requiring low computational complexity. The 
motivation for the development of WBTC is to use a unified approach for exploiting 
both inter- and intra-subband correlations in a wavelet transformed image. Most of the 
existing wavelet-based image coding algorithms exploit only one of these correlations 
through the use of either a tree- or a block-based approach. The tree-based algorithms 
such as set partitioning in hierarchical trees (SPIHT) exploit inter-subband correlations 
by aggregating insignificant coefficients in the form of zero-tree. On the other hand, 
block-based algorithms such as set partitioning embedded block (SPECK) exploit intra-
subband correlations by combining insignificant coefficients in the form of zero-block. 
The proposed WBTC algorithm uses a block-tree hierarchical structure, due to which it 
is able to exploit both inter- as well as intra-subband correlations jointly. This not only 
improves the coding efficiency, but also reduces the computational time by reducing 
the memory access time due to list processing. 
In this thesis, first an image coder for greyscale as well as color images is 
developed based on the WBTC algorithm. Then, the approach is extended to three-
dimensional (3-D) wavelet video coding by designing an efficient 3-D spatio-temporal 
block-tree. Since most of the conventional video coders use hybrid structure, the 
performance of WBTC algorithm is also investigated for residual frames in a wavelet-
based hybrid video coder. Simulation results show that though the WBTC algorithm 
gives comparable coding performance, its execution time for encoding and decoding is 
up to 2 and 6 times faster as compared to JPEG2000, respectively. For video coding, it 
outperformed state-of-the-art wavelet-based video coders and though it has a slightly 
inferior performance, its execution time is 11-15 times faster as compared to 
H.264/AVC. 
Since tree-based approach for wavelet coefficients quantization is based on 
aggregation of insignificant coefficients in trees, careful design of a tree structure is the 
key issue for a better performance. The role of tree structuring on the performance of 
wavelet video codecs is also investigated. Six different tree structures with 
characteristics varying from simple to relatively complex and composite tree structures 
to code the luminance-chrominance components of a video sequence are considered. It 
is observed that, in general, more complex and longer trees do not necessarily improve 
the coding efficiency. However, the tree structures encapsulating more elements per 
tree are memory efficient. It is also observed that in order to increase the number of 
elements in trees for a given set of wavelet coefficients, it is better to grow trees in 
breadth than in depth. This will allow exploiting intra-subband correlations in addition 
to the inherent inter-subband correlations already being exploited in the tree structures. 
Also, this approach reduces the memory requirements and encoding complexity. 
Further, the simulation results show that by designing an efficient tree structure, 
depending on the picture content, the performance of a video coder can be improved by 
upto 2.0 dB, while reducing the computational complexity by 45-60 % as well as the 
memory requirements by almost 29-35%. 
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ABSTRACT 
In this paper, we propose a simple and efficient technique 
for embedded color image coding. The proposed algorithm 
exploits inter- and intra-subband correlations of the wavelet 
transformed luminance (Y) and chrominance (U and V) 
planes as well as the interdependency among the 
coefficients of the three-color planes. The coefficients of the 
three-color planes are linked through the composite spatial 
orientation trees (CSOT) having root nodes in the Y-plane 
only. The CSOT is defined for blocks of coefficients rather 
than a single coefRcient. Thus, the proposed algorithm 
combines the features of both zero-tree and zero-block 
based algorithm into a single algorithm due to the use of 
block-tree hierarchical structure. Simulation results show 
the in^roved performance of the proposed algorithm over 
other sate-of-the-art coders such as MPEG-4, color SPIHT 
(CSPIHT), color SPECK (CPECK), and JPEG-2000. 
Index Terms— wavelet transform, image coding, color 
image coding, embedded coding 
1. LNTRODUCTION 
In recent years, wavelet based scalable image coding 
techniques [l]-[4] have attracted increased interest due to 
their excellent rate distortion performance, low encoding 
and decoding complexity, and rate scalability. The wavelet 
transformed ims^es have both inter- and intra-subband 
correlations among die coefficients. Most of the wavelet 
based coding techniques use eithsx zero-tree or zero-block 
to exploit these correlations. The zero-tree coding 
algorithms such as EZW [1] and SPIHT [2], exploit itrter-
subband correlations among the coefficients across the 
subbands only. On the other hand, zero-block coding 
algorithms like EBCOT [3] and SPECK [4] exploit intra-
subband correlations among the coefficients with in the 
subbands only. 
The above algoriAms though primarily designed for 
coding of gray-scale images, but have also been extended 
for coding of color images and/or videos [4]-[6]. The trivial 
approach for coding of color images is to apply these 
algorithms independently on RGB or YUV color planes, 
and then serially concatenating the bit stream of each color 
plane. However, this would require proper bit allocation 
between each of the color planes and would not be fully 
embedded. The SPECK and SPIHT algorithms are extended 
to YUV color planes in [4] and [6] respectively to generate 
fiilly embedded bit streams. In both of these schemes, the 
list of insignificant pixels (LIP) and the list of insignificant 
sets (LIS) are initialized with the appropriate coordinates of 
the top-level subbands of the three-color planes serially one 
afler the other. The appropriate algorithm (SPECK or 
SPIHT) is then used to code the three-color planes 
independently. However, it is a well-established fact that 
the three-color planes may be uncorrelated, but they are not 
independent. A color image coding algorithm exploiting the 
interdependency among color planes was first proposed in 
[5]. It uses EZW type of spatial orientation trees (SOT) with 
each luminance node having six children, four in the 
luminance plane and one in each of the two-chrominance 
planes. However, it suffers with the problem of early 
accumulation of chrominance nodes in LIP thereby 
reducing its coding efficiency. An efficient and embedded 
color image coding technique using SPIHT's SOT is 
proposed in [7], in which all three-color planes are linked 
through CSOT with root nodes in luminance plane only, but 
a root node has all of its descendents either in Has limiinance 
plane or chrominance planes. Kassim and Lee [8] also used 
the same SOT structure for 4:4:4 YUV color formats. These 
techniques efficiently exploit the interdependency of three-
color planes and sitnilarities of wavelet coefficients across 
the subbands only. However, in order to fiuther increase the 
coding efficiency, there is need to exploit the intra-subband 
correlations of wavelet coefficients as well. 
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In this paper, we propose an efficient and embedded 
color image coding technique ihat combines the features of 
both zero-tree and zero-block coding algorithms, while 
exploiting the interdependency of the three-color planes. 
Images are assumed to be in 4:2:0 YUV CIF or QCIF 
format. The wavelet transformed color planes are divided 
into non-overlapping blocks of mxn coefficients. To 
exploit the interdependency of the color planes, CSOT of 
blocks are used to link blocks of the three-color planes. 
Significant blocks are found using partitioning concept of 
SPIHT, whereas significant coefficients within each 
significant block are found using quad-tree partitioning of 
EBCOT or SPECK. A significant tree of blocks (block-tree) 
is recursively partitioned until significant coefficients are 
found. 
The rest of the paper is organized as follows. The 
proposed algorithm is described in Section 2. Simulation 
results and discussions are presented in Section 3 and finally 
the paper is concluded in Section 4. 
2. PROPOSED TECHNIQUE 
In the proposed algorithm, each of the three-color planes 
(4:2:0 YUV) is wavelet transformed using Nj levels of 
decomposition for Y-plane and (Nj-I) levels for each of U-
and V-planes. Since in 4:2:0 color format, the resolution of 
chrominance planes are one-quarter to that of the luminance 
plane, wavelet decomposition of chrominance planes by one 
level less than that of the luminance planes will result in the 
LL-subband of each transformed planes of the same 
dimensions. This will simplify the child-parent relationship 
to link the three-color planes together. For example, CIF and 
QCIF resolution images with four and three levek of 
decompositions respectively result in the top-most (LL) 
subband of Y-plane of size (22x18), whereas for each of U-
and V-planes, it will be ofsize (11x9). This dimension of U-
and V-planes is not suitable for SPIHT-type child-parent 
relationship as it requires even dimensions of LL-subband. 
Kim et al. have solved this problem by extending the 
chrominance planes before the 2-D spatial transformation 
[6]. However, diis increases the complexity of encoder and 
decoder and slightly reduces the coding efficiency. In order 
to retain even dimensions of LL-subbands in the 
chrominance planes and to facilitate quad-tree partitioning, 
we suggest to use non-equal level of wavelet decomposition 
in our algorithm. 
After dyadic wavelet decomposition, coefficients in 
each color planes are divided into blocks of m^n 
coefficients. In each plane, blocks are linked together using 
child-parent relationship and CSOT of blocks (block-tree) 
similar to SPIHT [2]. Additionally, to exploit the 
interdependency of the color planes, the block-trees of three 
planes are linked together through composite tree of blocks. 
Fig. 1 shows the child-parent relationship of root and other 
nodes, where all the blocks of LL-subband of U and V 
planes are linked with the root blocks in the LL-subband of 
Y-plane only. 
Significant information is stored in three ordered lists: a 
list of insignificant blocks (LIB), a list of insignificant block 
sets (LIBS), and a list of significant pixels (LSP). At the 
initialization step, blocks in the LL-subband of only Y-
plane are added to LIB and also to LIBS as type 'A' entries. 
The LSP starts as an empty list 
The proposed coding technique like SPIHT and 
SPECK is also a bit-plane based and comprises two main 
stages, sorting and refinement passes, within each bit-plane. 
The coding process starts with the most significant bit-plane 
and proceeds toward the finest resolution. At every bit-
plane, the encoder goes through the three Usts in order, 
starting with LIB followed by LIBS and then to LSP. For 
each block in LIB, one bit is used to describe its 
significance. If a block is not significant, tiien it is a 
zeroblock and a '0 ' is send and it remains in LIB. 
Otherwise, if a block is significant (a non-zero block), a ' 1* 
is send and it is partitioned into foiu° adjacent blocks (quad-
ttee partitioning). The partitioning is repeated recursively 
until no further division is needed or the smallest possible 
block size (individual coefficient) is attained. At this stage 
four coefficients and their significance arc tested 
individually. For an insignificant coefficient, '0' bit is 
q)pended in the bitstream and its address is added to LIB as 
single coefficient block. On the other hand if a coefficient is 
found to be significant, a ' 1 ' is send followed by its sign bit 
and the coefficient is added to the LSP. After testing all the 
four individual coefficients in the block, the current block is 
deleted from LIB. 
Similarly, each set in LIBS reqtiires one bit for 
significance information. Insignificant sets remain in LIBS 
while significant set will be partitioned into subsets. A 
significant type 'A* set will be partitioned into a type 'B' set 
and four offspring blocks. The type 'B' set is added to the 
end of LIBS while the four blocks are immediately 
examined for significance as is done in LIB. A significant 
type 'B' set will be partitioned into four type 'A' sets; all of 
them are added to the end of LIBS. Since all newly 
generated insignificant sets are added to the end of LIBS, 
they will be processed in the same manner at the same 
threshold luitil each one of them is examined. After each 
sorting pass, each coefficient in LSP, except those just 
added in the current bit plane, is refmed with one bit. The 
algorithm Aen repeats the above procedure by decreasing 
the current threshold by a factor of two until the desired bit 
rate is achieved. 
The proposed algorithm has three distinct advantages 
over SPIHT. First, it will combine many clustered zero-
trees of the SPIHT, which are likely to occur in the early 
passes, thus creating longer zero-trees. Second, intra-
subband correlations can also be partially exploited. Third, 
because of block-based, memory requirement for storing the 
lists will be less as compared to pixel-based techniques. 
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3. SIMULATION RESULTS 
The proposed algorithm is implemented in software and its 
performance is con^ared with other state-of-the-art color 
image coders. The color image is in YUV (4:2:0 format), 
which is the first frame of the standard MPEG-4 QCIF test 
sequence Akiyo (176x144). The 9/7-biorthogonal-filter bank 
is used for 2-D wavelet decomposition. For Y plane, we 
used 3-levcls of wavelet decomposition, and each of U and 
V planes is decomposed with 2-levels only. Initial block size 
is considered as 2x2. The test image is encoded at 1.5 bpp 
and decoded at different bit rates from the same embedded 
bit stream. The objective quality of the decoded image in 
terms of the PSNR of the three color components 
X.Xs{Y,U,V}isdefiaedas 
255^ PSNR^ =mog,,-—— (1) 
fme{X) 
where tnse(X) is the mean-square-error for ttie component X 
The overall PSNR is obtained as 
/'5AW = 101og„ 255' {mse{Y) + mse(U) + mseiV))/^ (2) 
The rate versus PSNR results obtained with the 
proposed technique is compared with CSPIHT [6], 
CSPECK [4], JPEG-2000 VM 8.0 [9], and the PEZW 
algorithm used in MPEG-4 for intra-frame coding. The 
results for oflier coders arc taken from [4]. Coding results 
for three different bit budgets are summarized in Table 1. 
The PSNR readings are of the decoded images. The 
proposed technique outperforms MPEG-4 by 0.9-1.4 dB for 
Y plane, by 0.4-2.3 dB for chrominance planes and by 0.9-
1.7 dB in terms of overall PSNR. Also it outperforms JPEG-
2000 by 1.5-2.3 dB for Y plane, but is inferior for 
chrominance planes. Since hiunan eye is more sensitive to 
the changes in the brightness, the gain for Y plane as 
obtained from the proposed coder yields visually better 
results. But it is worth mentioning here that the EBCOT 
coder used in JPEG-2000 is much more complex as 
con^ared to the proposed coder. When compared to 
CSPIHT, the proposed coder gives the gain of 
approximately 0.5 dB for Y plane and 0.3-0.5 dB in terms of 
overall quality. These in^rovements are obtained despite 
the fact that to simplify the coder design, the chrominance 
planes are decomposed one level less than the luminance 
plane. In comparison to CSPECK, the proposed coder has 
almost comparable performance in the Y plane, but has the 
gain of about 0.7-2.0 dB for chrominance planes. Also in 
terms of the overall quality, Ae proposed coder outperforms 
the CSPECK by approx. 0.5-0.8 dB. 
Fig.2 compares the subjective quality of the decoded 
images obtained from various coders. Due to non-
availability of CSPECK coder, we could not reproduce its 
decoded image. From Fig. 2 it can be observed that die 
proposed coders yields visually better image. Aldiough 
image coded with JPEG-2000 has relatively better color 
resolution, but has poor sharpness (which is apparent by 
comparing gray rectangular area near left shoulder and a 
rectangular box on the left of Akiyo) as compared to the 
images of CSPIHT and that of the proposed algorithm. 
However, reproduced image with the proposed coder has 
the best sharpness and minimal distortions near the 
shoulders and neck. 
Additionally, the proposed algorithm initializes the 
LIBS and LIB with block addresses of Y-plane only, where 
as in both CSPIHT and CSPECK, lists are initialized with 
coefficiente of all three pk^es. For 2x2 initial block size, 
the proposed algorithm reduces the initialization memory by 
a factor of six. 
4. CONCLUSIONS 
In this paper, an efficient and embedded color image coding 
technique is proposed. The algorithm is based on the 
exploitation of inter- and intra-subband correlations of 
wavelet coefficients within each color plane and 
interdependency among three-color planes. It is observed 
that die proposed algorithm has better performance than 
algorithms based on eiflier zero-tree (MPEG-4, CSPIHT) or 
zero-block (CSPECK, JPEG-2000). The proposed coder is 
especially attractive for very low-rate apphcations. Also, 
being block based, it reduces the memory requirements at 
the encoder and decoder. 
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10256 
20816 
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MPEG4 
CSPIHT 
JPEG2000 
CSPECK 
Proposed 
MPEG4 
CSPIHT 
JPEG2000 
CSPECK 
Proposed 
MPEG4 
CSPIHT 
JPEG2000 
CSPECK 
Proposed 
Y 
32.3 
32.6 
30.8 
33.5 
33.1 
37.5 
38.4 
36.9 
39.1 
38.9 
40.8 
41.7 
40.6 
41.9 
42.1 
U 
34.2 
35.0 
37.4 
34.4 
35.0 
39.1 
40.7 
43.3 
38.7 
39.5 
41.5 
43.4 
46.1 
43.1 
43.8 
V 
36.9 
38.3 
38.8 
36.6 
38.4 
41.0 
41.7 
43.8 
39.8 
41.8 
42.6 
44.0 
46.6 
43.6 
44.1 
Overall 
34.1 
34.7 
34.2 
34.6 
35.0 
38.9 
40.0 
40.1 
39.2 
40.0 
41.6 
42.8 
43.5 
42.8 
43.3 
Blocks in LL-
subband of U 
Root blocks in 
LL-subbandofY 
Table 1: PSNR (in dB) comparison of decoded 'Akiyo' 
u 
u 
u 
u 
V 
V 
V 
V 
/ 
/ 
V 
Y 
1 
Y 
Y 
Y 
Y 
Y 
Y 
Blocks in LL-
subbandofV 
Y "v 
(a) 
_ , X X 
(b) 
A block of ffJ X rt wavelet 
coefficient in color space 
X. where X € lY.U.V) 
(c) 
Fig. 1: Child-parent relationship of nodes in the proposed 
algoridim (a) 2x2 root node blocks in LL-subband of Y 
and Aeir offspring blocks (b) A node other than the root 
node and its of&pring and (c) description of a node. 
Fig. 2: Reconstructed Akiyo QCIF image compressed to 
10256 bits: Original (top left), JPEG2000 (top right), color 
SPIHT (bottom left), and Proposed (bottom right). 
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Abstract 
The contemporary image and video coders such as JPEG2000 and H.264/AVC give 
excellent compression performance, but the use of many optimized coding tools makes 
them computationally complex. However, with the growing popularity of wireless 
networks and the availability of low cost portable devices, a host of image and video 
applications and services require improved compression efficiency at considerably 
reduced computational complexity. The focus of this thesis is to design image and 
video coding systems with state-of-the-art compression performance at reduced 
computational complexity. Since wavelet has proven to be the most effective tool for 
providing a range of functionalities in addition to its superior coding performance, a 
wavelet-based approach has been used in this work. 
In this research a family of coding systems built upon a new wavelet-based coding 
framework, wavelet block-tree coding (WBTC), is developed for a variety of digital 
image and video coding applications requiring low computational complexity. The 
motivation for the development of WBTC is to use a unified approach for exploiting 
both inter- and intra-subband correlations in a wavelet transformed image. Most of the 
existing wavelet-based image coding algorithms exploit only one of these correlations 
through the use of either a tree- or a block-based approach. The tree-based algorithms 
such as set partitioning in hierarchical trees (SPIHT) exploit inter-subband correlations 
by aggregating insignificant coefficients in the form of zero-tree. On the other hand, 
block-based algorithms such as set partitioning embedded block (SPECK) exploit intra-
subband correlations by combining insignificant coefficients in the form of zero-block. 
The proposed WBTC algorithm uses a block-tree hierarchical structure, due to which it 
is able to exploit both inter- as well as intra-subband correlations jointly. This not only 
improves the coding efficiency, but also reduces the computational time by reducing 
the memory access time due to list processing. 
In this thesis, first an image coder for greyscale as well as color images is 
developed based on the WBTC algorithm. Then, the approach is extended to three-
dimensional (3-D) wavelet video coding by designing an efficient 3-D spatio-temporal 
block-tree. Since most of the conventional video coders use hybrid structure, the 
performance of WBTC algorithm is also investigated for residual frames in a wavelet-
based hybrid video coder. Simulation results show that though the WBTC algorithm 
gives comparable coding performance, its execution time for encoding and decoding is 
up to 2 and 6 times faster as compared to JPEG2000, respectively. For video coding, it 
outperformed state-of-the-art wavelet-based video coders and though it has a slightly 
inferior performance, its execution time is 11-15 times faster as compared to 
H.264/AVC. 
Since tree-based approach for wavelet coefficients quantization is based on 
aggregation of insignificant coefficients in trees, careful design of a tree structure is the 
key issue for a better performance. The role of tree structuring on the performance of 
wavelet video codecs is also investigated. Six different tree structures with 
characteristics varying from simple to relatively complex and composite tree structures 
to code the luminance-chrominance components of a video sequence are considered. It 
is observed that, in general, more complex and longer trees do not necessarily improve 
the coding efficiency. However, the tree structures encapsulating more elements per 
tree are memory efficient. It is also observed that in order to increase the number of 
elements in trees for a given set of wavelet coefficients, it is better to grow trees in 
breadth than in depth. This will allow exploiting intra-subband correlations in addition 
to the inherent inter-subband correlations already being exploited in the tree structures. 
Also, this approach reduces the memory requirements and encoding complexity. 
Further, the simulation results show that by designing an efficient tree structure, 
depending on the picture content, the performance of a video coder can be improved by 
upto 2.0 dB, while reducing the computational complexity by 45-60 % as well as the 
memory requirements by almost 29-35%. 
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Chapter 1 
Introduction 
Recent advancements in compression, communication and networking technologies has 
facilitated the wide spread use of image and video services and applications. Use of 
digital photography, color facsimile, digital libraries, image archives, remote sensing 
and satellite images, and image databases for scientific and medical applications has 
increased at a phenomenal pace. Similarly, video services and applications such as 
videotelephony, videoconferencing, security monitoring, surveillance, entertainment, 
interactive gaming, distance learning and training, and telemedicine for remote 
consultation and diagnosis are increasingly becoming popular. Moreover, with the 
growing popularity of wireless network and the availability of low cost portable 
devices, there is a growing trend to access these services over wireless network. 
However, vast data volume and the limited processing power of the portable devices 
require efficient compression technique with low complexity to popularize a host of 
image and video applications and services. This thesis is an attempt to develop efficient 
image and video compression techniques with reduced complexity. 
1.1 Background 
Digital Image and video signals generally involve large amounts of data in raw or 
uncompressed form. For example, a high resolution (2048x2560 size) color photograph 
would require about 15 Megabytes (MB) of storage. A typical two-hour movie would 
occupy approximately 150 Gigabytes (GB) of disk space. Further, high definition 
television (HDTV) and super high resolution (SHR) video sequences have 
uncompressed data rate of about 1.5 and 6-12 gigabits/sec (Gbps), respectively. Given 
the vast data volumes, it is not difficult to realize the need of efficient signal 
compression, which is virtually the enabling technology for almost every image and 
video application [1]. 
Modem image and video coding techniques today offer the possibility to store or 
transmit the vast amount of data necessary to represent digital images and video in an 
efficient way. Research on digital image and video compression started some fifty 
years back. This field has since then expanded rapidly, and has shaped the 
communication and the storage of visual information during the past two decades and 
continues to do so [2]. Within this scenario, the development of large number of image 
and video coding standards, such as JPEG [3], JPEG2000 [4], MPEG-1 [5], MPEG-2 
[6], MPEG-4 [7], H.261 [8], H.263 [9], and H.264 [10], was vital for the acceptance of 
the technology in the commercial market. Most of these standards use state-of-the-art 
compression technology that was available at the time of their introduction. 
Meanwhile, the growing popularity of wireless network and the availability of low 
cost portable devices have fuelled a host of new sets of applications and services [11]. 
An example of such an application is a wireless video sensor network for surveillance. 
A wireless video sensor network comprises a dense field of battery-powered miniature 
video cameras, each packaged with a low power wireless transceiver that is capable of 
processing, sending, and receiving data. Such wireless systems are usually not 
expensive to install, but requirement of low power consumption and thus low 
computational demand at the video sensors is of prime concern. Since every sensor also 
acts as a network node with limited throughput, video sensor data needs to be 
compressed efficiently-yet with very low encoder complexity. There is usually limited 
constraint at the decoder [2]. Similarly, efficient compression with low complexity is 
also required for wireless PC cameras, mobile camera phones, disposable video 
cameras, and networked camcorders. 
On the other hand, due to the availability of high resolution image and video 
capturing devices and the requirements of better quality and increased resolution, a 
number of applications use high resolution images and videos. Remote sensing, 
medical imaging, HDTV and SHR systems are some of the examples. In remote 
sensing, better data quality is always required to improve the scientific or the strategic 
value of the information. Similarly, in medical imaging, good quality is essential for 
accurate diagnosis. Improving the quality often requires increasing the precision, which 
also increases the data volume. In remote sensing applications, on board system 
complexity is another important issue since the processing power is limited [12]. Also, 
the interest in HDTV and SHR video system has grown in the last few years and these 
trends are likely to continue in future as well. Because of high quality and the sense of 
reality they convey to the viewer, these systems are expected to be a platform for many 
new video applications such as digital cinema, virtual museum and public events. Thus, 
the need for efficient compression at considerably reduced complexity is indispensable 
for the realization of these applications. 
1.2 Motivations 
The existing image and video coders give state-of-the-art compression, albeit at the cost 
of increased computational complexity. As a consequence, their software or even 
hardware implementations require powerful processors with enough computational 
resources. For example, the latest image coding standard JPEG2000 [4] although gives 
excellent compression performance, but the use of layered block coding, fractional 
bitplanes, block-based rate-distortion optimizations, and context-based arithmetic 
coding with a large number of context makes it highly complex [13]. Compared to 
JPEG [3], the out performance and added features of JPEG2000 are obtained at the 
expense of substantial extra computational and memory costs, which limits its 
widespread usage in today's portable equipments. Similarly, in the latest video coding 
standard H.264/AVC [10], a large number of optimized coding tools are used to 
achieve excellent compression performance, thereby increasing its complexity [2]. 
Although most of the standard image and video codecs are based on discrete cosine 
transform (DCT), interest towards wavelet-based image and video coding has increased 
after the development of JPEG2000. In recent past, many wavelet-based image and 
video coders have been developed with the aim to achieve performance close to the 
standard codec, with added functionalities such as scalability. The set partitioning in 
hierarchical trees (SPIHT) [14] is a state-of-the-art wavelet image coder which uses 
conceptually simple algorithm and yet gives excellent image compression performance 
[15]. It has also been extended for coding of video sequences as well [16]-[18]. It 
capitalizes on the fact that in dyadic wavelet transforms, insignificant coefficients tend 
to cluster together within a subband, and clusters of insignificant coefficients tend to be 
located at correspondingly same location within subbands of different resolutions. 
Therefore, by grouping the wavelet coefficients corresponding to the same spatial 
location and orientation in the form of a tree allows the coding of a large number of 
insignificant coefficients by a single symbol (i.e. zero-tree). 
Despite its algorithmic simplicity and excellent compression performance, SPIHT 
has the following three drawbacks. First, through the construction of tree it exploits 
mainly the inter-subband correlations, whereas intra-subband correlation which is also 
quite significant is only partially exploited. Secondly, at lower encoding bitrates, 
SPIHT generates many separate zero-trees, which are normally clustered. This is 
because, at lower bitrates, coding terminates after a few early passes where the 
threshold is very high, so a vast majority of the wavelet coefficients fall below the 
threshold. This reduces the coding efficiency of SPIHT at low bitrates [19]. Thirdly, 
being a pixel-based algorithm with a number of sorted lists and the fact that pixels are 
accessed through the lists a number of times during the coding process, it consumes a 
lot of execution time. Hence, it is not suitable for low power portable applications. 
Therefore, there is a need for designing more efficient algorithms with reduced 
complexity by removing the above mentioned drawbacks. 
On the other hand, wavelet codecs such as set partitioning embedded block 
(SPECK) [20] exploits intra-subband correlations. They work by dividing the 
transformed image into contiguous blocks and coding a group of insignificant 
coefficients by a single symbol (i.e. zero-block). However, to the best of our 
knowledge, very limited efforts are made to exploit both inter- as well as intra-subband 
correlations jointly, which is the main motivation for this thesis. 
1.3 Thesis Contributions 
The goal set for this thesis is in two important research areas of image and video 
coding, namely; improved compression efficiency and reduced computational 
complexity. Main contributions of the thesis are described below. 
• 
The dyadic wavelet decomposition [21] gives a pyramidal structure in which 
coefficients are correlated within subbands as well as across the subbands. Most 
of the existing wavelet-based image coding algorithms have achieved excellent 
compression by exploiting either of these correlations through the use of a 
block-based [13], [20] or a tree-based algorithm [14]. In this thesis, an efficient 
and embedded image coding algorithm exploiting both the correlations jointly, 
is proposed. The key idea is the use of block-tree hierarchical structure, which 
allows having the best features of both block-based and tree-based algorithms 
simultaneously [22]. The proposed algorithm integrates the set partitioning 
strategies of hierarchical trees [14] and blocks [20] into a single algorithm, 
resulting in improvement of coding efficiency and reduction in computational 
complexity. The proposed algorithm, termed as wavelet block-tree coding 
(WBTC) [23] is described in detail in Chapter 3. The extension of the algorithm 
for coding color images [24], [25] is also presented in the same chapter. 
Any wavelet-based image coding algorithm can be applied to video coding as 
well, provided that a mechanism for exploiting the temporal redundancy is also 
added. The two most commonly used approaches to exploit temporal 
redundancies are the use of temporal filtering and motion compensated temporal 
prediction. In this thesis, video coder based on both of these approaches is 
investigated. 
Three-dimensional (3-D) video coding systems use one-dimensional (1-D) 
temporal decomposition to exploit the temporal redundancy. The resulting 
temporal frames are then spatially decomposed using a two-dimensional (2-D) 
wavelet transform followed by encoding of the coefficients. A 3-D extension of 
the WBTC algorithm to code the spatio-temporal wavelet coefficients [26], [27] 
is suggested in Chapter 4. 
Alternatively, temporal redundancy can also be exploited through motion 
compensated temporal prediction. A wavelet video coder using a hybrid of 
motion compensated temporal prediction and discrete wavelet transforms 
(DWT) is presented in chapter 5. The key element of the video coder is the use 
of WBTC as an efficient means to quantize and code the motion compensated 
residual frames. The motivation for using WBTC is that after wavelet 
decomposition of the residual frames, majority of the insignificant coefficients 
may be grouped and quantized to zero values giving a good compression 
performance at modest system complexity [28]. 
• Recent investigations have shown that carefully designed tree-based wavelet 
video codec can give competitive quality at considerably reduced complexity 
[29]. Motivated by this, the impact of tree structuring on the coding 
performance, memory requirements and computational complexity of the 
wavelet video codecs is investigated in Chapter 6. Some new parameters are 
also introduced for quantifying the coding performance of tree-based video 
coders. 
1.4 Thesis Organization 
The thesis is organized as follows. Chapter 2 provides a review of existing wavelet-
based image and video coding techniques. In fact this chapter provides a bulk of the 
literature for later discussions. Chapter begins with some background about wavelet 
transform followed by a discussion on wavelet image coding techniques. Extension of 
grayscale image coding algorithms for color images is discussed next. Subsequently, 
the existing wavelet video coding approaches are introduced. Finally, the wavelet 
image and video coding algorithms and methods related with this thesis are critically 
reviewed. 
The proposed WBTC image coding algorithm is presented in Chapter 3, along with 
a complete algorithmic description, memory analysis and computational complexity. Its 
extension for coding color images is also presented in this chapter. Performance of the 
proposed algorithm is evaluated via extensive simulations and compared with other 
state-of-the-art wavelet image coding algorithms including the latest standard 
JPEG2000. 
In Chapter 4, a 3-D wavelet video coding system employing a 3-D extension of the 
WBTC still image codec is presented. A composite block-tree hierarchical structure is 
designed to link blocks of wavelet coefficients in spatial, temporal and the color planes 
in such a way that the insignificant sets are coded together. The details of the video 
coding system are described and performance is compared with other contemporary 3-
D video coding systems. 
Chapter 5 presents a wavelet hybrid video coder based on WBTC. The details of the 
video coding system are described and performance is compared with other state-of-
the-art hybrid video codecs including the H.264/AVC standard codec. 
The impact of tree structuring on the performance of tree-based wavelet video 
codecs is investigated in Chapter 6. Since tree-based approach is based on aggregation 
of insignificant coefficients in trees, the design of a proper tree structure is the key issue 
for a better performance. In this chapter, six different tree structures with characteristics 
varying from a simple to relatively complex and composite tree structures to code the 
luminance-chrominance components of a video sequences are considered. Their 
performance is compared in terms of average number of bits generated per bitplane, 
number of coded bitplanes for a given bit budget, rate-distortion performance, memory 
requirements and computational complexity. 
Finally, Chapter 7 concludes the thesis and provides guidelines and suggestions for 
further investigations. 
Chapter 2 
Wavelet-based Image/Video Coding 
2.1 Introduction 
Over the last decade, wavelets have established a dominant presence in the field of 
image compression, and they are increasingly being considered for the compression of 
video signals as well. Wavelets are attractive for image and video coding due to a 
tradition of excellent rate-distortion performance coupled with an inherent capacity for 
progressive transmission wherein successive reconstructions are possible as more and 
more of the compressed bitstream is received and decoded [30]. In this chapter, 
wavelet-based image and video coding techniques will be reviewed. Chapter begins 
with developing background about wavelet transform followed by a discussion on 
image and video coding techniques. Algorithms and methods relevant to this thesis are 
critically reviewed. This chapter also provides the bulk of the literatures for the future 
discussion. 
2.2 Overview of Wavelet Transform 
Image coding techniques achieve compression by reducing the spatial redundancies 
from the source. Often, this redundancy reduction is facilitated by using signal 
transform. One of the beneficial properties of the transform, relative to data 
compression, is that they tends to compact most of the energy of the input into a 
relatively small number of transform coefficients. The remaining coefficients have 
small magnitudes, even zero. Efficient quantization and entropy coding of these 
coefficients result in good compression performance. Over the years, a large number of 
signal transforms have been proposed [31]-[34]. However, in image/video compression 
applications, only the discrete cosine transform (DCT) [35]-[36] and the discrete 
wavelet transform (DWT) [37]-[43] are most widely used. 
The DCT is a block-based transform which is applied after partitioning an image 
into non-overlapping blocks and then processing each block individually. This 
introduces annoying blocking artifacts in the reconstruction of the image/video 
especially at lower bitrates [44]. The standard image coder JPEG [3] and standard video 
coders like MPEG-2 [6], MPEG-4 [7], and H.263 [9], [45] are all based on DCT. The 
latest video coding standard H.264/AVC [10] uses an integer DCT transform which is a 
variant of conventional DCT. However, to reduce the blocking artifacts, it uses an in-
loop deblocking filter [46]. 
On the contrary, the DWT does not work on block basis but rather with full image, 
thereby avoiding blocking artifacts. It provides a naturally scalable representation of 
image signal in a resolution pyramid. This multiresolution signal representation when 
combined with an embedded encoding technique provides a scalable bitstream, both in 
terms of spatial resolution and quality. Higher coding efficiency and scalability are the 
some of the features that make DWT a natural choice for modem image compression 
algorithms including JPEG2000 [4], [47] and texture coding in MPEG-4 [7]. The 
following subsections give an overview of the DWT and embedded coding. 
227 Discrete Wavelet Transform (DWT) 
Wavelets provide an expansion set (usually a basis) that decomposes a signal 
simultaneously in terms of frequency and space. Wavelet analysis procedures involve 
the decomposition of a signal into scaled and shifted versions. In this way, it analyzes a 
signal at different frequency bands with different resolutions by decomposing h into a 
coarse approximation and detail information. 
The DWT can be implemented by use of perfect reconstruction finite impulse 
response (FIR) filter banks [40]-[43]. In the filter bank implementation, pair of 
analysis and synthesis filters is used to compute the forward and inverse transforms, 
respectively. The generic form for single stage one-dimensional (1-D) wavelet 
decomposition is shown in Fig. 2.1. In the analysis step, a signal jc[«] is passed through 
a lowpass and highpass filters, h and g, respectively, and then down sampled by a factor 
of two to generate a coarse approximation s[ri\ and a detail d[ri\. In the synthesis step, 
s[n] and d[n] are up sampled and filtered with the synthesis filter H and G, 
respectively. The sum of the filter outputs results in the reconstructed signal x[n]. 
x[n] 
Figure 2.1 A single stage wavelet decomposition. 
The 1-D wavelet transform can be extended to two- or multiple-dimensions using 
separable filters [37] in which each dimension is filtered and down sampled separately. 
Although non-separable wavelets can also be used to filter multi-dimensional signals, 
but such filters are much harder to design. As a result, their use has been limited in 
image compression applications [30]. With separable filters, two-dimensional (2-D) 
transform can be computed by applying a 1-D transform to all the rows of the input, 
and then repeating on all of the columns. The decomposition procedure can be repeated 
recursively on one or more of the subbands to yield multiple-levels of decomposition of 
lower and lower resolution. 
The most commonly used 2-D DWT structure consists of a recursive decomposition 
of the lowest resolution subband. This dyadic decomposition structure attributed to 
Mallat [37] is illustrated for an image in Fig. 2.2. In a 2-D dyadic DWT, the original 
image is decomposed into four subbands each being one fourth the size of the original 
image, and the lowest-resolution subband is recursively decomposed. This gives a 
pyramidal structure in which most of the energy is captured by the coefficients of the 
lowest-resolution subband. Most of the remaining or detail coefficients have small 
magnitudes, even zero. If these coefficients are quantized, most of them become zero, 
leading to high degree of compression performance. The other advantages are that it is 
very close to human visual system (HVS) and facilitates embedded coding. For these 
reasons it is the most widely used decomposition in image coding applications. 
Alternative transform structures arise when subbands other than, or in addition to, 
the coarse are subjected to further decomposition. This is generally referred to as 
wavelet packet decomposition [48]. These decomposition structures can be fixed, or be 
optimally adapted for each image coded. Packet transforms offer the potential to better 
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Figure 2.2 Illustration of the dyadic wavelet decomposition (a) original image, (b) a 
one-level decomposition and (c) a three-level decomposition. 
match the spatial or spatio-temporal characteristics of certain imagery and can thereby 
at times yield greater coding efficiency [30]. 
Apart from filter bank approach, the DWT can also be implemented by using lifting 
scheme [49]-[53]. Daubechies and Sweldens showed that any filtering operations can 
be factorised into lifting steps [52]. Lifting-based implementation offers the advantages 
of reduced computational complexity, in place calculation and inverse transform can be 
obtained immediately by undoing the operation of forward transform [49]. 
Although there are many possible structures of wavelet transform filters, 
image/video coding applications almost exclusively use biorthogonal 9/7 transform of 
[21] or the simpler biorthogonal 5/3 transform of [54]. Biorthogonality facilitates 
symmetric extension at the image boundaries and permits the uses of linear-phase FIR 
filters. Furthermore, experiences have shown that the biorthogonal 9/7 filter offers 
generally good coding performance [55], while the biorthogonal 5/3 filter is attractive 
for reducing computational complexity or for implementation of reversible, integer-to-
integer transformation [56], [57]. In fact, the biorthogonal 9/7 and 5/3 filters are the 
only transforms permitted by Part-1 of the JPEG2000 standard [4], although coding 
extensions of Part-2 [58] of the standard permit a greater variety of transforms. 
2.2.2 Embedded Coding 
In applications such as web browsing and image archiving, progressive transmission 
that allows successive reconstructions of image is desired. In such a scenario, the 
receiver can produce a low-quality, or 'thumbnail' representation of the image after 
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having decoded only a small portion of the bitstream, and this 'preview' of the image 
can be successively refined in quality or resolution (size) as more and more of the 
bitstream is decoded. Modem image-compression techniques support such progressive 
transmission through the use of embedded coding [59]. 
The term embedded coding refers to the encoding of a source signal into a code 
stream that contain all its lower rate code as subset at the very front so that a lower rate 
code stream can be obtained by simply truncating the original bitstream. The general 
philosophy behind embedded coding lies in the recognition that each successive bit of 
the bitstream that is received reduces the distortion of the reconstructed image by a 
certain amount. Consequently, in order to achieve an embedded coding, we must 
organize information in the bitstream in decreasing order of importance, where the 
most important information is defined to be that which produces the greatest reduction 
in distortion upon reconstruction. This multi-rate representation can be achieved by 
successive approximation quantization (SAQ). The significant advantages of embedded 
coding over traditional sequential coding are as follows [17]: 
• Progressive image transmission: Since the source image is encoded via multi-
stage quantization, a coarse-to-fine image representation is available from the 
single embedded bitstream. The coded image can thus be browsed, previewed, 
and then closely inspected remotely by incrementally sending more bitstream 
data without an increase in bandwidth cost for reconstruction of multiple 
versions of the same source image. This feature is particularly attractive for 
growing networking applications. 
• Precise rate control: Since bitstreams are embedded according to their 
importance, the encoder/decoder can stop immediately once the target coding 
bitrate or desired image quality is reached without causing a loss in 
compression. 
• Rate/Quality scalability: Since most important visual information is coded first, 
all lower-rate images can be decoded from a single embedded bitstream. Hence, 
the storage does not need to save multiple versions of compressed files for 
decoding the same source at different coding bitrates and quality levels. 
Similarly, the encoder does not need to know about the final bitrate/quality 
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request by the decoder at the moment encoding is performed. A separation 
between encoding and decoding is thus accommodated in this fashion. 
• High coding performance: Experience has shown that embedded image coders 
give very high compression performance. 
• Prioritize data protection: The embedded bitstream generated from a multistage 
quantization framework is naturally partitioned into a range of priority levels. 
Better data protection schemes can thus be applied to more important bitstream 
data for image communications over a noisy channel [60]. Indeed, wavelet-
based multiple-description coding has attracted a lot of attention in recent time 
[61]. 
Although SAQ can be accomplished through a number of quantization methods, the 
bitplane-based coding approach is most commonly adopted due to its relative simplicity 
and effectiveness. In this approach, the transformed image is progressively encoded 
from the most significant bit (MSB) plane to the least significant bit (LSB) plane. 
Shapiro was the first to use bitplane coding in his pioneering work on embedded zero-
tree wavelet (EZW) coding [62]. Ever since, a number of image coding algorithms [14], 
[20], [63]-[64] have used this approach to produce embedded bitstream. 
2.3 Image Coding 
Due to excellent energy clustering nature of the wavelet transform, a large percentage 
of the coefficients may be grouped and quantized to zero values after coarse 
quantization. Therefore, some specially designed zero coding methods can thus 
substantially improve efficiency of an image coding algorithm. Over the years, a 
number of very successful wavelet-based image coding algorithms employing zero 
coding have been developed [30]. They can be broadly categorized into two groups: 
tree-based and block-based algorithms. The tree-based algorithms [14], [62], [65]-[66] 
capitalize on the fact that, in dyadic transforms, insignificant coefficients tend to cluster 
together within a subband, and clusters of insignificant coefficients tend to be located in 
the same location within subbands of different resolutions. In addition, the energy 
decays from low to high frequency subbands. Hence, if the wavelet coefficients in the 
low frequency subbands are insignificant relative to a particular threshold, then it is 
most likely that wavelet coefficients having the same spatial location, but residing in 
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different high frequency subbands, will also be insignificant. Therefore, by grouping 
the wavelet coefficients corresponding to the same spatial location and orientation in 
the form of a spatial orientation tree (SOT) allows the coding of a large number of 
insignificant coefficients by single symbol as a zero-tree. 
The idea of zero-tree for wavelet image coding was first proposed in [67]. 
However, its true potential was known only with the development of EZW algorithm 
[62], in which zero-tree was elegantly combined with bitplane-based coding to generate 
quality embedded bitstream. Later, the set partitioning in hierarchical trees (SPIHT) 
algorithm [14] improves upon the zero-tree concept by adding a number of sorted lists 
that contain sets of coefficients and individual coefficients. Combined with efficient set 
partitioning, SPIHT substantially improves over EZW in both speed and compression 
performances and is widely recognized as the benchmark wavelet image coder in the 
image coding community. Ever since, the tree-based coding framework has been 
intensively studied and utilized in various image coding algorithms [68]-[79]. A 
theoretical framework to explore the optimal tree partition is developed in [68]. Joint 
optimization of tree partitioning and quantization using rate-distortion tradeoffs is 
presented in [69]. Scalable image coding using tree-based algorithm is developed in 
[70]. Various improvements and modifications for EZW and SPIHT algorithms are also 
suggested [71]-[79]. Various vector quantization constructions of SPIHT are 
investigated in [71]-[72]. Use of virtual zero-tree to improve the coding efficiency of 
zero-tree codecs are investigated in [73]-[75]. A low memory implementation of SPIHT 
is given in [77]. For network applications, scalable SPIHT is developed in [79]. 
On the other hand, block-based algorithms [20], [63]-[64], [80]-[83] exploit within 
subband correlations, whereby a transformed image is divided into contiguous blocks 
and perform the significance test on the individual blocks. A block having no 
significant coefficients with respect to the given threshold is coded as a zero-block. If a 
block is significant then it is recursively partitioned (quad-tree partitioning) into 
subblocks, achieving compression by single symbol encoding of the insignificant 
blocks. The set partitioning embedded block (SPECK) [20], SWEET [80], and subband 
block hierarchical partitioning (SBHP) [83] algorithms are based on this concept. A 
similar approach is also employed by the binary set splitting with k-d trees (BISK) [84], 
wherein sets are always partitioned into two subsets. The advantage of block encoding 
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is that small blocks, representing high frequency areas, are coded separately from larger 
areas with low spatial-frequency content. The other advantage is that sets are confined 
to reside within a single subband at all times, whereas zero-trees span across multiple 
transform resolution. This gives a simpler implementation as well as beneficial from a 
computational standpoint as the coder must buffer only a single subband at a given 
time, leading to reduced dynamic memory needed. 
Another approach to block coding is to employ extensively conditioned, multiple-
context adaptive arithmetic coding. Embedded block coding with optimized truncation 
(EBCOT) [63] and embedded zero-block coding (EZBC) [64], [85] used this approach. 
EBCOT algorithm which is adapted in JPEG2000 [4], combines layered block coding, 
fractional bitplanes, block-based rate-distortion optimizations, and context-based 
arithmetic coding to obtain good (adjustable) scalability properties and high coding 
efficiency [86]-[87]. In EZBC [64], quad-tree partitioning and context modeling of 
wavelet coefficients are well combined to obtained high coding efficiency. 
Apart from tree- and block-based algorithms, a number of other approaches have 
also been explored [88]-[93]. The wavelet difference reduction (WDR) [89] combines 
runlength coding of the significance map with an efficient lossless representation of the 
runlength symbols to produce an embedded image coder. A pre-coding technique 
termed as partitioning, aggregation, and conditional coding (PACC), which pre-
processes the quantized wavelet coefficients prior to entropy coding, is proposed in 
[90]. The zero-tree idea can also be reformulated in a dual way, allowing to directly 
building significant coefficients maps. To this end, a morphologic processing based on 
connectivity analysis has been used and also justified by the statistical evidence of the 
energy clustering in the wavelet subbands [91]. Significance-link connected component 
analysis (SLCCA) [92] uses the clustering property of significant coefficients for 
wavelet coefficient coding by organizing them in connected components using 
morphological operations. The algorithm removes insignificant coefficients, favouring 
clusters of coefficients, and then using conditional entropy coding of the significance 
map. Embedded morphological dilation coding (EMDC) [93] technique exploits 
principles of morphological coding and guarantees coding performance comparable or 
superior to state-of-the-art codecs, progressive decoding and fractional bitplane 
embedding for a highly optimized bitstream. 
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2.4 Color Image Coding 
The color images are usually represented in tri-stimulus color components red, green 
and blue (RGB). It is well known that the RGB components of color images are highly 
correlated [32]. If the wavelet transform of each color component is obtained, the 
transformed components will also be highly correlated. Therefore, a color 
transformation that reduces the psychovisual redundancy and correlation among color 
components is highly desired [94]. Many such linear transformations can be used but 
due to compatibility with black and white video, the luminance-chrominance (such as 
YUV or YCrCb) format is widely used [13]. 
The coding of color images is usually deduced from the coding of grayscale images, 
not much research has been devoted on color image coding. Coding schemes for the 
color images have in general been extensions of schemes for the coding of 
monochrome images. The simplest approach for coding of color images is to apply 
grayscale image coding scheme independently to each color component. This strategy 
has been adopted by a number of algorithms [20], [85], [95]-[96] including the 
JPEG2000 [87]. The author in [95] used Karhunen-Loeve transform (KLT) [32] to 
decorrelate the three color components, each of which is then coded independently by 
the SPIHT algorithm. Although, KLT is theoretically the optimum transform to 
decorrelate the color components, but it has the drawbacks of source dependency, 
higher complexity and non compatibility with monochrome system. The SPIHT and 
SPECK algorithms are extended for color image coding in [16] and [20], respectively, 
to generate fully embedded bitstreams. In both of these schemes, the lists are initialized 
with the appropriate coordinates of the top-level subbands of the three-color planes 
serially one after the other. The appropriate algorithm (SPIHT or SPECK) is then used 
to code the three-color planes independently. In JPEG2000 [87], a color image is first 
decorrelated using component transform before the wavelet transform. After the color 
transformation, the decorrelated components are treated independently as three 
grayscale images for coding. 
However, there are two limitations with this simple strategy. Firstly, statistical 
dependency present among the decorrelated components is not exploited. Secondly, 
explicit rate allocation among the color components is needed, which complicates the 
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rate control process. It has long been observed that in color images the locations of 
significant spatial changes in the chrominance components generally coincide with 
significant spatial changes in the luminance component [97]. Thus, after wavelet 
transform if a coefficient in a particular frequency band of the luminance component 
has small magnitude, the coefficient of the chrominance components at the 
corresponding spatial location and frequency band will most likely have small 
magnitude. This interdependence of the transform coefficients of the different color 
components is therefore exploited in designing algorithms for embedded color image 
[94], [98]-[104] and video coding [75], [105]-[109] system. 
2.5 Video Coding 
Since video is a time sequence of still images or frames, therefore, in addition to spatial 
redundancy, a video signal also has temporal redundancy. A generic wavelet-based 
image coding scheme can be applied to video coding provided that a mechanism to 
exploit the temporal redundancy is added. Over the years a plethora of work has been 
reported aiming to design wavelet-based video codecs as an alternative to the existing 
DCT-based video coding standards [30]. The available wavelet-based video codecs 
may be classified into two groups. The first and most straightforward approach is the 
use of temporal filtering to exploit the temporal redundancy in addition to spatial 
redundancies, leading to a 3-D video coding system. The second approach is essentially 
an adaptation of the traditional motion estimation and compensation (ME/MC) 
feedback architecture replacing DCT with DWT. Each one is further discussed in the 
following sub-sections. 
2.5.1 3-D Wavelet Video Coding 
The simplest way to extend 2-D image coding to include temporal redundancy naturally 
leads to 3-D (spatial x spatial x temporal) wavelet video coding. In contrast to the 
traditional hybrid video coding [44], 3-D video coding systems use 1-D temporal 
decomposition of a group of frames (GOF) to exploit the temporal redundancy present 
in the video signal. The resulting temporal frames are then spatially decomposed using 
a 2-D wavelet transform followed by coefficients encoding. An efficient spatio-
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temporal analysis and coefficient encoding is the key to achieve effective compression 
performances. 
The idea of 3-D video coding was originally proposed by Karlsson and Vitterli 
[110] and later modified and improved by many researchers [111]-[120]. The main 
focus of these works is on the optimization of either the temporal filtering part [111], 
[117], [119], [120] or the coefficient encoding part [114], [116], [118]. Most of the 
earlier 3-D video coding systems almost exclusively used Haar filter [111], [114], 
[117]-[118]; however, recent works have suggested to use longer filters due to their 
better energy compaction property [119]-[120]. Techniques for coding coefficients of 
spatio-temporal subbands generated by 3-D wavelet transform usually are extensions of 
image coding techniques. Temporal extensions of SPIHT [16], EZW [115], EBCOT 
[116], and EZBC [117], [119] have been proposed and used in 3-D video coding 
systems. 
Multiresolution decomposition coupled with a progressive encoding technique 
makes 3-D wavelet video coding quite attractive for scalable coding. However, 
increased buffer requirements at both encoder and decoder, and longer delay involved 
are the main drawbacks of this system. 
2.5.2 Hybrid Wavelet Video Coding 
Traditional video coders use a hybrid of temporal motion compensation and DCT to 
reduce temporal and spatial redundancies, respectively [121]. This hybrid video coding 
architecture is widely employed in modem video-compression systems and is an 
integral part of standards such as MPEG-2 [6], MPEG-4 [7], H.263 [9], and 
H.264/AVC [10]. Wavelet-based hybrid video coding system can be designed by 
performing ME/MC in the spatial domain and then using DWT decomposition of the 
resulting residual frame. This simple approach suffers from blocking artifacts that 
would arise from the mismatch between the block nature of motion compensation and 
the global nature of the discrete wavelet transform. However, overlapped block motion 
compensation (OBMC) reduces this artifact significantly [122]-[123]. The first 
wavelet-based video coder using this hybrid architecture was proposed in [124] for low 
bitrate video applications. Temporal correlation was exploited by using a block-based 
motion estimation and OBMC to generate a predicted residual frame. The residual 
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frame is then wavelet transformed and coefficients are quantized followed by zero-tree 
and entropy encoding. Wavelet ringing effect was reduced by using an adaptive 
wavelet transform. Subsequent works have further improved upon the basic idea [72]-
[75], [105]-[106], [125]-[129]. 
An alternative approach for hybrid wavelet video coding is to perform ME/MC in 
the wavelet domain [130]. However, the fact that the critically sampled DWT is shift 
variant has long hindered the ME/MC process in the wavelet domain [131]-[132]. 
Later, it was recognized that difficulties associated with the shift variance of critically 
sampled DWT could be overcome by performing ME/MC in an overcomplete 
(undecimated) spatial domain, while transmitting only the decimated samples [133]-
[134]. The majority of prior works based on this approach use the idea originated in the 
work of Park and Kim [133], which works as follows. An input frame is decomposed 
with a critically sampled DWT and partitioned into cross-subband blocks, wherein each 
block is composed of the coefficients from each subband that correspond to the same 
spatial block in the original image. A full search block-matching algorithm is used to 
compute motion vectors for each wavelet-domain block. The reference for this search is 
an overcomplete decomposition of the previous reconstructed frame, thereby 
capitalizing on the shift invariance of this transform. MC residual is then coded by any 
of wavelet-based image coding algorithms. Subsequent work has offered further 
refinements to the basic system [135]-[139]. These systems have comparable 
performance as compared to spatial domain ME/MC. However, increase complexity is 
the main drawback [133]. 
2.6 Related Works 
In this section, wavelet-based image/video coding algorithms and systems related with 
this thesis are critically reviewed. 
In pyramidal wavelet decomposition, insignificant coefficients tend to cluster 
together within a subband, and clusters of insignificant coefficients tend to be located in 
the same location within subbands of different resolutions. Therefore, by grouping the 
wavelet coefficients corresponding to the same spatial location and orientation in the 
form of a spatial orientation tree (SOT) allows the coding of a large number of 
insignificant coefficients by a single symbol. SPIHT [14], which is a state-of-the-art 
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tree-based algorithm, works as follow. Except for the lowest and the highest resolution 
bands, the coefficients in each resolution band are grouped into 2x2 arrays as the 
offspring nodes of a coefficient of a lower resolution band. The coefficients in the 
lowest resolution band are also divided into 2^2 arrays, but the coefficient in the top-
left comer of the array has no offspring, whereas each of the other three coefficients has 
four offsprings in the high frequency subbands of their corresponding orientations. The 
coefficient of the highest resolution bands has no further descendents as shown in Fig. 
2.3. 
Following the notations established in [14], the set of all the descendents of node 
(/,y)are denoted by D(i,j){a set of type 'A') and set of all descendents except the 
immediate offsprings of node(/,y)by L{i,j)(a. set of type 'B'). Significant information 
is stored in three ordered lists: a list of insignificant pixels (LIP), a list of insignificant 
sets (LIS), and a list of significant pixels (LSP). At the initialization step, the pixels in 
the lowest band (the highest pyramid level) are added to LIP, and those with 
descendents also are added to LIS as type 'A' entries. The LSP starts as an empty list. 
The coding process starts with the most significant bitplane and proceeds towards 
the finest resolution. At every bitplane, the encoder goes through the three lists in order, 
starting with LIP followed by LIS and then LSP. For each pixel in LIP, one bit is used 
to describe its significance. If the pixel is not significant, it remains in LIP and no more 
bits will be generated; otherwise, the sign bit is produced and the pixel is moved to 
LSP. Similarly, each set in LIS requires one bit for significance information. 
Insignificant sets remain in LIS while significant sets will be partitioned into subsets. A 
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Figure 2.3 Spatial orientation tree used in SPIHT. 
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significant type 'A' set will be partitioned into a type 'B' set and four pixels; the type 
'B' set is added to the end of LIS while four pixels (offsprings) are immediately 
examined for significance. A significant type 'B' set will be partitioned into four type 
'A' sets; all of them are added to the end of LIS. Since all the newly generated 
insignificant sets are added to the end of LIS, they will be processed in the same 
manner at the same resolution until each significant subset has exactly one coefficient. 
Finally, each pixel in LSP, except those just added at the current bitplane, is refined 
with one bit. The algorithm then repeats the above procedure for the next resolution. 
Encouraged by its impressive performance for image coding, SPIHT algorithm has 
been extended for video coding as well [16]-[18]. A 3-D extension of SPIHT algorithm 
(3-D SPIHT) for 3-D wavelet video coding was first developed in [140]. A two-channel 
three level decomposition is applied to both temporal and spatial directions, on a GOF 
size of sixteen. Later full featured 3-D SPIHT video coder was presented in [141], [16]. 
The extension includes support for color frames, different GOF sizes, unbalanced 
spatio-temporal orientation trees, rate, temporal and spatial scalability. Although 
embedded color coding is used, it does not exploit the correlation between the color 
components. However, the proposed 3-D SPIHT algorithm puts a restriction on the size 
of the lowest temporal subband. This is to keep the basic coefficient units of 2x2x2 
for arithmetic coding. By removing this restriction, a more efficient 3-D coefficient tree 
structure is developed in [142]. This tree structure is quite fiexible and has no limitation 
on the number of wavelet decomposition levels along temporal and spatial directions. 
Recently, a decoupled 3-D tree structure is also proposed in which temporal and spatial 
trees are coded independently [143]. 
Apart from 3-D video coding, SPIHT is also used in hybrid video coding frame 
work. An SPIHT-based hybrid video coder is presented in [17]. The conventional block 
motion estimation and OBMC is applied first. The predictive error frame (PEF) is then 
wavelet transformed, and coefficients are coded with SPIHT algorithm. Fully color 
embedded bitstream is generated by designing a composite SOT spanning across the 
luminance-chrominance color planes. Support for quality and resolution scalability is 
also provided. Another hybrid video coder using SPIHT is presented in [18]. To 
increase the coding efficiency of the PEFs, a block-wise approach is used where SPIHT 
is applied not to the entire wavelet pyramid but to small wavelet blocks. For efficient 
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bit allocation, a Lagrangian method of optimization is used. Results show the improved 
performance but at the cost of increased system complexity. 
Although, SPIHT algorithm has been very widely used due to its simplicity, good 
rate-distortion performance, and generation of quality embedded bitstream, however, it 
has the following three drawbacks. First, through the construction of SOT it exploits 
mainly the inter-subband correlations whereas intra-subband correlation which is also 
quite significant is indirectly exploited using a context-based arithmetic coding. 
Although, the use of context-based arithmetic coding increases the compression 
efficiency, but at the same time it increases the complexity also. Secondly, at lower 
encoding bitrates, SPIHT generates many separate zero-trees, which are normally 
clustered. This is because at lower bitrates, coding terminates after a few early passes 
where threshold is very high, so a vast majority of the wavelet coefficients fall below 
the threshold. This reduces the coding efficiency of SPIHT at low bitrates [19]. 
Thirdly, being a pixel-based algorithm with a number of sorted lists and the fact that 
pixels are accessed through the lists a number of times during the coding process, it 
consumes a lot of execution time. It should be noted that the first two drawbacks are 
more pronounced when coding residual frames of a video sequence. 
A number of attempts have been made to remove some of the above drawbacks of 
SPIHT. Two of the most notable ones are vector SPIHT [72] and virtual SPIHT [74] for 
image and video coding. Vector SPIHT combines the across scale prediction of SPIHT 
with the superior performance of vector quantization, to obtain an embedded bitstream. 
Results show the improved performance over SPIHT [72] for both image and video 
coding. The improved performance is attributed to better exploitation of both inter- and 
intra-subband correlations by grouping neighbouring coefficients to form vectors and 
coding vector as a whole. However, the drawback is that the use of vector quantization 
makes it very complex, compared to SPIHT. The virtual SPIHT algorithms [74] on the 
other hand combines the clustered of zero-trees which are likely to occur at lower 
bitrates through virtually generated zero-trees on top of the SPIHT's zero-trees, thereby 
improving the low bitrate performance for both image and video coding [75]. However, 
like SPIHT algorithm, virtual SPIHT also exploits mainly the inter-subband 
correlations and being a pixel-based technique it is time consuming. Further, by 
creating virtual trees on top of the regular trees, increases the tree depth. Therefore, 
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locating significant coefficients in virtual SPIHT is much more time consuming 
compared to SPIHT. 
Alternative to tree-based algorithms, block-based algorithms such as SPECK [20] 
exploit intra-subband correlations by using within subband partitioning. They work by 
dividing the transformed image into contiguous blocks and perform the significance 
test on the individual blocks. If a block is significant then it is partitioned into four 
equal size subblocks (quad-tree partitioning). Each subblock is then individually tested 
for its significance. A significant subblock again uses a quad-tree partitioning. In this 
way a significant block is recursively portioned into subblocks. Recursion ends when 
significant coefficients are found. An advantage of block-based algorithms is that 
blocks are confined to reside within a single subband at all times throughout the 
algorithm. Not only does this fact entail a simpler implementation, it is also beneficial 
from a computational standpoint as the coder must buffer only a single subband at a 
given time, leading to reduced dynamic memory needed [30]. However, coding 
efficiency suffers due to exploitation of only the intra-subband correlations. 
Some attempts were also made to use the good features of both tree- and block-
based algorithms [144], [145]. In [144], authors have divided the transformed subbands 
into spatial and subband blocks, which are then coded independently by SPIHT and 
SPECK, respectively. Although the resultant bitstream may be progressive in quality or 
resolution, the drawbacks of this approach are that it requires rate-distortion 
optimization and reassembling of bits of blocks that are coded independently. A similar 
approach of coding wavelet coefficients was suggested in [145] that use a single list 
and the emphasis was more on the memory reduction rather than on the coding 
efficiency. 
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Chapter 3 
Wavelet Block-Tree Coding 
3.1 Introduction 
The dyadic wavelet decomposition [21] gives a pyramidal structure in which 
coefficients are correlated both within subbands as well as across the subbands. Most of 
the existing wavelet-based image coding algorithms have achieved excellent 
compression by exploiting either of these correlations through the use of either a tree-
based [14], [62], [72]-[74] or a block-based [20], [63]-[64] algorithm. Tree-based 
algorithms such as set partitioning in hierarchical trees (SPIHT) [14] exploit across the 
subband correlations by grouping the wavelet coefficients corresponding to the same 
spatial location and orientation to form a spatial orientation tree. This allows the 
prediction of insignificance of the coefficients across scales. Alternatively, block-based 
algorithms such as set partitioning embedded block (SPECK) [20] exploit within 
subband correlations, whereby a transformed image is recursively partitioned into 
subblocks, achieving compression by single symbol encoding of insignificant blocks. 
In this chapter, an efficient image coding algorithm which combines the good 
features of both tree- and block-based algorithms is proposed. The proposed algorithm 
partitions a transformed image into coefficient blocks and then constructs trees of 
blocks (known as block-trees) with roots in the topmost subband in a tree fashion. In a 
block-tree, significant blocks are found using tree partitioning concept of SPIHT, 
whereas significant coefficients within each block are found using the quad-tree 
partitioning of SPECK. A significant block-tree is recursively partitioned (with 
combined tree and block partitioning) until significant coefficients are found. The 
proposed algorithm is termed as wavelet block-tree coding (WBTC) due to the obvious 
reasons [22], [23]. Earlier attempts to use the good features of both tree- and block-
based algorithm were made in [144], [145]. In [144], authors have divided the 
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transformed subbands into spatial and subband blocks, which are then coded 
independently by SPIHT and SPECK, respectively. Although the resultant bitstream 
may be progressive in quality or resolution, the drawbacks of this approach are that it 
requires rate-distortion optimization and reassembling of bits of blocks that are coded 
independently. Whereas the algorithm proposed in this chapter generates fully 
embedded bitstream without any rate-distortion optimizer. A similar approach of 
coding wavelet coefficients was suggested in [145] that uses a single list and the 
emphasis was more on the memory reduction rather than on the coding efficiency, 
whereas in the proposed algorithm, improved coding efficiency and reduced 
complexity are the main targets. However, memory reduction is an added advantage of 
the proposed algorithm. Although the use of arithmetic coding [146] in the proposed 
algorithm improves the performance, it is not absolutely necessary. 
In this chapter, the proposed WBTC algorithm is described along with a complete 
algorithmic description, memory analysis and computational complexity. The extension 
of the proposed algorithm for coding color images is also presented in this chapter. 
3.2 Wavelet Block-Tree Coding (WBTC) 
In this section the idea behind the WBTC coding algorithm and its terminology is 
defined. Consider an image of size M-xN that after n, levels of dyadic wavelet 
decomposition exhibits a pyramidal subband structure. The transformed image is 
represented by an indexed set of transformed coefficients {c, } located at the /* row 
and they* column. The coefficients in each subband are grouped together in blocks of 
size «x«. To exploit the self-similarity among wavelet coefficients within subbands as 
well as across the subbands, a spatial orientation block-tree is introduced. A block-tree 
is a tree of all descendent blocks of a root block. The use of block-tree structure has 
three distinct advantages over the tree structure used in SPIHT. First, it will combine 
many clustered zero-trees of the SPIHT, which may occur in the early passes, thus 
creating zero-trees with more elements. Secondly, a group of nxn insignificant 
coefficients can be coded as zero-block. This will help in better exploitation of intra-
subband correlations with reduced complexity. Usually in cotemporary image coders, a 
context-based arithmetic coding is used for this purpose [14], [20]. Although, the use of 
context-based arithmetic coding increases the compression efficiency, but at the same 
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Figure 3.1 Spatial orientation tree used in (a) WBTC and (b) SPIHT. 
time it increases the complexity also. Thirdly, because of its block-based nature, 
compared to the pixel-based techniques, memory requirement for storing the lists and 
the encoding time will be significantly reduced. 
Except for the lowest and the highest resolution bands, the formation of a block-tree 
is based on relating each block at a given scale to a set of four blocks with the same 
orientation at the next finer scale. In the lowest resolution (LL-) band, out of each 
group of four ( 2 x 2 ) blocks, top-left block has no descendents, and each of the other 
three blocks has four offspring blocks in the high frequency subbands of their 
corresponding orientation. The blocks of the highest resolution band has no further 
descendents. Fig. 3.1 (a) shows the spatial orientation block-tree used in WBTC for a 
block size of 2 x 2 . For comparison, spatial orientation tree used in SPIHT is also 
shown in Fig. 3.1(b). The following notations and nomenclatures are used in the 
proposed algorithm: 
• B"''"(k,l) 
Q{k,l) 
An arbitrary block of size «x n that consists of set of indexed 
wavelet coefficients {c, ^ \k<i<k + n,l<j<l-¥n}, where {k, /) is 
the coordinate of top left coefficient of the block (refer to Fig. 3.2 
(a)). Each block is addressed by coordinate of its top left coefficient, 
set of all quad-blocks of a parent block B"''"(k,l), defined as (refer 
to Fig.3.2 (b)) 
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Q(k,l) = {B^'^Hk,!), B^'^k + n/2,l), B^'^^kJ + nl2), B'^^k + n/2,l + nil)} 
• H : set of all spatial orientation block-tree roots (i.e. blocks in the 
LL-band) 
• 0{k,l) : set of all offspring blocks of the root block B"''"{k,l) (refer to 
Fig.3.2 (c)). Except the highest and the lowest pyramid levels. 
Oik, I) is defined as 
0(k,l) = {B"''"(2k,2l), B"''\2k + n,2l), B"^\2k,2l + n), B"'"'{2k + n,2l + n)} 
• D{k,l) : set ofalldescendent blocks of the root block 5"''"(A:,/) 
• L(k,l) : set of all descendents except the immediate offsprings of the root 
block B"''"(k,l) (refer to Fig. 3.2(c)) 
• St,Q : significant function in the b^^ most significant bitplane applied to set 
T, defined as 
_ | l , / /max( j c , J )>2 ' ,Vc , ,Gr 
S,(T). 
10, otherwise 
(3.1) 
where set Tmay either be an individual block of nxn wavelet coefficients or a block-
tree. For a given b, if Si,{T) = \, then set T is said to be significant; otherwise it is 
insignificant. 
ik.l) 
-n-
• • • • 
• • • • 
• • • • 
• • • • 
(a) 
• • • • • • • • 
• • • • *" • • • • 
• • • • • • • • 
B"'"(kJ) Q(kJ) 
(b) (c) 
Figure 3.2 Description of (a) a block, (b) a quad-block and (c) a block-tree. 
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Like SPIHT [14] and SPECK [20], WBTC also employs a bitplane-based coding 
algorithm comprising of two passes within each bitplane; sorting and refinement pass. 
To manage this two pass encoding, it uses three sorted lists: a list of insignificant 
blocks (LIB), a list of insignificant block sets (LIBS), and a list of significant pixels 
(LSP). Each entry in LIB represents a block of nxn coefficients, in LSP it represents 
individual coefficient, and in LIBS represents either the set D{k,l) or L{k,l). To 
differentiate between them, the sets D{k,l) and L{k,l) are identified by entries of types 
'A' and 'B' respectively. 
At the initialization step, all the blocks in the LL-band are added to LIB, and those 
with the descendents also are added to LIBS as type 'A' entries. The LSP starts as an 
empty list. The initial threshold value corresponding to the maximum wavelet 
coefficients magnitude is also computed. 
The coding process starts with the most significant bitplane and proceeds bitplane-
by-bitplane towards the lower bitplanes by successively decreasing the threshold by a 
factor of two, until the desired bitrate is achieved. During the sorting pass, the encoder 
first traverses through LIB followed by LIBS for locating and coding the significant 
coefficients. Each block in the LIB is individually tested for its significance by 
comparing it with the current threshold. If the block is insignificant, then it is a zero-
block and a '0' is appended to the compressed bitstream, it remains in the LIB and no 
more bits will be generated. Here, insignificant information of «x« individual 
coefficients is conveyed using a single '0' bit, whereas in SPIHT, nxn '0' bits will be 
generated. This is how WBTC exploits intra-subband correlation partially. On the other 
hand, if the block is significant then a ' 1' is appended to the compressed bitstream and 
it is partitioned using quad-tree partitioning scheme to locate the significant coefficients 
as shown in Fig. 3.3. In quad-tree partitioning, a significant block is first partitioned 
into four equal size subblocks. Each subblock is then individually tested for its 
significance. A significant subblock is recursively partitioned until no further division 
is needed or the smallest possible block size (i.e. individual coefficient) is attained. At 
this stage four coefficients and their significances are tested individually. If a 
coefficient is insignificant, then a '0' is appended to the compressed bitstream and it is 
moved to LIB as a single coefficient block. Otherwise, if a coefficient is significant, 
then a ' 1' is appended to the compressed bitstream and its sign bit is also coded and the 
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Figure 3.3 Quad-tree partitioning of a significant bloclc of size 16x16 and sequence of 
partitioning decisions 
coefficient is moved to LSP. After testing all the four individual coefficients in the 
block, the current block is deleted from LIB. 
The encoder then performs a significance test on each entry of the LIBS by 
comparing them against the current threshold and one bit is appended to the 
compressed bitstream to describe its significance. Insignificant sets remain in LIBS 
while the significant ones are partitioned into subsets. A significant type 'A' set will be 
partitioned into four offspring blocks 0(k,l) and a type 'B' set as shown in Fig. 3.4(a). 
The type 'B' set is appended to LIBS while the four offspring blocks are immediately 
examined for their significance in the same manner as if they were in LIB. Here any 
zero-block will again result in bit saving. A significant type 'B' set will be partitioned 
into four type 'A' sets with each element of 0(k,l) as root, as shown in Fig. 3.4(b); 
D 
m 
Type 'A' set Offsprings Type 'B' set 
(a) 
D 
Type 'B' set Four type 'A' sets 
(b) 
Figure 3.4 Block-tree partitioning of significant sets of (a) type 'A' and (b) type 'B'. 
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new type 'A' sets are appended at the end of LIBS. Since all the newly generated 
insignificant sets are added to the end of LIBS, they will be processed in the same 
manner at the same threshold until each one of them is examined. 
In the refinement pass, each wavelet coefficient in LSP, except those just added at 
the current bitplane, is refined with one bit to increase their precision. Such a 
progressive refinement generates fully embedded bitstream. The algorithm then repeats 
the above procedure for the next bitplane by decreasing the current threshold level by a 
factor of two until the desired bit rate is achieved. It should be noted here that for a 
block size of I x 1 (single pixel), WBTC leads to the SPIHT algorithm. Thus, SPIHT is 
a special case of the WBTC algorithm. 
The pseudo-code of the WBTC algorithm is as follows: 
1. Initialization 
Output 6 = Llog2(max(,-y)|c/y | [ ; Set LSP as an empty list; add all 
B"''"(k,l) sHto LIB, and those with descendants also to LIBS, as type 'A ' 
entries. 
2. Sorting Pass 
/* LIB testing */ 
For each entry B"'"ik,l), in LIB do: 
• Output S,{B"''"(k,l)) 
. ifS,(B"'"(k,l))=],then 
if(n^l) callbpJnO 
else add (k, /) to the LSP, and output the sign of c^ / 
Remove entry B"''"{k,l) from the LIB 
/* LIBS testing*/ 
For each entry B"''"(k,l) in the LIBS do: 
• if the entry is of type 'A '; then 
• Output Si,{D(k,l)) 
• ifSi,{D{k,l))=l;then 
For each B"''"(p,q) e Oik,I)do: 
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Output 8,(8"""(p,g)) 
ifS,(B"'"'(p,q))=l; then call bpjn() 
else add B"""{p,q) to the end of LIB 
ifL{k,l) ^0 (Null); then 
Change the type of B"""{k,l)from 'A 'to 'B' 
* If the entry is of type 'B'; then 
• Output Sh{L{k,I)) 
• ifSb{L{k,l))=I;then 
Add each B"''"{p,q) e 0(k,l)to the end of LIBS, as type 'A' 
entries. 
Remove entry B"''"(k,l) from the LIBS 
3. Refinement Pass 
For each entry (i, j) in the LSP, except those included in the last sorting pass 
(i.e. with the same b), output the b' most significant bit of c,- ,- . 
4. Quantization-step update 
Decrement b by 1 and go to Step 2. 
bp_fn() { /* function for block partitioning */ 
Forablock B"^"{k,l)do: 
-¥ For each B'"'\p,q) e Qik,l)do: 
* //(v^l) 
Output S,(B'-\p,q)) 
if S,{B'^\p,q)) = /; then call bpJnO 
else add B"'\p,q) to the LIB 
* else 
Output ShiCp^q) 
if Sfj {Cp^q )= I; then add (p, q) to LSP, and output the sign ofcp^ 
else add B^'^^'(p, q) to LIB as single pixel block 
31 
3.3 Color WBTC 
As discussed in Section 2.3, for efficient coding of color images, they are usually 
transformed into luminance-chrominance color planes (such as YUV). Then the 
simplest approach for coding of the transformed color images is to apply grayscale 
image coding algorithm independently to each color plane [16], [20], [85], [87], [95]. 
However, this simple approach fails to exploit the interdependency among the color 
components and does not generate fully embedded bitstream. It is well known that the 
luminance-chrominance color planes may be uncorrelated but they are not independent 
[97]. This inter-dependency of luminance-chrominance color planes has been 
efficiently used in designing a number of color embedded coding algorithms [94], [98]-
[104]. 
The WBTC algorithm can easily be extended for coding of color images and many 
alternatives are possible. The simplest approach is to code each color plane 
independently and serially concatenating the resultant bitstreams. However, to exploit 
the interdependency of the luminance-chrominance color planes, a composite block-
tree structure linking the three color planes is proposed [24], [25]. 
After dyadic decomposition, the wavelet coefficients in each color planes are 
partitioned into non-overlapping blocks of «x« coefficients. Inter-dependency among 
the three color planes is efficiently exploited through the use of a composite spatial 
orientation block-tree. The parent-child relationship for 4:2:0 format YUV color images 
is shown in Fig. 3.5, where letters Y, U and V within blocks indicate the color plane to 
which that particular block belongs. In a group of 2 x 2 root blocks in Y color plane, 
top-left block has one offspring block each in U and V color planes, and the remaining 
three blocks have four offspring blocks in the corresponding lower subbands of Y color 
plane as shown in Fig. 3.5 (a). In 4:2:0 format, the dimensions of each of U and V color 
plane is one quarter to that of Y color plane. Therefore, this color linking will ensure 
that all the blocks in LL-band of U and V color planes are linked with the root blocks in 
the LL-band of Y color plane only. This helps in exploiting the inter-dependency 
among the three color planes. In each group of 2 x 2 root blocks of U or V color 
planes, top-left block has no offspring blocks and the remaining three blocks have four 
offspring blocks in the corresponding lower subbands of the same color planes. All 
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Figure 3.5 Parent-child relationship in the composite block-tree structure for YUV 
4:2:0 color format (a) 2x2 root blocks in LL-band of Y color plane and their offspring 
blocks and (b) the detailed composite spatial orientation block-tree. 
blocks other than the root block have four offspring blocks in the next lower subband in 
the same plane. The detailed composite spatial orientation block-tree structure spanning 
across the three color planes is shown in Fig. 3.5 (b). 
The idea of linking the chrominance blocks with that of luminance blocks can be 
extended to 4:4:4 format color images also with slight modification in the parent-child 
relationship of those root nodes of luminance which have descendents in the 
chrominance planes. In 4:4:4 color format, the dyadic decomposition of image results 
in the same dimension of LL-band of each color plane. Since the number of blocks in 
the LL-bands of U and V color planes is four times the number of no-descendent blocks 
in the LL-band of Y color plane, therefore each no-descendent block in the LL-band of 
Y color plane has four children in the LL-band of each of U and V color planes as 
shown in Fig. 3.6 (a). This will ensure that all the root blocks of each of the 
chrominance plane are linked with the root from luminance plane only. In each group 
of 2 X 2 root blocks of U or V color planes, top-left block has no offspring blocks and 
the remaining three blocks have four offspring blocks in the corresponding lower 
subbands of U or V color planes. All blocks other than the root block have four 
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offspring blocks in the next lower subband in the same plane. The detailed composite 
spatial orientation block-tree structure is shown in Fig. 3.6 (b). 
From the implementation point of view, the entries in the lists of color WBTC also 
has the color plane information in addition to other addresses used in grayscale coding. 
At the initialization step, only the blocks in the LL-band of Y color plane are added to 
LIB and LIBS. The LSP starts as an empty list. The coding proceeds as in the normal 
WBTC (grayscale image coding), starting with the sorting pass and then moving to the 
refinement pass. During the sorting pass, the encoder first traverses through LIB 
followed by LIBS for locating and coding the significant coefficients. In the refinement 
pass, previously found significant coefficients are refined to increase their precision. 
Since the proposed algorithm uses a composite parent-child relationship spanning 
across the three color planes, with root in Y color plane, the significant coefficients are 
coded as and when they are tested, irrespective of the color plane they belong to. 
Therefore, a fully color embedded bitstream is being generated. 
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Figure 3.6 Parent-child relationship in the composite block-tree structure for YUV 
4:4:4 color format (a) 2x2 root blocks in Y color plane and their offspring blocks and 
(b) the detailed composite spatial orientation block-tree. 
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3.4 Memory Analysis 
The proposed WBTC algorithm uses lists to manage the significant information of 
coefficients and sets. Therefore, the number of elements in the auxiliary list gives an 
idea about the memory requirements at both encoder and decoder. In the 
implementation of WBTC as well as SPIHT, there are two types of memory 
requirements; static memory to store wavelet coefficients and dynamic memory to store 
the list entries. The size of static memory is independent of the algorithm, whereas the 
dynamic memory has algorithmic dependency. Reducing the number of entries in lists 
reduces the dynamic memory requirement. Here the memory size required to store the 
lists (dynamic memory) in WBTC and SPIHT are estimated and compared. The 
required memory size is proportional to the number of entries in the corresponding lists. 
In the initialization phase, WBTC uses lists LIB and LIBS while SPIHT uses LIP 
and LIS. Therefore the initial required memory size would be proportional to the 
number of nodes to be initialized in these lists. For the LL-band of dimension w^ xw^, 
the number of nodes required to initialize LIP and LIS in SPIHT are m^xn^ and 
-(mi^i^xnu^), respectively, making the total number of initial entries in the lists equal to 
•7 
-{mi^^xn,j}. Whereas in WBTC, for an initial block size of «xn, the number of nodes 
1 1 
required to initialize LIB and LIBS are _( ;„^XA7^) and —yC^^ /. xw^ )^, respectively, 
making the total number of initial entries in the lists to -l—^mu^xn^)- This means that 
4/7 
for initial block sizes of 2x2, 4x4 and 8x8, WBTC requires only 25%, 6.25% and 
1.56%) memory, respectively, of that required by the SPIHT initialization phase. Thus, 
the proposed WBTC algorithm reduces the initialization cost drastically. 
After the initialization, SPIHT uses the auxiliary lists LIP, LIS and LSP, whereas 
WBTC uses the auxiliary lists LIB, LIBS, and LSP. Here a comparison is made in 
terms of memory requirements at the end of each pass (or bitplane). Although LSP 
entries are the same at the end of each bitplane in both codecs, but for a fair comparison 
of memory requirement they are also included in the memory size calculation. 
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In SPIHT, each entry in LIP and LSP is the coordinate of a wavelet coefficient 
whereas LIS additionally requires type ('A' or '5') information to recognize the nodes. 
Let 
Nup = number of nodes in LIP 
NLIS = number of nodes in LIS 
^Lsp = number of nodes in LSP 
r = number ofbits to store addressing information of a node 
Then, the total required memory (due to the auxiliary lists) in SPIHT is given by 
MsPiHT = {r {NUP +Ni]s+ ^LSP ) + ^LIS }/8 bytes (3.2) 
In WBTC, each entry in LIB is the address of a square block of arbitrary size 
including that of a single coefficient. In actual implementation, a separate list is 
maintained for each block size. Each entry in LIBS is the address of a block of size 
nxn and its type ('A' or '5'). However, LSP contains the address of significant 
coefficient. Let 
NUB - number of nodes in LIB 
^UBS = number of nodes in LIBS 
NLSP = number of nodes in LSP 
s = number ofbits to store addressing information of a block node 
Then, the total required memory size (due to auxiliary lists) in WBTC is given by 
MwBTC = H^LIB + NUBS ) + rN^sP + ^LIBS }/8 bytes (3.3) 
So the memory advantage of WBTC is achieved only as long as 
s{NuB + NUBS) ^ f(Nup + ^us) • 
3.5 Complexity Analysis 
SPIHT works on the principle of set partitioning of trees alone, whereas WBTC uses 
the concept of set partitioning of trees as well as blocks. Both algorithms use three 
linked lists. The complexity of such algorithms depends on factors such as the target bit 
rate, number of elements in the lists and number of coded bitplanes. Encoders of these 
algorithms perform basic operations like memory access, magnitude comparisons, bit 
shifting and input/output (I/O). Similarly decoders perform memory access, 
addition/subtraction, bit shifting and I/O operations. In general the decoder is faster 
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than the encoder as encoder has to visit all the coefficients to test their significances but 
no such comparisons are required at the decoder side. The decoder just reads the 
significance test results from the compressed bitstream. Also, as the target bit rate 
increases, complexity of the algorithm will increase as it has to perform more number 
of operations. 
Since both of these algorithms are bitplane-based, therefore a coefficient is accessed 
through lists many times to code it. Hence, the algorithmic complexities of these 
algorithms are related with the processing of elements in the lists. The LSP list plays 
the same role in both algorithms. The significant coefficients stored in LSP are 
processed by the refinement pass. For each entry of LSP, one bit of a wavelet 
coefficient is appended to the compressed bit stream and no element is moved in or out 
of the list. So each LSP entry requires only one list access, one comparison and one 
I/O operation. 
In order to understand the role of other lists used in the sorting passes of the 
respective algorithms, they are considered them separately. In SPIHT, the information 
about coefficient's significance is managed by LIP. For each entry in LIP, one bit is 
appended to the compressed bitstream to describe its significance. While the 
insignificant coefficients remain in LIP, the significant ones will be moved to LSP and 
their sign bits are also coded. Therefore, each LIP entry requires one list access, one 
magnitude comparison and one I/O operation. However, for every significant 
coefficient, removal of those coefficients from LIP to LSP requires an additional list 
access and one I/O operation due to sign coding of the significant coefficients. 
In WBTC, LIB plays the same role except it additionally manages the significance 
of a block also. For each entry in LIB, one bit is appended to the compressed bitstream 
to describe its significance. While the insignificant blocks remain in LIB, the 
significant ones moved to LSP and their sign bits are also coded if it is a single 
coefficient block. Otherwise, a significant block is quad-tree partitioned until the 
significant coefficients are found and moved to LSP. Since in early passes, the 
probability of a block being insignificant is relatively high, therefore LIB of WBTC is 
likely to contain fewer numbers of elements than the LIP of SPIHT. Therefore, this will 
reduce the memory access time of WBTC compared to SPIHT at lower bit rates. For 
37 
example, consider the four (2x2) neighboring insignificant coefficients that constitute 
four entries in the LIP of SPIHT, and hence the LIP is accessed four times to test the 
significance of the respective coefficients. On the other hand, in WBTC, they are 
addressed by a single block in LIB, and hence the list is accessed only once to test their 
significance. Despite the same number of comparisons made in the significance testing, 
WBTC saves the access time on the insignificant sets. Furthermore, WBTC outputs 
only one '0' bit in its bitstream, in contrast to the four '0' bits of SPIHT, therefore 
reducing the I/O time also. However, if a block is significant, then the additional step of 
quad-tree partitioning will compensate some of the memory access and I/O time 
savings. 
Most of the computational effort is spent in processing the sets in LIS and LIBS of 
SPIHT and WBTC, respectively. These lists manage the set-partitioning information. 
Here there is a wide gap in processing the significant and insignificant sets. If a set is 
insignificant, it is left in the same list LIS (LIBS); otherwise, it is partitioned into one or 
more smaller sets and the isolated insignificant or significant offsprings. The 
insignificant offsprings are appended to LIP (LIB), while the significant ones are 
appended to LSP and their sign information is also coded. In WBTC, significant 
offsprings need to be partitioned until a significant coefficient is found and send to 
LSP. Therefore, testing of a significant set requires a number of list access, 
comparisons and I/O operations. Since compared to SPIHT, WBTC has the advantage 
of encapsulating coefficients in fewer trees and hence it has significant advantage over 
the memory access time. For example, a block-tree in WBTC with 2x2 block size is 
equivalent to four neighbouring trees of SPIHT. Assume that all the coefficients of the 
set are less than a threshold. WBTC will test the set as an insignificant set by accessing 
LIBS only once, whereas SPIHT will treat it as four individual sets and LIS need to be 
accessed four times to find if all four sets are insignificant. Although the number of 
comparisons involved in both cases remain the same. Therefore, number of elements in 
corresponding lists is one of the parameters to determine the computational complexity. 
WBTC uses fewer numbers of elements in LIBS than in LIS of SPIHT; therefore it will 
require lesser total memory access time and hence it is expected that the encoder of 
WBTC to be faster than that of SPIHT. 
At the decoder, significant coefficients are reconstructed from the received bit map. 
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When a coefficient/set is insignificant, the decoder skips all operations and tests the 
significance of the next coefficient/set. However, compared to SPIHT, reconstruction 
of a significant coefficient in the larger sets of WBTC is more time consuming. This is 
due to the additional step of quad-tree partitioning of a significant block. Therefore, the 
decoder of WBTC is expected to be more complex than that of SPIHT. 
3.6 Simulation Results 
The performance of the proposed WBTC algorithm is evaluated in terms of coding 
efficiency, memory requirements and encoder/decoder complexity. Since the codec is 
embedded, the results for various bit rates are obtained from a single bitstream encoded 
at a rate of 2.0 bits per pixel (bpp). Results are compared with other state-of-the-art 
image codecs including JPEG2000 (JP2K). A 5-level wavelet decomposition based on 
9/7 biorthogonal filters [21] is used in all the cases. The effect of various block sizes on 
the performance of the WBTC is also investigated. A variety of standard grayscale and 
color images are used for experimentation. Grayscale images are Lena (512x512 size), 
Barbara (512x512 size), Bike (2048x2560 size) and Woman (2048x2560 size). The 
Bike and Woman images are from the JP2K test set and belong to super high definition 
category. The color images are Baboon (512x512 size), Girls (512x512 size), Goldhill 
(512x512 size) and Toys (3072x2048 size). The Baboon and Girls images are in YUV 
4:2:0 color format, whereas Goldhill and Toys are in YUV 4:4:4 color format. 
Tests were performed using a PC having Pentium-4 processor with CPU speed of 
3.06 GHz and I GB RAM. The implementations are done in 'C programming 
language under LINUX operating system. The SPIHT and SPECK are implemented 
according to the algorithms given in [14] and [20], respectively. The JP2K results are 
obtained using Jasper (version 1.900.1) reference software included in ISO/IEC 15444-
5 standard [147], which is also implemented in ' C programming language. For Jasper, 
the parameters are set as follows: tile size is equal to whole image, code block size of 
64 and inter-component color transform is used for color images. Note that these 
parameters for JP2K are selected to give the best coding performance. 
For a fair comparison, we have tabulated results with and without arithmetic coding 
separately. Results for JP2K without arithmetic coding are those of lazy coding mode. 
Lazy coding mode is an optional mode in JP2K in which arithmetic coding of most of 
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the bitplanes is bypassed, reducing the encoding and decoding complexity with a 
marginal loss in the coding performance [63]. A bitplane-based binary arithmetic 
coding is used in WBTC and SPIHT algorithms. In each bitplane, statistical model is 
re-initialized with bitplane dependent probability function [17]. 
3.6.1. Coding Performance 
For the subsequent experiments an initial block size of 2x2 is used for WBTC. First, 
WBTC is compared with SPIHT in terms of the cumulative number of bits generated in 
different passes. Fig. 3.7 compares the cumulative number of bits generated in the first 
five passes of SPIHT and WBTC for Lena and Goldhill images. As evident from this 
Pass number 
(b) 
Figure 3.7 Cumulative number of bits generated in the first five passes of SPIHT and 
WBTC for test images (a) Lena (grayscale) and (b) Goldhill (YUV 4:4:4 color format). 
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figure, WBTC consistently generates less number of bits. Specifically, the percentage 
bits saved by WBTC in the first three passes are about 53-63%, 40-50%, and 24-31% 
respectively. Therefore, WBTC is more efficient in sorting the significant coefficients 
in the early passes than SPIHT. One of the reasons for this is that in the early passes 
when the threshold is high, clusters of zeros are more likely to occur and WBTC 
encodes these clusters more efficiently. Secondly, WBTC also exploits intra-subband 
correlations partially in the form of zero-blocks, which is not the case with SPIHT. 
For rate-distortion performance, the test images are encoded at a maximum rate of 
2.0 bpp and decoded at different bit rates from the same embedded bitstream. The 
objecfive quality of the decoded image is measured in terms of the peak signal-to-noise 
ratio (PSNR), defined as 
PSNR = mog^Q^^^— (3.4) 
where the mean squared error, mse(X) for the color component X is calculated as 
follows 
I M N 
mse{X) = —YY,{^{iJ)-x'{i,j)f (3.5) 
where MN is the number of pixels, and x{i,j), and;c'(/,y) are the original and 
reconstructed pixel values at the location {i,j) respectively. And the objective quality 
of the decoded color images in luminance-chrominance color plane is assessed in terms 
of the PSNR of the individual color plane. 
Grayscale Images 
Tables 3.1 and 3.2 compare the performance of the WBTC algorithm with the other 
state-of-the-art coders at a wide range of bit rates for 512x512 size test images {Lena 
and Barbara) and 2048x2560 size images {Bike and Woman) respectively. These 
results are without arithmetic coding. From the analysis of these results, it can be 
observed that WBTC gives better coding performance compared to SPIHT and SPECK. 
This is due to better exploitation of both inter- and intra-subband correlations. From 
Table 3.1 it is evident that for Lena image WBTC outperforms SPECK approximately 
by 0.5 dB, SPIHT by up to 0.3 dB and is comparable to JP2K. Similarly for Barbara 
image, WBTC is superior to SPECK by 0.4-0.7 dB and to SPIHT by 0.2-0.5 dB. 
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However, its performance is inferior to JP2K. Also, from Table 3.2 it can be observed 
that for Bike image, WBTC has better performance compared to SPIHT, SPECK and is 
comparable to JP2K. Similarly, for Woman image WBTC is better than SPECK (by 
0.2-0.9 dS) and SPIHT (by 0.2-0.4 dB). However, its performance is comparable or 
slightly inferior to JP2K. 
Tables 3.3 and 3.4 compare the rate-distortion performance of the arithmetic coded 
version of WBTC with the arithmetic coded versions of SPECK, SPIHT and JP2K. 
Form these results it is evident that WBTC still maintains its superiority over SPIHT 
and SPECK but the performance gap is reduced. This shows that arithmetic coding 
efficiently removes redundancies which are left by the baseline coders. Similarly, from 
these tables it can be seen that for Lena image, WBTC has a better performance than 
JP2K (by 0.1-0.6 dB) and for Barbara, it still maintains its superiority at lower bit rates 
but is inferior by the same amount at higher bit rates. Similarly, for test image Woman, 
it is comparable to JP2K but for Bike image it is inferior to JP2K (by 0.1-0.3 dB). 
Color Images 
Table 3.5 (for Baboon and Girls images) and Table 3.6 (for Goldhill and Toys images) 
provide the breakdown of the PSNR values of YUV color planes for color WBTC, 
color SPIHT and JP2K at various bit rates. These results are without arithmetic coding. 
And the corresponding arithmetic coded results are given in Tables 3.7 and 3.8. The 
implementation of the color SPIHT is based on the algorithms given in [99] and in 
[101] for 4:2:0 and 4:4:4 color formats respectively. From these results, it can be 
observed that color WBTC has better luminance PSNR than color SPIHT. Also, its 
chrominance PSNR is better or comparable to color SPIHT. Specifically, its Y plane 
PSNR is superior to color SPIHT by 0.1-0.6 dB for Baboon image, up to 0.5 dB for 
Girls image, up to 2 dB for Goldhill image and up to 0.4 dB for Toys image. Also its 
luminance PSNR for Baboon image is superior to JP2K by 0.5-1.8 dB and for Girls 
image this figure is 0.1-0.7 dB. However, JP2K has better chrominance PSNR results 
as compared to color WBTC. Since human eye is more sensitive to luminance signal 
compared to chrominance signal, improved luminance PSNR will result in better 
perceptual quality. For test image Goldhill, its luminance-chrominance PSNR is 
comparable at lower bit rates but inferior to JP2K at higher bit rates. JP2K always 
outperforms WBTC for high resolution color image Toys. 
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Table 3.1 PSNR (in dB) comparison of WBTC with other codecs at 
various bitrates for grayscale images Lena and Barbara. All results are 
without arithmetic coding. 
Coding 
Methods 
Bitrate (bpp) 
0.0625 0.125 0.25 0.5 1.0 2.0 
Lena {5\2x5\2) 
SPIHT 
SPECK 
JP2K 
WBTC 
28.0 
27.7 
28.0 
28.2 
30.7 
30.4 
30.8 
30.9 
33.7 
33.4 
34.0 
33.8 
36.9 
36.5 
37.1 
37.0 
40.0 
39.7 
40.1 
40.2 
44.4 
44.1 
44.6 
44.7 
Barbara {5\2x5\2) 
SPIHT 
SPECK 
JP2K 
WBTC 
23.1 
22.9 
23.1 
23.3 
24.5 
24.3 
25.3 
24.8 
27.2 
27.0 
28.4 
27.7 
30.9 
30.8 
32.2 
31.2 
35.9 
35.8 
37.1 
36.4 
42.1 
42.0 
43.1 
42.4 
Table 3.2 PSNR (in dB) comparison of WBTC with other codecs at 
various bitrates for grayscale images Bike and Woman. All results are 
without arithmetic coding. 
Coding 
Methods 
Bitrate (bpp) 
0.0625 0.125 0.25 0.5 1.0 2.0 
Bike (2048x2560) 
SPIHT 
SPECK 
JP2K 
WBTC 
22.7 
22.5 
23.6 
23.2 
25.3 
24.8 
26.2 
25.5 
28.5 
28.0 
29.2 
28.8 
32.4 
31.8 
33.2 
32.5 
37.0 
36.3 
37.8 
37.1 
42.9 
42.3 
43.8 
43.1 
Woman (2048x2560) 
SPIHT 
SPECK 
JP2K 
WBTC 
25.1 
24.5 
25.4 
25.4 
26.9 
26.9 
27.2 
27.2 
29.4 
29.1 
29.7 
29.7 
32.9 
32.4 
33.6 
33.2 
37.7 
37.0 
38.1 
37.9 
43.2 
43.2 
43.8 
43.6 
43 
Table 3.3 PSNR (in dB) comparison of WBTC witli other codecs at 
various bitrates for grayscale images Lena and Barbara. All results are 
with arithmetic coding. 
Coding 
Methods 
Bitrate (bpp) 
0.0625 0.125 0.25 0.5 1.0 2.0 
Lena {5\2x5\2) 
SPIHT 
SPECK 
JP2K 
WBTC 
28.4 
28.3 
28.0 
28.5 
31.1 
31.0 
31.0 
31.3 
34.1 
34.0 
34.0 
34.2 
37.2 
37.1 
37.2 
37.3 
40.4 
40.3 
40.3 
40.4 
45.1 
44.9 
44.7 
45.2 
Barbara {SUxSU) 
SPIHT 
SPECK 
JP2K 
WBTC 
23.4 
23.4 
23.2 
23.5 
24.9 
24.9 
25.4 
24.9 
27.6 
27.8 
28.4 
27.7 
31.4 
31.5 
32.3 
31.5 
36.4 
36.5 
37.2 
36.5 
42.7 
42.7 
43.1 
43.0 
Table 3.4 PSNR (in dB) comparison of WBTC with other codecs at 
various bitrates for grayscale images Bike and Woman. All results are 
with arithmetic coding. 
Coding 
Methods 
Bitrate (bpp) 
0.0625 0.125 0.25 0.5 1.0 2.0 
Bike (2048x2560) 
SPIHT 
SPECK 
JP2K 
WBTC 
23.4 
23.3 
23.7 
23.6 
25.9 
25.6 
26.3 
26.0 
29.1 
28.9 
29.6 
29.3 
33.0 
32.7 
33.4 
33.2 
37.7 
37.3 
38.0 
37.8 
43.8 
43.1 
44.0 
43.9 
Woman (2048x2560) 
SPIHT 
SPECK 
JP2K 
WBTC 
25.4 
25.5 
25.6 
25.7 
27.3 
27.3 
27.3 
27.4 
30.0 
29.9 
30.0 
30.1 
33.6 
33.5 
33.8 
33.8 
38.3 
38.1 
38.3 
38.3 
44.0 
43.7 
44.0 
44.1 
44 
Table 3.5 PSNR (in dB) comparison of WBTC witii other codecs at various 
bitrates for color images (YUV 4:2:0 color format) Baboon and Girls. All results 
are without arithmetic coding. 
Bitrate 
(bpp) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
Y 
21.7 
22.5 
24.0 
26.1 
29.5 
34.3 
29.7 
31.4 
33.6 
36.2 
39.7 
44.5 
SPIHT 
U 
30.5 
31.6 
32.5 
33.5 
34.8 
37.1 
39.5 
41.4 
42.9 
44.8 
47.2 
49.8 
V Y 
JP2K 
U V 
Baboon {5\2x5\2) 
30.5 
31.8 
32.9 
33.9 
35.5 
37.8 
G 
38.8 
40.4 
42.5 
44.5 
47.3 
50.0 
20.3 
21.2 
22.8 
25.0 
28.3 
33.1 
irls{5\ 
29.2 
31.4 
33.7 
36.4 
40.2 
44.9 
31.2 
32.5 
32.6 
i4.0 
35.7 
37.5 
30.7 
32.5 
33.3 
34.2 
35.8 
37.5 
2x512) 
42.9 
43.8 
45.2 
46.6 
48.3 
49.4 
39.2 
42.2 
44.5 
46.5 
47.9 
48.9 
Y 
21.8 
22.8 
24.1 
26.4 
29.8 
34.9 
29.9 
31.5 
33.7 
36.4 
40.2 
45.1 
WBTC 
U 
30.7 
31.7 
32.6 
33.7 
35.0 
37.5 
39.6 
41.4 
43.2 
45.1 
47.4 
50.2 
V 
30.7 
31.7 
32.9 
34.2 
35.8 
38.0 
38.9 
40.5 
42.6 
44.8 
47.5 
50.4 
45 
Table 3.6 PSNR (in dB) comparison of WBTC with other codecs at various 
bitrates for color images (YUV 4:4:4 color format) Goldhill and Toys. All results 
are without arithmetic coding. 
Bitrate 
(bpp) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
SPIHT 
Y U V 
JP2K 
Y U V 
WBTC 
Y U V 
Goldhill i5\2x5\2) 
27.6 
29.4 
30.9 
32.6 
34.5 
38.1 
36.6 
37.3 
37.8 
38.4 
39.6 
40.9 
32.0 
32.8 
33.5 
34.6 
36.1 
38.3 
27.8 
29.6 
32.0 
34.5 
37.6 
41.1 
36.7 
38.1 
39.0 
40.1 
41.8 
43.5 
32.2 
33.2 
34.6 
36.2 
38.3 
41.1 
27.9 
29.6 
31.2 
33.7 
36.5 
39.9 
36.7 
37.3 
37.9 
38.9 
40.2 
41.6 
32.1 
32.8 
33.8 
35.3 
37.2 
39.9 
Toys (3072x2048) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
34.0 
36.6 
38.4 
40.1 
41.8 
44.1 
34.6 
35.7 
37.1 
39.0 
41.6 
44.3 
38.4 
40.6 
42.1 
43.4 
44.7 
46.6 
34.7 
37.1 
38.8 
40.3 
42.0 
44.9 
34.9 
36.1 
37.8 
39.9 
42.7 
45.6 
38.9 
41.1 
42.1 
43.4 
44.6 
47.0 
34.4 
36.8 
38.4 
40.1 
41.9 
44.3 
34.7 
35.8 
37.3 
39.3 
41.7 
44.7 
38.7 
40.8 
42.1 
43.4 
44.8 
46.7 
46 
Table 3.7 PSNR (in dB) comparison of WBTC with other codecs at various 
bitrates for color images (YUV 4:2:0 color format) Baboon and Girls. All results 
are with arithmetic coding. 
Bitrate 
(bpp) 
SPIHT 
Y U V 
JP2K 
Y U V 
WBTC 
Y U V 
Baboon (5\2x512) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
21.9 
22.7 
24.2 
26.3 
29.8 
35.1 
30.6 
31.6 
32.6 
33.6 
35.0 
37.6 
30.6 
31.8 
33.0 
34.1 
35.7 
38.2 
20.3 
21.2 
22.8 
25.0 
28.3 
33.1 
31.2 
32.5 
32.6 
34.0 
35.7 
37.6 
30.7 
32.5 
33.3 
34.2 
35.8 
37.5 
21.9 
22.8 
24.2 
26.5 
29.9 
35.1 
30.8 
31.7 
32.6 
33.7 
35.1 
37.6 
30.7 
31.7 
33.0 
34.2 
35.9 
38.2 
G/W5 (512x512) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
30.1 
31.7 
33.7 
36.6 
40.4 
45.3 
39.8 
41.5 
43.2 
45.2 
47.5 
50.4 
39.2 
40.7 
42.9 
44.9 
47.6 
50.5 
29.2 
31.4 
33.7 
36.4 
40.3 
45.0 
42.9 
43.8 
45.2 
46.8 
48.3 
49.4 
39.2 
42.2 
44.5 
46.5 
47.9 
48.9 
30.1 
31.8 
33.9 
36.6 
40.4 
45.3 
39.8 
41.5 
43.0 
45.2 
47.5 
50.4 
39.2 
40.7 
42.7 
44.9 
47.6 
50.5 
47 
Table 3,8 PSNR (in dB) comparison of WBTC with other codecs at various 
bitrates for color images (YUV 4:4:4 color format) Goldhill and Toys. All 
results are with arithmetic coding. 
Bitrate 
(bpp) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
Y 
27.8 
29.5 
31.0 
32.7 
35.2 
38.3 
34.3 
36.8 
38.4 
40.2 
41.9 
44.3 
SPIHT 
U 
36.7 
37.5 
37.8 
38.6 
39.8 
41.2 
34.7 
35.8 
37.3 
39.1 
41.7 
44.6 
V Y 
JP2K 
U V 
Goldhill (512x512) 
32.0 
32.8 
33.6 
34.8 
36.4 
38.7 
To. 
38.7 
40.8 
42.1 
43.5 
44.8 
46.7 
27.8 
29.6 
32.0 
34.5 
37.6 
41.1 
ys (307: 
34.8 
37.2 
38.8 
40.3 
42.1 
44.9 
36.7 
38.1 
39.0 
40.1 
41.8 
43.5 
32.2 
33.2 
34.6 
36.2 
38.3 
41.1 
>x2048) 
35.0 
36.1 
37.8 
39.9 
42.7 
45.6 
39.0 
41.2 
42.1 
43.5 
44.7 
47.0 
Y 
27.9 
29.7 
31.3 
33.8 
36.7 
40.1 
34.5 
36.9 
38.4 
40.1 
42.1 
44.4 
WBTC 
U 
36.7 
37.3 
38.1 
39.0 
40.3 
42.0 
34.8 
35.8 
37.4 
39.4 
41.8 
44.9 
V 
32.2 
32.8 
33.9 
35.4 
37.3 
40.0 
38.7 
40.9 
42.1 
43.5 
44.9 
46.8 
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3.6.2. Memory Requirements 
The memory requirements for SPIHT and WBTC are evaluated at the end of each pass 
according to Equations 3.2 and 3.3 respectively. Fig. 3.8 compares pass-wise dynamic 
memory requirement (in bytes), in case of SPIHT and WBTC with block size of 2x2, 
for test images Lena and Goldhill each of size 512x512. It is evident that pass wise 
memory requirement in WBTC is less than that of SPIHT. The relative difference of 
memory requirements of two algorithms in the early passes is more significant than the 
later passes. The reason for this is that at lower threshold of the later passes, more sets 
will become significant and set partitioning will result into more entries into LIB. 
o 
E u 
12000 
10000 
8000 
6000 
4000 
2000 
0 
• WBTC 
S SPIHT 
1 2 3 
Pass number 
(a) 
12000 
Pass number-
(b) 
Figure 3.8 Memory required (in bytes) in the first five passes of SPIHT and WBTC for 
test images (a) Lena (grayscale) and (b) Goldhill (YUV 4:4:4 color format). 
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3.6.3. Computational Complexity 
Computational complexity is assessed in terms of the run times of encoder and decoder. 
Tables 3.9 and 3.10 summarize these timings (in milliseconds) for test images Lend) 
and Goldhill without and with arithmetic coding respectively. Analysis of these results 
reveals that in SPIHT and WBTC, both encoding and decoding times increases with the 
increased bit rate. The reason for this is that in these codecs, the number of elements in 
the lists grows as the bit rate increases. As a result, the number of operations including 
memory access time increases and hence the overall execution time is increased. 
However, in JP2K the encoding time is marginally affected by the bit rate. This is due 
to use of three-pass coding processes and the subsequent truncation of the embedded 
bitstream to meet the precise target bit rate. But, decoding time of J2PK also increases 
with bit rate, similar to SPIHT and WBTC. 
From Tables 3.9 and 3.10 it can be observed that WBTC encodes a set of wavelet 
coefficients about 1.8-2.4 times faster than SPIHT. This is due to the fact, as discussed 
previously that despite a fraction of time is consumed in block splitting, the time saved 
due to list processing is so dominant that the WBTC encoder takes approximately half 
of the time used by SPIHT. However, the decoder of the proposed WBTC algorithm is 
slightly more complex than the decoder of the SPIHT. A possible explanation is that 
reconstruction of a significant coefficient in larger sets of WBTC is more time 
consuming than SPIHT, due to the additional step of quad-tree partitioning. 
In comparison to JP2K, it is also observed that at lower bit rates the encoder and 
decoder of WBTC is faster than JP2K. However, at higher bit rates both encoder and 
decoder of WBTC have higher complexity as compared to JP2K. Specifically, at lower 
bit rates the encoder and decoder of WBTC are about 1.2-1.9 times and 1.5-6.0 times 
faster than JP2K respectively when no arithmetic coding is used. When arithmetic 
coding is used, this figure is about 1.2-2.2 times for encoder and about 1.2-3.6 times for 
decoder. This is highly desirable feature for image transmission from handheld mobile 
devices, where power consumption and processing speed are the limiting factors. 
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Table 3.9 Comparison of encoding and decoding times of WBTC with 
other codecs for test images Lena (grayscale) and Goldhill (YUV 4:4:4 
color format). All resuhs are without arithmetic coding. 
Bitrate 
(bpp) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
Encoding time (ms) 
SPIHT 
172 
200 
229 
269 
316 
382 
307 
335 
388 
411 
496 
568 
JP2K WBTC 
Decoding time (ms) 
SPIHT 
Lena {5\2x5\2) 
117 
119 
120 
121 
123 
126 
73 
83 
102 
125 
159 
212 
Goldhill {512 X 
292 
293 
295 
296 
298 
306 
154 
173 
205 
225 
274 
347 
2 
4 
7 
15 
30 
64 
512) 
2 
4 
9 
17 
36 
64 
JP2K 
7 
9 
12 
18 
25 
38 
18 
20 
22 
27 
35 
51 
WBTC 
2 
4 
8 
16 
36 
68 
3 
5 
11 
19 
39 
74 
51 
Table 3.10 Comparison of encoding and decoding times of WBTC with 
other codecs for test image Lena (grayscale) and Goldhill (YUV 4:4:4 
color format). All results are with arithmetic coding. 
Bitrate 
(bpp) 
Encoding time (ms) 
SPIHT JP2K WBTC 
Decoding time (ms) 
SPIHT JP2K WBTC 
Lena{5\2x5\2) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
189 
215 
252 
312 
376 
481 
123 
123 
124 
126 
130 
135 
78 
96 
113 
152 
206 
299 
5 
8 
17 
35 
68 
140 
7 
10 
13 
20 
28 
44 
5 
9 
•19 
37 
71 
141 
Goldhill {5\2 X 5\2) 
0.0625 
0.125 
0.25 
0.5 
1.0 
2.0 
322 
360 
415 
447 
560 
703 
302 
303 
308 
308 
311 
316 
163 
184 
230 
265 
339 
453 
5 
9 
19 
39 
78 
150 
18 
19 
22 
27 
37 
55 
5 
10 
21 
40 
74 
144 
52 
3.6.4. Effect of Block Size 
Finally, in order to study the impact of block size on the performance of WBTC 
algorithm, its coding efficiency and encoding/decoding times with various block sizes 
are measured and the results are summarized in Table 3.11. All these results are for 5-
levels of wavelet decomposition and without arithmetic coding. The results indicate 
that increase in block size only marginally improves the rate-distortion performance of 
WBTC. This is due to the fact that increasing the block size also increases the path map 
bits of the significant blocks and block-trees. Therefore, saving of bits due to larger 
insignificant blocks and block-trees are compensated by the extra bits required in 
searching for the significant coefficients. However, increasing the block size 
significantly reduces the encoding time. This is because, use of larger block size in the 
WBTC algorithm reduces the number of elements in the lists, thereby reducing the 
memory access time. This in turn makes the encoder faster. On the other hand, 
decoding time is increased marginally with increase in block size as evident from Table 
3.11. Similar trends were also observed for other popular test images. 
Table 3.11 Effect of varying block size in WBTC on PSNR, encoding 
and decoding times for test image Lena (grayscale). All results are 
without arithmetic coding. 
Block 
size 
2x2 
4x4 
8x8 
2x2 
4x4 
8x8 
Bitrate (bpp) 
0.0625 0.125 0.25 0.5 
PSNR (dB) 
28.2 
28.3 
28.4 
30.9 
40.0 
40.1 
33.8 
33.9 
33.9 
37.0 
37.0 
37.0 
1.0 
40.2 
40.2 
40.2 
2.0 
44.7 
44.7 
44.7 
Encoding time (ms) 
73 
35 
21 
83 
43 
29 
Deco 
2x2 
4x4 
8x8 
2 
2 
2 
4 
4 
4 
102 
55 
40 
125 
71 
55 
ding time (ms) 
8 
8 
8 
16 
17 
18 
159 
99 
82 
212 
145 
126 
36 
36 
37 
68 
72 
72 
53 
3.7 Summary 
In this chapter, a unified approach for exploiting both inter- and intra-subband 
correlations in wavelet transformed images is proposed. The resulting algorithm 
exploits intra-subband correlations in the form of zero-blocks and inter-subband 
correlation in the form of block-trees. Through extensive simulations, it is observed that 
the proposed algorithm gives competitive coding performance with other state-of-the-
art codecs at considerably reduced complexity and reduced memory, especially at low 
bitrates. Therefore, it is especially attractive for low bitrate image coding applications 
under power and memory constrained environments. 
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Chapter 4 
3-D Video Coding with WBTC 
4.1 Introduction 
In contrast to the traditional liybrid video coding [44], 3-D video coding systems use 
one-dimensional (1-D) temporal decomposition to exploit the temporal redundancy 
present in the video signal. The resulting temporal frames are then spatially 
decomposed using a two-dimensional (2-D) wavelet transform followed by coefficients 
encoding. An efficient spatio-temporal analysis and coefficient encoding is the key to 
achieve effective compression performances. However, in this chapter, the focus is on 
the coding algorithm to efficiently encode the wavelet coefficients generated by any 3-
D wavelet transformations. 
Motivated by the success of wavelet-based algorithms [14], [62]-[64] for image 
compression, they have been extended for 3-D video coding as well [16], [115]-[117]. 
Because of its simplicity, low complexity, and good rate-distortion performance with 
embedded bitstream, the set partitioning in hierarchical trees (SPIHT) algorithm [14] 
has also been successfiiUy extended for 3-D video coding [16]. However, the 3-D 
SPIHT algorithm puts a restriction on the size of the lowest temporal subband. This is 
to keep the basic coefficient units of 2 x 2 x 2 for arithmetic coding. By removing this 
restriction, a more efficient 3-D coefficient tree structure is developed in [142]. This 
tree structure is quite flexible and has no limitation on the number of wavelet 
decomposition levels along temporal and spatial directions. Recently, a decoupled 3-D 
tree structure is also proposed in which temporal and spatial trees are coded 
independently [143]. 
Moreover, in these codecs, the color video sequences are coded by treating wavelet 
transformed luminance-chrominance color planes independently, assuming that they 
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are mutually exclusive. However, experimental investigation on several sequences has 
shown that the probability of the chrominance coefficients having smaller magnitudes 
than the luminance ones in lowest resolution subband is very high. Thus, if a luminance 
coefficient has insignificant offspring at a given bitplane, the chrominance coefficients 
at the same location also have a high probability to have insignificant offspring. This 
interdependency of the transformed color planes has been exploited for efficient coding 
ofcolor videos [107H109]. 
In this chapter, a 3-D video coding system employing a 3-D extension of the 
WBTC still image codec is proposed. The key idea is the use of a composite block-tree 
hierarchical structure to link blocks of wavelet coefficients in spatial, temporal and the 
color planes in such a way that the insignificant sets are coded together. The proposed 
3-D WBTC algorithm integrates the set partitioning strategies of hierarchical trees and 
blocks into a single algorithm, resulting in improvement in the coding efficiency and 
reduction in the computational complexity. 
4.2 System Overview 
The basic structure of the 3-D video coding system is shown in Fig. 4.1. The encoder 
consists of spatio-temporal analysis filters to perform 3-D wavelet transform and 3-D 
WBTC encoder to encode the resulting wavelet coefficients. The decoder has structure 
symmetric to that of the encoder. Due to delay and buffer constraint, a video sequence 
is divided into a number of GOF and each GOF is coded separately and independently. 
Theoretically, a larger GOF length may give a higher compression ratio, but requires 
3-D Wavelet Transform 
Input 
GOF 
• 
Reconst. 
GOF 
: Temporal 
: Analysis 
J Spatial 
: Analysis ; — • 
3-D WBTC 
Encoder 
3-D Inv. Wavelet Transform 
; Temporal 
': Synthesis 
i Spatial 
: Synthesis ; 
*— 
3-D WBTC 
Decoder 
' ' 
Channel 
Figure 4.1 The basic structure of 3-D WBTC video coding system. 
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more memory space and causes delay. Therefore, the length of GOF is chosen in order 
to trade-off the delay in reconstruction (important in real-time applications) and the 
efficiency of the subsequent coding algorithm. 
In the spatio-temporal analysis, a GOF is first temporally decomposed with 1-D 
wavelet transform into a set of temporal frequency bands followed by spatial 
decomposition of each temporal frame with 2-D wavelet transform. The temporal 
decomposition helps in reducing the temporal correlations present in a video, whereas 
spatial decomposition reduces the spatial correlations present with in each frame. The 
first-level temporal decomposition is performed by taking the pixels of the same 
location in different frames of the GOF as 1-D data and applying 1-D wavelet 
transform. This results in a temporal low-pass and high-pass subbands. The temporal 
high-pass subband represents the residual signal with most of the coefficients having 
small values. Since, most of the energy is concentrated in the temporal low-pass 
subband, therefore it is recursively decomposed to the desired temporal level. Fig. 4.2 
shows a 4-level temporal decomposition of a GOF of sixteen frames, resulting into five 
temporal frequency bands (t-L4, t-H4, t-Hs, t-Hj and t-Hi). After temporal analysis, each 
of the resulting frames separately undergoes a spatial dyadic 2-D wavelet 
decomposition to complete the 3-D decomposition as shown in Fig. 4.3. The resulting 
spatio-temporal wavelet coefficients are then quantized and coded by the proposed 3-D 
WBTC algorithm. 
GOF 
t-L, 
t-L2 I..I 
t-H, 
.-Jf 11 
t-H 2 
3 
t-L4 t-H 
Figure 4.2 Temporal decomposition of a GOF of sixteen frames into five temporal 
frequency bands (t-L4, t-H4, t-Ha, t-H2 and t-H|). 
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Figure 4.3 3-D wavelet decomposition of a GOF of sixteen frames (a) input GOF and 
(b) the resulting spatio-temporal subbands. 
An important issue associated with 3-D wavelet transform is the choice of filters. 
Different filters in general show quite different signal characteristics in the transform 
domain in terms of energy compaction, and error signal in the high-frequency bands 
[148]. However, the investigation of optimum filter design is beyond of the scope of 
this thesis. In the present work, only the known filters which have shown good 
performance in wavelet coding systems will be employed. 
The rate allocation is done for each GOF based on the overall bit rate, which is 
defined as 
h ba =naX —^ bits 
fr ' ' fr 
(4.1) 
where 
bg = bit budget allocated to a GOF 
Rb= total bit rate (bits/sec.) 
rig = number of frames in a GOF 
fr= frame rate (frames/sec.) 
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With the 3-D WBTC, the current bit budget of a GOF will be allocated over each frame 
within the GOF automatically according to the distribution of actual wavelet coefficient 
magnitude. Therefore, no explicit rate control is required. However, it is possible to 
introduce a scheme for bit re-alignment by simply scaling one or more subbands to 
emphasize or de-emphasize the bands so as to artificially control the visual quality of 
the video [16]. 
4.3 3-D WBTC 
This section introduces the extension of WBTC image coding (already discussed in 
Chapter 3) to 3-D video coding. Each GOF of the input video is first temporally 
decomposed into a set of temporal frequency bands according to Fig. 4.2. For color 
videos (YUV 4:2:0 format), each color plane is temporally decomposed separately to n, 
levels. Then the resulting temporal frames are wavelet transformed using n, levels of 
decomposition for the luminance (Y) plane and («j-l) levels for each of the 
chrominance (U, V) planes. Since in the 4:2:0 color format, the resolutions of the 
chrominance planes are one-quarter to that of the luminance plane, wavelet 
decomposition of the chrominance planes by one level less than that of the luminance 
plane will result in the lowest resolution band of each transformed color planes of the 
same dimensions. This simplifies the child-parent relationship to link the three-color 
planes together. 
After spatio-temporal analysis of a GOF, the wavelet coefficients in each color 
plane are divided into blocks of «x« coefficients. To exploit the self-similarity and 
magnitude localization property in the spatio-temporal subbands, a spatial orientation 
block-tree is used. It is based on the hypothesis that if a 3-D wavelet transform 
coefficient at a coarser scale of spatio-temporal decomposition is insignificant with 
respect to a given threshold, all the 3-D wavelet transform coefficients in the same 
spatio-temporal location at a finer scale are most likely to be insignificant. Fig. 4.4 
shows a typical spatio-temporal block-tree (3-D block-tree) structure. In order to 
maintain the clarity, only eight temporal frames with three levels of temporal 
decompositions are shown. However, this basic structure can be extended to «/ levels of 
temporal decomposition on a GOF size of 2"'. Only the blocks in the lowest spatial 
frequency bands are the root blocks and each root block has spatial decedents in the 
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same frame up to the bottom of the block-tree. Additionally, to exploit the 
interdependency of the color planes, each block of the lowest spatial frequency band of 
the Y plane is associated with the blocks at the same location in the corresponding 
subband of the U and V planes as shown in Fig. 4.5. The child-parent relationship in 
the composite block-tree structure can be described as follows. Let 
B{ij,t:X): an arbitrary block of size nx-n with top-left comer at column /, row/ 
and frame / in color plane X, where A" e {Y,U,V] 
w : width of the lowest spatial frequency bands 
h: height of the lowest spatial frequency bands 
/ number of frames in the lowest temporal frequency band 
0(,i,j,t: X) = offsprings of a block B{i,j,t: X) 
• ifX = Y,then 
* ifi<w.j<h, t<f 
(J.i,],t:Y)=\ • \ 
^ ' [B(U,r.U)MJ,t:V)Mj\t+f-y) J 
* else if i < w, J < h, t in the highest temporal frequency band 
JB(i+wJ,t:Y)MJ+kt:Y),B{i+w,j+h,t:y)\ 
\B(i,j,t:U)MJ,t:V) J 
* else if i <w, j < h 
0{i,j,t:Y) = ' 
B(i + wJ,t:Y),B{i,j + h,t:Y), 
B{i + wJ + h,t:Y),Bii,j,t:U), 
Bit, j , t: V), B{i, j,2t: 7), B{i, j,2t + \:Y) 
* else 
0{i,j,t:Y)^ 
elseifXe[U,V] 
* ifi<w,j<h 
\B(2i,2j,t:Y),B{2i + l,2j,t:Y), ] 
[B{2i,2j +1, r: Y), 5(2/ +1,27 + U: Y)\ 
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0{i,j,t:X) = 
* else 
OUJ,t:X) = 
\B(i + w,j,t:X),B{iJ + h,t:X),] 
[Bii + w,j + h,t:X) J 
\Bi2i,2j,t:X),Bi2i + \,2j,t:X), \ 
[B(2i,2j +1, / : X), B{2i + l,2y +1, n X)\ 
It is worth mentioning iiere that the proposed block-tree structure allows the linking of 
all the coefficients of the three color planes of a GOF through 3-D spatio-temporal 
block-trees having roots in the lowest spatial frequency band of the lowest temporal 
frequency band only. 
Figure 4.4 Spatio-temporal block-tree structure used in 3-D WBTC (for «/ = 3 and 
GOF size = 8). 
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Figure 4.5 Composite spatial orientation block-tree linking the three color planes. 
After constructing the 3-D spatio-temporal block-trees as defined, the next step is 
encoding of the coefficients into a bitstream. Essentially, it can be done by feeding the 
3-D data structure to the 3-D WBTC coding algorithm. 3-D WBTC algorithm is very 
much similar to the WBTC algorithm described in Chapter 3 except that it has to 
process much more complex spatio-temporal block-tree structure. Just like the WBTC, 
3-D WBTC also uses bitplane-based coding comprising of sorting and refinement 
passes. The only difference being it has to process 3-D rather than 2-D sets and three 
color planes. At the initialization step, only the root blocks from the lowest temporal 
frequency band of Y plane are added to LIB and LIBS. The LSP starts as an empty list. 
Also, initial threshold value corresponding to the maximum wavelet coefficients 
magnitude is computed. The 3-D WBTC will sort the data of a GOF according to the 
magnitude bitplane-by-bitplane. After the sorting is over, the refinement stage of 3-D 
WBTC will be exactly the same as WBTC. At the destination, the decoder will follow 
the same execution path of the encoder, which is conveyed by the received significance 
decision bits. 
4.4 Simulation Results 
The 3-D WBTC video coding system has been implemented in software and the 
performance is evaluated on different color test video sequences in YUV 4:2:0 format, 
namely; Hall-Monitor (QCIF), Mother-Daughter (QCIF), Salesman (QCIF), Akiyo 
(CIF) and Salesman (CIF). For temporal decomposition, 5/3 biorthogonal filters [54] 
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are used due to its better overall performance [120]. Spatial decomposition is 
performed using 9/7 biorthogonal filters [21] as follows. For QCIF sequences number 
of spatial decomposition level «j=3 and for CIF sequences, ns=4 is used. All the tests 
were performed using 96 frames and frame rate of 30 frames per second for each 
sequence. The initial block size in 3-D WBTC is considered as 2x2. All results are 
without arithmetic coding and without motion compensation. The objective quality of 
the decoded frames is measured in terms of the peak signal-to-noise ratio (PSNR) of the 
three color planes. The implementations were done in 'C programming language 
under LINUX operating system. Tests were performed using a PC having Pentium-4 
processor with CPU speed of 3.06 GHz and I GB RAM. 
4.4.1 Effect ofGOF Length 
To assess the effect of GOF length on the coding performance of 3-D WBTC, tests 
were performed with different GOF lengths. For different GOF lengths, the temporal 
wavelet transform is always applied up to the end (until only one frame is left in 
temporal low-low band), and the same levels of the spatial decompositions are used in 
each case. Fig. 4.6 shows the average luminance PSNR performance with GOF length 
of 8, 16, and 32 for Hall-Monitor (QCIF) and Salesman (CIF) sequences at a wide 
range of bit rates. Temporal decomposition level used is 3, 4, and 5 for GOF size of 8, 
16, and 32, respectively. It shows that by increasing the GOF length, coding 
performance can be improved. The reason is with larger GOF lengths more temporal 
decompositions can be applied resulting in more clustering of energy and thereby 
improvement in coding performance. However, this improvement is more pronounced 
when moving from GOF length of 8 to 16. Similarly, GOF length of 32 offers 
marginally better compression performance than 16, but increases the memory 
requirement and delay significantly. Therefore, for subsequent experiments in this 
chapter a GOF length of 16 frames is used. 
4.4.2 Effect of Temporal Decomposition 
Here the aim is to assess the effect of number of temporal decomposition levels on the 
coding performance. Tests were performed with a GOF size of 16 frames using three 
and four levels of temporal decompositions. Fig. 4.7 shows the average luminance 
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PSNR (dB) for Hall-Monitor (QCIF) and Salesman (CIF) sequences at a range of 
bitrates. It is observed that coding performance improves with increase in number of 
temporal decomposition levels. One of the reasons is that higher temporal 
decompositions results in better energy clustering and thereby improving the coding 
performance. The other reason is that with increased temporal decomposition, the total 
number of trees to be coded is reduced and the number of elements per tree is also 
increased, which in turn improves the coding performance. Therefore, it is beneficial to 
always apply the temporal decomposition up to the end. 
4.4.3 Coding Performance 
The frame-by-frame luminance PSNR (dB) obtained with the proposed 3-D WBTC 
video coder for the QCIF sequences {Hall-Monitor and Mother-Daughter) coded at a 
bitrate of 10, 50, and 100 kbps and CIF sequences (Salesman and Akiyo) coded at 100, 
500, and 1000 kbps are shown in Figs. 4.8 and 4.9 respectively. 
It is observed that the luminance PSNR improves as the bitrate increases. The 
reason is that as the bitrate increases, more bits will be available to reconstruct a 
wavelet coefficient and hence improving the PSNR of the decoded frames. This also 
demonstrates the quality scalability feature of the 3-D WBTC codec in which the video 
is coded once at the highest bitrate and decoded many times at the required bitrate 
(quality) from the same embedded bitstream. 
The coding performance of 3-D WBTC is next compared with the original 3-D 
SPIHT [16]. For 3-D wavelet transform, a GOF size of 16 frames is first temporally 
decomposed into four temporal subbands. The resulting frames are then spatially 
decomposed to three levels. The initial block size in the proposed algorithm is 
considered as 2x2 and no arithmetic coding is used. The results of 3-D SPIHT are 
obtained by running the executables available at [149]. The software uses 3-level 
decomposition along both temporal and spatial directions to keep 2x2x2 coefficient 
units for arithmetic coding. This software also uses arithmetic coding. All results are 
without motion compensation in both coders. 
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Figure 4.6 Rate-distortion performances with different GOF lengths for (a) Hall-
Monitor (QCIF) and (b) Salesman (CIF) sequences. 
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Figure 4.7 Rate-distortion performances with 3- and 4-level temporal decompositions 
of a GOF of 16 frames for (a) Hall-Monitor (QCIF) and (b) Salesman (GIF) sequences. 
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Figure 4.8 Frame-by-frame luminance PSNR (dB) for QCIF sequences (a) Hall-
Monitor and (b) Mother-Daughter at bitrates of 10, 50, and 100 kbps. 
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Figure 4.9 Frame-by-frame luminance PSNR (dB) for CIF sequences (a) Salesman and 
{h)Akiyo at bitrates of 100, 500 and 1000 kbps. 
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Figure 4.10 show the average luminance PSNR in the range of 20-100 kbps for the 
QCIF sequences Hall-Monitor and Salesman. A comparison reveals that 3-D WBTC 
always outperforms 3-D SPIHT. In particular, it brings a performance gain of about 
1.4-2.1 dB with respect to 3-D SPIHT for both sequences. One of the reasons for the 
superior performance is the better aggregation of insignificant coefficients by using a 
block-tree, and hence increases the coding efficiency. The other reason for better 
performance is the partial exploitation of the intra-subband correlations in the form of 
zero-blocks. 
Finally, the performance of 3-D WBTC is also compared with two improved 
versions of 3-D SPIHT, namely; 3-D SPIHT with optimum tree structure (3-D SPIHT-
OT) [142] and an adapted version of the original 3-D SPIHT [16]. In these codecs, each 
color plane is spatially decomposed into four levels for CIF sequences and three levels 
for QCIF sequences. The adapted version of 3-D SPIHT is similar to the one given by 
Kim et at. [16] but with the following differences. The CIF and QCIF resolution 
images with four and three levels of decompositions respectively, result in odd 
dimensions of LL-band of chrominance planes and hence not suitable for SPIHT-type 
child-parent relationship. Kim et al. have solved this problem by extending the 
chrominance planes before the 2-D spatial transformation [16]. However, this increases 
the system complexity and also reduces the coding efficiency slightly, due to coding of 
artificial coefficients. In the present implementation, the last rows and columns of the 
LL-band of chrominance planes follow the EZW's tree structure. 3-D SPIHT also uses 
separate coding of each color plane as in [16], but initialization structure of LIP and 
LIS is similar to that in [99]. However, the implementation of 3-D SPIHT-OT is exactly 
based on the algorithm given in [142]. 
Table 4.1 compares the average PSNR (dB) of the three color planes at three 
different bit budgets for all the test sequences. A comparison reveals that the 3-D 
WBTC always outperforms both 3-D SPIHT and 3-D SPIHT-OT in terms of luminance 
PSNR. The performance gain is more pronounced at lower bitrates and for some 
sequences. In particular, it brings a performance gain of about 0.2-1.5 dB for QCIF test 
sequences and up to 0.4 dB for CIF sequences when compared with 3-D SPIHT. It is 
also interesting to note that at lower bitrates, 3-D SPIHT is superior to 3-D SPIHT-OT 
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by up to 0.2 dB. This is due to the adaptation used in the present implementation as 
discussed above. 
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sequences (a) Hall-Monitor and (b) Salesman. 
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However, the chrominance PSNR of 3-D WBTC is sometimes superior and some 
times inferior and even some times comparable to the 3-D SPIHT. Since the human 
eyes are more sensitive to the changes in the brightness, therefore the gain in luminance 
PSNR as obtained from the 3-D WBTC will yield visually better results. This is also 
evident from the subjective quality comparisons as given in Fig. 4.II. The reason for 
the superior performance is due to the better exploitation of both inter- and intra-
subband correlations as well as the interdependency of the color planes. 
Table 4.1 Color plane wise average PSNR (in dB) comparisons of different 3-D 
video codecs 
Bitrate 
(kbps) 
3-D SPIHT 
Y U V 
3-D SPIHT-OT 
Y U V 
3-D WBTC 
Y U V 
Hall-Monitor (QCIF) 
10 
50 
100 
21.9 
29.5 
34.0 
31.8 
36.1 
37.8 
36.3 
38.5 
40.2 
21.7 
29.3 
33.9 
31.8 
36.0 
37.8 
36.3 
38.5 
40.3 
23.2 
30.0 
34.3 
31.5 
34.4 
37.6 
36.3 
37.4 
39.7 
Mother-Daughter (QCIF) 
10 
50 
100 
26.2 
32.8 
35.8 
33.7 
38.8 
40.5 
33.0 
39.7 
41.3 
26.0 
32.7 
35.7 
33.7 
38.8 
40.4 
33.0 
39.6 
41.2 
27.7 
33.2 
36.0 
31.3 
39.2 
41.0 
30.3 
38.6 
41J 
Salesman (CIF) 
100 
500 
1000 
28.7 
35.1 
37.1 
37.0 
41.2 
42.8 
37.9 
41.8 
43.6 
28.7 
35.1 
37.1 
36.9 
41.2 
42.8 
37.9 
41.8 
43.6 
28.9 
35.4 
37.5 
36.8 
41.5 
43.0 
37.7 
42.1 
43.8 
Akiyo (CIF) 
100 
500 
1000 
33.2 
41.3 
44.9 
37.3 
44.9 
48.5 
39.4 
46.2 
49.5 
33.2 
41.3 
45.0 
37.1 
44.9 
48.5 
39.3 
46.2 
49.5 
33.4 
41.5 
45.1 
37.1 
45.2 
48.7 
39.4 
46.3 
49.7 
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(b) 
(c) (d) 
Figure 4.11 Subjective quality comparisons for 13* frame of the QCIF sequence 
Mother-Daughter coded at 10 kbps (a) original frame (b) 3-D SPIHT (c) 3-D SPIHT-
OT and (d) 3-D WBTC. 
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4.4.4 Computational Complexity 
Computational complexity is assessed in terms of the run times of encoder and decoder. 
Table 4.2 summarizes average encoding and decoding timings (in milliseconds) for one 
GOF by the three codecs. It can be observed that the encoding and decoding 
complexity of both 3-D SPIHT and 3-D SPIHT-OT is almost of the same order. On the 
other hand 3-D WBTC encodes a set of wavelet coefficients about 1.5-2.2 times faster 
than 3-D SPIHT. The possible reason for this is that being a block-based encoder it has 
to process considerably smaller number of elements in its lists and hence reduces the 
encoding time. The decoder timings of 3-D WBTC are higher than 3-D SPIHT. This is 
because reconstruction of a significant coefficient in larger sets is more time consuming 
than the relatively smaller sets of 3-D SPIHT. However, in power limited devices such 
as mobile handsets, where encoder sets the computational complexity limit, the extra 
complexity of the decoder does not create any burden. 
Table 4.2 Comparison of encoding and decoding timings of different 3-D video codecs. 
Bitrate 
(kbps) 
Encoding time (ms) 
3-D SPIHT 3-D SPIHT-OT 3-DWBTC 
Decoding time (ms) 
3-D SPIHT 3-D SPIHT-OT 3-D WBTC 
Hall-Monitor {QCW) 
10 
50 
100 
146 
271 
324 
148 
270 
326 
100 
160 
178 
2 
4 
7 
2 
4 
7 
3 
5 
11 
Salesman (CIF) 
100 
500 
1000 
1017 
1360 
1524 
926 
1314 
1514 
471 
676 
780 
14 
46 
79 
17 
47 
79 
18 
72 
127 
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4.5 Summary 
In this chapter, a 3-D video coding system employing a 3-D extension of the WBTC 
algorithm is proposed. The icey idea is the use of a composite blocic-tree hierarchical 
structure to link blocks of wavelet coefficients in spatial, temporal and the color planes 
in such a way that insignificant sets are coded together. Simulation results show that the 
3-D WBTC gives better coding efficiency and has lower encoder complexity as 
compared to 3-D SPIHT and 3-D SPIHT with optimum tree structure. The proposed 
3-D WBTC poses features such as fidelity embedded bitstream for progressive 
transmission, precise rate control for constant bitrate traffic and low complexity. 
Therefore, it is quite attractive for video delivery over heterogeneous networks through 
hand held portable devices. 
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Chapter 5 
Hybrid Video Coding With WBTC 
5.1 Introduction 
The ever increasing need for video services sucii as telemedicine, surveillance, security 
monitoring, entertainment and gamming demands a sustained need for more efficient 
video coding in order to reduce storage capacity and transmission bandwidth. All the 
existing video coding standards such as MPEG-2 [6], MPEG-4 [7], H.263 [9], and 
H.264/AVC [10] are based on the hybrid scheme of temporal motion compensation and 
the discrete cosine transform (DCT) [44], Wavelet with muUiresolution decomposition 
coupled with a progressive encoding has recently received much attention and has 
emerged as a powerful competitor against the traditional hybrid video coding scheme. 
The key advantage of the wavelet-based approaches is their scalability functionality 
[30], [150]. 
Essentially the design of wavelet video codecs can be based on either a 3-D wavelet 
transform [16], [115]-[117], [143] or an adaptation of the traditional feedback 
architecture [124]-[129] similar to the standard video codecs such as H.264/AVC. 
Although in the past both approaches have been used but lately there is more emphasis 
on wavelet video coding using 3-D wavelet transform. However, recent investigations 
have shown that open-loop architecture of 3-D wavelet transform has its own drawback 
which can be overcome by using closed-loop architecture only [150]. Further, the 
storage requirement and the large delay involved in 3-D video coder limits its use for 
low memory, delay sensitive video services. 
In this chapter, a wavelet hybrid video coder based on WBTC is presented [28]. The 
video coder is based on temporal motion compensation and the discrete wavelet 
transforms (DWT). The key element of the video coder is the use of WBTC as an 
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efficient means to quantize and code the motion compensated residual frames. The 
detail of WBTC is already discussed in Chapter 3. The motivation for using WBTC is 
that after wavelet decomposition of the residual frames, majority of the coefficients 
may be grouped and quantized to zero values giving a good compression performance. 
5.2 System Overview 
A simplified block diagram of the video encoder is shown in Fig. 5.1. Essentially, it 
consists of: a temporal predictive feedback loop for motion estimation and 
compensation (ME/MC), DWT, WBTC encoder, arithmetic coder [146] and a local 
decoder. In the temporal predictive loop, prediction is performed using motion 
estimation and compensation. Conventional block-based algorithm is used for ME. The 
differential motion vectors are lossless coded with adaptive arithmetic coding and are 
multiplexed with the bits generated by the WBTC encoder (with or without arithmetic 
coding). Overlapped block motion compensation (OBMC) [123] is employed to 
remove temporal redundancy. Overlapping is necessary in order to remove the blocking 
artifacts in residual frames resulting from block matching. For block-based DCT 
coders, the blocking artifacts are not critical as long as the block boundaries of 
transformation and block matching are well aligned. However, wavelet-based coders 
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Figure 5.1 Block diagram of a WBTC-based hybrid video encoder. 
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that transform the entire residual frame will have to sacrifice much of their coding 
efficiency by coding the artificial high frequency information at the bloclc boundaries of 
motion compensated frames. 
Frames are encoded in either intra (I) or inter (P) modes only. For I-mode, the 
predictive feedback loop is bypassed. In the present work, first frame is always coded 
using I-mode and P-mode is used for the remaining frames of the sequence. Since intra-
coding of single macroblock (like standard codecs) cannot be easily and efficiently 
done with a frame-based wavelet transform, for P-frames all macroblocks are predicted. 
This also simplifies the bit-stream syntax compared to standard codecs, as no mode or 
quantizer information for each macroblock needs to be transmitted. Each color plane of 
I- or P-frames is wavelet transformed to suitable number of decomposition levels. The 
resulting wavelet coefficients are then encoded using WBTC algorithm discussed in the 
next section. Since the proposed algorithm performs both quantization and encoding, it 
generates binary symbols that may optionally be entropy coded. For entropy coding of 
the coded bitstream, we have used a bitplane-based arithmetic coding with non-uniform 
initialization model as given in [75]. 
The precise rate control is achieved by first encoding the I-frame at a fixed bitrate 
and then allocating the remaining bit budget equally among all the P-frames as follows. 
Let 
Rb= target bitrate (bits/sec.) 
HT = total number of frames to be coded 
fr= frame rate (frames/sec.) 
BT = total bit budget 
B;= bits allocated for I-frame 
Bp= average number of bits per P-frame 
BMV = bits spend for coding motion vectors of a P-frame 
Bpc= bits available coding wavelet coefficients of a P-frame 
then 
Bj=:^xnj bits (5.1) 
Jr 
5 p = ^ ^ ^ b i t s (5.2) 
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and 
Bp^=Bp-B^ bits (5.3) 
Due to use of WBTC algorithm, which generates fully embedded bitstream for each 
frame, the bit budget can precisely be matched. This is in contrast to standard coders, 
where it is very difficult to match the exact bitrate. 
5.3 Color Coding 
Although color coding is discussed in detail in Chapter 3, but briefly mentioned here 
again to maintain the continuity. For low bitrate video applications, CIF and QCIF 
resolution (YUV 4:2:0 format) sequences are widely used. For such sequences, the 
color WBTC algorithm developed in the previous chapter cannot be used directly. 
Here, an adaptation of the previously developed color WBTC algorithm for CIF and 
QCIF resolution sequences is proposed. In the proposed algorithm, each of the three 
color planes is wavelet transformed using ris levels of decomposition for Y plane and 
(«i-l) levels for each of U and V planes. The U and V color planes being already in a 
sub-sampled format which allows seeing the full resolution U or V planes as an 
approximation of the full resolution Y plane. Therefore, wavelet decomposition of 
chrominance planes by one level less than that of the luminance plane will result in the 
LL-subband of each transformed planes of the same dimensions. This will simplify the 
child-parent relationship to link the luminance-chrominance planes together. For 
example, CIF and QCIF resolution images with four and three levels of decompositions 
respectively result in the LL-subband of Y plane of size 22x18, whereas for each of U 
and V planes, it will be of size 11x9. This dimension of U and V planes is not suitable 
as it requires even dimensions of LL-subband to form square blocks. This problem can 
be solved by extending the chrominance planes before the 2-D wavelet transform. 
However, this will increase the encoder/decoder complexity and will reduce the coding 
efficiency also. Therefore, in order to retain even dimensions of LL-subbands in the 
chrominance planes and to facilitate quad-tree partitioning, using unequal level of 
wavelet decomposition of the three color planes is suggested in the proposed algorithm. 
After dyadic wavelet decomposition, the wavelet coefficients in each color plane 
are divided into blocks of « x « coefficients. Inter-dependency among the three color 
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Figure 5.2- Parent-child relationships in the composite block-tree structure (a) 2x2 root 
blocks in Y color plane and their offsprings and (b) the detailed composite block-tree. 
planes is exploited through the use of a composite spatial orientation block-tree as 
shown in Fig. 5.2. Since the number of blocks in the LL-subbands of U and V color 
plane is four times the number of descendent free blocks in the LL-subband of Y color 
plane, therefore each descendent free block in the LL-subband of Y color plane has 
four children in the LL-subband of each of U and V color planes as shown in Fig. 5.2 
(a). This will ensure that all the root blocks of each of the chrominance plane are linked 
with the root from luminance plane only. The detailed composite spatial orientation 
block-tree structure is shown in Fig. 5.2 (b). Further discussion about color WBTC is 
given in section 3.3. 
5.4 Implementation Details 
Performance of the video coding system with the same basic algorithm can be quite 
different according to the actual implementation. Thus it is necessary to specify the 
main features of the implementation. In this section, issues that are important from the 
point of view of practical implementation are described. 
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The video sequences are coded as IPPPP , that is the first frame is intra-coded (I-
frame) and all other frames are inter-coded (P-frame). The 1-frame is coded at a fixed 
rate of 1.0 bits/pixel (bpp), which is taken into account to allocate bits for the remaining 
P-frames, and the overall target bitrate is precisely achieved. The 9/7 biorthogonal 
wavelet [21] is used for I-frame because of its overall good performance for still images 
[55]. For P-frames, we use Haar wavelet because it is simpler and performs better [18]. 
For QCIF sequences 3-level decomposition is used for Y plane and 2-level for each of 
the chrominance planes. And for CIF sequences, Y plane is decomposed to 4-levels 
while U and V planes are decomposed to 3-levels. The number of decomposition levels 
is included in the header of the bitstream. For I-frame, image mean of the three color 
components are extracted and transmitted as the header of that frame. However, since 
the P-frames have nearly zero mean values individually for each color components, 
there is no need to extract the image mean before they are wavelet transformed. 
In order to remove the temporal redundancies, simple full search block motion 
estimation with half-pixel accuracy is used. Frames are divided into blocks of 16x16 
pixels and one motion vector per block is estimated with in the search range of ±7 and 
±15 pixels (for QCIF and CIF sequences respectively) in both directions relative to the 
block. The motion vectors are restricted such that all pixels referenced by them are with 
in the coded frame area. The horizontal and vertical components of the motion vectors 
are assumed to be independent of each other and thus they are coded separately. The 
differential motion vectors (difference of actual and its predicted value) are lossless 
coded with adaptive arithmetic coding. For each component, the predicted value is the 
median of the corresponding components from the three surrounding blocks. The 
motion compensation is performed using OBMC. For the chrominance plane (in 4:2:0 
format), the motion vectors are derived by dividing each component of the luminance 
motion vector by a factor of two due to the lower chrominance resolution. The 
component values of the resulting quarter pixel resolution vectors are modified towards 
the nearest half pixel position. 
5.5 Simulation Results 
The video coding system with WBTC has been implemented in software and the 
performance is evaluated on four color video sequences (YUV 4:2:0 format), namely; 
80 
Mother-Daughter (QCIF), Carphone (QCIF), Salesman (CIF) and Akiyo (CW). Tests 
were performed using 96 frames at a rate of 30 frames per second (fps) for CIF 
sequences while the QCIF sequences are coded at a rate of 10 fps with a total of 286 
frames. The results are compared with video coders based on SPIHT [17], VSPIHT 
[75] and H.264/AVC [10]. The objective quality of the decoded frames is expressed in 
terms of the peak signal-to-noise ratio (PSNRj of the three color components as defined 
in Eqn. 3.4. The initial results of the proposed video coder are found to be superior at 
low bitrates compared to H.263+ [45] and 3-D SPIHT [16], as reported in [28]. 
Figures 5.3 and 5.4 show the frame-by-frame luminance PSNR for the QCIF (at 30 
kbps) and CIF (at 100 kbps) sequences, respectively. A comparison reveals that the 
WBTC is quite efficient in coding the residual frames as compared to SPIHT and 
VSPIHT. In particular, for QCIF sequences as shown in Fig. 5.3, the average luminance 
PSNR of WBTC-based video coder is superior to VSPIT and SPIHT by 1.1-1.4 dB and 
1.9-2.2 dB, respectively. Similarly, for CIF sequences as shown in Fig. 5.4, this figure 
is 0.9-1.0 dB and 1.3-1.4 dB respectively. 
The average luminance PSNR at a wide range of bitrates for the QCIF (20-200 
kbps) and CIF (100-1000 kbps) sequences are shown in Figs. 5.5 and 5.6 respectively. 
It can be observed that the WBTC-based video coder always performs better than the 
SPIHT and VSPIHT-based video coder. The performance gain is more pronounced at 
lower bitrates than the higher bitrates. In particular, it brings a performance gain of 
about 0.9-1.9 dB for QCIF sequences and about 0.5-1.5 dB for CIF sequences when 
compared with SPIHT. Similarly, when compared with VSPIHT, this figure is about 
0.7-1.4 dB for QCIF sequences and about 0.4-1.2 dB for CIF sequences. Table 5.1 
compares the average PSNR of the three color planes at three different bit budgets for 
all the test sequences. From this table it can be seen that WBTC has better results not 
only of luminance plane, but also for chrominance planes as compared to SPIHT and 
VSPIHT. This is despite using one-level less decomposition for chrominance planes. 
Figures 5.7 and 5.8 compare the subjective quality of the randomly selected decoded 
frames obtained from various coders for Carphone and Salesman sequences 
respectively. From these results it can be observed that the proposed video coder yields 
visually better decoded frame. 
81 
26 
22 
«— WBTC, meajF=34.8 
X- VSPIHT,niean=33.7 
6 • - SPIHT, nieaii=32.9 
48 96 144 192 
Frame number 
(a) 
240 288 
42 
38 
—»— WBTC, mean=30.2 
• x- • VSPIHT, mean=28.8 
- • i . -SPIHT, mean=28.0 
48 96 144 192 
Frame number 
(b) 
240 288 
Figure 5.3 Frame-by-frame luminance PSNR (dB) comparisons at 30 kbps for QCIF 
sequences (a) Mother-Daughter and (b) Carphone. 
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for CIF sequences (a) Akiyo and (b) Salesman. 
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The reason for the superior performance of WBTC-based video coder is due to the 
better exploitation of intra-band correlations in the form of zero-block. Since residual 
frames have low variance of pixel intensities as compared to the natural images, which 
will also be reflected among the wavelet coefficients. As a result, in wavelet 
transformed residual frames, the intra-subband correlation is more dominant than the 
inter-subband correlation. Also, the proposed WBTC algorithm results in better 
aggregation of zero-trees as well. 
Finally, the coding performances of various coders are also compared with 
arithmetic coding. The wavelet coefficients bits generated by SPIHT, VSPIHT and 
WBTC are passed through a bitplane-based arithmetic coder. Also included for 
comparisons are the performance figures for H.264/AVC [10], representative of the 
state-of-the-art in hybrid video coding. The H.264/AVC encoding is configured so as to 
operate in the low complexity mode. Specifically, H.264/AVC JM 14.0 reference 
software [151] operating in the Baseline Profile and without rate-distortion 
optimization is used. Motion estimation is performed using Fast Full Search algorithm 
having quarter pixels accuracy. 
Table 5.2 compares the coding performance with arithmetic coding in terms of 
average PSNR (dB) of the three color components at three different bitrates for Mother-
Daughter (QCIF) and Akio (CIF) sequences. As can be seen, the arithmetic coded 
performance of the video coder based on WBTC is superior to that of SPIHT and 
VSPIHT. But the relative performance difference is reduced compared to without 
arithmetic coding. Specifically, its luminance PSNR is superior to SPIHT and VSPIHT 
by up to 0.6 dB for both the sequences. Also, its chrominance planes PSNR is superior 
(with few exceptions) to SPIHT and VSPIHT by 0.3-0.7 dB. When compared to 
H.264/AVC, the luminance PSNR of the proposed coder is inferior by 0.3-0.6 dB. The 
chrominance PSNR of H.264/AVC is always better than WBTC for Mother-Daughter 
sequence, whereas for Akio sequence its chrominance planes performance is 
comparable (sometime better and sometime inferior). We believe that this performance 
gap is mainly due to use of motion estimation with half pixel in WBTC, whereas 
H.264/AVC uses quarter pixel accuracy. Further, it should be noted that H.264/AVC is 
capable of substantially superior rate-distortion performance when its advanced coding 
modes are employed, however, at the prohibitively increased cost of the computational 
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complexity. It is anticipated that WBTC may also benefit from many of the same 
advanced coding techniques also. 
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Figure 5.5 Average luminance PSNR (dB) comparison at various bitrates for QCIF 
sequences (a) Mother-Daughter and (b) Carphone. 
85 
46 
32 
^ . . . — j ; 
«—WBTC 
*•• VSPIHT 
A-SPIHT 
100 200 300 400 500 600 700 
Bitrate (kbps) 
(a) 
800 900 1000 
40 
38 
^ 3 6 
m 
g34 
32 
30 
28 
/ ^ ' ^ / y^ 
If •'•' 
, y 
f 
•J^-'" 
1 1 - 1 '• r 
- - j ^ - ' * ' • * " " ' " ' ™ 
—»—WBTC 
• -X-- VSPIHT 
- A - S P I H T 
1 1 •^ '• 1 
100 200 300 400 500 600 700 800 900 1000 
Bitrate (kbps) 
(b) 
Figure 5.6 Average luminance PSNR (dB) comparison at various bitrates for CIF 
sequences (a) Akiyo and (b) Salesman. 
86 
Table 5.1 Average PSNR (in dB) comparison of WBTC with other video codecs at 
various bitrates. All results are without arithmetic coding. 
Bitrate 
(kbps) 
SFIHT 
Y U V 
VSPIHT 
Y U V 
WBTC 
Y U V 
Mother-Dmighter (QCIF) 
30 
60 
180 
32.9 
36.0 
42.2 
39.2 
40.8 
44.1 
39.4 
41.3 
44.7 
33.7 
36.4 
42.5 
39.8 
41.4 
44.4 
40.2 
41.8 
4.05 
34.8 
37.4 
43.2 
40.3 
42.1 
45.3 
40.5 
42.6 
46.1 
Carphone (QCIF) 
30 
60 
180 
28.0 
31.6 
38.5 
34.3 
36.4 
40.5 
35.7 
37.3 
41.4 
28.8 
32.2 
38.8 
35.1 
36.9 
40.7 
36.0 
37.7 
41.7 
30.2 
33.2 
39.4 
34.8 
36.9 
41.2 
35.9 
38.0 
42.2 
Akiyo (CIF) 
300 
600 
900 
39.2 
42.3 
44.1 
44.5 
45.9 
47.1 
\ ^ 
46.9 
39.9 
42.5 
47.9 44.2 
44.6 
46.2 
47.3 
45.6 
47.2 
48.1 
40.4 
43.1 
44.8 
45.1 
46.8 
47.8 
46.2 
47.7 
48.7 
Salesman (CIF) 
300 
600 
900 
34.1 
35.7 
36.5 
40.4 
41.2 
41.5 
41.1 34.4 
41.7 
42.3 
35.8 
36.7 
40.7 
41.3 
41.9 
41.5 
42.0 
42.7 
34.9 
36.4 
37.3 
41.2 
42.0 
42.5 
41.9 
42.8 
43.5 
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Figure 5.7 Subjective quality comparisons for 147 frame of the QCIF sequence 
Carphone coded at 30 kbps, 10 fps (a) original frame (b) SPIHT (c) VSPIHT and (d) 
WBTC. 
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(a) (b) 
(c) (d) 
Figure 5.8 Subjective quality comparisons for 69"' frame of the CIF sequence 
Salesman coded at 100 kbps, 30 fps (a) original frame (b) SPIHT (c) VSPIHT and (d) 
WBTC. 
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Table 5.2 Average PSNR (in dB) comparison of WBTC witii otlier video codecs at 
various bitrates. All results are with arithmetic coding. 
Bitrate 
(kbps) 
SPIHT 
Y U V 
VSPIHT 
Y U V 
H.264 
Y U V 
WBTC 
Y U V 
Mother-Daughter (QCIF) 
30 
60 
180 
34.6 
37.3 
43.1 
40.7 
41.9 
45.1 
41.2 
42.4 
45.7 
34.6 
37.2 
43.1 
40.9 
42.1 
45.2 
41.3 
42.8 
45.9 
35.5 
38.2 
44.0 
42.0 
43.0 
46.6 
42.4 
43.5 
47.0 
35.2 
37.8 
43.5 
41.0 
42.4 
45.8 
41.0 
42.8 
46.3 
Akiyo (GIF) 
300 
600 
900 
40.4 
43.2 
44.8 
45.5 
46.9 
47.8 
46.3 
47.8 
48.6 
40.4 
43.2 
44.8 
45.6 
47.0 
47.9 
46.4 
47.9 
48.8 
41.6 
44.3 
45.8 
45.6 
47.3 
48.6 
46.3 
48.2 
49.2 
41.0 
43.7 
45.2 
46.0 
47.5 
48.2 
46.8 
48.2 
49.2 
Table 5.3 Execution time (in seconds) comparisons 
of the coding process. 
Bitrate 
(kbps) 
Coding time (sec.) 
SPIHT VSPIHT H.264 WBTC 
Mother-Daughter (QCIF) 
30 
60 
180 
1.7 
1.7 
2.3 
1.9 
2.0 
2.6 
20.3 
21.1 
21.8 
1.5 
1.6 
2.0 
Akiyo (CIF) 
300 
600 
900 
6.2 
6.8 
7.4 
7.2 
8.1 
9.1 
80.0 
81.4 
84.7 
5.5 
6.2 
6.9 
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Finally, the computational complexity of different video coders is assessed by 
measuring the run times of the entire coding process. Table 5.3 summarizes these 
timings (in seconds) for encoding Mother-Daughter (QCIF) and Akio (CIF) sequences 
at three different bitrates. Only encoding time is compared as encoder includes local 
decoder. It is observed that in general WBTC based video coder requires the least 
execution time, whereas H.264/AVC requires the maximum execution time. In 
particular, WBTC code a video sequence 11-15 times faster than the H.264/AVC. 
Similar trends were also observed for other sequences. The low complexity and better 
coding performance features of WBTC is quite attractive for real-time video 
communication using handheld portable devices having limited processing power. 
5.6 Summary 
This chapter presents a hybrid wavelet-based video coder. The heart of the video coder 
is a new technique to efficiently encode the wavelet coefficients of I- and P-frames. 
The video coder presented in this chapter outperforms state-of-the-art wavelet-based 
video coders. Though it has slightly inferior coding performance, its execution time is 
11-15 times faster than H.264/AVC. Therefore, the proposed video coder is very 
attractive for mobile video communication applications, where processing power and 
battery life are scares resources. 
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Chapter 6 
Performance Analysis of Tree-based 
Wavelet Video Codecs 
6.1 Introduction 
Since the development of embedded zero-tree wavelet (EZW) algorithm [62], several 
tree-based image codecs have been proposed [14], [65]-[66], [69]-[74]. Although tree-
based algorithms are quite flexible to adapt themselves with the structure of the tree, 
however, the compression efficiency very much depends on the coding algorithm and 
its tree structure. This can be explained by comparing the EZW and set partitioning in 
hierarchical trees (SPIHT) [14] algorithms. Despite many algorithmic similarities, 
SPIHT has relatively superior coding performance over EZW. Cho and Pearlman [152] 
have quantified this coding gain in terms of a degree-^ zerotree model. They defined a 
tree with all zeros except for the root through k as a degree-A: zerotree. The better 
performance of the SPIHT algorithm is then attributed to its ability to code up to 
degree-2 zerotrees whereas the EZW algorithm is able to code zerotrees of degree-0 
only. 
Inspired by the success of tree-based algorithms for compression of grayscale 
images, they are extended for coding of color images and video sequences as well [16], 
[29], [73], [99], [105]-[107], [127]. Most of these wavelet image/video coders are based 
on the following two established rules: (1) the number of coefficients in a tree should 
be as large as possible; generally it is believed that a tree which encapsulate more 
elements is better in clustering zeros, and therefore better for compression, and (2) the 
trees in three color planes (such as YUV) should be linked in such a way that 
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interdependency among the coefficients is exploited in an efficient manner. In recent 
years, these issues are well taclcled. In [74], longer trees are created by merging 
adjacent SPIHT-type trees into a single tree through virtual decomposition for 
improved performance. A block-tree structure is also introduced to reduce the number 
of trees while increasing the number of elements per tree [23], [153]. A block-tree 
structure is similar to the conventional tree structure but each node is a block of 
coefficients rather than a single coefficient. The interdependency of color components 
is efficiently exploited in [75], [98]-[109]. 
In this chapter the impact of tree structures on the performance of the tree-based 
wavelet video codecs is investigated and analyzed. The SPIHT algorithm is considered 
as a tool and benchmark. For investigation purpose, six different tree structures of the 
SPIHT (or its variants) are considered to code the luminance and the chrominance 
components of each frame in color video sequences (in YUV 4:2:0 color formats). 
These tree structures represent the three broad classes; independent trees for the 
luminance-chrominance color planes, composite tree structures for the luminance-
chrominance and composite tree structures with increased number of elements. The 
first tree structure is the straightforward extension of the tree structure used in SPIHT. 
In fact, the SPIHT's spatial orientation tree (SOT) is used in each of the three color 
planes independently. The second tree structure uses the EZW's SOT in each of the 
color planes and then the SPIHT algorithm is used to code each color plane 
independently. In the third tree structure, the luminance and chrominance coefficients 
are linked through common root nodes. This tree structure uses fewer numbers of trees 
but has more coefficients in each tree. In the fourth tree structure, the luminance and 
chrominance planes are linked together, but they have independent root nodes in the 
luminance plane only. The fifth tree structure creates longer tree through virtual 
decomposition on top of the previous (fourth) tree structure. In the sixth tree structure, 
the number of elements per tree is increased by using a tree of blocks. The last two tree 
structures differ the way in which the number of elements per tree is increased, i.e., 
either by increasing the depth of trees or the breadth of trees respectively. The impact 
of tree structures on memory requirements as well as the computational complexity of 
video codecs is also investigated. 
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6.2 Tree Structures for SPIHT-based Video Codecs 
Since the main aim of this chapter is to investigate the role of tree structuring on the 
performance of tree-based wavelet video coding, a simple codec structure, like the one 
shown in Fig. 5.1 is used. The reason for using this simple structure is not to let the 
relative superiority of one tree structure over the other to be totally masked under the 
shadow of the sophisticated coding tools of the encoder (e.g. motion compensated 
temporal filtering, context based arithmetic coding, generalized B-pictures etc). Frames 
are encoded in either intra (I) or predicted (P) modes only. Each color plane of I- or P-
frames is wavelet transformed with the 9/7 biorthogonal filter banks [21]. The resulting 
wavelet coefficients are then encoded with a tree-based (e.g. SPIHT or its variant) 
algorithm. The principle of tree-based algorithms in general and the SPIHT algorithm 
in particular is well described in [14]. 
The following notations and nomenclatures are used throughout this chapter. 
X : width of the luminance plane of a video frame 
Y : height of the luminance plane of a video frame 
Nf : number of coded frames in a video sequence 
« : wavelet decomposition levels 
V : virtual decomposition levels 
xii : width of the LL-subband of the luminance plane, given as 
yiL '• height of the LL-subband of the luminance plane, given as 
^LLy • width of the virtual LL-subband of the luminance component, given as 
yu^^, : height of the virtual LL-subband of the luminance component, given as 
B : block size 
d : depth of a tree, measured from its root node to the leaf nodes. For the 
special cases when the roots are in the LL-subband d = n and for the 
roots in the virtual LL-subband d= n+v. 
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It is assumed that each color plane is separately wavelet transformed with 'n' 
decomposition levels having its own pyramidal structure. 
6.2.1 Tree Structure-1 
The straightforward extension of SPIHT for color images/videos is to code each color 
plane independently using the original SPIHT's SOT as shown in Fig. 6.1 (a). This type 
of extension was first suggested in [16]. In this scheme during list of insignificant 
pixels (LIP) and list of insignificant sets (LIS) testing in each bitplane, first all the 
luminance coefficients are checked followed by all the U plane and then all the V plane 
coefficients as shown in Fig. 6.1 (b). Though the scheme is simple, but is more biased 
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(C) 
Figure 6.1 Color coding using tree structure-1 (TS-1) (a) SPIHT's spatial orientation 
tree, (b) initialization structure used in conventional color SPIHT [16] and (c) 
initialization structures of LIP and LIS used in color SPIHT of [99]. 
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towards the luminance component. The problem is that if the bit-budget is exhausted at 
the beginning of a particular bitplane, some of the bits might be wasted in coding the 
insignificant luminance coefficients which could otherwise be utilized to code many 
significant chrominance coefficients. 
A slightly modified scanning order of the wavelet coefficients of the three color 
planes is suggested in [99]. This is to utilize the fact that if the luminance coefficients 
are significant, the chrominance coefficients at the corresponding locations are also 
likely to be significant. Thus after each 2x2 block of coefficients in the luminance 
plane, one coefficient from each chrominance plane at the corresponding location is 
scanned to perform the significance test. The LIP and LIS of SPIHT are initialized with 
the internal structure as shown in Fig. 6.1 (c). We will refer it as the tree structure-l 
(TS-1). Initially with the root nodes in LL-subband, each tree has f^4' coefficients per 
/=0 
tree and a total of 9/8x(xiixyii) trees will be needed to cover all the detailed 
coefficients of the three color planes. For all the trees whose roots are outside the LL-
d . 
subband, there will be J] 4' coefficients per tree. The detail characteristics of this tree 
(=0 
structure are listed in the first row of Table 6.1. 
6.2.2 Tree Structure-2 
In tree structure-2 (TS-2), the EZW's SOT as shown in Fig. 6.2 (a) is used in each color 
plane. Each plane is independently coded with the SPIHT algorithm. In the 
initialization step after each 2x2 block of coefficients in the luminance plane, one 
coefficient from each chrominance plane is added to LIP and LIS as shown in Fig. 6.2 
(b). For this tree structure, initially with the root nodes in LL-subband, the number of 
coefficients in each tree is 1 + 324'"'and a total of 3/2x(;c^^ x>'^^) trees will be 
/=i 
needed to cover all the detailed coefficients of the three color planes. For all the trees 
whose roots are outside the LL-subband, there will be 2^4'coefficients per tree. The 
(=0 
detail characteristics of this tree structure are listed in the second row of Table 6.1. 
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Figure 6.2 Color coding using tree structure-2 (TS-2) (a) EZW's spatial orientation 
tree and (b) initialization structures of LIP and LIS. 
6.2.3 Tree Structure-3 
In the previous two tree structures, it was assumed that three color planes are mutually 
exclusive. However, the luminance and chrominance planes may be uncorrelated but 
they are not independent, this is particularly true for moving objects. The inter-plane 
dependencies of the wavelet coefficients can be exploited in the tree-based coders by 
designing a composite SOT in which the offsprings of the root nodes in the luminance 
plane span into the chrominance planes as well. This type of tree structure was first 
suggested in [105] for color EZW based video coding. It uses EZW's tree structure for 
each of the three components. In addition, each chrominance node is also a descendent 
node of the luminance node of the same location. Thus, each chrominance node has two 
parent nodes: one from the same chrominance component but in a lower frequency 
band and the other from the luminance component. Use of similar structure with SPIHT 
will result in a large overhead. To explain this, suppose a luminance node has a 
significant offspring; its six children nodes will be evaluated and added to the LIP or 
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LSP accordingly. In the early coding stages, the luminance nodes are most likely to be 
dominant among the significant nodes, as they generally have higher energy compared 
to their corresponding chrominance nodes. As a result, most of the chrominance nodes 
will initially be added to LIP instead of LSP. Speedy accumulation of the chrominance 
nodes in the LIP can occur if there is a large difference between the absolute maximum 
of the luminance and chrominance nodes, which makes the coding scheme inefficient 
especially at lower bit rates. 
A composite SOT, which is a simplified and modified version of the composite 
SOT used in [105] was proposed in [99], and is shown in Fig. 6.3. It is based on the 
assumption that if trees with 2x2 root nodes in the luminance plane are zerotrees, it is 
very likely that the corresponding chrominance nodes are also root of zerotrees. If these 
zerotrees of the luminance and chrominance planes are linked together to form a single 
tree, the addressing information can be represented more efficiently. As shown in Fig. 
6.3 that initially all trees have their roots in the LL-subband of the luminance plane 
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Figure 6.3 Composite colors coding using tree structure-3 (TS-3). 
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only and the detailed coefficients of all the three color planes are covered through these 
trees. Each root node (except the one in each 2^2) has six children: four in the high 
frequency bands of the same orientation (similar to the conventional SPIHT's tree), and 
one in each chrominance plane in the corresponding high frequency band. All other 
nodes have four children in the same color planes. This is named as tree structure-3 
(TS-3). Initially with the root nodes in LL-subband, this tree structure 
has Y,4' + 224'"' coefficients per tree and covers all the detailed coefficients by using 
(=0 1=1 
only 3/4 X {xLi X _Vi^ ) trees. Also, for all the trees whose roots are outside the LL-band 
of the luminance plane, there will be ^4' coefficients per tree. The detail 
characteristics of this tree structure are listed in the third row of Table 6.1. 
6.2.4 Tree Structure-4 
In the SPIHT's SOT, one in each group of 2x2 root nodes has no descendant and the 
other three nodes have four offsprings each in the high frequency subbands of their 
corresponding orientations. In this scheme, the luminance root nodes having no 
descendents are used to link the chrominance coefficients. In the 4:2:0 color format, if 
the same level of decomposition is used for each color plane, the dimensions of the LL-
subband in each chrominance plane are the same as the number of no-descendent root 
nodes in the LL-subband of the luminance plane. Thus, it is possible to link coefficients 
of the chrominance planes with the trees having roots as no-descendent coefficients of 
the luminance plane [99], [101]. 
In this tree structure, as shown in Fig. 6.4, child-parent relationship in the 
luminance plane is similar to the one used in the conventional SPIHT, but each no-
descendent root node in the LL-subband of the luminance plane has two children, one 
each in the LL-subband of the U and V planes. In the chrominance planes, one out of 
each 2x2 nodes has no descendent whereas the remaining nodes have their descendents 
in the plane of the parent node. All the other coefficients have four children in the same 
plane. Using this composite tree structure, the addressing informafion of the 
chrominance planes can be coded more efficiently. If a root node in the U plane is the 
root of a zerotree, the corresponding node in the V plane is also likely to be a root of a 
zerotree. We will refer this as tree structure-4 (TS-4). 
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It should be noted here that although the chrominance coefficients are linked with 
the luminance coefficients similar to TS-3, but each luminance root node has either its 
children in the luminance plane or in the chrominance planes. Additionally, this tree 
structure also covers the LL-subband coefficients of the chrominance planes, thus 
reducing the cost of LIP initialization. Initially with the root nodes in the LL-subband 
of the luminance plane, three-quarter of the total trees have j^ 4' elements per tree to 
/=o 
cover the detailed coefficients of the luminance plane, three-sixteenth of the trees have 
n + l 1 + 2X4'"' elements per tree to cover the coefficients of chrominance planes and the 
/=i 
remaining one-sixteenth of the trees have only 3 elements per tree. For all those trees 
whose roots are outside the LL-subband of the luminance or chrominance planes, there 
are j ; 4' coefficients per tree. The detail characteristics of this tree structure are listed 
/=o 
in the fourth row of Table 6.1. It is worth mentioning here that trees in TS-3 are much 
wider than those in TS-4 and TS-1. 
Figure 6.4 Composite colors coding using tree structure-4 (TS-4). 
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6.2.5 Tree Structures 
Motivated by the fact that a longer tree is better in clustering zeros, and therefore is 
better for compression, the idea of virtual zerotree for EZW was proposed in [73]. Later 
on, a similar concept was developed for SPIHT and the new algorithm was named as 
virtual SPIHT [74]. The basic idea of virtual SPIHT is to create longer zerotrees by 
combining virtually generated zerotrees on top of the SPIHT's zerotrees. After 'n' 
levels of dyadic wavelet decomposition, the coefficients of the LL-subbands are placed 
in LIP. A new LL-subband with all the zero value coefficients is created and virtually 
decomposed by 'v' levels (although there is no actual decomposition) resulting in a 
virtual subband with zero values. A child-parent relationship, similar to that of SPIHT 
can be established in the virtual subbands which can be assumed to have descendents 
into the high-frequency subbands of the actual wavelet pyramid. The resulting wavelet 
pyramid can be treated as if a wavelet transform with '«+v' level decomposition was 
used. Thus, 4*" adjacent zerotrees of SPIHT (with root in the actual LL-subband) can be 
merged into a single zerotree with a root in the virtual LL-subband. 
The virtual SPIHT algorithm can easily be extended to color images/videos and 
many alternatives were proposed in [17]. Here, we consider a composite tree structure, 
in which the coefficients of the chrominance planes are linked with those elements of 
the virtual LL-subband of the luminance, which do not have descendants in the 
luminance plane. This requires the virtual decomposition of the luminance plane only, 
and coefficients of all the three planes are linked through the trees having their roots in 
the virtual LL-subband of the luminance plane only as shown in Fig. 6.5 for A? = 2 and v 
= 1. As 'v' increases, more and more trees will be merged together thereby reducing the 
number of trees. In general, for 'v' levels of virtual decomposition, compared to TS-4 
the number of trees is reduced by a factor of 4". The detail characteristics of this tree 
structure are listed in the fifth row of Table 6.1. Here, we refer this tree as tree 
structure-5 (TS-5). 
From the implementation point of view, the LIP is initialized with the addresses of 
coefficients in the actual LL-subband of the luminance plane, and the LIS is initialized 
with the elements from the virtual LL-subband. 
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Figure 6.5 Composite colors coding using tree structure-5 (TS-5). 
6.2.6 Tree Structure-6 
A block-tree is an alternative approach to increase the number of elements per tree, 
without increasing the tree depth. It works on the principle that the number of elements 
in a tree can be increased if each node is made of a block of wavelet coefficients rather 
than a single coefficient, as used in SPIHT and virtual SPIHT. After dyadic wavelet 
decomposition, the wavelet coefficients in each color plane are divided into blocks of 
5x5 coefficients. In each color plane, blocks are linked together using child-parent 
relationship and SOT of blocks (block-tree) similar to SPIHT. Additionally, to exploit 
the interdependency of the color planes, the block-trees of three planes are linked 
together through the composite SOT of blocks similar to TS-4. This composite tree 
structure is in fact one of the contributions proposed in this thesis and is discussed in 
detail in Chapter 3 for color images and in Chapter 5 for video coding. The composite 
tree structure is similar to one shown in Fig. 5.2. 
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From the coding point of view, significant blocks are found using the tree 
partitioning concept of SPIHT, whereas significant coefficients within each significant 
blocic are found using the quad-tree partitioning of SPECK [20]. A significant block-
tree is recursively partitioned (with combined tree and block partitioning) until 
significant coefficients are found. Thus, this algorithm combines the features of both 
tree- and block-based coding algorithms, exploiting inter- as well as intra-subband 
correlation among the coefficients [23], Hereafter it is refer as tree structure-6 (TS-6). 
The other characteristics are listed in the sixth row of Table 6.1. 
6.3 Parameters for Performance Analysis 
In order to analyze and compare the performance of different tree structures used in a 
wavelet hybrid video codec, various parameters are suggested in this work. These 
parameters are defined and detailed in the following subsections. 
6.3.1 A verage Number of Bits Generated Per Pass 
The tree-based coders such as SPIHT work on bitplane basis and generate bits pass by 
pass, where a bitplane (or pass) corresponds to a particular threshold value in the 
process of coding. Therefore, one of the parameters which can be used to compare the 
coding efficiency of various tree structures could be the number of bits generated in 
each coding pass. For video coding, the average number of bits generated in a particular 
pass for a particular tree structure may be defined as follows. Let 
bf = number of bits generated for the ;'"' frame in the k^ pass and 
h,^ = average numbers of bits generated in the A:* pass for the whole video 
Then, 
h=jrh'^ (6.1) 
When comparing the performance of tree-based video coders designed with different 
tree structures, a tree structure with smaller value of A^  will have better coding 
efficiency than the others. 
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Table 6.1 Prooerties of the different tree structures. 
Tree 
Structure 
TS-1 
TS-2 
TS-3 
TS-4 
TS-5 
TS-6 
Number of 
elements/tree 
/=0 
" / 1 
i + 3 i ;4 ' " ' 
( = 1 
1 4 ' + 2 1 4 ' " ' 
;=0 ;=1 
S4 ' 
;=0 
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1 + 2 1 4 ' - ' 
;=1 
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L 4' 
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1 + 2 S 4 ' - ' 
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4^ 
•> " i 
/=0 
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6.3.2 A verage Number of Coded Biiplanes 
The SPIHT algorithm with an efficient tree structure is expected to save the bits in 
early passes of the coding and therefore for a given bit budget, it is expected that the 
SPIHT coder will run for more number of passes. Therefore, the last bitplane in which 
the target bit budget is exhausted for each frame is another useful parameter to compare 
the performance of a tree structure. The average number of bitplanes coded at a given 
bit budget is defined as 
k=-^yk' (6.2) 
where k' = number of coded bit planes for /* frame 
It should be noted that k increases with increase in the target bitrate. The larger is the 
value of ^  for a tree structure, the better is the coding efficiency of the corresponding 
tree structure and therefore expected to result in a better picture quality at the given 
target bitrate. 
6.3.3 Rate-Distortion Performance 
The two parameters defined previously are related with each other in the sense that for 
a given tree structure, the smaller is the value of6^ > the larger will befc . For a given bit 
budget, each additional coded bitplane is likely to reduce the quantization distortion, 
and hence will improve the quality. Therefore, an efficient tree structure should result 
in a better quality at a given target bitrate. The objective quality of the reproduced f' 
frame is measured in terms of peak signal-to-noise ratio (PSNR) of the three color 
planes as defined in Eqn. 3.4. The overall video quality is measured by averaging the 
PSNR of all the coded frames for each color plane. 
6.3.4 Memory Requirements 
Another parameter to compare could be the memory required during the coding by 
different tree structures. The SPIHT algorithm uses lists three lists; LIP, LIS, and LSP 
to manage the significant information of coefficients and sets. Therefore, the number of 
elements in these lists gives an idea about the dynamic memory requirements for 
encoding and decoding process. Here, we estimate the memory requirements to store 
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the lists in the different tree structures at the end of each bitplane. The required memory 
size is proportional to the number of entries in the corresponding lists. Although LSP 
entries are the same at the end of each pass in ail the tree structures, but for a fair 
comparison of memory requirement they are also included in the memory calculation. 
Each entry in LIP and LSP is the coordinate of a wavelet coefficient whereas LIS 
additionally requires type ('A' or 'B') information to recognize the nodes. Let 
Nup^ number of nodes in LIP 
7Vi/5= number of nodes in LIS 
Nup= xmxnhev of nodes in LIP 
r = number of bits to store the addressing information of a node 
then, the total memory size (due to the auxiliary lists) for the f^ frame is given by 
Mi={r{Nup+^US+NLsp)+Nus]l^ bytes (6.3) 
and the average memory size is given by 
1 ^/ M^—-l^Mi (6.4) 
6.3.5 Computational Complexity 
Here the aim is to assess the encoding and decoding complexity of different tree 
structures. As discussed previously, the tree-based algorithms such as SPIHT employ a 
bitplane-based coding consisting of sorting and refinement passes within each bitplane. 
In the sorting pass individual coefficients and sets of coefficients are tested for 
significance against the current threshold. On the other hand, the refinement pass 
performs a progressive refinement to those coefficients that are already found to be 
significant. The complexity of such an algorithm depends on factors such as the target 
bitrate, number of elements in the lists and number of coded bitplanes. 
As the algorithmic complexity is very much tree structure dependent, therefore we 
believe that the tree structure affects the complexity of the encoding and decoding 
processes. Although for each tree structure considered in this paper, the coding 
algorithm is the modification of SPIHT for color coding but this modification is 
different for different tree structures. Coding each color plane separately is a simpler 
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task as compared to composite color coding. Similarly if the depth or breadth of a tree 
is increased then locating a significant coefficient will be a time consuming process. 
Also in a block-based tree structure, some additional effort is required for quad-
partitioning of a significant block. 
For a given set of wavelet coefficients, LSP entries at the end of each bitplane are 
the same for any tree-based codec irrespective of the tree structure used. Therefore, 
their contribution in complexity is the same for all the tree structures. On the other 
hand, number of LIP entries somewhat depends on the tree structure. However, since 
processing elements in LIP is a simple task, it does not make much difference towards 
the complexity as well. The main difference in complexity comes from processing the 
elements of LIS, as it is very much tree structure dependent. The complexity of 
different tree structures will depend on factors such as algorithmic complexity, the 
depth and breadth of trees, memory access time and number of I/O operations in 
processing entries of respective LIS. Therefore, two tree structures with equal number 
of elements/tree may differ in complexity. The complexity analysis in this chapter is 
based on these issues. 
6.4 Simulation Results 
In order to study the impact of the tree structures on the performance of SPIHT based 
video coder, a simple wavelet-based hybrid video coder as shown in Fig. 4.1 is 
implemented. Four color test sequences, two each of GIF and QCIF resolutions (in 
YUV 4:2:0 formats) have been used. The GIF sequences were 'Akio' and 'Salesman' 
each of 96 frames with a rate of 30 frames per second (fps). The QGIF sequences were 
'Mother-Daughter' and 'Carphone' each of 287 frames with a rate of 10 fps. For each 
sequence and at each bitrate, the first frame was intra-coded at 1.0 bits/pixel (bpp). The 
number of wavelet decomposition levels were n=4 and n=3 for the GIF and QCIF 
sequences respectively. Also, the virtual decomposition level v=l in TS-5 and block 
size B=2 in TS-6 are used for all the sequences. The implementation of SPIHT is based 
on the algorithm given in [14]. The considered set of parameters results in odd 
dimensions of LL-subband of chrominance planes and hence not suitable for SPIHT's 
SOT. To solve this problem, in our implementation the last rows and columns of the 
LL-subband of chrominance planes follow the EZW's tree structure. The 
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implementations were done in C programming language under LINUX operating 
system. Tests were performed using a PC having Pentium-4 processor with CPU speed 
of 3.06 GHz and 1.0 GB RAM. 
6.4.1 Coding Performance 
In order to investigate the coding efficiency, we have compared the average number of 
bits generated in different passes, average number of coded bitplanes to achieve a target 
bitrate and the rate-distortion performance of the different tree structures. 
The average number of bits generated in different passes is calculated according to 
Eqn. 6.1 and is shown in Fig. 6.6 for video sequences 'Mother-Daughter' and 'Akiyo'. 
In this figure, bitplane numbers are measured from the most significant (MSB) bitplane. 
Fig. 6.7 shows the average number of coded bitplanes to achieve a target bitrate for the 
same test sequences and calculated according to Eqn. 6.2. A comparison between TS-1 
and TS-2 reveals that TS-1 generates slightly lesser number of bits than TS-2 in the 
early passes and hence it codes slightly more bitplanes at lower bit rates. The reason for 
this is that in TS-1, trees having roots in the LL-subband have slightly more elements 
per tree than TS-2, resulting in fewer bits in the early passes. However, as the target 
bitrates increases, the algorithm tends to code more bitplanes and most of the coded 
trees now will have their roots outside the LL-subband (where number of elements/tree 
is the same in both the tree structures TS-1 and TS-2), the performance of TS-1 and TS-
2 becomes almost similar as evident from Fig. 6.7. While comparing the composite tree 
structures TS-3 and TS-4, it is observed that although TS-3 is much wider than TS-4 
(see Table 6.1), as all the detailed coefficients are covered by a fewer number of trees, 
but its performance is slightly inferior to that of TS-4. The possible reason for this is 
that TS-4 contains more elements in its trees and luminance and chrominance 
coefficients are linked together in single tree. When a tree becomes significant, TS-3 
requires more bits to code than the similar conditions in TS-4. While comparing the 
separate color coding (TS-1) and the composite color coding (TS-3 and TS-4), it is 
observed that a composite tree structure in which luminance and chrominance 
coefficients are linked with trees having independent roots (TS-4) have slightly better 
performance than the composite tree structure in which the luminance and chrominance 
coefficients are linked through a common tree (TS-3) or separate color coding (TS-1). 
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Performance difference is more pronounced at lower bit rates and diminishes as the bit 
rates increase. 
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Figure 6-6 Average number of bits coded in the first three bitplanes for (a) Mother-
Daughter (QCIF) and (b) Akio (CIF) sequences (bitplane number is measured with 
respect to MSB bitplane). 
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Figure 6.7 Average numbers of coded bitplanes in different tree structures for (a) 
Mother-Daughter (QCIF) and (b) Akiyo (CIF) sequences. 
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A comparison between TS-5 and TS-6 reveals that TS-6 generates considerably 
fewer bits and hence codes more bitplanes compared to TS-5, although for the selected 
parameters of v = 1 and B = 2, the number of trees are the same for both tree structure 
(refer to Table 6.1). This is due to the fact that in addition to inter-subband correlation 
among the wavelet coefficients (like other tree-based algorithms), TS-6 also exploits 
intra-subband correlations (due to the use of blocks in a tree structure). Compared to 
TS-4, both TS-5 and TS-6 have lesser number of trees and more elements per tree, but 
the way in which trees of TS-5 and TS-6 are constructed is different in both the cases. 
In TS-5, virtual decomposition increases the depth of trees, but each node is a single 
wavelet coefficient, like TS-4, whereas in TS-6 due to the use of block as a node 
increases the breadth of trees. The problem with larger trees is that when a longer 
significant tree breaks, more bits are needed to convey the addressing information of 
the significant coefficients as compared to the shorter trees. This is the reason why TS-
5 is not very much superior as compared to TS-4 at higher bit rates. However, the better 
performance of TS-6 compared to TS-5 and TS-4 is due to use of zero-block coding 
which compensates some of the losses and hence maintaining better performances at all 
the bitrates. 
The rate-distortion performances of video codec employing different tree structure 
for the luminance plane are compared in Figs. 6.8 and 6.9 for CIF and QCIF sequences 
respectively. For a fair comparison among the different tree structures, these results are 
without any arithmetic coding. From these results it can be observed that simply by 
using an efficient tree structure, the overall video quality can be improved by up to 2.0 
dB (from simpler trees TS-1, TS-2 to a relatively complex tree TS-6), while keeping 
other coding parameters the same. In general TS-6 has the best luminance PSNR results 
among all the tree structures considered here. In particular, for 'Mother-Daughter' 
sequence as shown in Fig. 6.8(a), while TS-5 has an improvement of 0.2-0.6 dB over 
TS-4, TS-6 maintains its superiority by 0.7-1.4 dB over TS-5. Similarly, for 
'Carphone' sequence as shown in Fig. 6.8(b), TS-5 has an improvement of only 0.2-0.6 
dB over TS-4 whereas TS-6 is superior to TS-4 by 1.1-2.1 dB. Similarly, for CIF 
sequence 'Akiyo" as shown in Fig. 6.9(a), TS-6 outperforms TS-4 and TS-5 by 0.8-1.3 
dB and 0.6-1.1 dB respectively. Also, for 'Salesman'' sequence as shown in Fig. 6.9(b), 
the TS-5 is 0.1-0.3 dB better than TS-4, whereas TS-6 has an improvement of 0.5-1.6 
dB over TS-4 and 0.5-1.2 dB over TS-5. 
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Figure 6.8 Rate-distortion comparisons of different tree structures for QCIF sequences 
(a) Mother-Daughter and (b) Carphone. 
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Figure 6.9 Rate-distortion comparison of different tree structures for CIF sequences (a) 
Akiyo and (b) Salesman. 
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Also the average PSNR performance for three color components at different bitrates 
for 'Akiyo' and 'Mother-Daughter' sequences is compared in Table 6.2. From the 
analysis of these results it is clear that TS-1 and TS-2 have similar performance for all 
the color planes. An interesting point to note here is that though TS-4 has a better 
luminance PSNR, but its chrominance results are inferior to TS-3. TS-6 has mostly 
better results for all the three color planes as compared to other tree structures. This is 
despite of the fact that it uses one level less decomposition for the chrominance planes. 
Finally, the behavior of these tree structures with arithmetic coding is also 
presented. The wavelet coefficients bits generated by zerotree coder were passed 
through a bitplane based arithmetic coder similar to the one used in Chapter 3, Fig. 6.10 
and Table 6.3 compare the rate-distortion performance with arithmetic coding for the 
'Mother-Daughter' and 'Akiyo' sequences. These results indicate that the performance 
of tree structures TS-1 to TS-5 with arithmetic coding is almost similar. The 
performance gap of TS-6 to other tree structures with arithmetic coding is reduced. This 
shows that arithmetic coding efficiently removes redundancies which are leftover by 
the baseline zerotree coders. The analysis indicate that the entropy reversal of symbol 
' 1 ' and '0' due to change in the distribution of these symbols is the main reason for 
such behavior [17]. This implies that context-based entropy coding will have an 
important role in wavelet-based codecs. 
6.4.2 Memory Requirements 
The memory requirements for various tree structures are evaluated at the end of each 
pass according to Eqn. 6.4. Fig. 11 (a) and (b) compares the pass-wise average memory 
requirements (in bytes) for 'Mother-Daughter' and 'Akiyo' sequences respectively. It is 
evident that pass wise memory requirement is very much tree structure dependent. In 
particular, the tree structures encapsulating more elements per tree have better memory 
efficiency. The relative difference of memory requirements of different tree structures 
in the early passes is more significant than the later passes. The reason for this is that at 
lower thresholds of the later passes, more sets will become significant and set 
partitioning will result into more entries into the lists. 
11^  
Table 6.2 Average PSNR comparison of different tree 
structures for the three color planes. 
Bitrate 
(kbps) 
PSNR {dB) 
Color TS-1 TS-2 TS-3 TS-4 TS-5 TS-6 
Mother-Daughter (QCIF) 
20 
100 
200 
100 
500 
1000 
Y 
U 
V 
Y 
U 
V 
Y 
U 
V 
31.0 
37.7 
38.3 
38.0 
42.6 
43.0 
42.5 
44.4 
45.1 
30.7 
37.3 
38.3 
37.9 
42.6 
43.0 
42.4 
44.4 
45.0 
31.0 
38.3 
38.4 
37.9 
42.9 
43.4 
42.3 
44.7 
45.4 
31.5 
37.8 
38.3 
38.6 
42.5 
43.0 
42.9 
44.4 
45.0 
32.1 
39.3 
39.2 
38.9 
42.9 
43.4 
43.1 
44.6 
45.3 
33.4 
39.3 
39.2 
39.9 
43.7 
44.2 
43.8 
45.5 
46.3 
Akiyo (CIF) 
Y 
U 
V 
Y 
U 
V 
Y 
u 
V 
33.9 
41.9 
43.5 
41.3 
45.7 
46.7 
44.4 
47.5 
48.4 
34.0 
41.7 
43.4 
41.2 
45.6 
46.6 
44.4 
47.5 
48.4 
34.3 
41.7 
43.7 
41.2 
45.7 
46.8 
44.4 
47.6 
48.5 
34.8 
42.0 
43.7 
41.5 
45.6 
46.5 
44.6 
47.4 
48.3 
35.2 
42.5 
44.3 
41.7 
45.8 
46.8 
44.7 
47.7 
48.5 
36.1 
42.7 
44.3 
42.6 
46.5 
47.4 
45.3 
48.2 
49.0 
!15 
75 100 125 
Bitrate (kbps) 
(a) 
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Figure 6.10 Rate-distortion comparisons (with arithmetic coding) of different tree 
structures for (a) Mother-Daughter (QCIF) and (b) Akiyo (GIF) sequences. 
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Table 6.3 Average I'SNR comparison of different tree 
structures for the three color planes with arithmetic coding. 
Bitrate 
(kbps) 
20 
100 
200 
100 
500 
1000 
Color 
Y 
U 
V 
Y 
U 
V 
Y 
U 
V 
Y 
U 
V 
Y 
U 
V 
Y 
U 
V 
PSNR {dB) 
TS-1 TS-2 TS-3 TS-4 TS-5 TS-6 
Mother-Daughter (QCIF) 
33.4 
40.1 
40.1 
39.6 
43.3 
43.9 
43.5 
45.0 
45.7 
. 
35.6 
42.6 
44.4 
42.3 
46.3 
47.3 
45.0 
48.1 
48.9 
33.2 
39.8 
40.1 
39.5 
43.3 
43.8 
43.5 
44.9 
45.5 
33.4 
40.1 
40.1 
39.4 
43.6 
44.2 
43.4 
45.1 
45.8 
33.5 
39.6 
39.8 
39.7 
43.1 
43.6 
43.7 
44.7 
45.5 
Akiyo (CIF) 
35.6 
42.7 
44.5 
42.2 
46.3 
47.2 
45.1 
48.1 
48.9 
35.7 
42.8 
44.4 
42.2 
46.4 
47.4 
45.0 
48.1 
49.0 
35.7 
42.3 
44.2 
42.3 
46.2 
47.0 
45.1 
48.0 
48.7 
33.4 
39.7 
40.1 
39.7 
43.3 
43.9 
43.7 
45.0 
45.6 
34.0 
39.7 
39.8 
40.3 
43.9 
44.5 
44.1 
45.7 
46.4 
35.8 
43.0 
44.6 
42.4 
46.3 
47.2 
45.1 
48.1 
48.9 
36.6 
43.1 
44.6 
42.9 
46.8 
47.8 
45.5 
48.4 
49.1 
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Figure 6.11 Average memory required (in bytes) in different tree structures for (a) 
Mother-Daughter (QCIF) and (b) Akiyo (CIF) sequences. 
6.4.3 Computational Complexity 
We have assessed the computational complexity of different tree structures by 
measuring the run times of the encoder and the decoder. Table 6.4 summarizes these 
timings (in milliseconds) for encoding and decoding 96 frames of CIF sequence ^Akiyo' 
at two different bitrates. It is observed that in general separate color coding requires 
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less encoding time tiian the composite color coding. The reason for this is that the 
composite color coding increases the algorithmic complexity and hence its processing 
in LIS is more time consuming than separate color coding. 
Among the tree structure with separate color coding, TS-2 requires slightly less 
time to encode than TS-1 does even though initially its lists contain slightly more 
elements than that of TS-1. This is due to the fact that TS-1 uses simpler parent-child 
relationship compared to TS-2. The initial reduced memory access time is 
overcompensated by increased processing time of LIS entries in TS-2 hence increasing 
the overall execution time marginally. The effect of reduced elements in the list is 
evident from the encoding time comparison of TS-3 and TS-4. The algorithmic 
complexities of both tree structures are almost the same but TS-4 requires slightly less 
time to encode because it has fewer elements in the lists and hence the fewer memory 
access. This is also apparent while comparing memory requirement in Fig. 6.7. 
The increased complexity of TS-5 is due to increased algorithmic complexity and 
depth of its tree. Its complex tree structure increases the algorithmic complexity by 
increasing the processing time of elements in LIS. Also locating a significant 
coefficient in a tree with larger depth is time consuming. Although TS-5 has fewer 
elements in its lists as compared to the previous four tree structures, but these two 
factors are so dominant that its overall complexity is increased. TS-6 requires the 
minimum encoding time among all the considered tree structures. In particular its 
Table 6.4 Comparison of encoding and decoding 
timings for CIF sequence Akiyo. 
Bitrate 
(kbps) TS-1 TS-2 TS-3 TS-4 TS-5 TS-6 
Encoding time (ms) 
500 
1000 
3820 
5598 
3755 
5491 
4453 
5789 
4424 
5763 
5140 
6990 
2072 
3056 
Decoding time (ms) 
500 
1000 
105 
216 
103 
215 
108 
221 
107 
219 
123 
247 
134 
271 
19 
encoder is about 45% faster than that of TS-1 and about 56-60% faster compared to TS-
5. The main reason for this is that being a bloclc-based, it has to process considerably 
fewer numbers of elements in its lists (LIP and LIS) and hence has shorter memory 
access time, thereby reducing the overall encoding time. This is despite the fact that a 
fraction of time is consumed in block splitting. 
The decoding times of TS-1 to TS-4 are comparable. The decoders of TS-5 and TS-
6 are slightly complex as compared to other tree structures. This is because 
reconstruction of a significant coefficient in larger sets of these tree structures is more 
time consuming than the relatively smaller sets of other tree structures. 
6.5 Summary 
In this chapter, the impact of tree structures on the performance of tree-based wavelet 
video codec has been studied. It was observed that tree structures do play a significant 
role on the performance of the tree-based coders. The experimental results indicate that 
by designing efficient tree structure, the performance of the tree-based coders can be 
improved by the order of 1.5 to 2.0 dB, while reducing the memory requirements by 
almost 29-35% and encoding complexity by 45-60%. Further, based on the 
experimental results and analysis presented in this chapter, the following important 
conclusions can be drawn. Firstly, by merely increasing the number of elements per 
tree is not going to improve the coding gain significantly. This does reduce the memory 
requirements, but at the expense of increased computational complexity. Secondly, the 
joint color coding does give some coding gains at lower bit rates and reduces the 
memory usage as well but at the expense of increased computational complexity 
compared to separate color coding. Also, the composite tree structure which links the 
luminance and chrominance planes through independent root nodes has a better coding 
gain than the one in which the luminance and chrominance planes are linked through 
the common root node. Thirdly, in order to increase the number of elements in trees for 
a given set of wavelet coefficients, it is better to grow trees in breadth than in depth. 
This will allow exploiting intra-subband correlations in addition to the inherent inter-
subband correlations already exploitable in the zerotree structures. Also, this approach 
reduces the memory requirements and encoding complexity. Another interesting fact 
observed is that the tree structures also influence the performance of arithmetic coding. 
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Chapter 7 
Conclusions 
7.1 Concluding Remarks 
Most of the existing image and video coding algorithms and systems give excellent 
compression performance, but with increased system complexity. However, with the 
growing popularity of low cost portable devices and wireless networks, a host of image 
and video applications and services require improved compression efficiency at 
considerably reduced computational complexity. This work is an attempt to meet these 
two contradictory requirements. Since wavelet has proven to be the most effective tool 
for providing a range of functionalities in addition to superior coding performance, a 
wavelet-based approach has been used in this thesis. 
Wavelet block-tree coding (WBTC), a new embedded wavelet image coding 
algorithm was proposed in Chapter 3. The proposed algorithm uses a unified approach 
for exploiting both inter- and intra-subband correlations in wavelet transformed images. 
The resulting algorithm exploits intra-subband correlations in the form of zero-blocks 
and inter-subband correlation in the form of block-trees. It was observed that the 
proposed algorithm gives competitive coding performance with other state-of-the-art 
codecs including JPEG2000 at considerably reduced complexity and reduced memory, 
especially at low bitrates. Therefore, it is especially attractive for low bitrate image 
coding applications under power and memory constrained environments. 
In Chapter 4, a 3-D video coding system employing a 3-D extension of the WBTC 
still image codec was proposed. The key idea was the use of a composite block-tree 
hierarchical structure to link blocks of wavelet coefficients in spatial, temporal and the 
color planes in such a way that the insignificant sets were coded jointly. The proposed 
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3-D WBTC algorithm integrates the set partitioning strategies of hierarchical trees and 
blocks into a single algorithm, resulting in improvement in the coding efficiency and 
reduction in the computational complexity. The proposed system possesses features 
such as fidelity embedded bitstream for progressive transmission, precise rate control 
for constant bitrate traffic and low complexity. Therefore, the proposed technique is 
quite attractive for video delivery over heterogeneous networks through hand held 
portable devices. 
A wavelet hybrid video coder based on WBTC was presented in Chapter 5. The 
video coder was based on temporal motion compensation and the discrete wavelet 
transforms (DWT). The key element of the video coder was the use of WBTC as an 
efficient means to quantize and code the motion compensated residual frames. The 
video coder presented in this chapter outperformed state-of-the-art wavelet-based video 
coders. Though it had a slightly inferior or even comparable coding performance, its 
execution time was 11-15 times faster as compared to H.264/AVC. Therefore, the 
proposed video coder is very attractive for mobile video communication applications, 
where processing power and battery life are scarce resources. 
Finally in Chapter 6, the impact of tree structures on the performance of tree-based 
wavelet video codec was analyzed. Some new parameters for the analysis were also 
proposed. Based on the experimental results and analysis presented in this chapter, the 
following important conclusions can be drawn. Firstly, by merely increasing the 
number of elements per tree is not going to improve the coding gain significantly. This 
does reduce the memory requirements, but at the expense of increased computational 
complexity. Secondly, the joint color coding gives some coding gains at low bit rates 
and reduces the memory usage as well but this is at the expense of increased 
computational complexity compared to separate color coding. Also, the composite tree 
structure which links the luminance and chrominance planes through independent root 
nodes has a better coding gain than the one in which the luminance and chrominance 
planes are linked through a common root node. Thirdly, in order to increase the number 
of elements in trees for a given set of wavelet coefficients, it is better to grow trees in 
breadth than in depth. This will allow exploiting intra-subband correlations in addition 
to the inherent inter-subband correlations already being exploited in the tree structures. 
Also, this approach reduces the memory requirements and encoding complexity. 
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Further, it was observed that the tree structures also influence the performance of 
arithmetic coding. 
7.2 Suggestions for Future Work 
Some suggestions for future work are described below. 
• In the complexity analysis, it was observed that a significant portion of run time 
was required for list access. It will be interesting to investigate how this access 
time can be minimized to reduce the overall complexity. 
• In the 3-D wavelet video coding, the rate allocation among different temporal 
subbands was implicit. However, since the energy distribution in various 
temporal subbands is quite different, therefore, the use of optimum rate 
allocation to different temporal subbands may improve the coding performance. 
• In this thesis, only known filters have been used. These filters are not optimum 
for residual frames [150]. Therefore, investigation of an optimum filter for 
residual frame is also an interesting issue. 
• One of the possible areas of improvement for wavelet hybrid video coder is the 
efficient modeling of motion vectors. A bilinear image warping model [154] 
with OBMC is expected to improve the performance and may be explored. 
Further, the use of hierarchical B (bidirectional predicted) picture for improved 
coding efficiency and temporal scalability may also be investigated. 
• The use of proposed video coder for high resolution and super high resolution 
videos may also be investigated. 
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Appendix A 
Test Images and Videos 
A.l Test Images 
Shown below are the test images used in this thesis. 
Lena 
Barbara 
135 
ISO 400 
Bike 
136 
Woman 
137 
Baboon 
138 
Goldhill 
Toys 
139 
A.2 Test Videos 
Shown below are the first frames of each of the test video sequences used in this thesis. 
Hall-Monitor Mother-Daughter 
Salesman Akiyo 
Carphone 
140 
