A kinetic transport model of uranium molecular species formation in a laser ablated plasma plume by Finko, Mikhail
A KINETIC TRANSPORT MODEL OF URANIUM MOLECULAR SPECIES
FORMATION IN A LASER ABLATED PLASMA PLUME
BY
MIKHAIL FINKO
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Nuclear, Plasma, and Radiological Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2018
Urbana, Illinois
Master’s Committee:
Assistant Professor Davide Curreli, Adviser
Professor Jean Paul Allain
Abstract
Nuclear forensics is a technical field of study concerned with the characterization and in-
terpretation of nuclear materials. A central issue in nuclear forensics is the attribution of
nuclear devices based on analysis of post-detonation nuclear debris. The issue is complicated
by fractionation processes that result in the formation of nuclear debris whose composition
does not directly reflect that of the source weapon. Furthermore, the volatility of uranium
in atmospheric environments results in complex fractionation patterns that are currently not
well understood. Therefore, there is a need to understand uranium chemical fractionation
in terms of both the early-stage formation of uranium molecular species and the later-stage
debris condensation. In this work, we focus on tackling only the former problem by devel-
oping a plasma-chemistry model of uranium molecular species formation during the early
stages of nuclear fireball expansion. The model features a newly constructed UxOy reaction
mechanism that consists of 30 reaction channels for 11 uranium molecular species, supple-
mented by a detailed description of oxygen plasma chemistry. Both the selection of reaction
channels and calculation of corresponding rate coefficients is accomplished via a comprehen-
sive literature review and application of basic reaction rate theory. The reaction mechanism
is used to model an atmospheric laser ablated uranium plume via both a 0D (global) model
and a 2D compressible, reactive multi-species fluid model. The global model is mainly used
to provide a detailed kinetic analysis of the early stages of plume evolution, showing both
the dissociation and ionization of molecular oxygen and uranium during the pulse heating
stage, as well as the sequential formation of increasingly larger uranium molecular oxides
that follows in the aftermath of the laser pulse. The 2D fluid model is used to analyze
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both the kinetics and dynamics of a uranium laser ablation plume during the initial highly
reactive stages of expansion, providing a detailed picture of both the complex evolution of
internal shocks in the wake of the supersonic shock front expansion and the stratification
of the ablation plume into regions of varying reactivity and molecular composition due to
multi-species transport. The fluid model also shows that strong reactive heating takes place
within the ablation plume, with a high flame temperature of around 8000 K, and that turbu-
lent transport at the plume-material interface plays an important role in cooling the plume
down towards ambient conditions.
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Chapter 1
Introduction
1.1 Nuclear forensics
Nuclear forensics is a technical field of study concerned with the characterization and inter-
pretation of nuclear materials for the purpose of identifying the design, composition, and
origin of either intercepted or detonated nuclear devices [1]. In particular, the field aims to
fulfill the need for the rapid attribution of nuclear devices by developing a set of analyti-
cal tools through a combination of experimental and computational means. This includes
characterizing representative device material samples using laboratory analysis, constructing
databases of sample analyses, and producing computational models capable of reconstructing
key features of a device from sample analysis.
Although the attribution of both intact and detonated nuclear devices is of interest, the
analysis of detonated nuclear devices poses a particularly technically complex challenge due
to the multitude of physical processes that occur over the course of a nuclear detonation and
the large span of timescales that is involved [2]. For example, the hot plasma state of a nuclear
detonation evolves rapidly over a nano- to microsecond timescale, condensation begins as
nucleation on the micro- to millisecond timescale, and blast wave propagation and continued
condensation (particle aggregation, including fallout formation) continues on even longer
timescales. As such, the analysis and modeling of post-detonation debris requires not only
knowledge of the underlying physical processes that occur over the course of the detonation,
but also an understanding of the longer timescale condensation processes that result in
significant spatial variance in debris composition (e.g. composition of debris collected from
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Figure 1.1: Composite photograph of the Trinity test fireball over the first 9 seconds of
expansion following detonation [3].
crater will differ from downwind fallout composition). It is crucial to understand the details
of the fireball evolution and debris formation processes in order to understand how debris
distribution and composition can be related back to the design, composition, and source of
the device in question.
1.2 Debris formation after nuclear detonation
As described above, the overall process of debris formation in the aftermath of a nuclear
detonation can be separated into three main physical regimes that occur over three different
timescales:
1. Molecular species formation during early stages (nanosecond to microsecond) of fireball
expansion via thermo- and plasma-chemistry in hot plasma state
2. Debris nucleation as fireball begins to cool (microsecond to millisecond) and clusters
of molecules are formed
3. Debris aggregation as fireball cools further (milliseconds and above) and molecular
clusters aggregate to form debris particles
Together, the above three stages describe the process of fractionation: that is, alterations
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to the composition of the detonation products that result in the formation of nuclear de-
bris whose composition does not directly reflect the composition of the source weapon [4].
Understanding the fractionation of actinide species, particularly uranium, has long been
the focus for the development of predictive tools needed to properly analyze nuclear debris.
Early fractionation studies focused on developing semi-empirical models informed by radio-
chemical data correlations and explored fractionation due to fission processes, radioactive
decay, and condensation on soil and air particles [4, 5, 6, 7]. However, the formation of
uranium molecular species during the early stages of fireball expansion is a problem that has
been left largely untouched due to the complexity of uranium chemistry in atmospheric air
and the difficulty of performing time-resolved experimental studies of uranium in a plasma
state. Therefore, aside from a number of studies concerning individual uranium processes
[8, 9, 10, 11, 12, 13, 14], there is currently no comprehensive kinetic model describing the
crucial first stage of fractionation: the formation of uranium molecular species (UxOy) in an
atmospheric plasma.
1.3 Methodology for the analysis of uranium
molecular species formation
The goal of the present work is to construct a detailed plasma-chemical model for the forma-
tion of uranium molecular oxides during the early stage of fireball expansion. The analysis is
focused on studying the uranium-oxygen plasma chemistry due to the volatility of uranium
in oxygen: it is important to understand this piece of plasma-chemistry before additional
species, like nitrogen, can be included in the model. The kinetics of a plasma-chemical
model are detailed by a reaction mechanism: a collection of elementary reaction channels
that collectively describe the overall kinetic evolution of a system. The difficulty in model-
ing the formation of uranium molecular oxides lies in constructing an appropriate reaction
mechanism that is capable of adequately capturing the complex plasma-chemical behavior
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of uranium in oxygen. Historically, the development of reaction mechanisms has been done
through a combination of well developed theoretical and experimental techniques [15, 16].
However, most of these techniques were designed with light gaseous systems in mind (hydro-
carbons, for example) and are not applicable for a heavy gaseous metal like uranium. For
example, prior experimental techniques applicable to light gaseous systems are often difficult
to apply to gaseous uranium due to the high temperatures required to produce uranium vapor
[10]. Likewise, most modern quantum chemical tools for reaction rate calculations [17, 18]
are specifically tailored to handle light atoms, and cannot be easily extended to apply to a
uranium system. As a result, the initial development of the UxOy reaction mechanism must
rely on the more general theoretical methods of transition state theory (TST) [19] such as
simple collision theory (SCT), the Eyring equation, and average dipole orientation (ADO)
theory, among others, and supplemented by any relevant information found in literature.
Due to the complex plasma-chemical behavior of uranium in oxygen, the modeling of the
UxOy reaction mechanism must also be done with eventual experimental validation in mind.
In particular, in order to enable the best possible calibration, the model has to be based
around an experimental system that is easily reproducible and can be well characterized
using currently available diagnostics. One such system is the uranium laser ablation system,
since ablating uranium in an oxygen-containing atmosphere produces physical conditions
similar to that of a nuclear fireball. Furthermore, the relative ease of creating a metallic
plasma using laser ablation lends itself to the study of the atomic and molecular emission
spectra of the plasma plume, as in laser-induced breakdown spectroscopy (LIBS) [20, 21, 22].
The ability to track the evolution of select atomic and molecular species in a uranium-oxygen
plasma at atmospheric pressure is an extremely valuable tool for the construction of nuclear
fireball models, as it allows a kinetic model of UxOy plasma chemistry evolution to be
calibrated and validated against time-resolved experimental measurements [23]. The LIBS
technique is also of central interest to standoff detection due to advances that have led
to increased capabilities for the identification of specific atomic and molecular species and
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isotopes, including uranium molecular species. [24, 25, 26, 27, 28, 29].
1.4 Relevance to nuclear forensic models
The development of the UxOy reaction mechanism described in the current work is motivated
largely by the needs of current nuclear forensic models, particularly regarding the capability
of these models to accurately simulate fractionation. Examples of modern nuclear forensic
models that account for fractionation include the Defense Land Fallout Interpretive Code
(DELFIC) code developed in the U.S. [30], as well as another nuclear forensic code developed
in the U.K. [31]. DELFIC is a tool focused on tracking the transport and diffusion of post-
detonation radiation clouds while also accounting for chemical fractionation based on the
empirical correlations of Freiling [4, 6]. While these correlations are able to describe the
relative volatilities of fission products, they offer no insight on the volatility of uranium itself.
Similarly, while the U.K. code utilizes a more robust first principles approach for the problem
of chemical fractionation, it still lacks the detailed description of uranium thermochemistry
needed in order to accurately model the process of debris formation. Therefore, the current
state-of-the-art nuclear forensic models are severely lacking in their capability to resolve the
detailed effects of chemical fractionation, highlighting the need for the development of a
detailed model for uranium molecular species formation as a first step towards a robust and
comprehensive model of chemical fractionation.
1.5 Thesis overview
The UxOy reaction mechanism is the main focus of this work and is the subject of chapter 2,
which provides an overview of the reaction rate theory used in the construction of the
mechanism as well as detailing the methodology used in assembling the thermo- and plasma-
chemistry portions of the uranium reaction mechanism and in applying the appropriate
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reaction rate theory. The chapter also presents a brief description of the detailed oxygen
reaction mechanism used in the the UxOy mechanism and a simplified formulation of the
plasma-chemical portion of the UxOy mechanism for a Maxwellian plasma. In total, the final
reaction mechanism includes 172 reaction channels and 30 species (as well as electrons); 30
reaction channels (21 reversible channels) and 11 species describe the UxOy portion of the
model; 142 reaction channels and 19 species describe the oxygen portion.
Next, the UxOy reaction mechanism is used to develop a 0D (global) model of uranium
laser ablation in chapter 3. The global model is used primarily as a tool for characterizing
the complex reactive behavior of the constructed reaction mechanism without the added
complexity of fluid behavior. A spatially uniform laser heated uranium plasma is simulated
by the global model and the evolution of key uranium molecular species in the aftermath
of laser heating is observed. The aim of the global model is to examine the possible kinetic
evolution of a uranium fireball and to allow for a detailed analysis of key uranium molecular
species.
Lastly, a 2D compressible, reactive multi-species fluid model of uranium laser ablation
is presented in chapter 4. The model reveals the complex fluid dynamics of a supersonic
ablation shock front and the even more complicated reactive behavior of the ablation plume,
which contains a number of regions of varying composition and reactivity dictated by the
availability of oxygen and the local temperature conditions. The chapter concludes with a
brief discussion of the challenges associated with calibrating such a complex physical system
using experimental measurements.
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Chapter 2
UxOy Reaction Mechanism
The focus of this chapter is to detail the development of the UxOy reaction mechanism, which
represents a crucial component of modeling the behavior of the highly reactive uranium
ablation system. We begin with an overview of the reaction rate theory that is used in
constructing the reaction mechanism, first detailing the formulation of reversible volumetric
reaction rates using the principle of detailed balance, and then introducing several methods
for estimating the reaction rates of both thermo- and plasma-chemical reactions. Next, a
reaction mechanism for the UxOy plasma system is constructed using available literature
information and the aforementioned estimation methods. Lastly, a simplified formulation of
the plasma-chemistry included in the reaction mechanism is presented in order to adapt the
mechanism for computationally cumbersome 2D simulations.
2.1 Reaction rate theory
2.1.1 Principle of detailed balance
The volumetric rate at which a given reaction proceeds is given by the corresponding rate
coefficient k, which is typically expressed in a modified Arrhenius’ equation form:
k = AT n exp
(
− Ea
RT
)
(2.1)
where A is the pre-exponential factor, n is the temperature power constant, Ea is the acti-
vation energy, R is the gas constant, and T is the gas temperature.
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According to the principle of detailed balance, the backward rate coefficient k− for a
reaction can be calculated using the equilibrium coefficient Keq = k+/k−, which determines
the overall reaction direction (forward or backward) of a reaction channel under the given
temperature conditions. The equilibrium coefficient can be expressed in terms of the ther-
modynamic properties of the reactants and products using the Van ’t Hoff equation:
Keq = (Ntot)
m exp
(
−∆H
RT
+
∆S
R
)
(2.2)
where Ntot is the total number density of the gas, m is a power coefficient needed for
unit consistency, and ∆H and ∆S are the enthalpy and entropy changes for the reaction,
respectively. The pre-exponential term is used to account for the reversal of dissociative and
associative reactions, where the power coefficient m is given by:
m =
∑
i
νi (2.3)
where νi is the stoichiometric coefficient of species i: it is positive if the species is a product
and negative if the species is a reactant. Thus, for a simple dissociative reaction where
one molecule is split into two component molecules, the power coefficient is m = 1. The
exponential term in (2.2) is related to the Gibbs free energy of the reaction, and is responsible
for the temperature dependence of the equilibrium coefficient. The first term in the exponent
deals with the enthalpy of reaction ∆H, which is given by:
∆H =
∑
i
νi∆fHi(T ) =
∑
i
νiHi(T ) (2.4)
where ∆fHi(T ) and Hi(T ) are the enthalpy of formation and the molar enthalpy of species
i, respectively. Although the two right-hand expressions are equivalent, Hi(T ) is seldom
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tabulated and is instead calculated based on the standard enthalpy of formation ∆fHi(Tr):
Hi(T ) = ∆fHi(Tr) + [H(T )−H(Tr)]i = ∆fHi(Tr) +
∫ T
Tr
CP,i(T
′)dT ′ (2.5)
where Tr is the standard reference temperature of 298.15K and CP(T ) is the heat capacity at
constant pressure. The second exponential term in (2.2) deals with the entropy of reaction
∆S, which can be similarly expressed as:
∆S =
∑
i
νiSi(T ) (2.6)
where Si(T ) is the molar entropy of species i. Note that since ∆fHi(T ), Hi(T ) and Si(T )
are all temperature dependent quantities, both ∆H and ∆S are also temperature dependent
quantities. For problems where the temperature is only expected to vary slightly from some
fixed temperature, the temperature dependence may be ignored and ∆H and ∆S can be
taken to be constant. This assumption is not applicable to systems where a substantial
increase in temperature occurs in a short amount of time, such as during a combustion or
laser ablation process.
One way to describe the temperature dependence of Hi(T ) and Si(T ) is to use the 7 term
polynomial [32] representation:
Hi(T )
RT
= a1,i +
a2,i
2
T +
a3,i
3
T 2 +
a4,i
4
T 3 +
a5,i
5
T 4 +
a6,i
T
(2.7)
Si(T )
R
= a1,i lnT + a2,iT +
a3,i
2
T 2 +
a4,i
3
T 3 +
a5,i
4
T 4 + a7,i (2.8)
where aj,i are the polynomial coefficients for species i obtained by fitting experimental or
theoretical data. Plugging (2.7) and (2.8) into (2.2) yields:
Keq = (Ntot)
m exp
(
∆a1 (lnT − 1) + ∆a22 T + ∆a36 T 2
+∆a4
12
T 3 + ∆a5
20
T 4 − ∆a6
T
+ ∆a7
)
(2.9)
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where ∆aj =
∑
i νiaj,i are the coefficient changes for the given reaction. Note again that
the equilibrium coefficient Keq is dependent on both the temperature of the fluid and the
thermodynamic properties of the reactants and products. As such, a given reaction channel
will proceed in different reaction directions (either forward or backward) depending on the
current temperature conditions. For example, the direction corresponding to molecular
dissociation for a given reaction channel will typically dominate at higher temperatures while
the direction corresponding to molecular association will dominate at lower temperatures,
with the specific temperature thresholds being determined by the thermodynamic coefficients
for the reaction.
2.1.2 Thermochemistry
Since literature information on the topic of gaseous uranium thermochemistry in oxygen
environments is rather sparse, we must rely on theoretical models in order to calculate, or
at the very least estimate, the rate coefficients for the majority of reactions in the UxOy
reaction mechanism. This approach requires some understanding of the underlying reaction
rate theory, which is described in great detail in literature [33, 19, 15] and will be covered
here only briefly. The theoretical treatment of a given reaction can be based on two main
characteristics of the reaction, namely: whether or not there exists a significant energetic
barrier to the reaction and whether or not the reaction can be expressed as a unimolecular
(1st order) reaction. The four classifications of reactions are then: (I) barrierless bimolecular,
(II) barrierless unimolecular, (III) bimolecular w/ barrier and (IV) unimolecular w/ barrier
[15]. Determining the rate coefficients for each of these reaction types requires application
of varying levels of quantum chemical theory. For example, transition state theory (TST)
can be applied to reactions of type III and IV (in the high-pressure limit for the latter),
variational TST (VTST) can be used for reactions of type I and II, and Rice-Ramsperger-
Kassel-Marcus (RRKM) theory can be used to treat pressure-dependent reactions of type
IV. There are several software packages capable of carrying out these calculations, including
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MultiWell [34], Polyrate [35], and ChemRate [36].
The aforementioned quantum chemical methods require that the molecular modes, elec-
tronic levels, and symmetries of each reacting particle and the transition state are provided
as input. The transition state is typically located by constructing and analyzing the poten-
tial energy surface (PES) of the reaction, which describes the potential energy of the reaction
in terms of geometric parameters (typically two variable bond lengths with all other bond
lengths and angles fixed). A software package such as the semi-empirical MOPAC [17] code
can be used to optimize the molecular geometry of the reacting particles and construct the
PES for a given reaction. Unfortunately, a code such as MOPAC requires that a set of
semi-empirical parameters are available for each element involved in the reaction and, as
a result, it cannot be used to treat uranium molecular species due to the absence of semi-
empirical parameters for uranium. Alternatives to the semi-empirical approach include ab
initio methods (such as Hartree-Fock and Post-Hartree-Fock methods) and density func-
tional theory (DFT), both of which can be implemented using the popular Gaussian [18]
package. However, both of these approaches are based on higher level theory and require a
large time investment to analyze even a single reaction pathway. Therefore, these methods
are ill-suited for the purpose of constructing an entire reaction mechanism from scratch and
are best reserved for refinement of existing mechanisms. Since the goal of the current work
is on construction rather than refinement, we will utilize lower levels of theory along with
any available literature information to obtain the initial reaction rate estimates for the UxOy
system.
Estimates of rate coefficients for reactions of type I can be made using simple collision
theory (SCT), which considers two particles interacting according to a hard-sphere collision
frequency with a reaction probability that is based on the potential energy barrier of reaction
[19]:
kSCT = σ
(
8kBT
piµ
)1/2
exp
(−V0
RT
)
(2.10)
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where σ is the reaction cross section, µ = m1m2/(m1 + m2) is the reduced mass, T is the
mean gas temperature, kB is the Boltzmann constant, V0 is the potential energy barrier
and R is the gas constant. The
√
8kB/piµ term represents the mean relative velocity of
the particles according to a Maxwellian distribution. It is important to note that V0 is
not the same as the activation energy Ea, although the two are related in SCT via the
relation: Ea = V0 + (1/2)RT . For the sake of simplicity, SCT estimates will be expressed
in the modified Arrhenius form (2.1) using A = σ
√
8kB/piµ, n = 0.5, and Ea = V0 as
the coefficients. The reaction cross section σ is either based on literature values or on the
molecular diameters of the reacting particles when literature values are not available.
For barrierless bimolecular reactions (type III), the rate coefficient can also be calculated
according to a long-range attractive potential, such as the Lennard-Jones attractive potential
[19]:
kLJ =
8.47√
µ
(4εσ6)1/3(kBT )
1/6 (2.11)
where ε and σ are the Lennard-Jones potential parameters that correlate to the depth of the
potential well and the mean distance of closest approach, respectively. The Lennard-Jones
parameters can be calculated based on the dipole moments, polarizabilities and ionization
potentials of the reactants [37].
Lastly, for unimolecular reactions (type II and IV), the rate coefficients can be estimated
using the Eyring equation that describes TST [15]:
kEyring = κ
kBT
h
exp
(
∆aS
R
)
exp
(−∆aH
RT
)
(2.12)
where κ is the transmission coefficient, h is the Planck constant, and ∆aS and ∆aH are the
entropy and enthalpy of activation (difference between reactant and transition state values
of entropy and enthalpy), respectively. The transmission coefficient is used to correct the
pre-exponential factor for quantum effects in TST calculations [19]. Both the transmission
coefficient and the thermodynamic coefficients of activation are typically obtained by fitting
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rate coefficient data obtained via experiments or TST calculations, but can also be reasonably
estimated, as will be shown later.
2.1.3 Plasma chemistry
In the case of an ion interacting with a non-polar (no permanent dipole moment) neutral
particle, the interaction is dominated by an ion-induced dipole potential given by Langevin
theory, yielding the following expression for the rate coefficient [19]:
kL = 2piZe
(
α
µ
)1/2
(2.13)
where Z is the charge of the ion, e is the elementary charge, µ is the reduced mass, and α is
the polarizability of the neutral particle. The model provides a good approximation of ion-
neutral reactivity in the case of a barrierless reaction with a non-polar neutral, such as O2.
The Langevin rate coefficient is independent of temperature, which is a good approximation
of the weak temperature dependence seen in experimental rate coefficients for temperatures
of up to a few eVs [38].
If the neutral particle is polar, such as in the case of UO and UO3, then an additional
term must be added to the Langevin rate coefficient in order to account for the ion-dipole
interaction, as explained by average dipole orientation (ADO) theory [39]:
kADO =
2piZe
µ1/2
[
α1/2 + cµD
(
2
pikBT
)1/2]
(2.14)
where µD is the permanent dipole moment of the neutral particle and c is a dipole locking
constant that accounts for the averaged orientation of the dipole with respect to the neutral
particle [39]. The dipole locking constant is a temperature dependent parameter that is
proportional to µD/α
1/2, and is parameterized in literature for a temperature range of 300
– 650 K [40]. Fitting the temperature dependence of literature c values with a logarithmic
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function yields c ≈ 0.144 and c ≈ 0.068 for temperatures of 1000 and 6000 K, respectively.
An averaged value of c ≈ 0.1 is adopted here to simplify the rate coefficient expression.
The rate coefficient of an electron impact process ke can be described as a distribution
function weighted average of the volumetric collision rate σve:
ke = 〈σve〉 = 1
2piγ3
∫
veσ(ve)fdv (2.15)
where γ = (2e/me)
1/2 is a constant of electron mass and charge, σ(ve) is the electron im-
pact cross-section for the process, ve is the electron velocity, and f is the electron energy
distribution function (EEDF) integrated over the velocity phase space v. The relation can
be more succinctly expressed in terms of the electron energy ε = (ve/γ)
2 as:
ke = γ
∫ ∞
0
εσ(ε)fdε (2.16)
The EEDF (f) gives the electron distribution in six-dimensional phase space (position and
velocity). In the ZDPlasKin plasma-kinetic model, the EEDF can either be assumed to be
Maxwellian or solved for according to the reduced electric field (E/N) using the Boltzmann
equation:
∂f
∂t
+ v · ∇f − e
me
E · ∇vf = C[f ] (2.17)
where E is the electric field, ∇v is a velocity gradient, and C[f ] is a collisional operator.
The derivation of the EEDF according to the Boltzmann equation is outside the scope of
this work: suffice it to say, a Boltzmann solver calculates more accurate electron-impact
reactivities in the case of a plasma in an electric field. However, an obstacle to using this
method for all electron-impact processes is the availability of cross sectional data for said
processes, which is incomplete for uranium processes. The Boltzmann solver used by the
ZDPlasKin model is BOLSIG+ [41].
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2.2 Construction of reaction mechanism
2.2.1 Selection of reactive channels
The process of constructing a reaction mechanism for a complex chemical system where
little chemical information is initially available is not an entirely straightforward one [15].
Since a well characterized plasma-chemical system (such as the oxygen reaction mechanism
of table A.1) can consist of tens of species (accounting for all excited states) and hundreds
of reactions, the initial construction of a reaction mechanism has to focus on a much smaller
set of reactions that reflect the most likely or well known reactions. In order to facilitate the
selection of an initial set of reactions for the UxOy system, we have selected reactions based
on an analogous gaseous metal-oxygen reaction system that has already been characterized
in literature. The analogous system is the AlxOy combustion mechanism of Catoire et al
[42], which consisting of a set of 10 reversible reactions, as shown in table 2.1. Since there are
a multitude of differences in the properties of the two sets of molecular species, it is unlikely
that the initial reaction mechanism based on the AlxOy system will accurately represent
all of the kinetics of the UxOy system. Nevertheless, such a comparison allows for a base
set of gaseous oxidation reactions that can be further refined based on available literature
information.
We begin refining the initial set of reactions by considering what thermodynamic infor-
mation is available for the uranium analogues of the aluminum species in table 2.1, since
this information will be needed for both the calculation of the equilibrium constant and the
heat balance. Fortunately, temperature dependent thermodynamic information is available
for all analogous species save for U2O in the range of 298.15K < T < 10 000K [43]. Ther-
modynamic information is also available for a number of ionic uranium species, which is
useful for the plasma-chemical portion of the reaction mechanism. A preliminary 7-term
polynomial fit of the available thermodynamic data has been performed for the temperature
ranges of 1000K < T < 6000K and 298.15K < T < 1000K, the resulting coefficient values
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Table 2.1: Arrhenius coefficients of the AlxOy reaction mechanism [42]
ka+
No. Reaction A n E/R
A1 Al + O2 
 AlO + O 1.61E−10 0 80.5
A2 Al + O + M
 AlO + M 8.27E−31 −1 0.0
A3 AlO + O2 
 AlO2 + O 7.67E−10 0 10008.0
A4 Al2O3 
 Al2O2 + O 3.00E+15 0 49144.4
A5 Al2O3 
 AlO2 + AlO 3.00E+15 0 63915.4
A6 Al2O2 
 AlO + AlO 1.00E+15 0 59335.7
A7 Al2O2 
 Al + AlO2 1.00E+15 0 74937.1
A8 Al2O2 
 Al2O + O 1.00E+15 0 52466.0
A9 AlO2 
 AlO + O 1.00E+15 0 44564.6
A10 Al2O
 AlO + Al 1.00E+15 0 67035.7
a Units are 1/s, cm3/s, cm6/s for 1st, 2nd, 3rd order reactions.
are tabulated in the appendix (tables A.2 and A.3, respectively). Since no thermodynamic
information is available for U2O, reactions A8 and A10 are eliminated from the reaction
mechanism.
Next, the reaction mechanism can be further refined by considering the available litera-
ture information regarding UxOy reactions. For example, several literature studies mention
an insertion mechanism that competes with the abstraction mechanism of reaction A1 to
form UO2 [8, 9, 44, 45, 46]. In addition, the same studies mention an abstraction channel
for the formation of UO3 [44, 45, 46]. Since the AlxOy reaction mechanism does not contain
a species analogous to UO3, a number of additional unimolecular dissociation channels must
be added in order to fully integrate UO3 within the new mechanism. These reactions include
an additional reaction channel for the dissociation of U2O3 and two reaction channels for the
dissociation of UO3 into UO and UO2. Lastly, the pressure dependent atomic association
reaction (reaction A2 in table 2.1) is removed due to literature results that suggest that
the pathway is dominated by associative ionization in the UxOy system [10]. This reaction
pathway is examined in section 2.2.3. The exclusion of this process leaves 12 reversible re-
actions for the chemical portion of the UxOy reaction mechanism, given by reactions 1–12
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of table 2.2.
2.2.2 Determination of thermochemical rate coefficients
The first step in determining the thermochemical rate coefficients is to classify them ac-
cording to the the reaction types discussed in section 2.1.2. The classification process is
complicated by the fact that one cannot conclude whether a reaction is barrierless or not
by inspection alone, but an estimate of barrier likelihood can be made based on the molec-
ular structures and thermodynamics of the reacting species. For example, the bimolecular
reactions 1–3 are all highly exothermic due to the breaking of relatively weak O-O bonds
(∼500 kJ/mol) and the formation of stronger U-O bonds (∼750 kJ/mol), which suggests
that these reactions are energetically favorable and may be barrierless (type I). By contrast,
reaction 4 is shown to be only slightly exothermic, which suggests the presence of an energy
barrier (type III). In the case of a unimolecular reaction, if only one bond is being formed or
broken, then the reaction will also likely be barrierless (type II), as in the case of reactions
11 and 12, where only a single U-O bond is being broken. For the remaining unimolecular
reactions 5–10, the breaking of multiple bonds and/or the formation of additional bonds
after dissociation suggests the presence of an energy barrier (type IV).
Unlike most of the reactions in table 2.2, reactions 1 and 2 have been the subject of a
number of experimental [10, 45, 46, 47] and theoretical [8, 9] studies over the last few decades.
Since both reactions are of type I, they can be treated using SCT (2.10). The collisional
cross section σ of the reaction channel can be calculated based on the experimental total
effective cross section σtot = 1.78×10−15 cm2 [10] by subtracting out the effective associative
ionization contribution 4.01 × 10−17 cm2 [47] and dividing the result by a factor of 1.42 to
convert the value from an effective cross section to a true cross section [10], thus obtaining
a pre-exponential Arrhenius coefficient of A = 3.36× 10−12 cm3/K0.5s. The potential energy
barriers for reactions 1 and 2 have been calculated in literature from the reaction PES and
are shown to be 42.917 kJ/mol and 107.34 kJ/mol [9], respectively. Although, as mentioned
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Table 2.2: Arrhenius coefficients of the UxOy reaction mechanism
ka+∆rH298.15K
No. Reactionb (kJ/mol) A n E/R Ref.
1 U + O2 
 UO + O −259.890 3.36E−12 0.5 5161.7 [9, 10]
2 U + O2 
 UO2 −1011.363 3.36E−12 0.5 12910.0 [9, 10]
3 UO + O2 
 UO2 + O −253.127 3.80E−11 0.17 0.0 LJ est.
4 UO2 + O2 
 UO3 + O −74.129 1.17E−11 0.5 8915.7 SCT est.
5 U2O3 
 U2O2 + O 628.981 3.00E+15 0.0 68148.6 Eyring est.
6 U2O3 
 UO2 + UO 404.546 3.00E+15 0.0 46023.3 Eyring est.
7 U2O3 
 UO3 + U 592.696 3.00E+15 0.0 64746.0 Eyring est.
8 U2O2 
 UO + UO 527.038 1.00E+15 0.0 60010.1 Eyring est.
9 U2O2 
 U + UO2 533.801 1.00E+15 0.0 61175.1 Eyring est.
10 UO3 
 UO + O2 823.213 1.00E+15 0.0 90465.3 Eyring est.
11 UO3 
 UO2 + O 570.083 1.00E+15 0.0 73300.3 Eyring est.
12 UO2 
 UO + O 751.473 1.00E+15 0.0 93229.8 Eyring est.
13 e + U→ U+ + 2e 604.421 σ(ε) [13, 14]
14 e + UO→ UO+ + 2e 550.956 σ(ε) [14]
15 e + UO2 → UO+2 + 2e 529.925 σ(ε) [14]
16 U + O→ UO+ + e −201.098 1.025E−12 0.5 0.0 [10]
17 U + O2 → UO+2 + e −475.259 7.747E−14 0.5 0.0 [10]
18 U + O3 → UO+2 + O + e −367.889 7.750E−13 0.5 0.0 [11]
19 U + O3 → UO+ + O2 + e −93.728 7.750E−13 0.5 0.0 [11]
20 U+ + O2 
 UO+ + O −313.358 3.978E−10 0.0 0.0 [12]
21 UO+ + O2 
 UO+2 + O −274.161 2.477E−10 0.0 0.0 [12]
22 UO−2 + O2 
 UO−3 + O −182.126 1.481E−10 0.0 0.0 Langevin est.
23 UO + O− 
 UO−2 −699.408 3.037E−9 0.0 0.0 Langevin est.
1.379E−8 −0.5 0.0 ADO est.
24 UO + O−2 
 UO−2 + O −300.364 1.105E−9 0.0 0.0 Langevin est.
5.016E−9 −0.5 0.0 ADO est.
25 UO + O−3 
 UO−2 + O2 −530.513 9.272E−10 0.0 0.0 Langevin est.
4.209E−9 −0.5 0.0 ADO est.
26 UO2 + O
− 
 UO−3 −628.404 3.056E−9 0.0 0.0 Langevin est.
27 UO2 + O
−
2 
 UO−3 + O −229.360 1.110E−9 0.0 0.0 Langevin est.
28 UO2 + O
−
3 
 UO−3 + O2 −459.509 9.302E−10 0.0 0.0 Langevin est.
29 UO+x +e + e→ UOx+e N/Ac 9.821E−9 −9/2 0.0 [16]
30 UO+x +e + M→ UOx+M N/Ac 3.118E−23 −3/2 0.0 [16]
a Units are 1/s, cm3/s, cm6/s for 1st, 2nd, 3rd order reactions.
b 0 < x < 2 for reactions 29 and 30.
c Varies depending on the value of x.
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in section 2.1.2, the potential barrier of a reaction is not strictly equivalent to the activation
energy, the two quantities are closely related and will be assumed to be approximately equal
here.
The remaining bimolecular abstraction reactions responsible for forming UO2 and UO3
(reactions 3 and 4 in table 2.2, respectively) have not been previously studied in literature,
and must be treated by strictly theoretical means. First, since we cannot determine the
activation energy of these reactions without carrying out quantum chemical calculations,
we will assume that the classifications assigned above are true (type I for reaction 3 and
type III for reaction 4). Since we cannot determine the magnitude of the energy barrier for
reaction 4, we will assume that it is equal to the heat of reaction Ea = ∆rH. We can then
calculate the pre-exponential collision rate for reaction 4 via (2.10) using a collisional cross
section σ = pid2 where d = (dX +dY)/2 is the collision diameter for colliding molecules X and
Y with molecular diameters dX and dY, respectively. Using literature estimates for UxOy
molecular diameters [43], SCT yields a collision rate of 1.17 × 10−11T 0.5 exp(−8915.7/T )
cm3/s for reaction 4. Since reaction 3 is assumed barrierless, the rate coefficient can be
estimated using (2.11). The Lennard-Jones parameters used in (2.11) have been estimated
and corrected with respect to anisotropic effects for UxOy species within literature [43].
Using (2.11), the rate coefficient for reaction 3 is estimated to be 3.80× 10−11T 1/6 cm3/s.
The last portion of the UxOy chemical reaction mechanism consists of a set of eight
unimolecular dissociation reactions, which can be treated using (2.12). Since the thermo-
dynamic coefficients of activation cannot be determined without quantum chemical calcu-
lations, they are estimated to be equal to the coefficients of reaction ∆aS ≈ ∆rS and
∆aH ≈ ∆rH. This assumption is equivalent to assuming that there is no activation energy
for the reverse bimolecular reactions, since the exponential term of (2.12) will be canceled
out by the exponential term of (2.2), leaving only a linear temperature dependence. In order
to test the validity of this assumption, the Eyring equation is applied to the AlxOy unimolec-
ular dissociation reactions of table 2.1. The resulting rate coefficients are fit to an Arrhenius
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Table 2.3: Comparison of literature and Eyring-estimated Arrhenius coefficients for AlxOy
unimolecular reactions
klit kest
No. Reaction A (s−1) Ea/R (K) A (s−1) Ea/R (K) κ rEa
A4 Al2O3 
 Al2O2 + O 3E+15 49144.4 7.24E+20 48904.9 4.1E−6 1.005
A5 Al2O3 
 AlO2 + AlO 3E+15 63915.4 2.02E+22 69970.6 1.5E−8 0.913
A6 Al2O2 
 AlO + AlO 1E+15 59335.7 2.43E+21 66391.4 4.1E−8 0.894
A7 Al2O2 
 Al + AlO2 1E+15 74937.1 4.92E+21 85370.1 2.0E−8 0.878
A8 Al2O2 
 Al2O + O 1E+15 52466.0 4.84E+20 62441.4 2.1E−7 0.840
A9 AlO2 
 AlO + O 1E+15 44564.6 8.70E+19 45325.6 1.1E−6 0.983
A10 Al2O
 AlO + Al 1E+15 67035.7 8.86E+20 68254.2 1.1E−7 0.982
form in order to obtain a set of Arrhenius coefficients that can be compared against literature
coefficients obtained via semi-empirical calculations [42], as shown in table 2.3.
The ratios between the literature and estimated values of the activation energy (rEa) and
the pre-exponential factor (κ) enable a limited assessment of the accuracy of the Eyring-
estimation method. The Eyring estimate of the pre-exponential factor A is systematically
much higher than the literature values, with differences of several orders of magnitude for
all reactions, as reflected in the magnitude of the transmission coefficient κ. It is important
to note however, that the literature values of A are also estimates based on typical values
for the type of reaction being considered. Therefore, it is unclear how the Eyring-estimate
of A compares to an actual semi-empirical calculation, and it will be assumed here that the
estimated literature values of A for the AlxOy system are also reasonable estimates for the
UxOy system.
The Eyring-estimates of the activation energies Ea are more consistent with the semi-
empirical literature results, although discrepancies occur based on how well the initial as-
sumptions (∆aS ≈ ∆rS, ∆aH ≈ ∆rH) of the Eyring estimate hold. For example, in simple
dissociation reactions that only involve the breaking of a single bond (A4, A9, A10) [48]
the Eyring-estimate of Ea is in excellent agreement with the literature values, confirming
that the reactions have little to no barrier beyond the heat of reaction. In contrast, for
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Table 2.4: Comparison of Eyring-estimated and the adjusted Eyring-estimated Arrhenius
coefficients for UxOy unimolecular reactions
kest kadj
No. Reaction A (s−1) Ea/R (K) A (s−1) Ea/R (K)
5 U2O3 
 U2O2 + O 3.45E+20 77353.7 3E+15 68148.6
6 U2O3 
 UO2 + UO 1.92E+22 52239.8 3E+15 46023.3
7 U2O3 
 UO3 + U 1.14E+21 73491.5 3E+15 64746.0
8 U2O2 
 UO + UO 7.35E+23 68115.9 1E+15 60010.1
9 U2O2 
 U + UO2 8.69E+21 69438.2 1E+15 61175.1
10 UO3 
 UO + O2 2.16E+22 102684.8 1E+15 90465.3
11 UO3 
 UO2 + O 2.63E+21 73300.3 1E+15 73300.3
12 UO2 
 UO + O 1.32E+22 93229.8 1E+15 93229.8
more complex reactions that involve breaking and/or forming multiple bonds (A5–A8), the
Eyring-estimate consistently over-approximates the literature values, indicating that the re-
action has some activation barrier. In order to account for the presence of an activation
barrier, the rEa values for reactions A5–A8 are averaged to obtain a correction factor of
0.881 that is applied to the Ea values of complex unimolecular dissociation reactions in the
UxOy system.
The Eyring-estimated Arrhenius coefficients for unimolecular UxOy reactions are shown
in table 2.4, along with a set of coefficients adjusted according to the discussion above.
The final coefficients amount to assumed values of the pre-exponential coefficients based on
typical values for similar types of reactions and activation energies that are nearly identical
to the Gibbs free energy of reaction, save for the addition of a correction factor in the
case of complex reactions. Even though these values cannot be considered to be anything
more than theoretical estimates, some additional comparisons with available literature does
suggest confidence in at least some of the results. For example, the lack of an activation
barrier for the reverse bimolecular reaction corresponding to reaction 12 is consistent with
literature studies of the reaction PES, which shows little to no potential barrier for the
reaction [8]. An additional point of verification can be made by applying the Eyring method
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to the reverse of reaction 2, which is a unimolecular dissociation reaction. Multiplying the
Eyring-estimated activation energy of 1030.5 kJ/mol by a factor of 0.881 leaves an activation
energy of 122.62 kJ/mol for the forward reaction, which is in reasonably good agreement
with the literature value of the potential barrier of 107.34 kJ/mol (Ea/R = 12910 K) [9].
The Arrhenius coefficients of the UxOy chemical reaction mechanism are shown in ta-
ble 2.2. As expected, the predominant bimolecular reaction mechanism is the abstraction
reaction between U and O2 (reaction 1), which should be the dominant reaction in the initial
stages of plume formation due to the abundance of U and O2. Reaction 1 will dictate how
fast UO is produced and made available for reaction with oxygen radicals to form other
uranium molecular species. It is difficult to tell how the system will evolve beyond this point
according to the mechanism constructed here without running a kinetic simulation.
2.2.3 Determination of plasma-chemical rate coefficients
Ion-producing reactions are expected to play an important role in the gas phase UxOy system
due to the low ionization potentials of uranium molecular species and the exothermicity and
gas-kinetic cross sections of ion-producing associative ionization reactions [11, 44, 49]. Such
reactions will play an even greater role in the case of a laser-ablated uranium plasma plume
due to the substantial increase in gas temperature and subsequent increase in the rate of
ion-producing reactions. Fortunately, the plasma chemistry of the UxOy system has received
much more attention within experimental literature compared to the gas phase chemistry due
to the relative ease of detecting charged particles in reactivity experiments. Nevertheless,
the literature on the topic is by no means complete, necessitating the use of theoretical
estimates from section 2.1.3 to fill in any remaining knowledge gaps.
During the construction of the gas-phase UxOy reaction mechanism in section 2.2.1, one of
the reactions discarded from the AlxOy mechanism was the three body associative reaction
involving U and O, under the assumption that, in the high-pressure limit (U + O), the
pathway is dominated by associative ionization. The assumption is based on an experimental
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study [10] that measured the associative ionization cross section as being approximately gas-
kinetic in magnitude, with a value of 1.62×10−15cm2, which suggests that a neutral channel is
not present for the pathway. By contrast, the associative ionization cross section for U + O2
is found to be about two orders of magnitude smaller than the neutral channel, with a value
of 1.68×10−17cm2 for the associative ionization channel and 1.78×10−15cm2 for the neutral
channel. The activation energy for the associative ionization channel was also approximated
to be no more than 0.1 kJ/mol, meaning that the channel is essentially barrierless. The
values for the associative ionization cross sections were corrected to be larger by a factor
of 2.39 in a later study [47]. Similar work was also performed for two of the associative
ionization channels of the U + O3 pathway that result in the formation of UO
+ and UO+2
ions, with a cross section of 2 × 10−16cm2 given for both channels [11]. Assuming that the
activation energy is negligible for all of the aforementioned associative ionization channels,
the cross section of each channel can be used to calculate the corresponding rate coefficients
using (2.10).
A number of experimental studies focusing on the gas-phase chemistry of actinide ions
have been conducted over the past few decades, with a particular focus on examining the
interaction of atomic and molecular actinide ions with various radicals [12, 38, 50, 51, 52, 53].
The most relevant reactions for the UxOy system are interactions of U
+ and UO+ ions with
O2. Experimental studies of these reactions typically give rate coefficients that are related to
the theoretical Langevin coefficient (2.13) via a correction factor. The Langevin estimates for
the reactions are readily calculated using an experimentally measured polarizability value of
αU = 168 for uranium [54][55], and an estimated polarizability of αUO = 171 for UO [43]. For
the U+ + O2 and UO
+ + O2 ion-neutral reactions, the Langevin model gives rate coefficients
of 5.53×10−10 and 5.50×10−10cm3/s, respectively. Applying experimental correction factors
of 0.72 and 0.45 [12] to the Langevin estimates yields final rate coefficients of 3.98 × 10−10
and 2.48× 10−10cm3/s for the U+ + O2 and UO+ + O2 pathways, respectively.
In their study of the UO2 equation of state, Ronchi et al [43] found that negative UxOy
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ions (mainly UO−3 and UO
−
2 ) feature prominently in gaseous UO2 due to the electronegativity
of oxygen (oxygen ions are primarily negative). To account for the formation of UO−3 and
UO−2 due to interaction with negative atomic and molecular oxygen ions, an additional set
of six ion-neutral reactions is added to the mechanism. The reactivities are calculated using
Langevin theory, with an additional ADO factor calculated for reactions featuring the polar
UO neutral. A dipole moment of µD ≈ 3.363 Db is used for UO reactions featuring the
ADO term [56]. Only reaction channels resulting in the production of negative UxOy ions
are considered; if there exists a competing channel that does not result in charge transfer to
the UxOy molecule, then the branching ratio of each channel is assumed to be 1/2 and the
competing channel is discarded.
Literature information on electron-impact cross sections σ(ε) for the UxOy system con-
sists of experimental total and partial ionization cross sections for U up to ε = 0.5 keV [13],
theoretical elastic scattering cross sections for U up to ε = 42.25 eV [57], and theoretical
total ionization cross sections for U, UO, UO2, and UO3 up to ε = 5 keV [14]. Since the cross
sections are integrated according to (2.16) using the BOLSIG+ solver, the rate coefficients
cannot be expressed in an Arrhenius form and are displayed in table 2.2 as σ(ε).
The introduction of electron-impact ionization into the model requires that the reverse
process (recombination) is also included. Since recombination is accompanied by a transition
of the ion to a lower energy neutral state, the energy must be removed by means of a third
particle in order to stabilize the process. The third particle may be a photon released in a
two-body electron-ion collision, or it may be an additional electron or neutral particle that
participates in a three-body collision. In high pressure plasmas, the most likely recombina-
tion mechanism is three-body recombination, which will depend weakly on ion type when
the recombination is described by Thomson theory of three-body processes. Reactivities ob-
tained via Thomson theory for ion-electron-electron and ion-electron-particle recombination
can be approximated as 9.821× 10−9T−9/2e and 3.118× 10−23T−3/2e cm6/s, respectively [16].
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2.2.4 Inclusion of oxygen reaction mechanism
The UxOy reaction mechanism is completed by combining the set of uranium reactions
shown in table 2.2 (consisting of 30 reaction channels for 11 uranium molecular species)
with a detailed description of oxygen chemistry (consisting of 142 reaction channels for 19
oxygen species) obtained from literature studies and online databases. The oxygen reaction
mechanism accounts for a number of excited vibrational states of O2 and the singlet excited
states for O and O2, as well as a number of singly charged ionic species. Only the 4 low-
est vibrational states of O2 are considered in order to keep the oxygen mechanism simple,
although more detailed information on electron-impact vibrational excitation is available
in literature for all 42 vibrational states [58]. Much of the oxygen reaction mechanism is
based on the NOx reaction mechanism of Capitelli [16], although several reaction channels
have been added or modified based on more recent literature. The complete UxOy reaction
mechanism includes 172 reaction channels for 31 species (including electrons) and is shown
in table A.1.
2.3 Simplified formulation
As previously discussed in section 2.1.3, most of the electron impact processes listed in ta-
bles 2.2 and A.1 do not use an Arrhenius formulation for calculating the reaction rates.
Instead, their reaction rates are determined by a Boltzmann solver using the corresponding
electron-impact cross sections and the electron energy distribution function (EEDF). The
main advantage of using this formulation is the ability to account for changes in the elec-
tron impact reaction rates when the EEDF deviates from Maxwellian behavior. While this
capability is important for ns laser ablation, where electrons in the ablation plume will be
continuously heated for the duration of the pulse, it is less important in the case of fs laser
ablation, where the laser disappears well before ablation begins and no laser-plume interac-
tion occurs. Therefore, in the case of fs laser ablation, it can be reasonably assumed that the
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plume will quickly arrive to a condition of local thermodynamic equilibrium (LTE) where
the electron and gas temperatures are in equilibrium. Since the EEDF for an LTE plasma is
Maxwellian, the use of a Boltzmann solver to determine the reaction rates of electron impact
processes becomes unnecessary. Instead, the electron impact processes can be expressed in
an Arrhenius form in order to simplify the calculation of reaction rates in a fs laser ablation
plume. This simplification is especially pertinent for 2- and 3-dimensional reactive compress-
ible fluid dynamic simulations, where the added complexity of using a Boltzmann solver can
become an undue computational burden.
In order to obtain a set of Arrhenius coefficients from a given set of cross sections,
we must first use the cross sections to calculate a set of rate coefficients ke for a range of
temperatures relevant to our simulations. Since the temperatures of an atmospheric ablation
plume generated by a laser pulse with an energy of a few mJ should be in the range of a
few eV [59, 60], we selected a range of 300 K < T < 30000 K for our calculations. The
rate coefficient ke at a given temperature can be found using (2.16) with a Maxwellian
distribution function:
fM =
2
(kBT )3/2
√
ε
pi
exp
(
− ε
kBT
)
(2.18)
where ε is the electron energy, T is the equivalent temperature of the fluid, and kB is the
Boltzmann constant. Calculating ke at a number of points along the selected temperature
range yields a temperature dependent ke curve that can then be fitted to an Arrhenius-type
form. This can be done using a non-linear least-squares method of fitting, the results of
which are shown in table 2.5.
The Python package lmfit was used for the fitting procedure since it allows for bounds to
be set for the fitting parameters, ensuring that reasonable Arrhenius coefficients are obtained
by the fitting procedure. The bounds used were as follows: 10−50 < A < 10−10 [cm3/s] for
the pre-exponential coefficient, −3.5 < n < 3.5 for the temperature power coefficient, and
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0 < E/R < 2 × 105 [K] for the non-dimensional activation energy. An initial guess for
each of the parameters is also provided as: A = 10−18 [cm3/s], n = 0.5, and E/R = 104
[K]. A linear regression analysis was applied to each fit using the scipy Python package
in order to obtain the coefficients of determination R2. The R2 values for most of the fits
show excellent agreement between the modified Arrhenius formulation and the Maxwellian-
integrated rate coefficients. In a single instance, the R2 value was found to be lower than
0.9, so the temperature range used for the fitting procedure of that reaction was reduced to
300 K < T < 20000 K in order to obtain a better fit.
Note that although the coefficient of determination of the linear regression analysis pro-
vides an adequate metric for the overall goodness of a fit over the entire temperature range,
the fit may still display some divergence from the data being fitted near the bounds of the
fitting range. Such divergences, however, were found to have minimal effect on the final
results produced by a global model of the UxOy system, although they may play a more
important role in the lower temperature regions of a 2d compressible fluid model.
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Table 2.5: List of Maxwellian-integrated, Arrhenius-fitted reactions for the simplified for-
mulation of the UxOy reaction mechanism.
k+
No. Reactiona A n E/R R2
1 e + U→ U+ + 2e 3.485E−12 0.898 56668.0 0.999997
2 e + UO→ UO+ + 2e 1.004E−10 0.692 84565.0 1.000000
3 e + UO2 → UO+2 + 2e 1.445E−10 0.662 80442.0 1.000000
4 e + O− → 2e + O 8.166E−12 0.865 35106.0 0.999977
5 e + O→ 2e + O+ 4.430E−09 0.229 200000.0 0.999998
6 e + O−2 → 2e + O2 4.801E−12 0.936 46583.0 1.000000
7 e + O2 → 2e + O+2 2.302E−13 0.986 139340.0 1.000000
8 e + O2(
1∆)→ 2e + O+2 2.319E−10 0.456 143190.0 1.000000
9 e + O2(
1Σ)→ 2e + O+2 3.932E−10 0.408 143400.0 1.000000
10 e + O2 → e + O2(vres1 ) 3.473E−07 −0.391 65033.0 0.999993
11 e + O2 
 e + O2(v1) 1.000E−04 −1.325 6203.4 0.998380b
12 e + O2 → e + O2(vres2 ) 4.375E−08 −0.278 61667.0 0.999991
13 e + O2 
 e + O2(v2) 9.823E−05 −1.413 9314.8 0.999585
14 e + O2 
 e + O2(v3) 2.860E−17 1.543 10216.0 0.984026
15 e + O2 
 e + O2(v4) 4.929E−16 1.269 27516.0 0.997092
16 e + O→ e + O(1D) 2.533E−09 0.058 28077.0 0.999992
17 e + O→ e + O(1S) 4.382E−10 0.022 54169.0 1.000000
18 e + O2 
 e + O2(1∆) 3.618E−11 0.337 22053.0 0.999891
19 e + O2 → e + O2(1Σ) 6.132E−11 0.159 26238.0 0.999980
20 e + O2 → e + O2(4.5eV) 6.978E−06 −0.750 70301.0 0.999996
21 e + O2 → e + O + O(1D) 1.000E−04 −0.683 89967.0 0.999863
22 e + O2 → e + O + O(1S) 5.334E−09 −0.121 200000.0 0.999994
23 e + O→ O− 1.806E−16 0.249 486.6 0.938135
24 e + O2 → O− + O 1.000E−04 −0.763 111340.0 0.999974
25 e + O2 → e + O + O 2.155E−06 −0.539 80401.0 1.000000
26 e + O2(
1∆)→ O− + O 1.000E−04 −1.126 53549.0 0.999988
27 e + O2(
1Σ)→ O− + O 1.000E−04 −1.126 53549.0 0.999988
28 e + O2 → O−2 2.406E−07 −0.639 67307.0 0.999999
29 e + O3 → O−2 + O 1.000E−04 −1.256 11180.0 0.997579
30 e + O3 → O− + O2 3.960E−05 −1.081 9778.4 0.987142
a Rate coefficients for reversible reactions are equal for both reaction directions.
b A reduced fitting range of 300 K < T < 20000 K was used to obtain a better fit.
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Chapter 3
Global plasma chemistry model
As the name implies, a global plasma chemistry model is one that simulates the time evo-
lution of a reactive system in an infinite, spatially uniform domain, thereby eliminating any
spatial dependence that the problem may exhibit and instead focusing solely on the reaction
mechanism that drives the thermo- and plasma-chemistry within the system. As such, the
global (zero-dimensional) plasma chemistry model is a useful tool for analyzing the dynamics
of a multi-species plasma, allowing for a detailed account of the most important reaction
channels while ignoring the added complexity of transport phenomena. In this chapter, we
produce a global model for the uranium laser ablation system in order to analyze the reactive
behavior of the system according to the UxOy reaction mechanism constructed in chapter 2.
First, we present the governing equations of the global model, followed by a description of
the initial conditions used in the model. Next, the model results are discussed by examining
the evolution of the major uranium molecular species concentrations and the corresponding
plasma temperatures. Lastly, a few closing remarks regarding the purpose of the model and
the assumptions employed by the model are made.
3.1 Model equations
The basis of a global model is a system of ODEs which describe the evolution of each species
concentration in time:
dni
dt
= S˙i =
∑
j
S˙ij (3.1)
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where ni and S˙i are the number density and total rate of production of the ith species,
respectively and S˙ij is the rate of production of species i participating in reaction j. For
example, the rates of species production for a reaction j of the form:
aA+ bB → a′A+ cC (3.2)
can be expressed as:
S˙Aj = (a
′ − a)R˙j S˙Bj = −bR˙j S˙Cj = cR˙j (3.3)
where R˙j is the reaction rate for reaction j, given by:
R˙j = kj(nA)
a(nB)
b (3.4)
where kj is the rate coefficient for reaction j. For an elementary reaction (3.2), the reaction
order is determined by the sum of the stoichiometric coefficients a+ b, which determines the
units of the rate coefficient kj according to (3.4).
Since we are interested in using the global model to simulate a highly reactive system
with large temperature transients, it is important to also include a heat balance in order to
account for both the effects of reactive heating on the system enthalpy and the effect of Joule
heating on the system temperature. Since the global model represents a thermodynamically
closed system and the plasma plumes being considered are under atmospheric conditions, we
use a heat balance for an adiabatic system under constant pressure, which can be expressed
as:
Ntot
γ
γ − 1
dT
dt
=
∑
j
∆Hj
R
R˙j (3.5)
where γ is the heat capacity ratio and R˙j is the rate of reaction for reaction j. Note that
both γ and ∆H are temperature dependent quantities. The temperature dependence of ∆H
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has been previously expressed in section 2.1.1 through equations (2.4) and (2.7). The heat
capacity ratio γ can be expressed as function of the mean heat capacities of the gas:
γ =
C¯P
C¯V
=
C¯P
C¯P −R =
C¯P/R
C¯P/R− 1 (3.6)
where C¯P and C¯V are the mean heat capacities under constant pressure and volume, respec-
tively. The mean heat capacity C¯P is given by:
C¯P
R
=
1
Ntot
∑
i
Ni
CP,i(T )
R
(3.7)
where CP,i(T ) is the molar heat capacity for species i whose temperature dependence can
be described by using the NASA 7 term polynomial representation:
CP,i(T )
R
= a1,i + a2,iT + a3,iT
2 + a4,iT
3 + a5,iT
4 (3.8)
Note that each species present in the system must be included in the calculation of the mean
heat capacity C¯P, regardless of whether or not it is chemically reactive. Both the system of
kinetic equations (3.1) and the heat equation (3.5) are solved using the ZDPlaskin package
[61].
3.2 Initial conditions
The completed UxOy reaction mechanism constructed in chapter 2 and tabulated in ta-
ble A.1 can now be implemented into the global model described above and used to explore
the kinetic evolution of a laser ablated uranium plasma plume. In order to do so, however,
the model must first be supplied with a set of initial conditions representative of a laser
ablated uranium plume. In particular, the quantities of interest are the initial gas and elec-
tron temperatures and the initial gaseous U and O2 number densities. The initial conditions
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will depend heavily on laser parameters such as wavelength, pulse energy, spot size and,
especially, pulse width, which is typically either nano- or femtosecond duration. In the case
of nanosecond pulses, the laser remains active during the initial stages of plume expansion,
prompting heating of the plume via inverse Bremsstrahlung and multiphoton absorption.
By contrast, femtosecond pulses occur on a time scale that is shorter than material relax-
ation times, preventing any laser-plume interactions from taking place and changing the
mechanisms by which material heating and vaporization take place [62].
Determining initial plume conditions based on laser parameters requires either the de-
velopment of a separate coupled laser-material heating and plume expansion model [63, 64],
or an experimental measurement of the complete set of initial conditions for a UxOy laser
ablation system. The former approach is feasible, but is outside the scope of the current
work; the latter approach is similarly unattainable due to a lack of experimental data. How-
ever, the determination of precise initial conditions is unnecessary for a global model, since
the aim of such a model is to focus on the kinetics of a reaction mechanism, rather than to
accurately model the physics of an entire system. This is especially true in the case of a laser
ablation system, where transport phenomena will play a significant role in determining the
evolution of the system. Therefore, the initial conditions of our simulation are arbitrarily
chosen to represent a general case of uranium laser ablation event that evolves according to
the reactions presented in table 2.2.
In our global model, a 5 ns laser pulse is modeled as a Gaussian reduced electric field of
peak E/N = 300 Td in a mixture of room temperature atomic uranium U and molecular
oxygen O2 with initial number densities nU = 2 × 1019 cm−3 and nO2 = 2.5 × 1019 cm−3
respectively. The initial O2 density is simply the ideal gas density for a room temperature
gas at atmospheric pressure. The initial uranium density is estimated based on the density
of solid uranium and profilometry measurements of an ablation crater, which yields densities
in the range of 1019− 1021 cm−3, the value was assumed to be close to the lower limit of this
estimate. No other species are present at the start of the simulation. Note that the initial
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density conditions specify a case where the ablated uranium plume is well mixed with the
surrounding oxygen atmosphere. This may not be the case in a scenario where the ablation
shock wave leaves the oxygen in a rarefied state within the expanding plume. However, since
transport phenomena are not being considered here, we will assume an idealized mixing
scenario; the impact of choosing this assumption is discussed later.
3.3 Results
The plasma is modeled as a two-temperature fluid where the electrons are heated primarily by
the electric field of the pulse and the gas is heated both by elastic collisions with electrons
(Joule heating) and by the combined heat of reactions via equation (3.5). The resulting
evolution of the primary uranium and oxygen molecular species is shown in figure 3.1 and
the evolution of the gas and electron temperatures, along with the reduced electric field of
the laser pulse, is shown in figure 3.2. Figures 3.3–3.7 provide a more detailed look at the
evolution of each reactive species in the model, including minor species that are not visible
in figure 3.1, by using a logarithmic scale. Note also that all plots begin at 0.1 ns (at the end
of the first timestep of the simulation) such that the earliest density values are the result of
an initial kinetic balancing of the system rather than the initial conditions themselves.
The evolution of the system is best examined in the context of three stages: early-stage
pulse thermochemistry (0.1–2.5 ns, stage 1), plasma plume formation and cooling (2.5–
12.5 ns, stage 2), and post-pulse thermochemistry (>12.5 ns, stage 3). In stage 1, both
the electron and gas temperatures gradually rise as the pulse begins heating the vapor to
temperatures of around 2500 K. As the vapor is heated, U and O2 begin to react to form
atomic oxygen and uranium molecular species. As the vapor is heated further, it becomes
increasingly ionized, and in stage 2 we see a sharp increase in both the electron temperature
and density, along with a sharp increase in the concentration of ionized uranium species and
a sharp decrease in the concentrations of the corresponding neutral species. The peak in
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Figure 3.1: Species evolutions for the UxOy laser ablation reaction mechanism. Ions are
denoted as dashed lines of the same color as the corresponding neutral species. Electron
evolution is also shown.
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Figure 3.2: Electron temperature, gas temperature, and reduced electric field evolutions for
the UxOy laser ablation reaction mechanism.
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Figure 3.3: Evolution of neutral uranium molecular species for the UxOy laser ablation
reaction mechanism.
electron temperature and number density corresponds to the peak in the pulse power. As
the pulse power decreases, the charged species undergo recombination, consuming electrons
to produce neutral uranium molecular species. During this stage, the gas temperature
fluctuates over a range of a few 100 K as heating and cooling is dominated at various times
by either thermochemical processes or plasma processes. In stage 3, the pulse is no longer
interacting with the plume and the system evolves according to thermochemical processes,
resulting in the formation of UO2 and UO3 and consumption of O and UO. In this stage the
electrons are further cooled and reach an equilibrium temperature that is a few 100 K lower
than the gas temperature.
Figure 3.3 shows a more clear picture of the evolution of neutral uranium molecular
species. The general trend of the figure is the formation of increasingly larger uranium
molecules over the course of the evolution; beginning with U combining with oxygen to
form UO and UO2 at the start of stage 3 and continuing into the later part of stage 3
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Figure 3.4: Evolution of ionic uranium molecular species for the UxOy laser ablation reaction
mechanism.
with production of UO2 and UO3. Interestingly, the plot shows that U2O2 and U2O3 play
only a minor role in the evolution of the system, mainly during stage 1 of ablation. This
behaviour is due to differences in the temperature dependence of dissociative reactions that
consume these species (reactions 5-9 in table 2.2) and the associative reactions that form
them (reverse of reactions 5-9 via (2.2)). From figure 3.3, we see that while association
is dominant when the vapor is relatively cool (leading to formation of U2O2 and U2O3),
dissociation becomes dominant at higher temperatures, as no significant concentration of
the two species is observed during stage 2 and 3. It is not entirely clear whether or not these
molecular species should be present in high concentrations in the gas phase as, for example,
in the case of aluminum, Al2O3 is present mainly in a liquid state [65].
The evolution of electrons and uranium molecular ions shown in figure 3.4 is closely tied
to the Gaussian shape of the laser pulse, as no significant charged concentration is seen
before or after stage 2. The peak in charged species concentrations seen in the figure also
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corresponds to the valley in the evolution of neutral uranium molecular species, as expected.
Evidently, positive ions are the dominant charged uranium species, which contradicts a
previous literature study of the equilibrium species concentrations in UO2 vapor, [43] where
UO−3 was found to be the dominant ionic species. It is unclear whether this discrepancy
occurs due to differences in the conditions of the two simulations or due to a missing reaction
channel in the model. Nevertheless, the abundance of UO+ and UO+2 ions is in agreement
with the results of the UO2 study [43], as expected based on the low ionization potentials of
the two species (5.66 eV for UO and 5.4 eV for UO2 [14]).
Note also that in stage 1, ion production is dominated by the associative ionization re-
actions 16 and 17, which produce UO+ and UO+2 , respectively. Since these reactions are
initiated by high-temperature neutral particles, they occur even in the absence of an electric
field. The reaction channels stem from a literature study of atomic uranium in the upper
atmosphere, which claims that a long-lived plasma is readily formed by uranium atoms in an
oxygen environment due to the endoergicity of the inverse dissociative recombination reac-
tions [49]. Therefore, the associative ionization reactions are responsible for the production
of electrons and ions in stages 1 and 3, where few electron-impact ionizations occur.
Figures 3.5, 3.6 and 3.7 show the evolution of all oxygen species, including the singlet
species O(1D), O(1S), O2(A1), O2(B1) and four vibrational excitation states O2(V1-V4).
The three dominant species are O, O(1D), and O2. Evidently, during pulse heating (stage 2),
O atoms are initially rapidly produced through dissociation of O2 molecules, with excitation
of the singlet state O(1D) becoming the dominant process as electron temperature increases
above the low excitation threshold of about 2 eV (compared to 4.2 eV for excitation of O(1S)
and 13.6 eV for ionization). Following the peak in laser intensity, the singlet O(1D) state
relaxes back to ground state oxygen as the plasma begins to cool. Both negative and positive
oxygen ions are found in significant concentrations only for the duration of the pulse; the
main oxygen ion, O−, has a peak concentration of the order of 1016 cm−3 (corresponding
to an ionization fraction of 10−3), which quickly decays after the laser pulse. Note also
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Figure 3.5: Evolution of O and O3 species for the UxOy laser ablation reaction mechanism.
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Figure 3.6: Evolution of O2 species for the UxOy laser ablation reaction mechanism.
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Figure 3.7: Evolution of charged oxygen species for the UxOy laser ablation reaction mech-
anism.
that a quasi-neutrality check was performed by summing the charge contributions from the
electrons and all ion species at each time step in the simulation; no net charge was observed
at any point in the simulation.
3.4 Discussion
A few points of clarification are in order regarding the above results and analysis. First,
it is important to reiterate that the purpose of the above global model is to examine how
the UxOy reaction mechanism behaves under conditions similar to that of a laser ablation
event, rather than to model the laser ablation event itself. This is because the global model
simulates a closed, spatially uniform system, so that the resulting evolution of the system
tends towards a steady-state behavior. This is most obvious in figure 3.2, where the gas and
electron temperatures in stage 3 tend towards a value of around 3500 K instead of continually
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cooling towards room temperature. Adding diffusion or other loss terms in equation (3.1)
would be inadequate for fully capturing the physical behavior of a laser ablation event; this
would instead require using a compressible gas dynamics model in addition to the current
kinetic equations, which would also greatly complicate the analysis of the system’s kinetics.
Therefore, in order to focus strictly on the kinetics of the system, the global model is limited
to simulating kinetic processes only. This approach allows for a clear look at the chemical
evolution of the system according to the UxOy reaction mechanism constructed herein, but
the results of the global model should not be interpreted as a physically accurate picture of
the UxOy ablation process.
Another worthwhile thing to note is that the above analysis pertains to an idealized
mixing scenario where the uranium is well mixed with the oxygen atmosphere. In the case
of a poor mixing scenario, that is, one where the initial molecular oxygen density is rarefied
and lower than the initial uranium density, the smaller oxygen population will be more
rapidly consumed by uranium reactions, preventing formation of oxides more complex than
UO. This behavior can be inferred from figure 3.1, where excess atomic oxygen in stage 3
is responsible for formation of complex oxides such as UO2 and UO3 through combination
with UO. In an ablation event, the outer portion of the plume is likely closer to an idealized
mixing scenario than the inner portion due to the availability of oxygen at the plume-ambient
gas interface.
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Chapter 4
Two-dimensional transport model
Although the global chemistry model previously detailed in chapter 3 is extremely valuable
as a tool for examining the reaction kinetics of a highly reactive system, the model also fails
to capture any fluid dynamics due to its exclusion of transport effects. This poses a major
drawback for modeling a system that is both highly reactive and highly dynamic, such as a
laser ablation event. Therefore, in order to account for both reactive and transport effects,
the global model must be extended to include a set of fluid equations detailing the dynamics
of the laser ablation system. The focus of this chapter, then, is to detail a 2D model that
incorporates the reaction mechanism constructed in chapter 2 in order to simulate a uranium
laser ablation event. First, the equations being solved by the 2D reactive, compressible fluid
model are presented, along with a brief overview of the computational methods utilized by
the solver. Next, the initial and boundary conditions for a representative laser ablation case
are outlined, followed by a detailed examination of the simulation results. The simulation
results pertain to examining the evolution of fluid moments and species concentrations within
the plasma plume during the first 10 µs of plume expansion. A brief discussion of the
results is then presented in order to summarize the overall plume evolution and to point out
unusual features and behaviors that may require calibration of the underlying UxOy reaction
mechanism. Lastly, we present a brief look at how experimental measurements may be used
to calibrate the modeling results using a set of synthetic diagnostic techniques.
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4.1 Model equations
The two-dimensional model of the ablated plume expansion is carried out using the ANSYS
Fluent CFD software [66]. In particular, a pressure-based solver for an inviscid, compressible,
multi-species, reactive fluid flow is used. A Pressure-Implicit with Splitting of Operators
(PISO) scheme is used for the pressure-velocity coupling of the segregated pressure-based
solver [67]. The cell face pressure interpolation procedure is performed using a face centered
staggered grid via the PREssure STaggering Option (PRESTO) scheme [68]. A Quadratic
Upstream Interpolation for Convective Kinematics (QUICK) type scheme is used for density
interpolation and spatial discretization of the convection terms in the fluid equations [69].
Time integration is performed using a bounded second order implicit method [70]. The
complete set of Euler equations being solved can be written as:
∂ρ
∂t
+∇ · (ρv) = 0 (4.1)
∂(ρv)
∂t
+∇ · (ρvv + P ) = 0 (4.2)
∂(ρE)
∂t
+∇ · ((ρE + P )v) =
species∑
i
∆Hof,iS˙i (4.3)
∂(ρYi)
∂t
+∇ · (ρYiv) = miS˙i (4.4)
Equations 4.1 - 4.3 are the conservation equations for mass, momentum, and energy, where
ρ is the total fluid mass density, v is the advection velocity vector, P is the fluid pressure,
and E is the total specific energy. The equation of state is described by the ideal gas law:
P = ρRT/m¯ (4.5)
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where T is the equivalent temperature of the fluid and m¯ is the effective molar weight of the
fluid. Equation 4.4 represents a set of mass conservation equations for an arbitrary number
of species i in the fluid mixture, where each species has an associated mass density fraction
Yi = ρi/ρ, enthalpy of formation ∆H
o
f,i, and rate of production S˙i, which has the same
formulation as in section 3.1. The total specific energy E is given by the sum of the specific
internal and mechanical energy:
E = h− P
ρ
+
v · v
2
, where h =
species∑
i
hiYi (4.6)
hi =
∫ T
T0
cp,idT
′ (4.7)
where hi and cp,i are the specific sensible enthalpy and the specific heat at constant pressure
of species i, respectively. The thermodynamic properties of each species are specified using
a 7 term polynomial representation, as previously shown in section 2.1.1.
Note that the above formulation is inviscid and does not account for thermal conduction,
thermal diffusion, species mass diffusion, and viscous stresses. This is a simplifying assump-
tion made mainly due to the supersonic nature of the flow during the early stages of plume
expansion, which will result in strong advection that is dominant over viscous and diffusive
effects. The aforementioned viscous terms will play an especially important role in the later
stages of the plume evolution when the pressure begins to reequilibriate and further expan-
sion of the plume is dominated by viscous effects and diffusive behavior. However, since the
analysis presented here is focused on the early stages of plume evolution, and our main focus
is on the reactivity inside the plume structure, the use of Euler equations is sufficient for
adequately capturing the expansion dynamics during the timescales of interest (up to a few
microseconds).
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Figure 4.1: Diagram of the 2D modeling domain (outlined in blue) and the initial conditions
of the simulation, which consist of a crater region uniformly filled with hot, overpressurized
atomic uranium in a uniform O2 atmosphere at STP.
4.2 Initial and boundary conditions
The initial conditions of the simulation are based on a literature study of a femtosecond laser
ablation of aluminum in atmospheric argon [60]. The study estimates the initial pressure
of an ablation plasma by matching the propagation of the ablation shock front modeled
by a compressible fluid dynamic model to experimentally measured shadowgraphy images.
An initial pressure of 35 MPa for a 1 eV Al plasma initially confined to a 5 µm deep, 170
µm radius crater is shown to produce a shock front in good agreement with experimental
measurements of a 40 fs, 800 nm, 5 mJ laser ablation shock front. Since, as mentioned
previously in section 3.2, the initial conditions will depend heavily on the laser parameters
as well as the material being ablated, the above set of initial conditions will be treated
here as a general representation of ablation-like conditions in order to explore the transport
behavior of a representative ablation plume in the case of uranium ablation.
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A 2mm radius quarter-circle domain with a non-uniform mesh of around 78200 grid
points is used in the simulation. A diagram of the computational domain and the initial
conditions is shown in figure 4.1. The bottom edge of the domain features an elliptical crater
with a radius of 170 µm and a depth of 5 µm. The crater is uniformly filled with 35 MPa,
1eV atomic uranium, while the rest of the domain is uniformly filled with 1 atm, 300 K O2.
The bottom edge of the domain uses a no-slip wall boundary condition (zero velocity), while
the left border of the domain acts as a symmetry boundary where both the normal velocity
and all normal gradients are set to zero. The outer edge of the domain uses a non-reflective
[71] pressure outflow boundary condition that specifies the static pressure along the edge to
be atmospheric and sets the gradients of all other fluid quantities to zero. Lastly, a fixed
timestep of 1 ns is used for 10000 timesteps to obtain a plume evolution up to 10 µs.
4.3 Results
4.3.1 Fluid Moments
Profiles of the pressure, mass density, and mach number of the ablated plume along the
center of the plume (axis of symmetry normal to the target surface) are plotted for several
points in time in figure 4.2. Overall, the shapes of the fluid moment profiles are characteristic
of a shock wave propagating away from the target surface into the surrounding atmosphere.
The initial pressure of 35 MPa drops sharply to around 6 MPa in the first 50 ns, while the
mach number at the shock front increases to around 2 in the same time frame, indicating
a supersonic expansion. The primary shock front transitions to subsonic propagation after
about 1000 ns and leaves the domain after about 3000 ns. The 50 ns plots also show
the presence of an internal shock behind the primary shock front due to reflection of the
expanding plume from the target surface. As the plume continues to expand, we see the
formation of additional internal shocks that propagate between the primary shock front and
the plume center. For example, the 500 ns mach number profile shows a third shock structure
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Figure 4.2: Evolution of fluid moment profiles (absolute pressure, mass density, and mach
number) along the axis of symmetry for the first 3 µs of plume expansion.
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propagating at around 150 µm. These internal shocks becomes more difficult to resolve at
later times due to both the linear scale of the plot and their complex behavior.
These features are much better resolved by a two-dimensional logarithmic plot, as shown
in figure 4.3. The behavior shown for the first µs (1000 ns) is quite similar to what was
previously shown by the mach number profile plots, with the exception of additional features
that form inside the plume core near the plume-target interface. After 2.5 µs, we observe
the continued propagation of a number of internal subsonic shocks and rarefaction waves
throughout the domain. We also see the formation of complex flow structures within the
ablation plume, which has expanded to a radius of about 500 µm. After 5 µs, most of
the internal shocks are damped out as the pressure reequilibirates towards atmospheric
conditions, and the complex flow structures formed inside the ablation plume can be more
easily distinguished. An interesting feature can be seen after 7.5 µs, where a distinct shock
wave that is generated by reflection of the primary shock front from the outer edge of the
simulation domain can be seen propagating backwards towards the target surface. Similar
behavior has been observed in experiments when the primary shock front is reflected by the
chamber walls, although this occurs at a much later time due to the much larger size of
the chamber. The overall evolution of the flow after around 5 µs is dominated mainly by
turbulent transport of the plume edge, which is difficult to discern from the mach number
plot, but is signaled by the regions with mach numbers of around 0.1. However, the effects
of turbulent transport become much more apparent when examining the evolution of the
plume temperature.
Figure 4.4 presents snapshots of the plume temperature evolution during plume expan-
sion. During the first 50 ns of expansion, the temperature drops from the initial value of
11600 K to about 7000 K throughout most of the plume, with the exception of a thin re-
gion with an elevated temperature of about 11000 K. This high temperature region forms
due to the propagation of a rarefaction wave behind the primary shock front. The higher
temperatures in this region also result in the formation of a layer of plasma with a higher
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Figure 4.3: Snapshots of plume mach number profiles at various times during plume expan-
sion. Note that a log scale colormap is used in order to highlight lower magnitude features
during later stages of evolution.
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Figure 4.4: Snapshots of effective plume temperature profiles (assuming LTE) during the
first 10 µs of plume expansion.
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degree of ionization, as will be shown later. The primary shock front can also be faintly
seen in the 0.05 and 0.25 µs plots as a region of slightly elevated temperature propagating
ahead of the plume. As the plume continues to expand, it cools further, dropping down to
temperatures of around 5500 K at 0.25 µs, with lower temperatures near the leading edge
and higher temperatures of around 8000 K along the advected high temperature layer. Over
the next few µs, the temperature evolution is dominated by two main processes: turbulent
transport and reactive heating. The onset of turbulent transport can first be seen at 0.25
µs, where the slower expansion of the plume along the wall causes the outer edge of the
plume to swirl inwards, evolving into the internal structures seen forming after 1 µs. This
turbulent transport cools the core of the plume significantly in later stages of the plume
expansion, as can be seen after 7.5 and 10 µs. Reactive heating, on the other hand, occurs
within the core of the plume mostly as a consequence of the U + O associative ionization
channel of the UxOy reaction mechanism (reaction 16 in table 2.2). This reaction is highly
exothermic, is initiated by neutral U and O atoms, produces electrons, and has an approxi-
mately gas-kinetic cross section, which results in a large rate of reaction. As a consequence
of the large reaction rate and exothermicity of the reaction channel, the core region of the
plume experiences significant heating as the atomic uranium within the plume core reacts
with oxygen transported to the core by turbulent edge flow. As a result, a fairly dense
plasma is formed in the core region of the plume within the first 5 µs of expansion, after
which a dynamic equilibrium begins to be established at a fairly high temperature of around
8000 K. From then on, the core region is cooled mostly through further turbulent transport,
but the plasma in the displaced core region persists for the entire 10 µs of the simulation.
This unexpected behavior may be cause for further calibration of the aforementioned cross
section; however, it is difficult to tell with certainty whether this behavior is physical or not
without comparing the modeled temperature profiles against experimental measurements.
Note also that the outward expansion of the plume has essentially stopped after 5 µs due
to the reequilibriation of the internal plume pressure towards ambient conditions. Another
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noteworthy feature in the plume evolution is the prominent formation of Rayleigh-Taylor
instabilities driven by the mass density gradients at the leading edge interface of the plume
after 5 µs.
4.3.2 Concentration of neutral species
The evolution of atomic uranium (U) number density profiles is shown in figure 4.5. During
the initial stages of plume expansion (first 50 ns), the core of the plume is rich in atomic
uranium, as expected, with a concentration of around 1025 m−3 throughout the core. The
uranium concentration is lower by about 3 to 4 orders of magnitude at the leading edge of
the shock front due to the formation of molecular uranium oxides near the uranium-oxygen
interface. As the plume expands further (0.25 to 1 µs), the uranium oxide layer broadens,
and we see the apparent formation of Rayleigh-Taylor instabilities at both the core-oxide
and the oxide-atmosphere interfaces. At the same time, the uranium concentration within
the core region decreases due to both the expansion of the plume and the onset of significant
uranium-consuming reactions. The decrease of uranium concentration in the core from 1 to
5 µs coincides with the increase of temperature in the same region, as chemical reactions
(particularly U + O associative ionization) consume uranium and release heat. After 5 µs,
the concentration of uranium within the core region drops to around 5× 1023 m−3 and the
area of the uranium-rich core region is significantly diminished by the continued turbulent
transport of oxygen into the plume that takes place up to 10 µs. After 10 µs, it is expected
that the remaining pockets of atomic uranium will likewise disappear due to continuous
transport of oxygen into the plume. The formation of the aforementioned Rayleigh-Taylor
instabilities during the late stages of plume expansion is also much more clear from these
plots. In addition, the formation of a Richtmyer-Meshkov instability driven by internal shock
propagation can be seen in the upper portion of the 5 µs profile.
The concentration of uranium monoxide (UO) within the plume evolves according to
the profiles shown in figure 4.6. The distribution of UO presents three distinct regions
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Figure 4.5: Snapshots of U number density profiles during the first 10 µs of plume expansion.
Note that a log scale colormap is used for all species concentration plots in order to better
resolve the species evolution.
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Figure 4.6: Snapshots of UO number density profiles during the first 10 µs of plume expan-
sion.
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of concentration during the first 0.5 µs of plume expansion. Inside the core region of the
plume, the production of UO is limited by the availability of atomic oxygen, resulting in
relatively low UO concentrations of a few 1023 m−3. Likewise, the outermost edge of the
plume has a similarly low concentration of UO due to the consumption of UO for formation
of higher oxide species near the cooler oxygen rich leading edge. The region of highest UO
concentration appears between these two layers at a number density of around 1024 − 1025
m−3, where there is both enough oxygen to enable significant formation of UO to take place,
and the temperature is such that the reaction channels that lead to the formation of UO
dominate over processes that break it apart or consume it to form higher oxides. As the
plume expands further up to 2.5 µs, the introduction of oxygen to the plume core results
in increased production of UO in the region, leading the concentration of UO to arrive at a
point of dynamic equilibrium of around 3×1023 m−3 by 5 µs, after which the concentration in
the region remains nearly constant up to 10 µs. At the same time, the turbulent transport of
oxygen into the plume creates regions of lower concentration where the UO is either displaced
or combines with the cool oxygen to form higher uranium oxides.
The evolution of the uranium dioxide (UO2) concentration within the plume is shown
in figure 4.7. The early evolution of UO2 during the first 0.5 µs is characterized by an
expansion of a layer of high concentration (around 1023 m−3) that partly overlaps the region
of highest UO concentration and extends slightly further towards the leading edge of the
plume. Compared to the concentration in this layer, the core of the plume is almost devoid
of UO2 due to a lack of molecular oxygen in that region, leading to concentrations that are
around 5 orders of magnitude lower than the edge region. As the plume evolves further up to
5 µs, we see the same broadening of the oxide region as in figures 4.5 and 4.6, however we also
observe the gradual disappearance of the trace amounts of UO2 inside the plume core region
due to higher dissociation rates brought on by elevated temperatures via reactive heating.
Likewise, the concentration of UO2 in the core does not increase as oxygen is introduced
into the core via turbulent transport, as the higher temperatures in the region will result
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Figure 4.7: Snapshots of UO2 number density profiles during the first 10 µs of plume expan-
sion.
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in the preferential formation of UO over UO2. As before, the later stages of expansion (up
to 10 µs) show the role of turbulent effects in transporting the cooler region where higher
oxide formation takes places into the plasma core. It is due to this turbulent transport that
UO2 spreads throughout the plume, enabling the formation of stable molecular oxide such
as UO3 as the plasma begins to cool and condense on the longer timescales past 10 µs.
The concentration profile evolution of uranium trioxide (UO3) is shown in figure 4.8.
Unlike the lower oxides UO and UO2, the formation of UO3 during the early stages of plume
expansion (50 ns) is confined exclusively to a reactive layer (with a concentration of 1023-
− 1024 m−3) at the outer edge of the plume-atmosphere interface. Outside of this region,
within the core of the plume, oxygen combines primarily to form UO and a limited amount of
UO2, and we observe virtually no UO3 formation. As the plume continues to evolve, UO3 is
transported into both the plume and the atmosphere as the UO3 layer broadens. After 1 µs
the outer edge of the UO3 region extends well beyond the leading edge of the plume where
the lower uranium oxide regions reside (about 200 µm further). Here, the temperatures
are nearly atmospheric and any atomic uranium or lower uranium oxides that enter the
region will readily combine with oxygen to form UO3, which is a stable oxide, forming a
low concentration region of around 1022 m−3. This behavior is most likely a bi-product of
the inviscid model used here, as viscous effects should damp the expansion of U (and by
extension UO3) in the farthest region of the leading edge, preventing the significant drift of
UO3 seen here. In the later stages of plume evolution (up to 10 µs), UO3 is transported
into the core of the plasma via turbulent behavior similar to what was observed with UO2,
although UO3 makes up a lower portion of the concentration than UO2.
The evolutions of the number densities of atomic (O) and molecular (O2) oxygen within
the plume are shown in figures 4.9 and 4.10, respectively. Much of the behavior that was
previously noted in the uranium oxide profiles is also reflected in the evolution of the oxygen
species, particularly that of atomic oxygen. As the plume evolves during the first 1 µs of
expansion, we observe the formation of a layer of atomic oxygen that spans both the higher
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Figure 4.8: Snapshots of UO3 number density profiles during the first 10 µs of plume expan-
sion.
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Figure 4.9: Snapshots of O number density profiles during the first 10 µs of plume expansion.
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Figure 4.10: Snapshots of O2 number density profiles during the first 10 µs of plume expan-
sion.
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temperature regions where UO and UO2 is formed as well as the lower temperature region
at the very edge of the plume where UO3 formation dominates. As previously noted, the
concentration of O within the core of the plume at this stage is low (around 1021 m−3);
most of the O that is present in the core will readily react with U to form UO. As the
plume continues to evolve up to a few µs, the O concentration in the core region increases
up to around 1022 m−3 due to the introduction of additional O2 via turbulent transport,
which is quickly dissociated into O due to the high core temperature brought on by reactive
heating. The transport of O in the denser (around 1024 m−3) edge region of the plume on
this timescale is likewise dominated by turbulent transport. The evolution of O2 within the
plume most closely follows that of UO3, as both molecules will be present largely in the
lower temperature regions at the edge of the plasma. Thus, outside of the atmosphere itself,
O2 is confined mostly to the oxide layers (with a concentration of around 10
22 m−3) and the
cooler regions of the outer plume edge that are subject to turbulent transport in the later
stages of plume expansion. The concentration of O2 within the core of the plume is also
small throughout the expansion.
4.3.3 Concentration of charged species
Note that in order to better highlight the relevant features, the scale used for the charged
number density profiles was chosen to be two orders of magnitude lower than what was used
for the profiles of the neutral species.
The evolution of the number density profiles of free electrons is shown in figure 4.11. As
expected, we see that the plasma plume is most strongly ionized during the initial 50 ns
of expansion (around 1022 − 1023 m−3). The degree of ionization is particularly high in a
thin region at the core-oxide layer interface corresponding to the high temperature region
previously discussed in section 4.3.1. The electron density in the core region decreases at
first as the plume expands up to a time of 0.5 µs, but then begins to increase as the U
+ O associative ionization reaction begins producing electrons and heating the core. As a
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Figure 4.11: Snapshots of free electron number density profiles during the first 10 µs of
plume expansion. Note that the colormap scale for charged species is shifted 2 orders of
magnitude lower compared to the neutral species plots.
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result, the electron density in the core region increases by about one order of magnitude
between the times of 0.5 and 5 µs, from around 1021 to around 1022 m−3. Over the same
time range, the electron density in the oxide layer past the core-oxide layer interface remains
relatively unchanged, although it is unclear what mechanism is responsible for the continued
production of electrons in this region. Note that the strongly ionized high temperature
layer between the core and oxide layer regions also persists over this time range, although
the shape of the layer is distorted by advection and Rayleigh-Taylor instabilities. Another
interesting behavior on this timescale is observed at the far leading edge of the plume, where
electrons appear to be transported farther into the surrounding atmosphere than any other
species. Although the concentration of electrons in this region is fairly low (around 1020
m−3), it is unclear why this region forms in the first place and why it is not diminished
by either attachment (oxygen is electronegative) or recombination over a timescale of 10
µs. One possible explanation for the lack of strong electron attachment in the region is the
presence of a deficiency in the Arrhenius fit of some of the oxygen electron attachment cross
sections shown in table 2.5. The deficiency could occur due to the large temperature range
used in the fitting procedure (300 – 30000 K), which may produce an excellent fit over much
of the range, but also give poor values at the bounds. For example, the e + O electron
attachment reaction (reaction 23 in table 2.5) has the lowest fitting parameter out of all
the Arrhenius fits at R2 = 0.938135, which may result in a significant deviation from the
cross-section calculated reaction rate values at the 300 K temperature expected near the far
leading edge.
The evolution of uranium ion (U+) concentration is shown in figure 4.12. Qualitatively,
the distribution of uranium ions throughout the simulation is similar in shape to that of
neutral uranium atoms. The quantitative evolution of the U+ concentration, however, is
somewhat different. The concentration of U+ during the first 50 ns of expansion is nearly
equal to the electron concentration, as expected. As the plume continues to expand over the
next µs, the concentration of U+ in the core region drops by about 3–4 orders of magnitude
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Figure 4.12: Snapshots of U+ number density profiles during the first 10 µs of plume expan-
sion.
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as the temperature decreases from around 7000 K to around 5000 K, causing increased rates
of recombination and consuming U+ to form U. By contrast, the concentration of U during
this time only decreases by about an order of magnitude, primarily due to formation of
UO. As the trend of core cooling is reversed by the onset of reactive heating after 2.5 µs,
the concentration of U+ in the core rises due to the increased temperature and reaches a
concentration of around 1022 m−3 by 5 µs, which then remains relatively unchanged up to
10 µs. As was the case with atomic uranium, the core region on this timescale is diminished
by turbulent transport, leading to strong cooling and recombination throughout much of the
plume. Also similar to atomic uranium is the low concentration of U+ in the oxide regions
at the leading edge of the plume, where uranium oxide ions are formed.
Profiles of uranium monoxide ion (UO+) concentration during plume expansion are plot-
ted in figure 4.13. Although UO+ is concentrated mostly in the oxide layer during the first
50 ns of expansion with a concentration of around 1023 m−3, there is also a sizable concen-
tration of around 1021− 1022 m−3 found within the core of the plume, the distribution being
similar to what was seen in the UO concentration profile at this time. As the plume expands
further up to 0.5 µs, the concentration in the oxide region diminishes while the concentration
in the core remains nearly constant until it begins to increase after 1 µs due to the U +
O associative ionization reaction, which is responsible for producing the majority of UO+
in this region, as well as for heating it. Note also that the same layer of high ionization
between the core and oxide regions that appeared in the electron concentration profiles is
also present here, indicating that the layer is actually located in the oxide region due to
the increased formation of UO+ over U+. After 2.5 µs, the core and oxide layer regions are
found to have similar UO+ concentrations of around 1022 m−3, signaling the development of
a dynamic equilibrium, as was the case for UO. Also similar to the evolution of UO is the
formation of lower concentration pockets due to transport and cooling via turbulent edge
movement, as seen from 5 to 10 µs. Comparing the electron, U+, and UO+ concentration
profiles shows that both U+ and UO+ have a similar concentration of around 1022 m−3 in
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Figure 4.13: Snapshots of UO+ number density profiles during the first 10 µs of plume
expansion.
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the displaced core region of the plume after 5 µs, while UO+ is the dominant ion species
throughout much of the rest of the plume, with the exception of the cooler leading edge
regions and the aforementioned pockets of lower concentration that form due to turbulent
transport.
Uranium dioxide positive ion (UO+2 ) profiles are shown in figure 4.14. The evolution of
UO+2 during the first 2.5 µs of plume expansion shows a few of interesting features. First, the
previously discussed high temperature layer seen inside the oxide region at 50 ns can be seen
here as a region of reduced UO+2 concentration due to the increased dissociation of UO2 and
UO+2 there. Second, the familiar plume expansion from 0.25 to 2.5 µs is accompanied here
by an additional front of UO+2 that expands ahead of the leading edge of the plume, along
the outer edge of the low temperature plume-atmosphere interface where UO3 dominates.
It is not entirely clear why this layer forms; one possible explanation might be that in
this region, the concentration of O2 is such that more UO
+
2 is produced via the U + O2
associative ionization pathway than is consumed by three-body recombination. This may
also explain why the region diminishes at later times as the buildup of O2 concentration near
the leading edge due to the initial shock front relaxes towards a lower equilibrium value via
pressure reequilibiration, resulting in a lower rate of associative ionization there. Another
interesting feature is that, throughout the expansion, the concentration of UO+2 in the core
region is close to the concentration of UO2 in the same region, indicating a high degree of
UO2 ionization in the core region. This behavior seems to stem from the presence of UO
+
in the core region, as reaction 21 in table 2.2 forms UO+2 from UO
+ and O2, and a relatively
large concentration of UO+ exists in the core region due to the U + O associative ionization
channel.
The last major uranium ion species in the plume is the negative uranium trioxide ion
(UO−3 ), whose evolution profiles are plotted in figure 4.15. As expected, the evolution of UO
−
3
closely follows the evolution of UO3 throughout the plume expansion process. Compared to
other uranium ion species, UO−3 has a much lower concentration of around 10
19 − 1020 m−3
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Figure 4.14: Snapshots of UO+2 number density profiles during the first 10 µs of plume
expansion.
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Figure 4.15: Snapshots of UO−3 number density profiles during the first 10 µs of plume
expansion.
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due to being confined to a region of much lower temperature (600 – 1000 K) where UO3
resides. Although this is to be expected, it is also somewhat surprising that the UO−3 ions in
this cold region are not completely neutralized after the first few µs. This behavior is similar
to the spread of electrons into the atmosphere observed in figure 4.11, as both are negative
species that persist in the outer edge of the plume and do not seem to experience significant
recombination over a µs time scale. As with the electron profiles, this behavior may point to
either missing electron detachment reaction channels within the current reaction mechanism
or to underestimation of the current UO−3 neutralizing rate coefficients.
4.4 Discussion
The overall evolution of the ablation plume can be described as follows: first, the hot over-
pressurized atomic uranium in the target crater expands, producing a supersonic blast wave
that propagates away from the target into the surrounding atmosphere. As the ablated
uranium expands, the ablation plume develops several reactive regions where the evolution
of the species composition is determined by the local temperature and the availability of
oxygen. The uranium at the very outer leading edge of the plume (at the plume-atmosphere
interface) penetrates the deepest into the atmosphere, where the availability of oxygen and
standard temperature conditions result in the formation of stable uranium molecular ox-
ides, mainly UO3 (although some U2O2 and U2O3 is also present here). At the same time,
oxygen from the atmosphere penetrates into the expanding plume to form an oxide layer
near the leading edge consisting mainly of UO and UO2 and the corresponding ions, with
the UO region located slightly closer to the plume core than the UO2 region. The core
of the plasma plume initially consists primarily of atomic uranium and the corresponding
ionic species, but the introduction of oxygen into the core region via turbulent transport at
the plume-material interface prompts a strong U + O associative ionization response that
produces a large concentration of UO−, UO, and electrons. In addition, the aforementioned
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reaction greatly heats the core of the plasma, sustaining a fairly dense plasma well into the
µs timescale. At this time, the outward expansion of the plume is significantly slowed due
to the reequilibriation of the internal plume pressure towards ambient conditions; almost
no expansion occurs after 5 µs. The dynamic equilibrium of the core region established by
associative ionization heating is eventually disturbed by the increased inflow of the cooler
oxide layer into the core of the plume via turbulent transport at the plume-target interface.
As a result, the plume consists mostly of UO and UO2 after 10 µs of expansion. In addition
to the development of turbulent transport, we also observe the formation of Rayleigh-Taylor
and Richtmyer-Meshkov instabilities across interfaces with mass density gradients (both at
the core-oxide layer interface and the oxide-atmosphere interface), with the latter being
prompted by internal shocks that propagate behind the primary shock front.
Although the overall evolution and structure of the ablation plume makes physical sense,
there is also a number of unexpected features that develop during the plume expansion
that require further investigation. The most striking of these features is the strong heating
and electron production that results from the U + O associative ionization reaction channel
(reaction 16 in table 2.2). As stated previously in section 2.2.3, the reaction rate for this
reaction channel was informed by the cross sections calculated in an experimental study
of Fite [10] regarding associative ionization of uranium in atomic and molecular oxygen.
The study utilized a mass spectrometer to detect ions produced by crossed beams of par-
tially dissociated oxygen and atomic uranium in a vacuum chamber. The cross section for
U + O→ e + UO+ was then found based on the mass spectrometer signal ratio of UO+ to
UO+2 and a separate measurement of the U + O2 → e + UO+2 cross section (reaction 17 in ta-
ble 2.2). The study concluded that the cross section of the associative ionization channel for
U + O was around two orders of magnitude larger than for U + O2, and was thus effectively
gas-kinetic. Although the study admits the presence of a number of statistical uncertainties
in these measurements, as well as a drastically oversimplified view of the available reaction
pathways, the large signal ratio of UO+ to UO+2 shows that there is significant production
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of UO+ under thermal conditions, regardless of which mechanism is responsible. The exact
mechanism and corresponding reaction rate responsible for the production of UO+ is a point
that is in need of further calibration based on either experimental ablation measurements or
an expanded TST analysis.
Another feature of interest in the results is the persistence of charged species in the plume
up to timescales of 10 µ s. Although part of the reason for this behavior is explained by
the above discussion of U + O associative ionization, the persistence of charged species is
prevalent even in the leading edge region of the plume where U + O associative ionization
is not significant and the temperature is around 4500 K. This can be seen from the electron
plots, where the concentration remains on the order of 1022 m−3 throughout much of the
plume up to 10 µ s. It is not clear by what mechanism the population of charged species
is sustained in these outer regions; possible reasons include underestimated recombination
reaction rates or missing recombination reaction channels. In addition, we also observe a
significant drift of electrons deep into the atmosphere at a concentration of around 1020
m−3. This behavior leads to the generation of negative ions in the same region due to
electron attachment, leaving the region negatively charged, while the lack of positive ions in
the region makes recombination impossible. The development of this electron distribution
begins during the first 50 ns of expansion, where a significant charge imbalance can be seen
at the leading edge of the plume. The thin region at the leading edge is dominated by U+
in the inner portion and electrons in the outer portion. As the plume expands, so do both
of these charged regions, leading to the expanded electron region seen in the later electron
concentration profiles. It is unclear whether the development of this charge imbalance is
physical or by what exact mechanism the formation of the imbalance occurs.
Lastly, note that a number of species included in the complete reaction mechanism shown
in table A.1 are not discussed in the above simulation results due to either their low concen-
trations or lack of relevance for the formation of uranium molecular species. For example,
although oxygen has a number of electronic and vibrational excited states, their distribu-
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tion is not considered relevant here since only interactions between ground state oxygen and
uranium produce uranium molecular species in the current model. There are also a number
of oxygen ions that are present in the plume (predominantly O− and O−2 ), but these ions
are found in low concentrations (less than 1019 m−3) throughout most of the plume evolu-
tion. This is due to the fact that oxygen is highly electronegative, meaning that the major
ionic oxygen species will form through electron attachment, but the regions of high electron
concentration coincide with regions of high uranium concentration, leading to most of the
oxygen there being consumed to form uranium oxides rather than oxygen ions. Another re-
lated ion that was not mentioned above is UO−2 , which is found in similarly small quantities
and is considered a minor ionic species compared to UO−3 , UO
+
2 , and UO
+. This observation
is in line with the conclusions drawn in a theoretical study on the fluid equation of state of
UO2 [72], where UO
−
3 , UO
+
2 , and UO
+ were found to be major ionic species in the uranium
oxygen system over other ionic species such as UO−2 and O
−. A factor that contributes to
UO−3 being the dominant negative ion species over O
−, O−2 , and UO
−
2 is that there are a
number of reaction channels in the reaction mechanism used here that lead to the formation
of UO−3 from O
−, O−2 , and UO
−
2 (reactions 22, 26, 27 in table 2.2).
4.5 Synthetic diagnostics
There is often a disconnect between the physical quantities measured in a laboratory ex-
periment and the physical quantities calculated by a simulation. For example, the primary
output of the coupled 2D fluid transport and plasma chemistry model is a set of time and
space resolved fluid moments and species number densities, whereas the output of a typi-
cal laboratory laser ablation experiment may be a set of emission spectra or ICCD images.
This discrepancy occurs due to an additional ”post-processing” layer that is imposed when
physical quantities are measured in a laboratory environment using a given diagnostic tech-
nique. For example, while the spectra measured by a spectrometer are based on the fluid
72
Figure 4.16: Example of a synthetic detector line of sight modeled as a two-dimensional
Gaussian distribution.
parameters of the plasma, the parameters cannot be easily de-convoluted from the spectra,
preventing a direct comparison between the experimental and computational results. In
order to enable such a comparison, we must instead transform the simulation outputs into
synthetic signals that are comparable to the measured signals using a synthetic diagnostics
technique. For example, producing a synthetic emission spectrum requires simulating the
line-of-sight of an optical spectrometer via a spatial distribution function, then calculating a
line-of-sight weighted average of relevant plasma parameters, and finally calculating emission
spectra based on the aforementioned plasma parameters and knowledge of the electronic and
vibronic states and transitions of the relevant emission lines.
The line of sight of a spectrometer can be simulated as a 2D set of Gaussian distribution
functions given by:
fG(x, y) =
1√
2pi[σ(x)]2
exp
(−(y − µ)2
2[σ(x)]2
)
(4.8)
where x and y are the coordinates parallel and perpendicular to the material surface, re-
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Figure 4.17: Example time evolution of synthetically observed species concentrations using
the line of sight distribution shown in figure 4.16.
spectively, µ is the expectation value, which corresponds to the y-location of the focal point,
and σ(x) is the standard deviation, given by:
σ(x) =
FWHM√
8 ln 2
|x|
xmax
(4.9)
where FWHM is the full width at half maximum of the line of sight. An example of 2D line
of sight distribution generated using the above equations with µ = 0.2 mm and FWHM =
0.1 mm is shown in figure 4.16.
Integrating a time- and space-resolved quantity over the line of sight distribution will yield
a time evolution of the distribution-weighted average of that quantity. The resulting set of
synthetically observed quantities will thus be a convolution of both transport and reactive
effects. For example, if we apply the line of sight diagnostic shown in figure 4.16 to the
neutral uranium species profiles previously discussed in section 4.3.2, we obtain a set of time
resolved synthetic signals shown in figure 4.17. The sharp increase in observed concentration
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Figure 4.18: Example of normalized time-resolved emission line intensities for molecular and
atomic uranium emission lines in atmospheric (a) oxygen and (b) argon [23]. Each point is
normalized with respect to the intensity of a reference atomic uranium line (591.5 nm) at
that time in order to eliminate the effects of diminishing fluorescence on the line intensities.
over the first few nanoseconds is a consequence of the placement of the synthetic focal point,
as the plume will have to expand for a few nanoseconds before the leading edge reaches
the detector line of sight. Note also the order of appearance of the three species, as UO2
appears first while U appears last. This is also a bi-product of the detector location, as the
concentration at the leading edge, which reaches the detector first, will consist primarily of
uranium molecular oxides, while atomic uranium will be confined to the low oxygen core
region, which reaches the detector last. The evolution of the species concentration after
this point is likewise a combination of transport and reactive effects. As the plume expands
further, the observed concentrations will decrease in proportion to the expansion of the region
in which they reside, while reactive effects will contribute both to species consumption (U)
and production (UO, UO2).
The preliminary analysis provided by the above synthetic diagnostics may be useful
for qualitative calibration with experimental measurements, for example when considering
time-resolved normalized line emission measurements, such as the ones shown in figure 4.18,
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which also give a qualitative description of species evolution over time for a given detector
configuration. Even in this simple calibration scenario, however, there are a number of
additional considerations that should be taken into account. For example, the normalization
procedure performed to make figure 4.18 results in an evolution of line intensities that is a
convolution of the fluorescent, transport, and reactive properties of the two species considered
by each intensity ratio shown. This is due to both the differences in the fluorescent lifetimes
of the UO and U lines, and the differences in spatial distribution and reactivity of UO and U
particles in the plume. Therefore, while these experimental measurements show the growth
of a UO emission line with respect to an atomic uranium line, it is difficult to tell what role
optical and reactive effects play in the shape of the evolution.
The situation becomes even more complicated if quantitative calibration is required, as
producing a synthetic emission spectrum will require utilizing a collisional-radiative model
to fully account for all the possible electronic and vibronic transitions of each species. The
development of such a model is well outside the scope of this work, and will not be discussed
here. Nevertheless, the simple qualitative synthetic diagnostics detailed above present a first
step towards enabling the calibration of the UxOy reaction mechanism in accordance with
experimental measurements.
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Chapter 5
Conclusion
A laser ablated uranium plasma plume has been simulated by means of both a global kinetic
model and a 2D reactive, compressible fluid model using a newly constructed UxOy reaction
mechanism. The thermochemical portion of the reaction mechanism was based upon a well
characterized gaseous-metal system (AlxOy) and constructed according to rate coefficients,
reaction cross sections and potential barrier values found in literature by utilizing a num-
ber of analytical relations from reaction rate theory. The reaction mechanism was further
expanded by including a set of plasma-chemical reactions and by considering a number of
reverse reactions whose rate coefficients were calculated according to the principle of de-
tailed balance. The completed uranium reaction mechanism was then supplemented by the
detailed oxygen reaction mechanism of table A.1 and a simplified plasma-chemistry formu-
lation was introduced in order to avoid the unnecessary complexity of using a Boltzmann
solver to obtain reaction rates in a Maxwellian plasma.
The UxOy reaction mechanism was implemented into a global model of ns laser uranium
metal ablation in atmospheric oxygen in order to analyze the detailed reactive behavior of the
UxOy reaction mechanism. The global model was used to show the complex kinetic behavior
that leads to the formation of uranium molecular ions over the duration of the ns laser pulse,
as well as the interplay between the neutralized uranium ions and the dissociated oxygen
atoms in the aftermath of the laser ablation. From the model, we observe the sequential
formation of uranium monoxide, uranium dioxide, and uranium trioxide at different time
scales during plume cooling. The sequential formation pattern is initiated when dissociated
oxygen atoms produced by the laser pulse are consumed in order to form UO, which in turn
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reacts with the remaining oxygen atoms to form higher oxides, eventually leading to the
formation of UO2 and UO3, which begin to approach saturated concentrations 1 ms after
the initial pulse heating.
The global model was then extended to a 2D inviscid, compressible, reactive multi-species
fluid model in order to examine the effect of ablation plume dynamics on the reactivity of
the system. The modeled fs laser uranium ablation event was found to produce a supersonic
shock front with a complex evolution of internal shocks and a highly reactive hot ablation
plume with strong reactive heating. The ablation plume was shown to contain several regions
of varying uranium molecular oxide formation, with higher oxides such as UO3 being confined
to the cooler outermost edge of the plume, while the lower UO and UO2 oxides were found
in overlapping oxide layers closer to the plume core. The core of the plume was shown to
be subject to strong reactive heating due to U + O associative ionization, which results
in a high flame temperature of around 8000 K and significant formation of UO within the
plume core. The µs plume evolution reveals cooling due to turbulent transport of the oxide
layer near the plume-target interface and the formation of Rayleigh-Taylor and Richtmyer-
Meshkov instabilities. A high degree of ionization was seen during the early ns stages of
expansion as well as on longer µs timescales, highlighting an unexpected behavior of the
plasma that requires further calibration. A brief description of potential calibration methods
was provided by examining a synthetic diagnostics approach to experimental calibration.
5.1 Future work
The UxOy reaction mechanism and the uranium laser ablation models established in the
current work present a good starting point for the much broader challenge of accurately
capturing the overall kinetic behavior of uranium molecular species in condensing plasma
plumes. However, arriving to a point where this challenge can actually be fully realized
requires a number of substantial refinements, calibrations, and extensions to virtually every
78
part of the current model. A few main areas of future work that can be highlighted are the
extension of the 2D compressible reactive fluid model, the refinement of the UxOy reaction
mechanism, and the development of further synthetic diagnostics.
The most straightforward extension that can be made to the 2D reactive fluid model
detailed in this work is the inclusion of additional transport phenomena such as species
mass diffusion, fluid viscosity, and thermal fluid conduction. However, the unavailability of
transport parameters for uranium oxide molecular species complicates such an extension,
requiring the relevant set of transport parameters to be obtained by either experimental
or computational methods (DFT, for example). As previously mentioned, this extension
would be especially important for modeling the later stages of plume expansion where the
internal pressure of the plume is at equilibrium and diffusion effects are dominant. The initial
conditions used in the current model could also be improved by matching the crater shape
and initial ablated uranium pressure to that of a specific experimental case of uranium laser
ablation, enabling easier calibration of modeled results with experimental measurements.
Alternatively, a laser-material interaction model could be coupled to the current model in
order to calculate the initial fluid conditions of the plasma from the properties of the incident
fs laser pulse [74]. A major model development would be to extend the current model to
include the particle nucleation and aggregation processes that occur on the millisecond and
longer timescales and lead to the condensation of uranium molecular species and subsequent
formation of nuclear debris, although such an extension is outside the scope of the current
project.
As previously mentioned in section 2.1.2, the current UxOy reaction mechanism could
also potentially be refined in a number of ways. First, the activation energy estimates in
the current work can be improved upon by using ab initio or DFT methods to calculate the
activation energies from the potential energy surface of each reaction. However, such calcula-
tions are fairly sophisticated even for reactions involving only light atoms or simple diatomic
molecules, and grow substantially in complexity when heavier atoms (such as uranium) or
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larger molecules are considered. The complexity is inherent in the more general problem
of locating and characterizing the transition state of a given reaction, and makes it more
difficult to apply conventional transition state theory to the current reaction mechanism.
Another area of potential refinement is utilizing a method of automatic reaction mechanism
generation for constructing the reaction mechanism [73], although such methods have so far
only been applied to well known chemical systems (i.e. hydrocarbon chemistry), rather than
more obscure systems such as uranium laser ablation. Regardless of the specific refinements
made, the reaction mechanism, or at the very least the overall species evolution produced
by the reaction mechanism, will also have to be ultimately validated against experimental
measurements using synthetic diagnostics. Lastly, in order to more fully capture the evolu-
tion of uranium molecular species in atmospheric air, the reaction mechanism will eventually
have to be extended to also include nitrogen reactions.
The development of the synthetic diagnostics themselves is also an especially crucial point
for the refinement of the current model as synthetic diagnostics enable consistency checks
between modeling results and observed physical behavior to be made. The rudimentary set
of synthetic diagnostics discussed in section 4.5 can eventually be greatly extended to enable
comparisons with measurements obtained through ICCD imaging, laser induced fluorescence,
molecular emission spectroscopy, and time-resolved infrared spectroscopy. Regardless of the
specific type of experimental technique used for calibration, the development of synthetic
diagnostics has to be done in close concert with the techniques used for measurements
in order to enable the best comparisons to be made between the synthetic and measured
data. The end goal of a coupled modeling-experimental approach would be to attain both
qualitative and quantitative agreement between modeling and experimental observations.
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Appendix A
Rate coefficients and thermodynamic
constants
Table A.1: List of reactions used in the UxOy reaction mechanism.
No. Reaction Rate coefficient Ref.
Uranium thermochemistry
1 U + O2 
 UO + O 3.36× 10−12T 0.5g exp(−5161.7/Tg) [10][9]
2 U + O2 
 UO2 3.36× 10−12T 0.5g exp(−12910/Tg) [10][9]
3 UO + O2 
 UO2 + O 3.8× 10−11T 0.17g LJ
4 UO2 + O2 
 UO3 + O 1.17× 10−11T 0.5g exp(−8915.7/Tg) SCT
5 U2O3 
 U2O2 + O 3× 1015 exp(−68148.6/Tg) Eyring
6 U2O3 
 UO2 + UO 3× 1015 exp(−46023.3/Tg) Eyring
7 U2O3 
 UO3 + U 3× 1015 exp(−64746/Tg) Eyring
8 U2O2 
 UO + UO 1× 1015 exp(−60010.1/Tg) Eyring
9 U2O2 
 U + UO2 1× 1015 exp(−61175.1/Tg) Eyring
10 UO3 
 UO + O2 1× 1015 exp(−90465.3/Tg) Eyring
11 UO3 
 UO2 + O 1× 1015 exp(−73300.3/Tg) Eyring
12 UO2 
 UO + O 1× 1015 exp(−93229.8/Tg) Eyring
Uranium plasma chemistry
13 e + U→ U+ + 2e σ(ε) [13][14]
14 e + UO→ UO+ + 2e σ(ε) [14]
15 e + UO2 → UO+2 + 2e σ(ε) [14]
16 U + O→ UO+ + e 1.025× 10−12T 0.5g [10]
17 U + O2 → UO+2 + e 7.747× 10−14T 0.5g [10]
18 U + O3 → UO+2 + O + e 7.75× 10−13T 0.5g [11]
19 U + O3 → UO+ + O2 + e 7.75× 10−13T 0.5g [11]
20 U+ + O2 
 UO+ + O 3.978× 10−10 [12]
21 UO+ + O2 
 UO+2 + O 2.477× 10−10 [12]
22 UO−2 + O2 
 UO−3 + O 1.481× 10−10 Langevin
23 UO + O− 
 UO−2 3.037× 10−9 + 1.379× 10−8T−0.5g ADO
24 UO + O−2 
 UO−2 + O 1.105× 10−9 + 5.016× 10−9T−0.5g ADO
25 UO + O−3 
 UO−2 + O2 9.272× 10−10 + 4.209× 10−9T−0.5g ADO
26 UO2 + O
− 
 UO−3 3.056× 10−9 Langevin
27 UO2 + O
−
2 
 UO−3 + O 1.11× 10−9 Langevin
28 UO2 + O
−
3 
 UO−3 + O2 9.302× 10−9 Langevin
29 UO+x + e + e→ UOx + e 9.821× 10−9T−9/2g [16]
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30 UO+x + e + M→ UOx + M 3.118× 10−23T−3/2g [16]
Electron impact ionization and detachment
31 e + O− → 2e + O σ(ε) [75]
32 e + O→ 2e + O+ σ(ε) [75]
33 e + O−2 → 2e + O2 σ(ε) [76]
34 e + O2 → 2e + O+2 σ(ε) [77]
35 e + O2(
1∆)→ 2e + O+2 σ(ε) [75]
36 e + O2(
1Σ)→ 2e + O+2 σ(ε) [75]
Electron impact excitation and de-excitation
37 e + O2 → e + O2(v1−4) σ(ε) [77]
38 e + O2(v1−4)→ e + O2 σ(ε) [77]
39 e + O→ e + O(1D) σ(ε) [75]
40 e + O→ e + O(1S) σ(ε) [75]
41 e + O2 → e + O2(1∆) σ(ε) [77]
42 e + O2 → e + O2(1Σ) σ(ε) [77]
43 e + O2 → e + O2(4.5eV) σ(ε) [77]
44 e + O2 → e + O + O(1D) σ(ε) [77]
45 e + O2 → e + O + O(1S) σ(ε) [77]
46 e + O2(
1∆)→ e + O2 σ(ε) [77]
Electron impact attachment, dissociation, and dissociative attachment
47 e + O→ O− σ(ε) [78]
48 e + O + O2 → O− + O2 1× 10−31 [16]
49 e + O + O2 → O + O−2 1× 10−31 [79]
50 e + O2 → O− + O σ(ε) [77]
51 e + O2 → e + 2O σ(ε) [77]
52 e + O2(
1∆)→ O + O− σ(ε) [75]
53 e + O2(
1Σ)→ O + O− σ(ε) [75]
54 e + O2 → O−2 σ(ε) [75]
55 e + O3 → O−2 + O σ(ε) [75]
56 e + O3 → O− + O2 σ(ε) [75]
57 e + O3 + O2 → O−3 + O2 1× 10−31 [16]
Recombination and dissociative recombination
58 e + O+2 → O + O 1.6× 10−7(300/Te)0.55 × 0.55 [80]
59 e + O+2 → O + O(1D) 1.6× 10−7(300/Te)0.55 × 0.40 [80]
60 e + O+2 → O + O(1S) 1.6× 10−7(300/Te)0.55 × 0.05 [80]
61 e + O+4 → O2 + O2 1.4× 10−6(300/Te)0.5 [16]
62 e + O+ + e→ O + e 7× 10−20(300/Te)4.5 [16]
63 e + O+ + M→ O + M 6× 10−27(300/Te)1.5 [16]
Optical transitions and predissociation
64 O2(
1∆)→ O2 2.6× 10−4 [16]
65 O2(
1Σ)→ O2(1∆) 1.5× 10−3 [16]
66 O2(
1Σ)→ O2 8.5× 10−2 [16]
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67 O2(4.5eV)→ O2 1.1× 101 [16]
Ion-neutral reactions
68 O− + O→ e + O2 2.3× 10−10 [81]
69 O− + O2 → e + O3 5× 10−15 [80]
70 O− + O2(1Σ)→ e + O + O2 6.9× 10−10 [80]
71 O− + O2(1∆)→ O−2 + O 4.75× 10−11 [81]
72 O− + O2(1∆)→ e + O3 1.42× 10−10 [81]
73 O− + O3 → e + 2O2 3× 10−10 [82]
74 O− + O3 → O + O−3 5.3× 10−10 [82]
75 O− + O3 → O−2 + O2 1× 10−10 [82]
76 O+ + O2 → O+2 + O 2.1× 10−11(300/Tg)0.5 [82]
77 O+ + O3 → O+2 + O2 1× 10−10 [79]
78 O−2 + O→ O− + O2 3.3× 10−10 [82]
79 O−2 + O→ e + O3 1.5× 10−10 [83]
80 O−2 + O2 → e + 2O2 2.7×10−10(Ti/300)0.5 exp(−5590/Ti) [16]
81 O−2 + O2(
1∆)→ e + 2O2 2× 10−10 [83]
82 O−2 + O2(
1Σ)→ e + 2O2 3.6× 10−10 [16]
83 O−2 + O3 → O−3 + O2 4× 10−10 [82]
84 O−3 + O→ e + 2O2 3× 10−10 [82]
85 O−3 + O→ O−2 + O2 1× 10−10 [82]
86 O−4 + O→ O−3 + O2 4× 10−10 [79]
87 O−4 + O→ O− + 2O2 3× 10−10 [79]
88 O−4 + O2 → O−2 + 2O2 1× 10−10 exp(−1044/Ti) [16]
89 O−4 + O2(
1∆)→ O−2 + 2O2 1× 10−10 [79]
90 O−4 + O2(
1Σ)→ O−2 + 2O2 1× 10−10 [79]
91 O+4 + O→ O3 + O+2 3× 10−10 [79]
92 O+4 + O2 → O+2 + 2O2 3.3× 10−6(300/Ti)4 exp(−5030/Ti) [79]
93 O+4 + O2(
1∆)→ O+2 + 2O2 1× 10−10 [79]
94 O+4 + O2(
1Σ)→ O+2 + 2O2 1× 10−10 [79]
95 O− + O2 + O2 → O2 + O−3 1.1× 10−30(300/Ti) [79]
96 O+ + O + O2 → O+2 + O2 1× 10−29 [16]
97 O−2 + O2 + O2 → O−4 + O2 3.5× 10−31(300/Ti) [79]
98 O+2 + O2 + O2 → O+4 + O2 2.4× 10−30(300/Ti)3.2 [79]
Ion-ion recombination
99 O− + O+ → 2O 4× 10−8(300/Tg)0.43 [84]
100 O− + O+2 → O + O2 2.6× 10−8(300/Tg)0.44 [84]
101 O− + O+2 → 3O 2.6× 10−8(300/Tg)0.44 [84]
102 O−2 + O
+ → O2 + O 1× 10−7(300/Tg)0.5 [82]
103 O−2 + O
+
2 → O2 + 2O 1× 10−7 [82]
104 O−2 + O
+
2 → 2O2 4.21× 10−7(300/Tg)0.5 [82]
105 O−3 + O
+ → O3 + O 1× 10−7(300/Tg)0.5 [82]
106 O−3 + O
+
2 → O3 + O2 2.1× 10−7(300/Tg)0.5 [82]
88
Table A.1: (Continued)
No. Reaction Rate coefficient Ref.
107 O−3 + O
+
2 → O3 + 2O 1× 10−7 [82]
108 O−4 + O
+ → O + 2O2 1× 10−7 [79]
109 O−4 + O
+
2 → 3O2 1× 10−7 [79]
110 O−4 + O
+
4 → 4O2 1× 10−7 [79]
111 O+4 + O
− → O + 2O2 1× 10−7 [79]
112 O+4 + O
−
2 → 3O2 1× 10−7 [79]
113 O+4 + O
−
3 → O3 + 2O2 1× 10−7 [79]
114 O− + O+ + O2 → O2 + 2O 2.0× 10−25(300/Tg)2.5 [79]
115 O− + O+ + O2 → 2O2 2.0× 10−25(300/Tg)2.5 [79]
116 O− + O+2 + O2 → O + 2O2 2.0× 10−25(300/Tg)2.5 [79]
117 O− + O+2 + O2 → O2 + O3 2.0× 10−25(300/Tg)2.5 [79]
118 O−2 + O
+ + O2 → O + 2O2 2.0× 10−25(300/Tg)2.5 [79]
119 O−2 + O
+ + O2 → O2 + 2O3 2.0× 10−25(300/Tg)2.5 [79]
120 O−2 + O
+
2 + O2 → 3O2 2.0× 10−25(300/Tg)2.5 [79]
Neutral-neutral reactions
121 O(1D) + O→ 2O 8× 10−12 [80]
122 O(1S) + O→ O(1D) + O 1.67× 10−11 exp(−300/Tg) [85]
123 O(1S) + O→ 2O 3.33× 10−11 exp(−300/Tg) [85]
124 O + O2 → 3O 1.28× 10−7(1− exp(−2240/Tg)) [16]
× exp(−59380/Tg)
125 O + O2(vi)→ O + O2(vf) see ref. pg. 105 [16]
126 O(1D) + O2 → O + O2 4.8× 10−12 exp(67/Tg) [86]
127 O(1D) + O2 → O + O2(1∆) 1.6× 10−12 exp(67/Tg) [86]
128 O(1D) + O2 → O + O2(1Σ) 2.56× 10−11 exp(67/Tg) [86]
129 O(1S) + O2 → O(1D) + O2 3.2× 10−12 exp(−850/Tg) [85]
130 O(1S) + O2 → O + O2 1.6× 10−12 exp(−850/Tg) [85]
131 O(1S) + O2 → 3O 3× 10−12 exp(−850/Tg) [16]
132 O(1S) + O2(
1∆)→ O + O2 1.1× 10−10 [87]
133 O(1S) + O2(
1∆)→ O(1D) + O2(1Σ) 2.9× 10−11 [80]
134 O(1S) + O2(
1∆)→ 3O 3.2× 10−11 [80]
135 O + O3 → 2O2 1.81× 10−11 exp(−2300/Tg) [82]
136 O + O3 → 2O + O2 4.16× 10−9 exp(−11430/Tg) [16]
137 O + O3 → O2 + O2(1∆) 2× 10−11 exp(−2280/Tg) [16]
138 O(1D) + O3 → 2O + O2 1.2× 10−10 [86]
139 O(1D) + O3 → 2O2 1.2× 10−10 [85]
140 O(1S) + O3 → O2 + O + O(1D) 2.9× 10−10 [16]
141 O(1S) + O3 → 2O2 5.8× 10−10 [87]
142 O2 + O2 → 2O + O2 3.6× 10−8(1− exp(−2240/Tg)) [16]
× exp(−59380/Tg)
143 O2 + O2 → O + O3 2× 10−11 exp(−49800/Tg) [16]
144 O2 + O2(vi)→ O2 + O2(vf) see ref. pg. 105 [16]
145 O2(
1∆) + O→ O2 + O 2× 10−16 [85]
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146 O2(
1Σ) + O→ O2 + O 8× 10−15 [87]
147 O2(
1Σ) + O→ O2(1∆) + O 7.2× 10−14 [87]
148 O2(
1Σ) + O→ O2 + O(1D) 3.4×10−11(300/Tg)0.1 exp(−4200/Tg) [16]
149 O2(4.5eV) + O→ O2 + O(1S) 9× 10−12 [16]
150 O2(
1∆) + O2 → 2O2 3× 10−18 exp(−200/Tg) [86]
151 O2(
1∆) + O2 → O + O3 2.95× 10−21 [87]
152 O2(
1∆) + O2(
1∆)→ 2O2 4.3× 10−22T 2.4g exp(−281/Tg) [16]
153 O2(
1∆) + O2(
1∆)→ O2(1Σ) + O2 1.8× 10−18(300/Tg)−3.8 exp(700/Tg) [88]
154 O2(
1Σ) + O2 → O2(1∆) + O2 3.6× 10−17 [87]
155 O2(
1Σ) + O2 → 2O2 4.1× 10−18 [87]
156 O2(
1Σ) + O2(
1Σ)→ O2(1∆) + O2 3.6× 10−17 [87]
157 O2(4.5eV) + O2 → 2O2(1Σ) 3× 10−13 [16]
158 O2 + O3 → O + 2O2 2.51×−10 exp(−11600/Tg) [16]
159 O2(
1∆) + O3 → 2O2 + O 5.2× 10−11 exp(−2840/Tg) [86]
160 O2(
1∆) + O3 → 2O2 + O(1D) 5.2× 10−11 exp(−2840/Tg) [16]
161 O2(
1Σ) + O3 → 2O2 + O 1.5× 10−11 [89]
162 O2(
1Σ) + O3 → O2 + O3 3.5× 10−12 [90]
163 O2(
1Σ) + O3 → O2(1∆) + O3 3.5× 10−12 [90]
164 O + O + O→ O2 + O 1.44× 10−32(300/Tg)0.41 [16]
165 O + O + O→ O2(1∆) + O 1.01× 10−33(300/Tg)0.41 [16]
166 O + O + O→ O2(1Σ) + O 1.44× 10−34(300/Tg)0.41 [16]
167 O + O + O2 → O2 + O2 4× 10−33(300/Tg)0.41 [16]
168 O + O + O2 → O3 + O 1.1× 10−34 exp(1060/Tg) [16]
169 O + O + O2 → O2(1∆) + O2 2.8× 10−34(300/Tg)0.41 [16]
170 O + O + O2 → O2(1Σ) + O2 4× 10−35(300/Tg)0.41 [16]
171 O + O2 + O2 → O3 + O2 7.6× 10−34(300/Tg)1.9 [16]
172 O2(
1∆) + O2(
1∆) + O2 → 2O3 1× 10−31 [80]
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Table A.2: UxOy polynomial coefficients for 1000 K < T < 6000 K
Species a1 a2 a3 a4 a5 a6 a7
U 3.02E+00 1.53E−03 1.77E−06 3.82E−10 2.45E−14 6.36E+04 7.35E+00
U+ 2.22E+00 4.50E−05 9.67E−07 2.77E−10 2.14E−14 1.36E+05 1.21E+01
U2+ 1.18E+00 2.24E−03 5.88E−07 5.55E−11 1.25E−15 2.56E+05 1.77E+01
UO 6.76E+00 3.17E−03 2.26E−06 4.78E−10 3.24E−14 1.08E+03 7.73E+00
UO+ 3.55E−01 5.19E−03 1.02E−06 4.70E−12 8.21E−15 6.94E+04 2.87E+01
UO2 7.75E+00 2.24E−06 3.30E−07 9.71E−11 7.63E−15 5.95E+04 1.24E+01
UO+2 6.83E+00 1.20E−03 3.50E−07 4.44E−11 2.21E−15 3.32E+03 8.39E+00
UO2+2 6.37E+00 1.39E−03 6.65E−07 1.34E−10 8.44E−15 1.42E+05 6.49E+00
UO−2 6.10E+00 1.94E−03 6.60E−07 9.15E−11 4.62E−15 6.98E+04 1.61E+00
UO3 8.72E+00 1.54E−03 7.22E−07 1.44E−10 9.02E−15 9.88E+04 1.34E+01
UO−3 9.37E+00 1.17E−03 3.40E−07 4.29E−11 2.12E−15 1.23E+05 1.60E+01
U2O2 1.12E+01 1.24E−03 7.07E−07 9.26E−11 2.91E−15 6.07E+04 2.39E+01
U2O3 1.27E+01 1.52E−04 5.14E−07 1.29E−10 8.50E−15 1.07E+05 2.83E+01
U2O4 1.54E+01 7.70E−04 5.79E−08 5.38E−11 5.05E−15 1.71E+05 4.64E+01
Table A.3: UxOy polynomial coefficients for 298.15 K < T < 1000 K
Species a1 a2 a3 a4 a5 a6 a7
U 1.85E+00 7.17E−03 1.73E−05 1.67E−08 5.46E−12 6.36E+04 1.20E+01
U+ 3.18E+00 1.29E−03 3.49E−06 4.11E−09 1.81E−12 1.36E+05 6.39E+00
U2+ 2.82E+00 9.97E−04 3.58E−06 3.99E−09 1.28E−12 2.57E+05 8.06E+00
UO 1.86E+00 1.50E−02 2.16E−05 1.25E−08 2.38E−12 2.07E+03 1.61E+01
UO+ 1.89E+00 1.98E−02 4.59E−05 4.38E−08 1.47E−11 6.83E+04 1.50E+01
UO2 1.40E+00 3.24E−02 5.70E−05 4.36E−08 1.23E−11 5.87E+04 1.62E+01
UO+2 3.34E+00 1.17E−02 1.32E−05 7.83E−09 1.96E−12 5.02E+03 9.54E+00
UO2+2 2.90E+00 1.44E−02 1.99E−05 1.33E−08 3.52E−12 1.44E+05 1.06E+01
UO−2 5.08E+00 9.21E−03 1.53E−05 1.21E−08 3.56E−12 7.06E+04 2.40E+00
UO3 3.63E+00 2.15E−02 3.17E−05 2.26E−08 6.30E−12 9.77E+04 1.14E+01
UO−3 4.20E+00 2.05E−02 3.07E−05 2.32E−08 6.95E−12 1.23E+05 9.57E+00
U2O2 2.11E+00 4.07E−02 7.59E−05 6.36E−08 2.00E−11 5.90E+04 1.90E+01
U2O3 7.59E+00 1.78E−02 2.38E−05 1.55E−08 3.87E−12 1.06E+05 2.77E+00
U2O4 -1.07E+00 7.68E−02 1.33E−04 1.04E−07 3.10E−11 1.68E+05 3.06E+01
91
