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Abstract
Most motion pictures produced before the fties have a very short life span	 They are
very damaged and their condition continues to deteriorate	 It is necessary and urgent to
restore and preserve them	 Besides if these lms were restored they could be used to feed
the rapidly increasing audio
visual market	
Classical restoration methods can correct some defects but not all	 Computer based
restoration methods are paid more attention but most of them treat the frames manually
one by one results are good but still very expensive	 In order to restore a greater number
of motion pictures new faster techniques must be developed	 One way of doing this is to
increase the degree of automatism in the restoration process	
This PhD thesis is among the rst to propose automatic restoration algorithms for
old motion pictures	 We give below a list of the defects that we treat as well as a short
description of the corresponding restoration algorithms	
Pompage This defect corresponds to an abnormal variation of the luminance in the
scene	 In order to eliminate it we limit the variations of the frames histograms along time	
Jittering We propose a simple method for evaluating the global translation between
consecutive frames	 Next we lter the sequence of translations in order to separate the
vibrations component from the natural movement of the scene	
Vertical scratches We detect vertical scratches frame by frame using morphological
operators	 We then spatially interpolate the missing grey levels	
Local random defects All defects that cover a relatively small region of each frame
and that most of the time do not appear in the same position between consecutive frames
belong to this category	
We detect them by using spatio
temporal connectivity criteria implemented through
openings and closings by reconstruction	
However when there is fast motion in the scene these criteria may nd problems	 In
order to solve them we have developed a new motion compensation algorithm	 It is based
on a segmentation of the reference image and uses kriging in order to interpolate and lter
the displacement vector eld	
Once the detection phase is completed lost grey levels have to be recovered	 We have
developed spatial and temporal interpolation methods to restore the missing pixels	
Finally all these algorithms have been embedded in a restoration system that we have
called SARSA which stands for Systeme Automatique de Restauration de Sequences Ani
mees Automatic Restoration System for Animated Sequences	 We have used it to restore
severely damaged sequences with success	
Resume
La plus grande partie des lms tournes avant les annees cinquante ont ete tires sur des
pellicules dont la duree de vie est assez courte	 Ils ont deja subi dimportants dommages et
ils continuent a se degrader	 Il est necessaire et meme urgent de les restaurer	 Par ailleurs
grace au developpement considerable des marches audiovisuels si ces lms sont remis en
etat ils peuvent connatre une deuxieme jeunesse	
Les methodes physico
chimiques existantes permettent de corriger un certain nombre
de types de degradations mais pas toutes	 Les outils informatiques occupent aujourdhui
une place de plus en plus importante dans lindustrie de la restauration cinematographique
et video	 Cependant la plupart des techniques employees traitent les images une par une
a la main ce qui certes permet dobtenir une qualite excellente mais qui est tres couteux
en temps et par consequent en argent	 Pour pouvoir restaurer un plus grand nombre de
lms anciens il faut developper des methodes plus rapides	
Cette these est parmi les premieres a proposer des techniques de restauration auto

matique de lms anciens	 Il sut quun operateur choisisse les parametres de la restau

ration tels que les types de defauts a considerer pour que nos algorithmes traitent sans
intervention exterieure des sequences entieres dimages	 Cette approche permet daccelerer
considerablement la vitesse de traitement	
Nous donnons dans ce qui suit une liste des defauts que nous traitons ainsi quun tres
court resume de la methode de restauration employee	
Pompage Ce defaut se caracterise par une variation indesirable de leclairage de la scene
au cours du temps	 Nous le traitons en limitant les variations de lhistogramme entre
deux images consecutives tout en autorisant une certaine derive pour ne pas interdire les
variations naturelles de leclairage	
Vibrations Nous proposons une methode pour mesurer la translation du fond de la scene
entre images consecutives	 Ensuite nous ltrons la suite des translations pour estimer les
vibrations parasites et les corriger	
Rayures verticales Les rayures verticales blanches ou noires sont tres courantes dans
les lms anciens	 Nous les detectons en utilisant des operateurs morphologiques tels que le
chapeau haut de forme puis nous recuperons linformation perdue grace a des interpola

tions	
Taches et autres defauts aleatoires Dans cette categorie nous classons tous les defauts
qui apparaissent rarement a la meme position sur deux images consecutives du lm	 Nous
les detectons en appliquant des criteres de connexite spatio
temporels mis en uvre grace
a des ouvertures et des fermetures par reconstruction	
Lorsque le mouvement dans la scene est important les criteres de connexite peuvent
etre pris a defaut	 Pour palier cet inconvenient nous avons mis au point un algorithme de
compensation de mouvement	 Il est base sur une segmentation de limage de reference et
utilise le krigeage pour interpoler et ltrer le champ de vecteurs de deplacement	
Nous proposons plusieurs methodes certaines spatiales dautres temporelles pour in

terpoler les textures dans les zones endommagees	
Nous avons bati un systeme de restauration reunissant ces dierents algorithmes et
nous lavons applique a de nombreux cas pratiques obtenant de bons resultats	
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I Sequence dimages	
It ou I
t
 Trame t de la sequence I	
Ix y t ou I
t
x y Valeur de gris du pixel de coordonnees x y t de la sequence I	
G Nombre de niveaux de gris de limage	 Les valeurs de gris possibles sont         G 	
XY  Dimensions spatiales de limage I	
T  Dimension temporelle de limage	
D Domaine de denition de I	 D  f       X gf        Y  gf        T  g	
Nous noterons D
t
le domaine de denition de I
t
 cest a dire f       X gf        Y  
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Morphologie Mathematique
 Dilatation	


Erosion	
 Fermeture	
 Ouverture	
Connexite

s
 Dilatation correspondant a la connexite spatiale dune sequence dimages	

t
 Dilatation correspondant a la connexite temporelle de la sequence	
CCM  Abreviation de composante connexe maximale	
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Introduction a la restauration
digitale de vieux lms
 Contexte
Les lms cinematographiques constituent un patrimoine artistique et culturel inesti

mable	 Malheureusement beaucoup dentre eux sont denitivement perdus ou sur le point
de letre et le reste dans un delai plus ou moins court risque de subir le meme sort	 En
eet dune part on estime que ! des lms muets ont disparu ainsi que ! des lms
tournes avant  et dautre part la grande majorite des lms existants sont voues a
disparatre avant un siecle ou deux "#	
Depuis quelques annees on commence a prendre conscience de cette situation critique	
Les conservateurs de lms ont entrepris un travail gigantesque damelioration des condi

tions dentreposage des bobines et de transfert des lms sur des pellicules a duree de vie
plus longue	 Dans la plupart des cas il est alors necessaire de restaurer le lm avant le
transfert operation qui peut etre tres couteuse	 Avec les moyens informatiques sans cesse
grandissants on peut maintenant envisager deectuer au moins une partie de cette ope

ration sur ordinateur et de reduire ainsi les couts et ameliorer la qualite des restaurations
obtenues	
Par ailleurs avec le developpement du cable et des chanes satellite le besoin en materiel
televisuel crot rapidement	 Cette demande pourrait orir une deuxieme jeunesse aux lms
anciens	 En parallele se developpent des supports digitaux tels que les videodisques et
des moyens de diusion de plus en plus perfectionnes qui exigent des images de meilleure
qualite	 Donc on voit apparatre un marche pour la restauration digitale de lms et de
video	 En temoigne le nombre croissant de compagnies qui orent des services et des outils
de restauration	
 Introduction a la restauration digitale de vieux lms
 Degradations et restauration
   Les causes de la degradation dun lm
Les informations contenues dans cette section proviennent pour lessentiel de "#	
La pellicule cinematographique est un moyen de stockage fragile et ephemere	 Elle est
constituee de trois couches voir gure 		
	 Un support transparent	 Jusquaux annees  ce support etait en nitrate de cellulose	
Il fut abandonne du fait de son in$ammabilite	 Actuellement on utilise du triacetate
de cellulose ou du polyester	 Le premier peut se conserver quelques centaines dan

nees dans des conditions optimales% dans le cas contraire apparat le syndrome du
vinaigre qui provoque la degradation des colorants	 Le polyester est le support le
plus stable% on pense que dans des conditions de stockage ideales il peut etre conserve
plus de  ans	
	 Une couche de gelatine contenant les emulsions photosensibles soit a base dargent
pour les lms en noir et blanc soit a base de colorants organiques pour les lms
couleur	
	 Une couche anti
abrasion pour proteger les emulsions	
Support
transparent
(0,12 à 0,14mm)
Couche anti-abrasion
jaune
bleu contenant des colorants
Couches de gélatine
rouge
argentique
Film noir et blanc Film couleur
Emulsion
Fig 	 
 Coupe dun lm noir et blanc et dun lm couleur
Le lm peut se degrader avec le temps	 Les facteurs responsables de cette deterioration
sont les suivants	
	 Lhumidite	 Une humidite relative elevee favorise le developpement de bacteries et
de champignons dans les couches de gelatine	 Elle provoque aussi la degradation des
colorants par hydrolyse	 De meme lhumidite elevee provoque la decomposition du
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triacetate de cellulose en acide acetique et en cellulose syndrome du vinaigre	 Une
fois cette reaction declenchee elle sautocatalyse et ne peut plus etre arretee	 Cette
production dacide acetique contribue a la degradation des colorants	
	 Lacidite	 Il est tres important de conserver le lm a un pH aussi proche que possible
de la neutralite	
	 La temperature	 Une temperature elevee accelere les reactions chimiques de degra

dation et favorise le developpement de bacteries et de champignons	
	 Composes chimiques	 Les colorants et largent peuvent reagir avec certains composes
chimiques issus du traitement du lm ou apportes par latmosphere	
	 Mauvaise manipulation	
  Restauration de vieux lms
Dans son sens le plus general la restauration de vieux lms est lensemble des operations
qui permettent de recuperer une version plus proche de loriginale pour un lm donne	
Elle englobe aussi bien les recherches historiques destinees a savoir a quoi ressemblait le
lm original que le choix de copies de bonne qualite les operations de montage et la
correction des defauts de la pellicule	 Cependant dans cette these lorsque nous parlerons
de restauration nous nous limiterons a la correction des defauts de la sequence dimages	
Comme dans toute restauration dune uvre historique ou artistique les contraintes
de qualite appliquees a la restauration de vieux lms sont draconiennes	 Il faut reduire au
minimum les risques de deterioration supplementaire pendant le traitement du lm	
Depuis quelques annees on utilise la puissance de traitement informatique dans le milieu
du cinema	 Les applications principales sont la synthese dimages et les eets speciaux mais
on commence a lutiliser aussi dans la restauration	
 La restauration digitale de vieux 	lms
   Tres bref historique
En  dans un article sur la restauration de lms "# lauteur ne parle des methodes
digitales que dans la conclusion et comme un projet a long terme	
Quatre annees apres en  le lm Blanche Neige de Walt Disney est le premier a
etre restaure en utilisant uniquement des methodes digitales "# grace au procede Cineon
de Kodak	 Cependant le travail se fait pratiquement image par image et se revele de ce
fait tres couteux	
Cette meme annee demarre le projet de conservation des archives de nouvelles de la
Fox Movietone News qui contient environ  millions de metres de lm mm	 Trois
ans apres le stock entier a ete numerise avec une resolution de   et transfere sur
bande digitale "#	
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La Communaute Europeenne a nance plusieurs projets de recherche sur la restauration
de lms et de sequences video	
Le projet EUREKA LIMELIGHT &
& visait a developper des outils de
digitalisation de lms et des algorithmes de restauration	
Le but du projet ACTS AURORA commence en Septembre  et dune duree de
 ans est de mettre au point des techniques qui permettront de restaurer ecacement et
rapidement de grandes quantites darchives audiovisuelles	
Le projet ESPRIT LTR NOBLESSE &
& est destine a developper des
modeles non
lineaires orientes objet pour la description dimages et de sequences dimages	
Notre travail sest deroule dans ce cadre	 La restauration automatique de lms anciens et
plus generalement de sequences dimages est lune des applications visees par NOBLESSE	
Par ailleurs un signe supplementaire du developpement rapide du marche de la restau

ration digitale de lms est lapparition de plusieurs compagnies qui orent du materiel et
des services de restauration digitale	
Finalement la Commission Superieure Technique de lImage et du Son CST a publie
en  le livre La restauration numerique de lms cinematographiques "#	 Les auteurs
decrivent le cadre de la restauration digitale de lms ainsi que les moyens necessaires pour
la mener a bien mais ne decrivent aucun algorithme de restauration	
  La cha	
ne de restauration digitale
Le sujet de cette these implique que nous travaillons avec des images numeriques	 Or
a lorigine les lms se presentent sous forme analogique soit sur une pellicule comme dans
le cas des lms de cinema soit sur une bande magnetique video	 Donc une premiere etape
de digitalisation est necessaire	
Cette phase est facile a mettre en uvre dans le cas de la video mais pour les lms
sur pellicule la procedure est beaucoup plus delicate	 En eet si on veut que le transfert
ne perde rien de la qualite initiale de la sequence il faut que la digitalisation soit faite avec
une resolution tres elevee jusqua  points par ligne	 Des scanners specialises ou des
telecinemas haute denition peuvent etre utilises	
Reciproquement une fois la restauration achevee il faut stocker les images	 On pour

rait envisager de les sauvegarder sous forme digitale mais la duree de vie des supports
numeriques est si courte et les volumes necessaires si gigantesques que cette solution est
dicile a mettre en uvre dans un futur immediat "#	 Lalternative la plus simple est
denregistrer le resultat au format video	 Mais dans le cas de la conservation des lms
cette solution est inacceptable	 Le seul choix qui reste alors est le retour sur la pellicule
cinematographique par lintermediaire dun appareil appele imageur	 Rappelons quon
estime que les pellicules les plus modernes dans des conditions ideales de conservation ont
une duree de vie de  ans	
La chane complete de restauration numerique est resumee par la gure 		
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 Cha	ne de restauration dun lm
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  Contraintes
Comme nous lavons dit lorsquil sagit de restaurer une uvre cinematographique les
contraintes de qualite sont tres importantes	 Il faut que le travail soit parfait	 Il vaut mieux
laisser le lm en letat plutot que de risquer dintroduire de nouveaux defauts meme si on
en enleve beaucoup dautres	 Donc un systeme de restauration doit etre tres robuste	
Par ailleurs nous voulons que le systeme de restauration soit automatique	 Nous voulons
dire par la que quitte a choisir certains parametres a la main il faut que le systeme soit
capable de traiter une sequence entiere du lm sans intervention humaine	
Finalement il faut que le traitement soit rapide par rapport au traitement manuel
image par image	

 Objectifs et structure de cette these
   Objectifs
Dans cette these nous mettrons au point de nouvelles methodes generales danalyse de
sequences dimages et les appliquerons a la restauration de vieux lms	 Nous developperons
aussi des procedes speciques pour la correction de certains types de defauts propres aux
lms anciens	

Etant donnees les contraintes que nous nous sommes imposees il faut que
les algorithmes resultants soient automatiques robustes et ecaces	
Nous supposerons que chaque sequence destinee a etre restaurees correspond a une seule
scene du lm cest a dire quelle ne comporte pas de coupures ou cuts	 Cette hypothese de
base est raisonnable	 Des algorithmes de detection de cuts sont actuellement en cours de
developpement	
Les methodes developpees constitueront une bote a outils servant a restaurer des lms
anciens	 Nous les utiliserons pour monter un systeme automatique de restauration qui nous
permettra de tester dans des conditions proches de la realite lecacite de nos algorithmes	
Une partie des outils developpes est basee sur la morphologie mathematique mais nous
utilisons aussi des methodes provenant de domaines aussi varies que le traitement lineaire
du signal et la geostatistique	
Avant de decrire la structure de cette these nous donnerons la classication de defauts
que nous avons etablie	 Chaque chapitre de la premiere partie de la these est destine a
corriger un de ces types de defauts	
  Classication des defauts
Cette classication est basee sur les caracteristiques spatio
temporelles des defauts	
Elle est fonctionnelle chaque type de defaut sera traite avec une methode de restauration
specique	
 Objectifs et structure de cette these 
 Defauts globaux
Nous appelons globaux les defauts qui aectent une image en entier	 En consequence
de quoi le plus souvent ils napparaissent que lorsquon voit la sequence en mouvement	
Dans notre travail nous avons rencontre deux de ces defauts le pompage et les vibra

tions	
Pompage Le pompage apparat comme une variation anormale de la luminosite du lm
au cours du temps	 Cette variation peut etre periodique ou non	 Elle peut avoir plusieurs
causes parmi lesquelles des problemes de synchronisation lors de la recopie du lm	
Vibrations De nombreux lms anciens presentent des vibrations parasites	 Ce defaut
est tres genant	 La encore il peut avoir plusieurs causes	 En particulier il peut etre produit
lors du transfert du lm sur un support video	 Ce transfert seectue a laide dun appareil
appele telecinema qui peut etre mal regle ou decient	 De meme si la sequence digitale
est obtenue grace a un scanner les images peuvent ne pas etre correctement alignees	
 Defauts locaux
Les lms endommages sont souvent couverts de taches ou de rayures	 Ces defauts ont
ceci en commun quils aectent une zone relativement restreinte de chaque image	 Nous les
appelons donc defauts locaux	 Cette classication est donc uniquement basee sur leurs
caracteristiques spatiales	 Nous avons deni deux sous
classes en fonction cette fois
ci des
caracteristiques temporelles de ces defauts	
Defauts locaux immobiles Certains defauts locaux apparaissent a exactement la meme
position pendant plusieurs images de suite	 Nous les appelons defauts locaux immobiles	 Le
seul exemple que nous ayons rencontre est celui des rayures verticales blanches ou noires	
Elles sont produites par frottement dune particule sur la pellicule ou sur le negatif pendant
la projection ou la recopie du lm	
Defauts locaux aleatoires Beaucoup de defauts locaux ne sont pas immobiles leur
position est aleatoire et donc il est peu probable quils se superposent entre images conse

cutives	 Nous les appelons defauts locaux aleatoires	 Les taches produites par les champi

gnons ou les bacteries ainsi les depots de poussiere appartiennent a cette sorte de defaut	
 Autres defauts
Dans cette categorie nous avons classe tous les defauts qui ne rentrent pas dans les
categories precedentes	 Nous les appelons graves parce que nous ne voyons pas comment
les traiter de fa'con automatique	 Ceci ne veut pas dire que des methodes numeriques ne
puissent pas les restaurer	
 Introduction a la restauration digitale de vieux lms
Par exemple nous ne savons pas comment detecter de fa'con automatique labsence
dune image manquante dans une sequence surtout quand il ny a pas de mouvement	 Mais
si on precise a la main lemplacement de limage absente on peut envisager de linterpoler
a partir des images voisines	
  Structure
Les premiers chapitres de cette these decrivent les methodes que nous avons develop

pees pour restaurer les dierents types de defauts presentes dans la section precedente	
Les chapitres suivants sont consacres au krigeage une methode dinterpolation utilisee en
geostatistique et a son application a lestimation du mouvement	
( Chapitre  introduction	
( Chapitre  cadre de travail et outils de base	
Nous presentons le cadre mathematique que nous avons adopte pour decrire les ope

rations que nous appliquons aux images ainsi que les outils de base de la morphologie
mathematique que nous utilisons dans cette these	
( Chapitre  correction de leet de pompage	
Dans ce chapitre nous proposons plusieurs methodes pour corriger le pompage dans
une sequence	 Elles sont toutes basees sur lanalyse de lhistogramme des images
successives	
( Chapitre  correction des vibrations	
Nous traitons ensuite les vibrations	 Nous commen'cons par proposer une methode de
detection des translations globales entre deux images que nous appliquons ensuite
a la correction des vibrations	 Notre methode nous permet de separer les vibrations
des vraies translations de la sequence	
( Chapitre  correction de defauts locaux immobiles	
Une fois les methodes de restauration des defauts globaux presentees nous passons
aux defauts locaux en commen'cant par les defaut locaux immobiles qui se reduisent
aux rayures verticales	
La restauration est divisee en deux phases	 Une phase de detection et une phase de
recuperation de linformation perdue ou dinterpolation	
Nous eectuons la detection en combinant des operateurs de la morphologie ma

thematique et de simples moyennes	 La recuperation dinformation est realisee aussi
grace a la morphologie mathematique	
( Chapitre  correction des defauts locaux aleatoires	
Nous nous occupons ensuite des defauts locaux aleatoires	 Comme pour les defauts
locaux immobiles la restauration est divisee en deux phases	
 Objectifs et structure de cette these 
Pour les detecter nous mettons au point de nouvelles methodes danalyse des se

quences dimages basees sur la connexite	
Pour recuperer linformation perdue nous developpons des methodes dinterpolation
aussi bien spatiales que temporelles	
( Chapitre  Application du krigeage a la compensation de mouvement	
Nous presentons le krigeage et decrivons le krigeage inverse% nous illustrons leur fonc

tionnement dans le cadre de la modelisation de texture	 Nous generalisons les outils
decrits aux champs de vecteurs de mouvement ce qui nous permet de developper un
algorithme de compensation de mouvement oriente objet	
( Chapitre  Presentation du systeme global	
Dans ce chapitre nous assemblons les dierents algorithmes presentes dans les cha

pitres precedents pour construire un systeme complet de restauration automatique
de lms anciens	
 Introduction a la restauration digitale de vieux lms

Chapitre 
Cadre de travail et outils de base
 Introduction
Dans ce chapitre nous posons le decor pour le travail de cette these	 Nous commen'cons
par presenter le modele mathematique adopte pour decrire les sequences dimages puis
nous denissons rapidement les outils de la morphologie mathematique que nous utilisons
dans les autres chapitres	
 Modele mathematique dimages
Nous nous pla'cons des le debut dans des espaces digitaux	 Pour representer graphique

ment ZZ
 
nous nutilisons pas des points mais des carres centres sur ces points voir gure
		
(0,0)
(1,1)
(4,2)
(5,-1)
x
y
Fig 	 
 Representation graphique de ZZ
 

 Cadre de travail et outils de base
  Connexite de ZZ
n
Denition  
 Relation binaire
Une relation binaire R de ZZ
n
est un sousensemble de ZZ
n
 ZZ
n
 Soient M et P deux
points de ZZ
n
 On dit que P est en relation avec M  et on note MRP  si et seulement si
le couple MP  appartient a R
Une relation binaire est dite

 reexive si M  ZZ
n
MRM 
 symetrique si MP  ZZ
n
MRP  PRM 
 antisymetrique si MP  ZZ
n
MRP PRM M  P 
 transitive si MPQ  ZZ
n
MRP PRQMRQ
Nous noterons RM lensemble de tous les points en relation avec M 
RM  fP j MRPg 	
Denition  
 Relation de voisinage
Soit V une relation binaire de ZZ
n
 V est une relation de voisinage si et seulement si
V est reexive et symetrique
Cette relation de voisinage denit une connexite sur ZZ
n
	 Deux points P et M sont
dits voisins si et seulement si PVM 	 Lensemble des voisins de M est VM	
Par exemple une des relations de connexite les plus simples parmi celles utilisees dans
ZZ
 
est la 
connexite	 Les voisins du point P de coordonnees x y sont alors VP   
fx y x)  y x y)  x   y x y   g	
Denition  Chemin
Soit V une relation de voisinage de ZZ
n
 Un chemin L de ZZ
n
est une suite de points
P
i

 i k
appartenant a ZZ
n
telle que

i   i  k    P
i
VP
i
La gure 	 montre un chemin entre deux points P et M dans ZZ
 
en 
connexite	
Denition  Ensemble connexe et composante connexe
Soit V une relation de voisinage Un sousensemble E de ZZ
n
est dit connexe si et seulement
si pour tout couple de points PM appartenant a E il existe un chemin inclus dans E
reliant P et M 
Une composante connexe de E est un sousensemble connexe de E
La gure 	 montre deux ensembles A et B	 Si nous munissons ZZ
 
de la 
connexite
alors A est connexe et B ne lest pas	
 Modele mathematique d	images 
M
P
Fig 	 
 Chemin entre les points P et M en connexite Les points appartenant au
chemin sont marques par des croix Remarquez que P et M appartiennent aussi au chemin
Ensemble A
Ensemble B
B1
B2
Fig 	 
 En connexite lensemble A est connexe alors que B ne lest pas
 Cadre de travail et outils de base
Denition  Composante connexe maximale
Soit E un ensemble inclus dans ZZ
n
 Une composante connexe maximale CCM de E est
une composante connexe de E telle quil nexiste pas dautre composante connexe de E la
contenant
Dans lexemple de la gure 	 lensembleA etant donne quil est connexe ne contient
quune seule composante connexe maximale alors que B comporte deux composantes
connexes maximales B

et B
 
	
 Images
Denition  
 Image de dimension n
Soit D un sousensemble de ZZ
n
 Soit E un ensemble quelconque Une image I de dimension
n de support D et a valeurs dans E est une fonction de D dans E Un point P de D est
appele pixel La valeur de gris de P est tout naturellement IP 
Cette denition est tres generale	 Elle comprend tous les types dimages digitales	
 Quelques exemples
Par exemple si nous prenons E  f        g nous obtenons les images a  niveaux
de gris	 Dans le cas des images RGB on a E  f        g  f        g  f        g	
Nous pouvons meme avoir des images de vecteurs en choisissant E  IR
 
	
Un autre cas interessant est celui de E  f g	 On dit alors que I est une image
binaire	 Souvent nous identierons limage binaire I au sous
ensemble de D ou I vaut 	
Ainsi au lieu decrire pour un pixel P que IP    nous ecrirons P  I	
Dans cette these nous travaillons beaucoup avec des images D	 Elles sont toutes a
support rectangulaire D de dimensionsXY du type D  f       X gf        Y  g
et a valeurs soit dans f        g soit dans f g	
 Connexite et images
Soit I une image D et P un pixel lui appartenant de coordonnees x y	 Les rela

tions de voisinage les plus courantes sont les suivantes rappelons que D est lensemble de
denition de limage
( connexite les voisins de P sont VP   fx y x y) x y  x) y x 
 yg D voir gure 		
( connexite les voisins de P sont VP   fx   x x) g  fy    y y ) g D
voir gure 		
( connexite pour simuler une trame hexagonale on prend comme voisins de P
VP   fx y  x) y  x y x) y x  y x y) x) y)gD
si y est pair et VP   fx   y    x y    x y x)  y x y x   y )
 x y ) g D si y est impair	 La gure 	 illustre linteret de cette denition	
 Modele mathematique d	images 
P P
VP  en 
connexite VP  en 
connexite
Fig 	 
 Illustration de la connexite et de la connexite
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Voisins de M et P Representation avec les lignes decalees	
Fig 	 
 Illustration de la connexite
 Cadre de travail et outils de base
Grace a laugmentation de la puissance de calcul des ordinateurs les images tridi

mensionnelles deviennent de plus en plus courantes "#	 Dailleurs les sequences animees
peuvent etre considerees comme des images tridimensionnelles ou la troisieme dimension
correspond au temps " #	 Attardons
nous un peu sur ce cas	
 Sequences d	images
Une sequence dimages est une suite dimages D I

 I

       I
n
       I
T
	 T est le nombre
dimages de la sequence	 Chaque image a les memes dimensionsXY 	 Nous pouvons alors
construire une image tridimensionnelle I de dimensions X  Y  T  telle que
Ix y t  I
t
x y 	
Souvent nous appellerons trame chaque image I
t
	
Vu que la dimension temporelle na pas du tout le meme sens que les deux dimensions
spatiales nous denissons deux connexites partielles pour limage I	
V
s
est la relation de voisinage spatiale	 Donc V
s
P  donne tous les voisins de P se
trouvant dans la meme trame que P 	
V
t
est la relation de voisinage temporelle	 Donc V
t
P  donne tous les voisins de P se
trouvant dans des trames autres que celle contenant P 	
La connexite de limage V est donnee alors par lunion des deux connexites partielles
ie PVM si et seulement si PV
s
M ou PV
t
M 	
 Operateurs connexes
Maintenant que nous avons deni les images nous allons decrire une classe doperateurs
sur celles
ci qui est tres utile	 Il sagit des operateurs connexes "#	
Soit I lensemble de toutes les images a niveaux de gris de dimension n et de support
D	 Soit I une image de cet ensemble	 Nous appelons operateur une fonction de I dans I
Denition  Fonction de seuillage
Soit g un niveau de gris i	e	 un entier compris entre  et  Le seuillage de I au niveau
g est donne par la fonction

X
g
I  fP  D j IP   gg 	
X
g
I est un ensemble qui peut etre interprete comme une image binaire
De meme nous denissons le seuillage vers le bas

X
g
I  fP  D j IP   gg 	
 Modele mathematique d	images 
Remarquons alors que X
g
IX
g
I est lensemble des pixels P de I dont la valeur de
gris est egale a g	
Denition  Zone plate
Le sousensemble C de ZZ
n
est une zone plate de limage I sil existe un niveau de gris g
tel que C soit une composante connexe maximale de X
g
I X
g
I
Theoreme  Partition associee a une image
Lensemble des zones plates dune image I a niveaux de gris constitue une partition de son
ensemble de denition D Nous lappellerons partition associee a I
Dans la gure 	 nous illustrons cette denition et ce theoreme dans le cas dune image
simple a  niveaux de gris	
a Image a  niveaux de gris b Zones plates de limage
Fig 	 
 Exemple dune image a niveaux de gris a et les zones plates associees b
Denition  Partition plus ne quune autre
Une partition est dite plus ne quune autre si chaque element de la premiere est inclus
dans un element de la deuxieme
Denition  Operateurs connexes 
Soit  un operateur sur les images de I Loperateur  est connexe si et seulement si pour
toute image I de I la partition associee a I est plus ne que la partition associee a I
Les operateurs connexes ont ete denis par Serra et Salembier "#	 Ce sont des outils
de traitement dimage tres puissants	 En eet par denition ils ne creent pas de nouveaux
contours sur les images	 Ils ont ete dabord appliques aux images D avec succes par
exemple pour des applications de segmentation "#	 Par la suite ils ont aussi ete appliques
aux sequences dimages "  #	
Dans la section suivante nous construirons des operateurs connexes grace a la morpho

logie mathematique	
 Cadre de travail et outils de base
 Morphologie mathematique
La morphologie mathematique est une branche des mathematiques basee sur letude
des ensembles qui permet danalyser les structures geometriques	 Ses bases theoriques ont
ete etablies par Matheron "# et Serra " #	
Dans cette section nous allons decrire uniquement les outils de la morphologie mathe

matique que nous utilisons dans la suite de cette these	
Nous illustrerons le fonctionnement des operateurs presentes grace a deux images	 La
premiere est une image synthetique de faible resolution gure 	a	 La deuxieme appa

raissant sur la gure 	b represente des particules tres bruitees	 Sa taille est de 
pixels	 Nous avons represente en blanc les pixels appartenant a lensemble et en noir les
pixels appartenant au fond	
a b
Fig 	 
 Images binaires utilisees dans les tests
  Treillis
La plupart des operations de la morphologie mathematique sont basees sur la recherche
de la borne superieure ou de la borne inferieure dun ensemble	 Nous allons donc commencer
par denir les relations dordre et les ensembles ou la recherche de ces bornes a un sens	
Denition  Relation dordre
Une relation binaire  sur un ensemble E est une relation dordre si et seulement si elle
est reexive antisymetrique et transitive
 Morphologie mathematique 
Un ensemble E muni dune relation dordre est dit ordonne	 Si pour toute paire x et y
delements de E on a soit x  y soit y  x alors on dit que E est totalement ordonne	
Denition  Treillis
Un ensemble E muni dune relation dordre  est un treillis si et seulement si toute paire
delements fx yg de E admet un plus petit majorant note x
W
y et un plus grand minorant
note x
V
y
Denition  Treillis complet
Un ensemble E muni dune relation dordre  est un treillis complet si et seulement si tout
sousensemble A de E admet un plus petit majorant note
W
A et appele borne superieure
ou plus simplement sup et un plus grand minorant note
V
A et appele borne inferieure
ou inf
Remarquons quun treillis complet admet un plus grand element
W
E appele element
universel et un plus petit element
V
E appele element nul	
 Exemples
Ensemble totalement ordonne Par exemple tout ensemble totalement ordonne est
un treillis	 Mais ils ne sont pas tous complets	 Ainsi IRmuni de la relation dordre classique
 nest pas totalement ordonne puisquil nadmet ni de borne superieure ni de borne
inferieure	 Par contre tout ensemble totalement ordonne ET ni est un treillis complet	
Treillis des images a niveaux de gris Soit I lensemble des images a niveaux de gris
de support D	 Soient I

et I
 
deux images de I	 Nous munissons I de la relation dordre
denie de la fa'con suivante I

 I
 
si et seulement si pour tout pixel P  I

P   I
 
P 	
I muni de cette relation dordre est un treillis complet	 Si lensemble des niveaux de gris
est f      g alors lelement universel de I est
W
I   cest a dire limage qui vaut
partout  et lelement nul est
V
I  	
Treillis booleen Soit E un ensemble quelconque	 Lensemble P E des parties de E
muni de la relation dordre dinclusion nest pas un ensemble totalement ordonne si E
contient au moins deux elements	 Cependant il constitue un treillis complet avec
W
P E  
E et
V
P E  		 Ce treillis est appele treillis booleen	
Dans un premier temps nous commen'cons par denir les dilatations et les erosions dans
le cas binaire cest a dire dans le treillis booleen	 Ensuite nous generaliserons a des images
a niveaux de gris	
 Cadre de travail et outils de base
 Dilatations et erosions
Nous nous pla'cons dans le treillis booleen P ZZ
n
	
Denition  Dilatation
Une fonction   P ZZ
n
 
 P ZZ
n
 est une dilatation si et seulement si elle commute avec
le sup i	e	 si et seulement si pour toute paire densembles A et B inclus dans ZZ
n


A

B  A

B 	
Cette denition que nous avons donnee dans le cas du treillis booleen est tres generale
et peut etre utilisee dans le cadre de nimporte quel treillis	 Dans ce cas precis nous dirons
quil sagit dune dilatation binaire	
Propriete  Toute dilatation est croissante
Soit R une relation binaire quelconque de ZZ
n
	 Comme precedemment nous noterons
RP  lensemble des points de ZZ
n
en relation avec P  ie RP   fM  D j PRMg	 La
fonction
ZZ
n
  P ZZ
n
 	
M 
  RM 	
est une fonction structurante voir "#	
Theoreme  La fonction  suivante est une dilatation  chapitre 

P ZZ
n
   P ZZ
n

C 
 

PC
RP  	
Nous dirons que  est la dilatation associee a R
Reciproquement si  est une dilatation alors on peut denir une relation R de la fa'con
suivante M est en relation avec P si et seulement si M appartient a fPg	
Proposition  Soit R une relation binaire de ZZ
n
et  sa dilatation associee
 Si R est reexive alors P  RP  donc  est extensive
 Si R est transitive alors  est idempotente
Exemple reconstruction geodesique Les relations binaires permettent donc de
construire tres simplement des dilatations	 Par exemple soit A un sous
ensemble de
ZZ
n
 muni dune certaine connexite	 Soit R la relation binaire denie par MRP si et
seulement si M et P appartiennent a la meme composante connexe de A	 On verie
simplement que R est symetrique et transitive mais attention elle nest pas re$exive un
point nappartenant pas a A nest en relation avec aucun point a fortiori pas avec lui
meme	 Le fait quelle soit transitive implique que la dilatation associee  est idempotente	
Nous verrons dans la suite quil sagit dune reconstruction geodesique	 Nous la noterons
B  RecBA	
 Morphologie mathematique 
Relation de voisinage et dilatation Si R est une relation de voisinage que nous
notons V alors la dilatation  associee est extensive du fait de la re$exivite de V et telle
que si P  fMg alors M  fPg consequence de la symetrie	 Et reciproquement si
 verie ces deux proprietes alors la relation binaire associee est une relation de voisinage	
Supposons maintenant que la relation R est invariante par translation	 En dautres
termes supposons que pour tout vecteur

t et pour toute paire de points M et P de ZZ
n

si M est en relation avec P alors M )

t est en relation avec P )

t	 Alors la dilatation
associee sera aussi invariante par translation	 Il sura de connatre les points en relation
avec lorigine O de ZZ
n
pour pouvoir ensuite calculer loperateur 	 Ces points constituent
lelement structurant S de la dilatation  S  RO	
Nous avons alors
RP   fP )M j M  Sg 	
Cette deuxieme moitie de legalite ressemble a lexpression de la somme de Minkovski
dont la denition generale est
AB  fP )M j P  A M  Bg 	
Nous obtenons donc nalement la denition dune dilatation par un element structurant
S	
Denition  Dilatation binaire par un element structurant
Soient C et S deux sousensembles de ZZ
n
 La dilatation de C avec lelement structurant
S est


S
C  C  S 	
La gure 	 montre nos deux images test voir gure 	 dilatees par un element
structurant carre   	
Denition  Dilatation geodesique
Soient A et B deux sousensembles de ZZ
n
 La dilatation geodesique de A dans B avec
lelement structurant S est donnee par


B
S
A  
S
A B 	
Si A est inclus dans B et si la dilatation 
S
est associee a la connexite choisie alors
literation a linni de cette operation nous donne les composantes connexes maximales deB
dont lintersection avec A nest pas vide	 Nous obtenons donc la reconstruction geodesique
RecAB de B a partir de A que nous avions decrite plus haut	 Cette operation utilisee
 Cadre de travail et outils de base
Fig 	 
 Images test dilatees par un element structurant carre  
pour la premiere fois par Klein "# permet disoler les composantes connexes maximales
dune image a condition de disposer des marqueurs necessaires	
Denition 

Erosion
Une fonction   P ZZ
n
 
 P ZZ
n
 est une erosion si et seulement si elle commute avec
linf i	e	 si et seulement si pour toute paire densembles A et B inclus dans ZZ
n


A

B  A

B 	
Propriete  Toute erosion est croissante
Pour denir lerosion par un element structurant nous commen'cons par denir la sous

traction de Minkovski
AB  fM 	 P  BM ) P  Ag 	
Denition 

Erosion binaire par un element structurant
Soient C et S deux sousensembles de ZZ
n
 Lerosion de C avec lelement structurant S
est


S
C  C  S 	
La gure 	 montre nos deux images test erodees par un element structurant carre
 	
 Morphologie mathematique 
Fig 	 
 Images test erodees par un element structurant carre de taille  
La soustraction de Minkowski nest pas linverse de laddition de Minkowski	 En general
lensemble A nest pas egal a A S  S ni a A S  S	 Ceci dit ces suites doperations
ie 
S

S
et 
S
 
S
 appelees respectivement fermeture et ouverture morphologiques
ont des proprietes interessantes comme nous verrons dans la section qui suit	
 Fermetures et ouvertures
Denition  Fermeture et ouverture algebriques
Un operateur sur le treillis booleen P ZZ
n
 est une fermeture resp ouverture algebrique
si et seulement si il est croissant extensif resp antiextensif et idempotent
Cette denition ne nous dit pas comment construire de tels operateurs	 Un moyen pos

sible est de combiner dilatations et erosions	 On obtient alors des fermetures et ouvertures
morphologiques	
Theoreme  Fermeture et ouverture morphologiques
Soient  et  une dilatation et une erosion par un meme element structurant S Alors
 et une ouverture algebrique appelee ouverture morphologique notee 
S
 et  est une
fermeture algebrique appelee fermeture morphologique notee 
S

Theoreme  Linf de fermetures morphologiques est une fermeture morphologique et le
sup douvertures morphologiques est une ouverture morphologique
Les ouvertures et fermetures morphologiques sont tres utiles	 Intuitivement elles per

mettent deacer les parties dune image qui sont plus petites que lelement structurant S	
Par ailleurs elles permettent de construire des operateurs plus complexes tels que les ltres
alternes sequentiels " # ou les chapeaux haut
de
forme "# tophat en anglais voir
section 			
 Cadre de travail et outils de base
La gure 	 montre nos deux images test ayant subi une fermeture par un element
structurant carre de taille    et limage 	 montre le resultat de louverture avec le
meme element structurant	
Fig 	 
 Images binaires ayant subi une fermeture par un element structurant carre de
taille   
Fig 	 
 Image binaires ayant subi une ouverture par un element structurant carre de
tailla  
Cependant le ltrage resultant peut modier les contours des objets importants ce
qui pour certaines applications peut etre genant	 Pour eviter ce probleme les ouvertures et
fermetures par reconstruction ont ete developpees "#	
 Morphologie mathematique 
 Ouvertures et fermetures par reconstruction
Le principe de louverture par reconstruction est le suivant soit A un sous
ensemble de
ZZ
n
	 Soient A

 A

        A
n
ses composantes connexes maximales CCM	 On prend une a
une ces CCM et on leur fait subir un certain test	 Si la CCM passe le test on la garde sinon
on leace	 Ceci peut etre represente par une fonction m qui a une composante connexe
associe soit  soit 	 Le resultat de louverture est donc
A  
n

j
fA
j
j mA
j
  g 	
La fermeture par reconstruction est loperation duale
A  A
c

c
	
Theoreme  Les ouvertures et fermetures par reconstruction sont des operateurs
connexes 
En pratique on construit m a laide dune image marqueur D
( mA
j
   si A D  	
( mA
j
   si A D  	
Limage A est souvent appelee masque	
Les resultats obtenus avec ces operateurs sont tres interessants	 Ceci dit il reste le
probleme du choix des marqueurs	 Par ailleurs pour mettre en uvre la reconstruction il
faut choisir une connexite	
Revenons a notre image test synthetique 	a	 Nous allons lutiliser comme masque
dans une fermeture et une ouverture par reconstruction	 Nous travaillerons en 
connexite	
Pour la fermeture nous utilisons comme marqueur la fermeture morphologique de cette
meme image test qui apparat dans la gure 		 Le resultat apparat dans la gure
	a	 De meme pour louverture nous utilisons comme marqueur louverture morpholo

gique gure 	b	 Observons que la fermeture par reconstruction a bouche les yeux
et le nez du visage sans modier les autres contours de limage alors que louverture par
reconstruction na pas modie limage initiale car celle
ci comporte une seule composante
connexe qui nest pas completement eacee par louverture morphologique	
Les memes sequences doperations appliquees a la deuxieme image binaire 	b donne
les resultats de la gure 		
Nous avons reussi a enlever le bruit de fa'con tres satisfaisante dans le premier cas des
particules dans le deuxieme cas du fond	 Les contours des particules ont dailleurs ete
preserves ils sont identiques aux contours de limage initiale 	b	
 Cadre de travail et outils de base
a Fermeture par reconstruction b Ouverture par reconstruction
Fig 	 
 Illustration de la fermeture et de louverture par reconstruction a Fermeture
par reconstruction en connexite en utilisant comme masque notre image synthetique et
comme marqueur la fermeture morphologique de cette meme image b Ouverture par
reconstruction en connexite en utilisant comme masque la meme image test et comme
marqueur louverture morphologique
a Fermeture par reconstruction b Ouverture par reconstruction
Fig 	 
 Illustration de la fermeture et de louverture par reconstruction a Fermeture
par reconstruction en connexite en utilisant comme masque notre image test et comme
marqueur la fermeture morphologique de cette meme image b Ouverture par reconstruc
tion en connexite en utilisant comme masque limage test et comme marqueur louverture
morphologique
 Morphologie mathematique 
 Filtres areolaires
Les ltres areolaires " # dits aussi ltres surfaciques constituent un autre type
de fermetures et ouvertures par reconstruction	 Le principe de louverture areolaire est tres
simple il consiste a garder les CCM de limage initiale A dont la surface est superieure a
un certain parametre 
	 En dautres termes louverture areolaire 
a

sexprime de la fa'con
suivante

a

A  
n

j
fA
j
j AireA
j
  s

g 	
La fermeture areolaire est loperation duale elle bouche les trous dont la surface est
inferieure a 
	
Lapplication a notre image test de ces deux operateurs avec 
   donne les images
apparaissant sur la gure 		 Remarquez que le resultat est tres similaire a celui obtenu
avec les ltres par reconstruction	
a Fermeture areolaire b Ouverture areolaire
Fig 	 
 Application dune fermeture areolaire a et dune ouverture areolaire b avec

   a notre image test
 Application aux images
Dans les sections precedentes nous avons decrit les operateus morphologiques dans le
cadre des sous
ensembles de ZZ
n
	 An de les appliquer aux images chose que nous avons
faite dans nos exemples sans expliquer comment nous devons resoudre deux problemes
( Comment faire pour passer dun support inni a un support ni D
( Comment les appliquer a des images a niveaux de gris
 Cadre de travail et outils de base
 Support ni
En fait nous avons deja montre des exemples dapplications aux images binaires mais
nous navons pas explique comment nous avons fait	 Lapplication nest pas si triviale car
les images telles que nous les avons modelisees sont denies sur un support borne D alors
que ZZ
n
est inni	 Donc nous ne pouvons pas parler dinvariance par translation ni franchir
le pas entre fonction structurante et element structurant	
En theorie avec la connexite telle que nous lavons denie pour les images nous pour

rions nous passer des elements structurants mais en pratique ils sont utiles	 Donc nous
plongerons notre image I en tant que fonction de D dans f       G   g dans lensemble
des fonctions de ZZ
n
dans f       G  g et nous donnerons une valeur g

aux points nap

partenant pas a D	 La fonction I

resultante est donc denie de la fa'con suivante
I

M  

IM si M  D
g

sinon
	
La valeur g

choisie dependra de loperateur utilise
( Dilatation g

 
(

Erosion g

 G   
Les ouvertures et fermetures sont construites a partir des dilatations et erosions	
 Generalisation aux images a niveaux de gris
Nous pouvons decomposer une image a niveaux de gris I en fonctions binaires a laide
de seuillages
I  
G
X
g
X
g
I 	
Ensuite on peut appliquer loperateur  a chaque image binaire X
g
I obtenant ainsi
des images X
g
I	 Pour obtenir I il faut alors empiler les images binaires X
g
I%
pour cela il sut que  soit croissant
I  
G
X
g
X
I
g 	
Ceci dit en pratique cette fa'con de faire serait tres lente	 Des algorithmes ecaces ont
ete mis au point qui permettent deectuer ces operations de fa'con tres ecace voir par
exemple le travail de Luc Vincent "#	
 Autres operateurs
Les dilatations et erosions morphologiques permettent de construire dautres operateurs	
Decrivons rapidement ceux que nous utiliserons dans les chapitres suivants	 I est une image
a niveaux de gris et B un element structurant	
 Morphologie mathematique 
 Chapeau hautdeforme
Le chapeau haut
de
forme invente par F	 Meyer "# permet de mettre en evidence les
details dune image	
Denition  Chapeau hautdeforme blanc
Le chapeau hautdeforme blanc avec lelement structurant B note hfb
B
 est egal a la
dierence entre limage originale et louverture morphologique 
B


hfb
B
I  I   
B
I 	
Leet dun chapeau haut
de
forme blanc est de faire ressortir tous les details clairs de
limage plus petits que lelement structurant	
Denition  Chapeau hautdeforme noir
Le chapeau hautdeforme noir avec lelement structurant B note hfn
B
 est egal a la
dierence entre la fermeture morphologique 
B
et limage originale

hfn
B
I  
B
I  I 	
Leet dun chapeau haut
de
forme noir est de faire ressortir tous les details sombres de
limage plus petits que lelement structurant	
La gure 	 montre un exemple de chapeau haut
de
forme noir	
a Image originale b Chapeau haut
de
forme noir
Fig 	 
 Image originale    et son chapeau hautdeforme noir comme element
structurant un carre   
 Cadre de travail et outils de base
 Gradient de Beucher
Le gradient de Beucher ou gradient morphologique "# est deni par
gradI  I  I 	
Cet operateur sert a detecter les contours des images	 Il est tres utilise dans des appli

cations de segmentation	
La gure 	 montre un exemple de gradient de Beucher	
Fig 	 
 Gradient de Beucher

 Retour sur la connexite
Nous avons vu que nous avons une equivalence entre lensemble des dilatations binaires
et lensemble des dilatations sur un treillis	 En particulier nous pouvons associer a une
relation de voisinage V une dilatation unique 	
Dans le cas des images D nous adopterons les notations suivantes
( 
s
 dilatation associee a la 
connexite	
( 
s
 dilatation associee a la 
connexite	
Remarquons au passage comme la fait Serra dans "# que si jamais nous desirons une
connexite plus forte il sut diterer la dilatation	 Ainsi 
s
 
s
nous donne une connexite
dont la portee est plus longue que la 
connexite	 Nous noterons la dilatation resultante

 s
	 De fa'con generale nous poserons 
ns
 
n
s
	
Maintenant appliquons cette fa'con de construire des connexites D a des sequences
dimages	 Comme nous avons dit dans la section 			 nous distinguons deux connexites
 Conclusion 
partielles une connexite spatiale 
s
a linterieur de chaque trame et une connexite tem

porelle 
t
entre trames voisines la connexite globale de la sequence etant alors donnee par

st
 
s
W

t
	 En pratique nous choisirons comme connexite spatiale soit la 
connexite 
s

soit la 
connexite 
s
 queventuellement nous pourrons rendre plus fortes en iterant les
dilatations	
Nous utiliserons aussi  connexites temporelles M est un pixel quelconque de coordon

nees x y t
( Connexite temporelle simple 
t
M  fx y t   x y t) g
( 
connexite temporelle 
t
M  
s
x y t  
W

s
x y t) 
( 
connexite temporelle 
t
M  
s
x y t  
W

s
x y t) 
Comme pour les connexites spatiales dans certains cas nous utiliserons des connexites
temporelles 
n
t
et 
n
t
plus fortes denies de la fa'con suivante

nt
M  
n
s
x y t  


n
s
x y t)  	

nt
M  
n
s
x y t  


n
s
x y t)  	
Attention cette notation est trompeuse remarquez que 
nt
M nest pas egal a 
t
itere n fois
Nous utiliserons ces dierents types de connexite dans lanalyse des sequences en mou

vement	
 Conclusion
Dans ce chapitre nous avons decrit le modele que nous avons adopte pour decrire les
sequences dimages ainsi que le vocabulaire de base que nous utiliserons	 Ceci nous a permis
ensuite de presenter les outils de base de la morphologie mathematique que nous employons
dans cette these	 Nous avons accorde une place privilegiee a la notion de connexite car elle
sera essentielle dans notre travail	
Cependant nous ne nous limiterons pas a la morphologie mathematique et nous utili

serons aussi des operateurs lineaires	
 Cadre de travail et outils de base

Chapitre 
Correction de le	et de pompage
 Introduction
Le pompage dans un lm apparat sous la forme dune variation anormale de la lumi

nance au cours de la sequence	 Il peut etre provoque par divers facteurs parmi lesquels
nous pouvons citer les defauts de synchronisation au moment de la recopie du lm ou des
problemes au moment du tournage	
Ce type de defaut est tres courant et genant	 Cependant nous navons pas trouve dans
la litterature des methodes de restauration du pompage	 Est
ce parce quil est trop simple
Analysons de plus pres ce defaut	
 Analyse du probleme
Dans ce chapitre nous avons eectue nos tests avec la sequence Max echantillonnee
avec un pas de  obtenant ainsi une sequence de  images de taille    et avec
la sequence Train echantillonnee avec un pas de  sequence de  images de taille
  	
Jetons un coup dil a levolution du maximum de la moyenne et du minimum des
niveaux de gris des trames successives dans nos deux sequences dimages test Maxcf	
gure 	 et Traincf	 gure 		 An de limiter les eets du bruit nous avons exclus
les ! de pixels a valeur de gris la plus petite et les ! a valeur de gris la plus grande
dans le calcul des valeurs extremales de lhistogramme	
Comme nous pouvons le constater les variations de ces mesures sont tres irregulieres	
Par ailleurs la periodicite de leet de pompage est dicile a mettre en evidence et en tout
cas sa periode est assez importante une cinquantaine de trames dans le cas de la sequence
Max	
Considerons maintenant les histogrammes de deux trames consecutives dans une se

quence et essayons de voir si une transformation simple ie une transformation lineaire
ou ane de limage permet de passer de lun a lautre	 Dans les cas simples cest possible
mais souvent ce nest pas le cas voir par exemple la gure 		
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Fig 	 
 Minimum moyenne et maximum des niveaux de gris en fonction de la trame
pour la sequence Max
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Fig 	 
 Minimum moyenne et maximum des niveaux de gris en fonction de la trame
pour la sequence Train
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Image 
Image 
Fig 	 
 Comparaison des histogrammes des images  et  de la sequence Train
Ce probleme devient encore plus serieux lorsque limage a perdu de linformation soit
a cause dun eet de saturation soit parce que le contraste a beaucoup diminue ecra

sement lateral de lhistogramme	 Ainsi si nous comptons le nombre de niveaux de gris
eectivement utilises par image dans le cas de la sequence Max cf	 gure 	 nous
constatons que celui
ci diminue de fa'con dramatique pour certaines trames	 Par exemple
la trame  comporte seulement  niveaux de gris alors que la plupart des autres trames
en comptent plus de 	 Dailleurs les trames les plus pauvres sont aussi celles pour les

quelles la moyenne des niveaux de gris est la plus basse cf	 		
Enn souvent leet de pompage naecte pas de fa'con homogene toute limage	 Dans
certains cas il est plus marque pres des bords	
Dans ce chapitre nous developpons des methodes de correction dhistogramme dans une
sequence qui permettent de reduire leet du pompage	
Dans la suite nous eectuerons nos tests avec la sequence Max	 Nous prendrons
comme reference quatre images cf	 gure 		 Remarquons que la degradation entre
limage  et limage  nest pas tres severe alors que limage  est serieusement en

dommagee	


Etat de lart
Nous navons pas trouve dans la litterature des methodes de correction de leet de
pompage	 Cependant P	 Richardson et D	 Suter proposent dans "# une methode de regula

risation dhistogramme destinee a ameliorer les resultats dun algorithme de compensation
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Niveaux de gris
Image
Fig 	 
 Nombre de niveaux de gris utilises par image de la sequence Max
Image  Image  Image  Image 
Fig 	 
 Images test de la sequence Max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de mouvement	 Pour chaque trame I
t
independamment ils calculent la valeur minimale
m
b
et maximaleM
b
des niveaux de gris quils utilisent pour normaliser I
t
et obtenir ainsi
une nouvelle image I

t
denie par P est un pixel quelconque
I
t
P   m
b
 I

t
P   
m
b
 I
t
P   M
b
 I

t
P   I
t
P  m
b
	M
b
 m
b
 G  
M
b
 I
t
P   I

t
P   G
An de reduire leet du bruit pour calculer m
b
et M
b
les auteurs enlevent de lhisto

gramme les b  N pixels de plus petite valeur de gris et les b  N pixels de plus grande
valeur de gris ou N est le nombre total de pixels de limage	 En dautres termesm
b
est le
mode N  b et M
b
le mode N   N  b de lhistogramme des valeurs de gris	 En pratique
ils utilisent b   	
Nous nous sommes inspires de cette methode pour construire une de nos methodes de
correction du pompage	

 Recalage des histogrammes
Les methodes de correction du pompage que nous presentons dans la suite sont toutes
basees sur lanalyse des histogrammes des images	 De plus elles sont recursives pour cor

riger la trame t nous utilisons la trame t   	 Dans la suite nous supposons donc que la
trame I
t
a ete restauree recuperant ainsi la trame originale I
o
t
	 Nous utilisons celle
ci
pour corriger leet de pompage dans la trame I
t
grace a des hypotheses de faible variation
de lhistogramme au cours du temps	
  Premiere methode  utilisation de la moyenne
La premiere methode que nous avons developpee est tres simple	 Elle est basee sur
lhypothese que la trame courante a ete endommagee par une variation lineaire de la
luminance
I
t
 
t
I
o
t
	
ou I
o
t
est limage originale avant degradation donc inconnue et 
t
est un reel qui
depend uniquement de la trame t et que nous cherchons a estimer	 En faisant la moyenne
sur toute limage nous obtenons
*
I
t
 
t
*
I
o
t
	
et en supposant que la moyenne de la trame originale I
o
t
est identique a la
moyenne de la trame originale precedente I
o
t
 nous obtenons
*
I
t
 
t
*
I
o
t
	
dou

t
 
*
I
t
*
I
o
t
	
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Ce qui nous permet de calculer 
t
	 Ensuite il sut de diviser I
t
par 
t
pour obtenir
limage I
o
t
	

Evidemment nous ne pouvons pas appliquer cette procedure a la premiere image de
la sequence	 Nous supposerons ici quelle est correcte hypothese qui est risquee car si
elle saverait fausse toute la sequence serait du coup deterioree par la restauration Nous
verrons dans les sections suivantes comment contourner ce probleme	
Nous avons applique cette methode a la sequence Max	 Lanalyse des resultats appa

rat dans la gure 		 On remarquera tout de suite que la plupart des images sont saturees	
La moyenne nest pas tout a fait constante a cause justement des problemes de saturation	
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Fig 	 
 Minimum moyenne et maximum des valeurs de gris pour la sequence Max
restauree avec la methode de la moyenne
Regardons le resultat sur nos images de reference gure 		 Limage  est trop saturee
limage  est inchangee et limage  est legerement meilleure mais reste tres mauvaise	
Et pourtant elles ont toutes pratiquement la meme moyenne de niveaux de gris
Cette methode nest satisfaisante que dans les cas les plus simples	 La raison principale
qui explique cette limitation est la non verication de lhypothese de base cest a dire le
caractere lineaire de la degradation	 Cette constatation nous a amenes a elaborer un modele
de degradation ane inspire de la methode que P	 Richardson et D	 Suter decrivent dans
"#	
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Image  Image  Image  Image 
Fig 	 
 Images test de la sequence Max dont leet de pompage a ete corrige avec la
methode de la moyenne
 Recalage dhistogrammes a partir de leurs valeurs extre
males
 Description de la methode
Nous supposons maintenant que la degradation de lhistogramme est ane
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t
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t
 

t
I
o
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
Pour calculer les deux parametres de la transformation ane nous ferons lhypothese
que les valeurs extremales des histogrammes originaux sont constantes au
cours du temps	
SoitM la fonction qui a une trame I
t
associe sa bN)
ieme valeur de gris maximale
nous ne prenons pas en compte les b N valeurs les plus grandes pour limiter leet du
bruit	 Alors lequation 	 nous permet decrire
MI
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MI
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or dapres lhypothese de conservation des valeurs extremales au cours du temps
MI
o
t
  MI
o
t
 	
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De meme si m est la fonction qui a une trame associe son minimum sans prendre en
compte les bN valeurs les plus petites nous obtenons
mI
t
  
t
mI
o
t
 ) 
t
	
Les equations 	 et 	 nous permettent de calculer nos deux inconnues 
t
et 
t
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Vu que 
t
ne peut pas etre nul nous pouvons inverser la fonction ane 

t
I  
t
I)
t

qui nous servira a calculer la trame restauree I
o
t
	 Pour tout pixel P de I
t
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 Assouplissement de la methode presentee
La methode precedente donne un moyen simple et rapide de corriger le probleme du
pompage dans une sequence dimages mais en meme temps elle suppose que le niveau de
gris moyen de chaque trame est constant au cours du temps	 Cette hypothese nest pas
toujours vrai leclairage de la sequence peut varier et de nouveaux objets apparatre	
An decarter cet inconvenient au lieu dimposer legalite des valeurs extremales de
lhistogramme entre deux trames consecutives nous allons autoriser une certaine variation
 entre les deux trames
( Si MI
o
t
   MI
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o
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o
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o
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o
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 MI
t
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o
t
  MI
o
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 ) 
Nous calculerons de fa'con analogue le minimum de la trame courante restauree
( Si mI
o
t
    mI
t
  mI
o
t
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o
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( Si mI
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t
  mI
o
t
 ) 
Reste a savoir comment choisir 	 Si nous traitons une sequence ou nous savons que la
luminance moyenne ne varie pratiquement pas alors nous pouvons choisir    et nous
ramener ainsi au cas non souple	 Dans les autres cas et en particulier si nous voulons que le
systeme soit entierement automatique nous conseillons de prendre une valeur faible mais
non nulle de 	 Dans nos applications nous avons choisi   	
Par ailleurs rappelons que nous avions suppose que la premiere trame de la sequence
navait pas subi deet de pompage	 Nous avions precise que si cette hypothese netait pas
veriee alors nous risquions dendommager tout la sequence	 Maintenant grace a la derive
de lhistogramme que nous autorisons une non verication de cette hypothese entranera
beaucoup moins de problemes	
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Fig 	 
 Minimum moyenne et maximum des valeurs de gris pour la sequence Max
restauree avec la methode basee sur le minimum et le maximum de lhistogramme
 Resultats avantages et defauts de la methode
Dans la gure 	 nous montrons les resultats obtenus pour la sequence Max avec une
derive   	 Nous pouvons constater que maintenant les maxima et minima des images
sont beaucoup plus reguliers mais que par contre levolution de la moyenne est irreguliere	
Qualitativement voir gure 	 nous obtenons des resultats meilleurs que dans le cas
de la methode de la moyenne mais la correction de limage  nest pas satisfaisante limage
 a ete legerement assombrie et limage  reste degradee	
Image  Image  Image  Image 
Fig 	 
 Images test de la sequence Max restaurees avec la methode utilisant le maxi
mum et le minimum des valeurs de gris
Cette methode a lavantage detre plus generale que la precedente car le modele de
degradation de lhistogramme est plus riche	 En particulier elle permet de gerer assez bien
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les changements de contraste	 Mais dun autre cote les maxima et minima de lhistogramme
malgre lutilisation des modes sont peu robustes	
 Methode mixte basee sur la moyenne et les extrema de
lhistogramme
Finalement nous avons produit une troisieme methode qui allie la robustesse de la
premiere avec la richesse de la deuxieme	
 Modele
Nous supposons toujours que leet de pompage se traduit dans une image par une
application ane
I
t
 
t
I
o
t
)   

t
I
o
t
 	
Mais cette fois nous supposons que la moyenne des niveaux de gris est
constante au cours du temps ou dans une version assouplie qu	elle varie au
plus de 

 et que l	ecart entre les extrema se conserve aussi au cours du temps
ou qu	elle varie au plus de 
 
	 Ceci nous permet de calculer
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Or lequation 	 nous permet decrire
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Ce systeme nous donne une solution unique pour 
t
et 
t
avec 
t
non nul donc nous
pouvons calculer I
o
t

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en noubliant pas de ramener les valeurs inferieures a  a  et les valeur superieures
a  a 	
 Resultats et commentaires
Nous avons applique cette methode de restauration a la sequence Max avec 

  
et 
 
 	 Lanalyse des resultats apparat sur la gure 		 La moyenne est maintenant
stable au cours du temps et les valeurs extremales de lhistogramme varient de fa'con plus
reguliere	
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Fig 	 
 Minimum moyenne et maximum des valeurs de gris pour la sequence Max
restauree avec la methode mixte
Les resultats sur les images test gure 	 sont a peine meilleurs que ceux obtenus
avec la methode precedente mais lorsquon visualise la sequence en mouvement lamelio

ration est plus nette grace a la stabilite accrue de la moyenne	
Image  Image  Image  Image 
Fig 	 
 Images de la sequence Max restaurees avec la methode mixte
Enn pour nir revenons a la sequence Train	 Lapplication de la methode mixte
a cette sequence certes moins touchee par leet de pompage que la sequence Max
regularise de fa'con notable les valeurs de lhistogramme au cours du temps comme nous
pouvons le voir dans la gure 	 a comparer avec les valeurs initiales apparaissant dans
la gure 		 La encore lorsque nous visualisons la sequence en mouvement lamelioration
apparat beaucoup plus clairement	
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Fig 	 
 Minimum moyenne et maximum des valeurs de gris pour la sequence Train
restauree avec la methode mixte
 Conclusion limites de la methode et developpe
ments futurs
La methode de correction du pompage que nous avons developpee est basee sur deux
criteres  recalage des moyennes des niveaux de gris des dierentes trames de la sequence
et conservation de la dynamique des images	 Elle est simple extremement rapide et donne
des resultats satisfaisants tant que le pompage nest pas trop severe	 Par ailleurs grace a
la derive de la moyenne et de la dynamique que nous autorisons les changements pouvant
survenir dans la scene tels que lapparition de nouveaux objets sont pris en compte	
Dans les cas ou il a perte dinformation par saturation de limage cette methode savere
insusante	 Dans ce cas un outil de reconstruction des niveaux de gris manquants est
indispensable	 Cest une voie possible pour des developpement futurs	
Leet de pompage sur certaines sequences nest pas regulier sur toute limage	 Il arrive
quil soit plus severe pres des bords	 Une methode de correction avec des parametres de
correction 
t
et 
t
dependant de la coordonnee spatiale serait mieux adaptee pour ces cas
la	

Chapitre 

Correction des vibrations

 Introduction
Dans ce chapitre nous etudions le probleme des vibrations parasites qui apparaissent
dans les lms	 Celles
ci sont introduites essentiellement lors du transfert du lm sur un
autre support digital ou video	 Elles sont provoquees donc par un defaut mecanique ou de
reglage dans le scanner ou dans lappareil de transfert vers la video appele telecine	
Les methodes de correction des vibrations presentees sont simples cependant elles fonc

tionnent correctement et elles facilitent le travail des algorithmes de restauration suivants	
Nous navons trouve que deux references dans la litterature traitant de ce type de
probleme	 Dans "# T	 Vlachos et G	 Thomas traitent le probleme du non
alignement des
trames entrelacees dans une sequence video produite par un telecine a lentilles jumelles
twin
lens telecine	 Le modele de deplacement utilise est une translation ajoutee a des
legers eets de zoom et de rotation	 Nous ne traiterons pas ce cas particulier de defaut	
Dans "# T	 Vlachos propose une methode pour corriger les translations parasites pour
un couple dimages consecutives il partitionne la premiere image en blocs reguliers pour
lesquels il calcule un vecteur de mouvement	 Ensuite par une procedure de vote qui utilise
lhistogramme des vecteurs calcules il en deduit le mouvement de translation global entre
les deux images	 On ne voit pas clairement comment il sy prend pour distinguer entre le
mouvement naturel de la sequence et les deplacements parasites	
Notre methode est similaire sous plusieurs aspects a la methode presentee dans "#	 En
premier lieu nous adopterons aussi un modele de deplacement translationnel pour les vi

brations	 Deuxiemement nous estimerons aussi la translation globale entre trames consecu

tives mais avec une methode beaucoup plus simple	 Par contre nous accorderons beaucoup
dimportance a la distinction entre le mouvement naturel de la sequence et les translations
parasites que nous voulons corriger	
Dans la section qui suit nous expliquerons notre modele destimation du mouvement de
translation global de la sequence et nous lappliquerons a une sequence dont le mouvement
est faible	 Dans la section suivante nous montrerons comment faire pour ltrer les vibrations
et ne garder que le mouvement original	
 Correction des vibrations

 Estimation dune translation globale entre deux
images dune sequence
  Methode
Soient It   et It deux trames dune sequence	 Soit 
uv
le vecteur de coordonnees
u v	 Nous notons It 
uv
 le resultat de lapplication de la translation de vecteur 
uv
a la trame It	 Etant donne que le support D
t
 f      X   g f       Y   g de chaque
trame est borne cette denition pose des problemes	 Nous plongerons donc D
t
dans IR
 
et
nous associerons une valeur quelconque aux points se trouvant a lexterieur du support	
Nous supposons que le fond de la scene subit un mouvement de translation
global 
u
 
v
 
	 Pour linstant nous ne nous occupons pas de savoir si cette translation est
normale ou si elle est due a des problemes de vibration	 Nous voulons lestimer en sachant
queventuellement la scene lmee peut comporter dautres objets dont le mouvement est
quelconque	
Nous supposons que

 U  u

 U
 V  v

 V
	
ou U et V sont des entiers naturels	
Nous prenons comme estimation de 
u
 
v
 
la valeur 

 
u
 
v
 
de  qui minimise la
fonction
DIt    
uv
 It 	
lorsque u v balayent lespace de denition " UU # " V V #	 La fonction D est une
mesure de la dierence entre deux trames	 Dans notre cas nous avons choisi la dierence
absolue pixel a pixel qui pour cette application donne de bons resultats	 An deviter les
problemes de bords nous ne considererons dans le calcul de cette dierence que les points
appartenant au sous
ensemble de D
t
 fU      X U  gfV       Y  V  g	 Si la fonction
presente plusieurs minima globaux nous prendrons alors celui qui correspond au vecteur
le plus petit	
Voyons quelques exemples	
 Exemples
Dans la sequence Train le mouvement de la scene est relativement simple il sagit dun
leger zoom avant du au deplacement de la camera	 En plus de ce mouvement la sequence
presente des translations parasites provoquees par des problemes de digitalisation	
Soient deux images de cette sequence voir gure 		 Nous avons calcule les dierentes
valeurs de DIt       It pour U  V   cest a dire pour    u v  
que nous avons representees sous forme dune image de dimensions    gure 		
Remarquons que nous obtenons un minimum global bien marque qui correspond a une
translation de vecteur  	
 Estimation d	une translation globale entre deux images d	une sequence
It   It
Fig 	 
 Deux images consecutives de la sequence Train
Fig 	 
 Carte de la mesure de la dierence entre It   
uv
et It en fonction de
u et de v Le niveau de gris est proportionnel a cette mesure
 Correction des vibrations
Regardons maintenant un cas plus complexe ou les images comportent des objets
en mouvement	 Nous avons choisi deux images de la sequence Coastguard	 Cette fois
nous navons pas choisi des images consecutives mais plutot des images separees par 
trames It   et It gure 		 Nous pouvons constater que le fond de la scene subit
une translation horizontale alors que le bateau au centre est suivi par la camera et par
consequent a un mouvement relatif nul	 Comme precedemment nous avons calcule les
dierentes valeurs de DIt    It pour U  V   que nous avons representees
dans la gure 		 Cette fois
ci nous avons deuxminima locaux que nous avons identies par
les lettres A et B	 Le minimumB donne une translation de vecteur   ce qui correspond
au bateau et le minimum A correspond au mouvement du fond qui est de   	 Nous
voyons donc apparatre clairement les deux mouvements principaux de la sequence	 Ce qui
est agreable cest que le minimum le plus profond cest a dire le minimum global est A
le deplacement du fond lemporte sur le mouvement du bateau et ceci malgre le fait que
le bateau est bien contraste riche en details et de taille importante	
It   It
Fig 	 
 Deux images de la sequence Coastguard
En conclusion cette methode nous permet de mesurer de fa'con assez robuste la trans

lation principale entre deux images	 Dans des cas extremes par exemple si nous nous
retrouvons en presence dune rotation dangle important ou dun zoom tres fort voire
dun mouvement plus complexe cette demarche risque dechouer	 Mais en pratique etant
donnee la frequence dechantillonnage temporel des lms et de la video notre methode
sut	
La translation globale que nous venons de calculer peut comporter deux composantes
une naturelle due au mouvement de la scene et lautre introduite par les translations
parasites que nous cherchons a detecter	 Nous allons voir maintenant comment les separer	

 Calcul des translations parasites
Soit I la sequence originale avant lapparition des vibrations	 Elle nous est inconnue
et nous voulons la retrouver	 Nous supposons que chaque image subit un mouvement de
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
Fig 	 
 Carte de la mesure de la dierence entre It   
uv
et It en fonction de
u et de v La valeur de gris est proportionnelle a cette mesure
translation global donne par le vecteur mt
It   mt    It 	
Soit I

la sequence perturbee par les vibrations	 Cest notre sequence dentree elle est
donc connue	 Par contre nous ne connaissons pas les vibrations parasites vt	 Elles sont
telles que
I

t  It vt 	
La methode presentee dans la section precedente nous permet de calculer la translation
globale  t entre deux trames de I


I

t   t    I

t 	
En rempla'cant I

t  et I

t par lexpression donnee par lequation 	 nous obtenons
It   vt     t    It vt 	
Donc dapres lequation 	
It    vt    t    It   mt   vt 	
Dou nalement
 t    vt  vt   ) mt   	
 Correction des vibrations
I(0) I(1) I(2) I(t) I(t+1)
I’(0) I’(1) I’(2) I’(t) I’(t+1)
m(0) m(1) m(t)
v(0) v(1) v(2) v(t) v(t+1)
τ(0) τ(1) τ(τ)
Fig 	 
 Illustration de la relation entre les vecteurs m  et v
Cette equation est illustree par la gure 		
Lequation 	 nous donne une relation dans laquelle nous ne connaissons quune es

timation 

de   obtenue grace a la methode presentee dans la section precedente	 Les
vecteurs v et m sont inconnus	 Il nous faut des hypotheses supplementaires pour pouvoir
resoudre le probleme	
On rencontre ce genre de problemes en automatique dans les applications de ltrage de
trajectoires	 Lequation 	 peut secrire de la fa'con suivante
 t  mt ) vt)    vt 	
La dierence wt  vt )    vt peut alors etre interpretee comme un bruit de
lecture	
Si par ailleurs nous supposons que le deplacement du fond est constant au cours du
temps nous avons en plus
mt)   mt 	
Le systeme resultant correspond a un probleme de ltrage discret lineaire	 La methode
de choix pour estimer le vrai deplacement est le ltrage de Kalman "#	
Cependant pour pouvoir appliquer cette methode il faut que le bruit wt soit blanc
et quil soit correctement modelise par une loi normale de moyenne nulle	 Dans notre cas
wt et wt) sont correles donc nous ne pouvons pas accepter la premiere hypothese% et
nous ne connaissons pas la loi de distribution du bruit donc la deuxieme hypothese pose
aussi des problemes	 De plus lequation 	 est un peu restrictive	
Nous avons donc prefere developper une methode mieux adapte a notre cas	 Nous
essaierons de limiter le nombre dhypotheses pour que notre algorithme reste aussi general
que possible	 En contrepartie nous ne disposerons daucune preuve doptimalite de la
solution que nous proposerons	
La seule hypothese qui nous sera indispensable dans la suite sera que la moyenne des
vibrations vt au cours du temps soit nulle	
Dans la suite nous appelons   m et v les vecteurs reels qui nous sont inconnus et 


m

et v

lestimation de ces vecteurs	
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
  Fond xe
Dans de nombreuses scenes le fond est xe et par consequent on peut considerer que
mt  

	 Lequation 	 devient alors
t    vt  vt   	
En integrant nous obtenons donc vt pour tout temps t a une constante pres
vt  v )   )  )      )  t  
vt  v )
t
X
i
i 	
Comment faire pour calculer v
On peut emettre lhypothese que la premiere trame na pas subi de vibration et donc
prendre v  

	 Si lhypothese est incorrecte toute la sequence se trouvera decalee par
la translation de vecteur v ce qui en general nest pas tres grave	
Ceci dit on peut faire mieux avec une hypothese plus vraisemblable celle qui dit quen
moyenne les vibrations sont nulles	 Reprenons lexpression des n premieres vibrations
v  v
v  v ) 
v  v )  )  
            
vn    v )  )      )  n  
Dou
v ) v )      ) vn    nv ) n    )
n    )      )  n   	
En divisant cette equation par n nous obtenons la moyenne des n premieres vibrations
qui par hypothese a condition de prendre n susamment grand est nulle

  
nv ) n    ) n    )      )  n  
n
Finalement
v   
n    ) n    )      ) n  
n
v   

n
n
X
j
j n     j 	
 Correction des vibrations
En injectant v dans lequation 	 nous obtenons lexpression nale de vt
vt   

n
n
X
j
j n    j )
t
X
i
 i 	
Or nous savons calculer une estimation des vecteurs   notee 

 par consequent nous
pouvons donner lexpression de lestimation de v

t
v

t   

n
n
X
j
j

n    j )
t
X
i


i 	
Ce ranement le calcul de v peut etre considere dans de nombreux cas comme
super$u	 On pourra alors se limiter a prendre comme nous lavons deja dit v  

	
 Mouvement constant
Dans la section precedente nous avons resolu lequation   en supposant que le mouve

ment reel du fond etait nul	 Cette hypothese est tres souvent vraie mais pas toujours	 Nous
lassouplissons dans cette section	 Nous supposons que la sequence subit un mouvement
global de translation constant au cours du temps
t mt  m 	
Desormais dans cette section nous notons m  mt
En plus des inconnues que representent les vibrations nous en avons une autre le
mouvement m	 Lequation 	 devient
 t    vt  vt   ) m 	
Donc maintenant nous obtenons
vt  v )    m )    m )      ) t    m
vt  v  tm)
t
X
i
i 	
Additionnons les n premiers vt
n
X
j
vj  nv 
n
X
j
j m) n    ) n    )      )  n  
n
X
j
vj  nv 
nn  

m)
n
X
j
j n    j 	
An de calculer m nous supposons que la moyenne des vibrations est nulle et que
v  

 dans la section precedente nous avions utilise soit lune de ces hypotheses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soit lautre% maintenant nous avons besoin des deux en meme temps	 Par consequent a
condition que n soit susamment grand nous avons
m  

nn  
n
X
j
j n    j 	
Donc les equations 	 et 	 ajoutees au fait que v  

 nous permettent decrire
vt  
t
X
i
 i 
t
nn  
n
X
j
j n    j 	
Par consequent lestimation de vt est
v

t  
t
X
i


i 
t
nn   
n
X
j
j

n     j 	
Nous avons donc reussi a separer la composante constante du mouvement global de la
sequence de la composante a moyenne nulle correspondant aux vibrations parasites	 Nous
avons aussi suppose que v est nul	 Si cette hypothese ne se verie pas toute la sequence
se trouvera decalee par la translation de vecteur v ce qui en general ne se remarque pas	
Malheureusement lautre hypothese mt constant au cours du temps est plus dangereuse	
Si jamais elle nest pas vraie et si le vecteur mt nest pas tout a fait constant au cours
du temps une derive importante de la sequence peut apparatre	 On pourrait pallier ce
risque en recalculant m regulierement	 Dans la section suivante nous allons plus loin nous
calculons mt pour chaque temps t en supposant que le vecteur varie lentement au cours
du temps	
 Acceleration faible
Dans la section precedente nous avons suppose que le mouvement global de la sequence
etait une translation constante au cours du temps	 Maintenant nous supposons que cette
translation varie lentement au cours du temps cest a dire que lacceleration est faible	
Lequation 	 nous donne
vt   t   ) vt    mt   	
Cette equation a condition de connatre v et mt pour tout temps t nous permet de
calculer recursivement vt	 Nous supposons que v est nul	 Il nous reste donc a calculer
mt	 Soient n

et n
 
deux entiers naturels	 Lequation 	 nous permet decrire
mt n

)     )mt)     )mt)n
 
)vt)n
 
)  vt n

) t n

)     ) t)     )t)n
 

	
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En divisant par n

) n
 
)  nous obtenons
mt  n

 )      ) mt )      ) mt) n
 

n

) n
 
) 
 
vt  n

  vt) n
 
) 
n

) n
 
) 
) 	
t  n

 )      )  t )      ) t) n
 

n

) n
 
) 
Simplions maintenant cette expression	 A gauche nous reconnaissons la moyenne de
m entre le temps t   n

et le temps t ) n
 
	

Etant donne que nous avons suppose que ce
vecteur varie peu au cours du temps nous rempla'cons cette moyenne par mt	 Ensuite a
condition de prendre n

et n
 
susamment grands nous negligeons le terme vt  n

  
vt) n
 
) 	n

) n
 
) 	 Nous obtenons donc
mt  
 t  n

 )      )  t )      )  t) n
 

n

) n
 
) 
	
cest a dire en considerant les estimations de ces vecteurs
m

t  


t  n

 )      ) 

t )      ) 

t) n
 

n

) n
 
) 
	
Donc grace a lequation 	 nous pouvons maintenant estimer recursivement v
v v			


 Application et resultats
Supposons que nous devons restaurer une sequence dimages qui presente des vibra

tions parasites	 Quelle methode adopter pour la restaurer Est
ce quon peut la choisir
automatiquement Comment mettre en uvre les methodes decrites plus haut
  Choix de la methode
Nous navons pas mis au point de detecteur automatique de la presence de vibrations
dans une sequence	 Dans letat actuel des choses soit un operateur devra choisir de traiter
ou non les vibrations pour une sequence donnee ou alors lancer lalgorithme sur toutes les
sequences en sachant que theoriquement les sequences qui ne presentent pas de vibrations
devraient sortir pratiquement inchangees du ltrage	
La meme methode se pose pour le choix dune methode de correction des vibrations	
Si on ne veut pas faire ce choix alors on peut prendre la technique basee sur lhypothese
dacceleration faible car ce cas comprend ceux de vitesse constante et de vitesse nulle	
 Mise en uvre pratique
Nous navons retenu que la premiere et la troisieme methode pour une mise en uvre
eective	 La deuxieme basee sur lhypothese dune vitesse constante nous parat moins
sure	
 Application et resultats 
Comme precedemment nous notons I et I

respectivement la sequence dimages origi

nale sans vibrations et la sequence dimages avec les vibrations que nous connaissons	
Nous appelons I

la sequence dimages obtenue apres la correction des vibrations	 Ideale

ment I

et I devraient etre egales mais en pratique ce nest pas toujours le cas	
Voici lalgorithme de mise en uvre de la methode pour les sequences a fond xe
	 Calcul de v

	 Soit on choisit arbitrairement v

  

 soit on calcule les n   
premiers vecteurs 

et on utilise la formule 		
	 Si v

 nest pas egal a

 alors I

  I  v

	
	 Pour t allant de  a la derniere trame de la sequence on fait
( Calcul de 

t  	 On en deduit v

t equation 		 Le resultat en pratique
est rarement entier donc nous prenons lentier le plus proche	
( I

t  It  v

t
Limplementation de la methode basee sur lhypothese dacceleration faible est plus
delicate	 Le probleme principal provient du choix de n

et de n
 
	 Les simplications que
nous avons operees pour obtenir lequation 	 ne sont valables que si la somme n

) n
 
est grande mais alors lhypothese de faible variation de la vitesse est plus forte	 Sinon
la procedure de calcul de v

t est similaire a la precedente
	 Initialisation
( t  
( Calcul de 

 

 			 

n
 

	 Pour t allant de  a la derniere trame de la sequence on fait
( Calcul de 

t) n
 
 si t) n
 
ne depasse pas la derniere trame de la sequence
( Calcul de m

t equation 	
( Calcul de v

t equation 	
( I

t  It  v

t
Cette methode est plus lourde a mettre en uvre dune part il faut garder en memoire
n

) n
 
)  valeurs de 

et dautre part et cest linconvenient principal il faut aller lire
les trames It) n
 
 et It) n
 
)  pour calculer 

t) n
 
	
 Resultats
 Application du premier algorithme
Interessons nous a la sequence Train	 Dans cette sequence le deplacement global
correspond a un leger zoom avant provoque par le mouvement du train sur lequel viennent
 Correction des vibrations
se superposer les vibrations	

Etant donne que le mouvement global ne comporte pas de
composante de translation et malgre la presence du zoom nous avons applique la methode
destinee aux sequences a fond xe a cette serie dimages	 Et en eet apres traitement la
sequence ne vibre plus	 Ceci est un bon point pour la robustesse de notre algorithme	
 Application de l	algorithme base sur l	hypothese d	une acceleration
faible
Pour tester le deuxieme algorithme nous avons fabrique une sequence test	 Nous avons
pris comme point de depart la n de la sequence Foreman ou la scene est balayee de
gauche a droite avec une vitesse qui varie au cours du temps	 Dans la gure 	 nous
montrons la premiere la vingt
et
unieme et la quarante
et
unieme et derniere image de
cette sequence	 Chaque trame a une dimension de  pixels	 Cette sequence constitue
donc notre sequence avant vibrations I	
Fig 	 
 Trois images de la sequence utilisee pour tester la methode de correction des
vibrations
Nous avons estime la translation entre trames consecutives de cette sequence grace a
la methode presentee dans la section 		 Dans le tableau 	 nous montrons les abscisses
des vecteurs de translation correspondants	 Remarquons quelles varient lentement	
Ensuite nous avons rajoutee des vibrations parasites a cette sequence	 Pour chaque
trame independamment nous avons calcule un vecteur de vibration	 Chaque coordonnee
a ete tiree au hasard avec une probabilite egale pour chaque valeur dans lensemble
f                g	 Seule exception la premiere trame pour laquelle nous avons pris un
vecteur de translation nul	 Les abscisses ainsi obtenues apparaissent sur le tableau 		
Cette sequence correspond a notre image a restaurer I

t	
Avant de continuer remarquons que la sequence ainsi produite correspond a un cas
dicile pour la restauration de vibrations	 En eet le mouvement naturel de la sequence
est important comme le montre le tableau 	 surtout quand on prend en compte les
dimensions de limage et la severite des vibrations	 De plus dans les premieres trames
apparat un personnage en mouvement	
 Application et resultats 
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 Correction des vibrations
Le calcul des vecteurs de translation 

a partir des images soumises aux vibrations
donne le tableau 		
Trame t      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Remarquons que les valeurs des trois tableaux que nous venons de presenter sont theo

riquement liees par lequation 		 Et en eet ces valeurs verient notre equation	 Ce qui
veut dire encore une fois que notre methode de calcul de la translation entre deux images
fonctionne plutot bien
Maintenant oublions que nous connaissons les vecteurs de mouvement ainsi que les
vecteurs de vibration	 Comme dans un cas reel nous nous limitons a la connaissance des
vecteurs 

	 En utilisant lalgorithme de recalage pour les cas ou lacceleration est faible
nous calculons v

et m

	
Comment choisir n

et n
 
 Idealement il faudrait quils soient aussi grands que possible
tout en respectant lhypothese de base ie que mt soit egal a la moyenne de mt  
n

        mt ) n
 
	 Dans le cas qui nous concerne nous connaissons les vrais vecteurs de
mouvement tableau 		 Nous constatons alors quavec n

 n
 
  lhypothese est vraie
pour les  vecteurs pour n

 n
 
  elle est vraie pour  vecteurs et pour n

 n
 
 
elle est vraie pour  vecteurs	 Nous retiendrons donc n

 n
 
 	 Mais dans les problemes
reels nous ne connaissons pas les vrais vecteurs de translation globale nous cherchons a
les calculer	 Ceci dit etant donne que lexemple que nous avons choisi correspond a un cas
assez severe ou la vitesse varie de fa'con importante nous retiendrons ces parametres pour
les autres cas	
Lapplication de la formule 	 nous donne les valeurs de m

a partir de 

voire ta

bleau 		 Remarquons dabord que ces valeurs varient doucement au cours du temps	 Ceci
se traduit par un delement agreable de la sequence	 Nous avons indique sur le meme ta

bleau la dierence entre le mouvement ainsi calcule et le mouvement vrai de la sequence	
Cette dierence est faible	
Nous pouvons maintenant calculer recursivement les valeurs des vecteurs de vibration
en utilisant lequation 		 Le resultat ainsi que la dierence avec les valeurs reelles appa

raissent sur le tableau 		
Le resultat du calcul de vibrations est de prime abord un peu decevant la moyenne
de lerreur absolue pour labscisse est de  	 Cependant comme nous lavons dit au
 Application et resultats 
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 Correction des vibrations
debut nous avons choisi un cas delicat	 Par ailleurs lorsque nous visualisons la sequence
en mouvement lamelioration est nette	

 Conclusion
Dans ce chapitre nous avons presente une methode de calcul dune translation globale
entre deux trames qui est simple et ecace	 Nous avons ensuite decrit deux algorithmes qui
utilisent cette methode pour estimer les vibrations parasites dans des sequences dimages	
Le premier algorithme est destine aux cas ou le mouvement global de la scene est nul et
le deuxieme aux cas ou le mouvement du fond est une translation qui varie peu au cours
du temps	
Ces algorithmes sont rapides	 Le temps le plus long correspond a lestimation de la
translation globale% la duree du calcul des vibrations parasites est negligeable par rapport
a celui
la	 Ces algorithmes sont aussi robustes	 Ils donnent aussi de bons resultats lorsque
les mouvement de la scene nest pas purement translationnel ou lorsquil y a des objets qui
bougent dieremment	

Chapitre 
Restauration de defauts locaux
immobiles
 Introduction
Une classe de defauts assez courante dans les anciens lms est celle constituee par des
rayures verticales blanches ou noires apparaissant au meme endroit sur plusieurs trames
consecutives	 Ces defauts sont produits par le frottement de particules etrangeres sur la
pellicule	 Non seulement ce sont des defauts courants mais en plus ils sont tres genants
le regard du spectateur etant souvent attire par ces artefacts qui peuvent rester presents a
lecran pendant plusieurs secondes	
Ces rayures verticales rentrent dans la categorie des defauts locaux immobiles telle que
nous lavons denie dans le chapitre 	 En eet dune part ce sont des defauts locaux car
ils aectent une region de taille restreinte de chaque trame et dautre part comme nous
venons de le dire ils apparaissent a la meme position sur plusieurs images consecutives	
Intuitivement on aurait pu penser que ces defauts sont plus faciles a detecter et a corriger
que les defauts locaux aleatoires	 En eet puisquils ne bougent pas puisquils restent au
meme endroit plutot que disparatre et apparatre de fa'con aleatoire ils devraient etre
faciles a traquer et localiser	 Mais en pratique ce nest pas le cas	 Vu quils ne bougent
pas il se confondent avec leur environnement	 Les analyses basees sur le mouvement dans
la scene se revelent incapables de les detecter	 En fait ceci nest pas tout a fait exact 
theoriquement lorsquil y a du mouvement dans la scene et en particulier quand la camera
bouge on devrait pouvoir identier les defauts immobiles parce que justement eux ils ne
bougent pas	 Mais en pratique 'ca serait tres dicile	
En contrepartie ces defauts sont beaucoup moins varies que les defauts locaux alea

toires	 Nous nen avons observe que deux sortes  des rayures noires verticales et des rayures
blanches verticales	 Donc nous utiliserons leurs caracteristiques geometriques dans la phase
de detection	
La bibliographie sur ce sujet est tres restreinte	 Morris presente dans sa these "# une
methode de restauration de rayures verticales basee sur des techniques Bayesiennes	 Lalgo

 Restauration de defauts locaux immobiles
rithme resultant est apparemment tres lourd	 Dans "# Kokaram propose une amelioration
dans une phase de pretraitement il cherche les lignes candidates a rayures% ensuite par un
ranement Bayesien il garde les meilleurs candidats	 Cette phase de pretraitement pre

sente des analogies avec les methodes de detection que nous presentons dans ce chapitre	
Linterpolation se fait a laide dun ltre auto
regressif D	 Dans ces deux articles la res

tauration est divisee en deux phases bien distinctes la premiere de detection la deuxieme
dinterpolation	 Ainsi on ne modie que les parties de limage considerees comme etant des
defauts	 Nous adopterons aussi cette division du processus de restauration	
Dans la suite nous considererons uniquement les rayures blanches verticales	 Les me

thodes proposees pour les eacer pourront sans aucune diculte etre appliquees aux rayures
noires verticales en inversant limage	
Nous commen'cons par presenter deux methodes de detection et par les comparer	 En

suite nous decrivons rapidement comment faire pour une fois les rayures localisees inter

poler linformation perdue	
 Detection
Dans cette section nous presentons deux methodes de detection de rayures verticales	
Nous utilisons deux sequences pour eectuer les tests	 La premiere dont nous pouvons voir
une trame sur la gure 	a montre un cas de rayure qui ne traverse pas toute limage
mais qui autrement ne pose pas de probleme particulier	 Sur la deuxieme sequence cf	
gure 	b nous avons bien une rayure mais elle nest pas la seule structure verticale de
la scene on a dautres lignes blanches et etroites cependant elles sont legerement inclinees	
Dans les deux cas la camera est xe et les personnages bougent peu	
Fig 	 
 Deux trames extraites des sequences utilisees pour illustrer les algorithmes de
restauration des rayures
 Detection 
  Premiere methode
 Description et modele
Comme nous lavons dit dans lintroduction les rayures blanches presentent les carac

teristiques suivantes
	 Verticales	 De plus elles sont toujours longues et souvent elles traversent toute limage
de haut en bas	
	

Etroites	
	 Plus claires que leur voisinage	
	 Immobiles dans le temps	
Le modele mathematique reprend exactement les termes de cette description	 On dira
quun parallelepipede dont les aretes sont paralleles aux axes de ZZ

 de hauteur d
y
 de
largeur d
x
et de profondeur d
t
est une rayure de la sequence I si et seulement si
	 d
x
 D
x

	 d
y
 D
y

	 tous les voisins du parallelepipede ont un niveau de gris plus bas que celui
ci et
	 d
t
 D
t
	
Les parametres D
x
 D
y
et D
t
sont choisis en fonction du format de la sequence et de la
puissance de calcul disponible	 D
x
sera dautant plus grand que la resolution sera elevee	
Dans le cas de nos deux sequences test nous avons pris D
x
  alors que les trames ont
une dimension de   pixels	 Theoriquement on pourrait prendre un D
y
eleve mais
cest risque en presence de bruit ce qui est souvent le cas vue notre application	 Nous
avons utilise D
y
 	 De meme lideal serait de prendre D
t
tres grand mais les temps de
calcul peuvent devenir alors prohibitifs	 Nous nous sommes limites a D
t
 	
 Mise en uvre
La suite doperations morphologiques pour identier les rayures decrites par ce modele
mathematique est tres simple
	 Chapeau haut de forme horizontal de taille D
x
	 Ceci permet de detecter les structures
claires verticales et etroites de limage	
	 Ouverture verticale de taille D
y
	 Cette operation eace toutes les structures qui ne
sont pas susamment longues suivant la direction Oy	
 Restauration de defauts locaux immobiles
	 Ouverture temporelle de taille D
t
 suivie dune reconstruction spatio
temporelle	
Nous ne gardons ainsi que les objets qui sont immobiles	
	 Seuillage	
Nous avons applique cet algorithme a nos deux sequences test	 Les resultats apparaissent
sur la gure 		
Remarquons que dans le cas de la premiere sequence la rayure na pas ete completement
detectee	 Ceci est du au fait quelle nest pas continue	 Lorsquon regarde de pres on peut
constater que la ligne blanche est coupee a certains endroits	 Dans le deuxieme cas la rayure
a ete detectee de fa'con plus ou moins satisfaisante mais on peut observer de nombreuses
autres detections et qui plus est apparaissant de fa'con beaucoup plus claire	
Donc dans lensemble le resultat nest pas tres satisfaisant	 Nous analysons les causes
de cet echec relatif dans la section suivante	
 Intermede critique
Pourquoi est
ce que la methode que nous venons de presenter nest pas aussi satisfai

sante que nous laurions voulu alors que lutilisation du chapeau haut
de
forme horizontal
reussit a mettre en evidence les structures verticales de limage Que pouvons
nous faire
pour lameliorer
Cet echec relatif a deux causes	 Premierement lutilisation de louverture par un ele

ment structurant vertical nest pas susamment discriminante une ligne dune certaine
epaisseur qui ne serait pas parfaitement verticale peut contenir des segments verticaux
de longueur D
y
 et par consequent passer entre les mailles du let de notre algorithme
de detection	 Cest ce qui arrive dans le cas de la deuxieme sequence cf	 image f de la
gure 		 Deuxiemement a cause de sa nature meme et de la presence de bruit la rayure
correspond mal au modele mathematique	 Elle napparat pas toujours sous la forme dune
ligne continue% souvent elle est coupee en plusieurs segments plus petits	
Par ailleurs notre critere temporel nest pas tres utile	 Il ne sert que lorsque le mouve

ment dans la scene est important ce qui le plus souvent nest pas vrai	 Or louverture par
reconstruction est une operation assez couteuse en temps de calcul donc nous ne lutilisons
plus dans la section suivante	
Forts de cette experience nous developpons dans la section suivante un algorithme qui
reprend les points forts de lalgorithme precedent cest a dire le chapeau haut
de
forme
horizontal tout en utilisant des methodes dierentes pour exploiter le caractere vertical
des rayures	
 Deuxieme methode
Comme precedemment nous commen'cons par appliquer a notre sequence le chapeau
haut de forme avec un element structurant horizontal de taille D
x
	 Le resultat pour nos
deux trames illustratives avec D
x
  apparat sur la gure 	 a et b	
 Detection 
a b
c d
e f
Fig 	 
 Resultat de la detection des rayures avec le premier algorithme a et b sont
deux trames originales des sequences test c et d montrent le resultat de lapplication de
lalgorithme pour les trames considerees les histogrammes de ces images sont normalises
pour la visualisation e et f correspondent aux images c et d seuillees respectivement
avec des seuils de  et 
 Restauration de defauts locaux immobiles
a b
c d
e f
g h
Fig 	 
 a et b 
 Resultat de lapplication du chapeau hautdeforme avec un element
structurant horizontal de taille  a nos deux images de reference c et d 
 Moyenne des
colonnes des images precedentes e et f Resultat de lapplication du meme chapeau haut
deforme que precedemment aux images c et d respectivement g et h 
 Colonnes de
a et b retenues apres seuillage Toutes les images presentees dans cette gure sont
normalisees
 Recuperation de l	information perdue 
Ensuite pour interpreter le resultat nous calculons la moyenne sur chaque colonne
de limage resultante	 Mais cette moyenne est entiere et notre image dentree contient
de nombreux pixels de niveau de gris nul donc lensemble des valeurs obtenues risque
davoir une dynamique assez faible	 An de reduire ce probleme nous multiplions notre
image dentree par une constante que nous avons choisie egale a 	 Limage ainsi obtenue
que nous appelons accumulateur est reduite a une seule ligne	 Nous presentons ceux
correspondant aux images a et b dans la gure 	 images c et d	 Remarquons que
les rayures apparaissent clairement mais queventuellement dautres structures verticales
peuvent aussi y laisser une trace en particulier voir limage d	
Vu que les rayures sont etroites et parfaitement verticales lapplication du meme cha

peau haut
de
forme que precedemment a laccumulateur permet denlever une bonne partie
des fausses detections cf	 images 	 e et f	 Ceci apparat clairement dans le cas de
la deuxieme sequence la trace de la rayure ressort clairement sur limage f alors que
sur limage d on voyait clairement aussi les marques laissees par les autres structures
verticales de la scene	 Le pouvoir de discrimination de notre algorithme est grand	 Ceci
dit si la scene avait comporte des lignes blanches parfaitement verticales et etroites elles
auraient ete prises pour des rayures blanches	
En seuillant ce resultat avec une valeur g

 nous obtenons des marqueurs pour les co

lonnes de la trame qui presentent des rayures	 Cependant certaines rayures ne couvrent
pas toute la hauteur de limage donc la derniere etape consiste a considerer comme ap

partenant aux rayures les pixels du premier chapeau haut
de
forme images a et b
dont le niveau de gris est superieur a un certain seuil g
 
et qui appartiennent aux colonnes
marquees	 Nous obtenons ainsi nalement les rayures qui abment nos images gure 	
g et h	
Dans les exemples presentes nous avons utilise comme seuils g

  et g
 
 	
Les etapes principales de cet algorithme sont resumees sur la gure 		
 Recuperation de linformation perdue
Nous avons reussi a detecter de fa'con precise les rayures qui abment nos sequences
dimages	 Maintenant nous devons reconstruire limage pour faire disparatre le defaut	
Dans cette section nous traitons le probleme de la recuperation dinformation dans le
cas particulier des rayures	 La methode presentee est donc tres specique et assez simple	
Dans le chapitre  nous verrons des methodes plus generales	
Les images originales de la gure 	 montrent que les rayures detruisent linformation
qui se trouvait a lemplacement quelles occupent	 Nous devons donc utiliser linformation
qui se trouve autour du defaut pour interpoler la texture manquante	 Quand nous disons
autour nous nous pla'cons dans la structure tridimensionnelle donc a priori nous pouvons
utiliser aussi bien linformation se trouvant sur la trame courante que linformation des
trames voisines	 Cependant dans le cas qui nous occupe les defauts sont immobiles donc
la plupart du temps linformation qui a ete perdue sur la trame courante a disparu aussi
sur les trames voisines	 Par consequent nous nous limitons a une interpolation spatiale	
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Choix des pixels
aux colonnes marquées
appartenant 
Chapeau haut de forme horizontal
Chapeau haut de forme horizontal
Seuil g2
Moyenne des colonnes
Seuil g1
Image
originale
accumulateur
des rayures
la détection
résultat de
Fig 	 
 Algorithme de detection de rayures
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  Pretraitement
Avant de faire linterpolation proprement dite nous procedons a une phase de pretrai

tement	 En eet le voisinage autour de la zone detectee comme endommagee est souvent
perturbe par le defaut ce qui peut fausser linterpolation	 An de palier ce probleme nous
dilatons le marqueur des rayures en utilisant un element structurant carre  voir gure
		
a Marqueur b Marqueur dilate
Fig 	 
 Detail du marqueur dune rayure a Marqueur en blanc superpose sur limage
originale b Dilatation de ce marqueur
 Interpolation

Etant donne que les rayures sont etroites nous nous contentons dune methode din

terpolation tres simple une ouverture avec le meme element structurant utilise dans le
chapeau haut
de
forme horizontal lors de la phase de detection	 Rappelons que le resul

tat du ltrage est seulement applique aux regions qui ont ete identiees comme etant
des rayures	 Partout ailleurs limage reste inchangee	 Limage de la gure 	 montre un
exemple dapplication de cette methode	
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a b
Fig 	 
 Detail de la trame originale a et interpolation de la region qui avait ete detruite
par la rayure grace a une ouverture morphologique avec un element structurant horizontal
b
 Conclusion 

 Conclusion
Dans ce chapitre nous avons presente deux methodes de detection de rayures dans une
image	 La premiere ne donne pas de tres bons resultats mais elle nous a inspires pour
construire la deuxieme qui savere bien meilleure	
Cependant si la scene originale comporte des nes lignes blanches verticales par
exemple si une grille peinte en blanc apparat sur le lm elle seront aussi detectees par
notre algorithme	 Comment resoudre ce probleme Nous pourrions preciser encore davan

tage notre modele de rayure mais nous tomberons toujours sur des cas de lms ou nous
trouverons des objets qui auront exactement les memes caracteristiques que les defauts que
nous cherchons a detecter	 Une autre solution plus conservatrice est de faire controler le
processus de restauration par un operateur humain qui choisira les sequences auxquelles
il veut appliquer lalgorithme	
La methode de recuperation dinformation que nous proposons pour les rayures est
simple et rapide	 Elle peut etre amelioree mais nous ne developpons pas le sujet davantage
dans ce chapitre car nous verrons a la n du chapitre suivant des methodes dinterpolation
plus puissantes	
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Chapitre 
Restauration des defauts locaux
aleatoires
 Introduction
Dans le chapitre precedent nous avons etudie la restauration des defauts locaux im

mobiles	 Nous allons maintenant nous interesser au deuxieme type de defauts locaux les
defauts locaux aleatoires	
Celui qui a vu un vieux lm aura surement remarque des taches noires ou blanches
de tailles et formes variees qui apparaissent et disparaissent fugitivement un peu partout
sur limage si rapidement quon ne les voit que du coin de lil	 Elles ont des origines
diverses poussiere champignons eclats de la pellicule			 Ces defauts sont tres genants et
malheureusement tres courants	 Dans le chapitre  nous les avons classes dans la categorie
des defauts locaux aleatoires qui rappelons
le sont caracterises par les proprietes
suivantes
( Ils sont locaux cest a dire que chaque defaut aecte une region relativement res

treinte de chaque trame	
( La probabilite quils se superposent entre deux trames consecutives est faible	
  

Etat de lart
La reduction de bruit dans les sequences video a ete lune des premieres tentatives de
restauration de defauts locaux	 Des le debut les chercheurs ont developpe des algorithmes
bases sur une premiere phase de compensation de mouvement suivie dun traitement le
long des trajectoires " #	 Les recherches dans ce domaine continuent aujourdhui en
utilisant des methodes plus modernes et qui restent basees sur une premiere phase de
compensation de mouvement voir par exemple "  #	
Gonzalo Arce dans "# montre que le ltrage spatio
temporel peut etre eectue de
fa'con satisfaisante sans utiliser de compensation de mouvement	 Pour cela il utilise une
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combinaison de ltres medians Multistage Order Statistic Filters	 Les resultats sont in

teressants mais etant donnee la taille des supports des ltres medians en presence de
mouvement le ltrage resultant est purement spatial	
Dans "# Pardas Serra et Torres appliquent pour la premiere fois les ouvertures et fer

metures par reconstruction aux sequences dimages obtenant des resultats encourageants	
Lapplication qui les motivait etait la reduction de bruit impulsif mais ils precisent que
cette methode peut etre appliquee aussi a la restauration de lms anciens	
Les publications speciques a la restauration de defauts dans les lms anciens sont
beaucoup moins nombreuses	 A notre connaissance un des premiers articles a ce sujet est
celui de Richard Storey "#% il utilise des criteres de connexite temporelle simples pour
detecter les taches	 Le resultat est satisfaisant dans les zones immobiles de la sequence
mais ailleurs la methode fonctionne mal	
Stuart Geman Donald E	 McClure et Donald Geman ont ete les premiers a appliquer
les techniques de restauration Bayesiennes introduites dans "# aux sequences dimages
voir "#	
Des chercheurs de lUniversite de Cambridge soccupent de restauration de lms anciens
depuis le debut des annees 	 Ils ont continue a developper les techniques Bayesiennes "#
et ont mis au point dautres methodes de restauration telles que lindex de detection de
pointes spike detection index " # et le modele auto
regressif D D AutoRegressif
Model "#	 Les publications resultantes sont nombreuses "        
#	 Dans tous les cas les methodes presentees respectent la meme structure une premiere
phase de compensation de mouvement pour laquelle ils ont choisi un algorithme de block

matching hierarchique "# une seconde phase de detection des defauts et nalement une
phase de recuperation de linformation	 Dans "# on trouve un resume interessant de
plusieurs methodes de detection anciennes et nouvelles et dans "# un panorama des
methodes dinterpolation	
Des modeles auto
regressifs D ont aussi ete etudies par des chercheurs de lUniversite
de Singapour "  #	 La structure globale de leurs methodes est similaire a celle des
chercheurs de Cambridge	
Suite aux travaux presentes dans "# des chercheurs du centre de Morphologie Mathe

matique de l

Ecole des Mines de Paris se sont interesses a lapplication des fermetures et
ouvertures par reconstruction a la detection des defauts locaux aleatoires "   #	
Ces travaux sont a la base du materiel presente dans ce chapitre	
  Notre approche
Notre approche comme la plupart de celles que nous venons de citer comporte deux
parties principales	 Dabord une detection des defauts et ensuite une phase de recuperation
de linformation perdue	
Cependant dans ce qui suit nous nutilisons pas de phase de compensation de mouve

ment avant la detection	 Nous avons fait ce choix pour plusieurs raisons que nous expli

quons dans la section 			
 Analyse du probleme 
Nous commencerons par analyser le probleme de la detection des defauts locaux alea

toires	 Cette etude nous devoilera deux voies possibles pour la detection de ces defauts
voies que nous emprunterons dans les deux sections suivantes	 Finalement une fois les
defauts detectes nous nous occuperons de la recuperation de linformation perdue	
 Analyse du probleme
  Commentaire rapide sur le choix du nom defaut aleatoire
Le choix de ladjectif aleatoire pour qualier les defauts que nous traitons dans ce
chapitre nest pas tres approprie	 En eet la caracteristique essentielle que nous utiliserons
pour leur detection est la non
superposition entre trames consecutives ou plus precisement
la faible probabilite de superposition et non pas leur caractere aleatoire	 Nous pouvons
tres bien imaginer des defauts parfaitement aleatoires et qui se superposent toujours entre
trames consecutives	 Supposons par exemple que toutes les trames paires sont degradees
par une rayure blanche verticale dont la position est aleatoire et que les trames impaires
presentent une rayure blanche horizontale aleatoire aussi	 Cest certes un defaut peu vrai

semblable mais qui malgre son caractere aleatoire se superpose toujours a lui meme entre
trames consecutives et qui est par consequent indetectable pas les methodes presentees
dans ce chapitre	 Reciproquement un defaut periodique qui eacerait la meme region de
toutes les trames paires naurait rien daleatoire et pourtant les methodes presentees le
restaureraient facilement	
Nous aurions donc du appeler ces defauts locaux a faible probabilite de superposition
entre trames voisines mais nous avons prefere le premier nom car tous les defauts de
ce type que nous avons rencontres sont bien decrits par des modeles aleatoires	 De plus
le nom local aleatoire que nous resumerons souvent a aleatoire est plus pratique a
manipuler que celui de locaux a faible probabilite de superposition entre trames voisines	
Nous verrons dans la suite que nous exploiterons cette faible probabilite de superposi

tion pour detecter les defauts locaux aleatoires	
 Compensation de mouvement
La plupart des techniques de detection de defauts locaux aleatoires exploitent la corre

lation temporelle elevee propre aux sequences dimages de lms ou video voir par exemple
"   #	 Cette correlation serait parfaite abstraction faite des perturbations intro

duites par lacquisition des images si la scene etait eclairee de fa'con uniforme et surtout
sil ny avait pas de mouvement	 Par consequent une idee naturelle et seduisante pour ame

liorer la correlation temporelle dune sequence dimages et deectuer une compensation de
mouvement	 Cette operation consiste a prendre une image comme reference et a modier
les autres de fa'con a annuler le mouvement qui a eu lieu entre limage de reference et les
autres images	 Pour cela il faut estimer le mouvement	
Cependant ce probleme est tres complique	 En eet non seulement les deplacements
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peuvent etre complexes mais en plus des objets peuvent apparatre ou disparatre ou etre
partiellement caches et leclairage de la scene peut varier au cours du temps	 De nombreux
chercheurs travaillent sur le sujet comme en temoigne une litterature abondante	 Depuis
les techniques dierentielles " # en passant par les methodes basees sur des blocs
 dites de blockmatching "# sur des nuds " # ou sur une segmentation de la
sequence "# jusquaux plus recentes methodes stochastiques "  # des centaines
darticles ont ete publies mais il nexiste pas encore de solution parfaite	
De plus dans notre cas les images sont de mauvaise qualite et presentent des defauts
ce qui rend le fonctionnement des algorithmes de compensation de mouvement encore plus
delicat	
Finalement nous voulons etudier a fond les possibilites oertes par notre approche
basee uniquement sur des criteres de connexite de la sequence consideree comme une
structure tridimensionnelle	 Le choix dun algorithme particulier de compensation de mou

vement aurait risque de biaiser notre etude	 Nous verrons que dans la plupart des cas les
methodes de detection de defauts que nous proposons sont susantes et que meme en
presence de mouvement important les resultats restent corrects	
Cest pour toutes ces raisons que nous avons choisi pour linstant de ne pas utiliser de
compensation de mouvement pour la detection des defauts aleatoires	 Nous nous limiterons
a une approche uniquement basee sur la connexite de la sequence consideree en tant que
structure tridimensionnelle	
Ceci dit on peut toujours envisager dutiliser un algorithme de compensation de mou

vement dans une phase de pretraitement	 Sil fonctionne bien il ne pourra que faciliter les
etapes suivantes	
Par ailleurs lorsque nous aurons detecte avec precision lemplacement des defauts nous
utiliserons des algorithmes destimation de mouvement pour aller chercher linformation
manquante dans les autres trames de la sequence	


Etude de la connexite
Nous avons choisi une approche uniquement basee sur letude de la connexite de la
sequence pour detecter les defauts locaux aleatoires	 Lidee de base que nous detaillons
plus loin consiste a formuler lhypothese que les defauts aleatoires sont les objets de la
sequence qui sont isoles aussi bien dun point de vue spatial que dun point de vue temporel	
Quest
ce que cette approche implique
Avant tout cette methode nous permet dexploiter de fa'con naturelle la denition des
defauts aleatoires	 Dune part le fait quils soient locaux implique quils resteront la plupart
du temps isoles des vrais objets de la scene et dautre part le fait que la probabilite de
superposition entre trames contigues soit faible implique que la plupart du temps ils seront
isoles dans le temps	
Ceci dit cette approche pose aussi quelques problemes	
Premierement meme si les defauts aleatoires sont la plupart du temps isoles des
autres objets de la scene il peut arriver quils se collent a ceux
ci	 Par exemple si une
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tache blanche apparat sur la limite entre un mur blanc et un fond noir alors il nous sera
dicile de lidentier en tant que defaut	
Deuxiemement malgre le fait que la probabilite de superposition entre trames
contigues soit faible il est toujours possible quun defaut apparaisse a la meme position
pendant plusieurs trames consecutives	 Dans ce cas nous aurons aussi beaucoup de mal a
le reconnatre	 Nous essaierons de maintenir cette probabilite aussi basse que possible en
prenant une connexite temporelle faible	
Troisiemement et dernierement les objets de la scene qui bougent si vite que leurs
positions dans des trames consecutives ne se superposent pas risquent detre pris pour
de defauts voir gure 		 Une solution possible comme nous lavons deja dit serait
dutiliser un algorithme de compensation de mouvement mais nous avons choisi de laisser
cette methode de cote au vu de tous les problemes pratiques problemes qui ne font que
se compliquer en presence de defauts que pose encore lestimation de mouvement dans les
sequences dimages	 Nous verrons dans la suite comment pallier cet inconvenient	
T
X
Mauvaise connexité temporelle
Objet à mouvement rapide :
Bonne connexité temporelle
Objet à mouvement lent :
1 2 3 4 5 6 7 8 9 10 110
Objet isolé: défaut
Fig 	 
 Illustration des problemes de connexite temporelle provoques par le mouvement
La gure represente une sequence dimages binaire vue en coupe suivant laxe Y le plan
de la coupe est donne par les axes X et T
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An danalyser une sequence dimages et dy reperer les defauts nous avons besoin de
nouveaux outils	 Ces outils travailleront sur la sequence dimages en tant que structure
tridimensionnelle	 Nous commen'cons par les denir dans le cas dune sequence binaire B	
Chaque outil est en fait une mesure des composantes connexes maximales de B	
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  Dierentes mesures des composantes connexes maximales
dune sequence binaire
Soit donc B une sequence dimages binaires munie dune connexite spatiale et dune
connexite temporelle donnees respectivement par les dilatations 
s
et 
t
	 Rappelons que la
connexite de la section est alors donnee par 
st
 
s
W

t
voir section 		 Dans la suite C
est un sous
ensemble de B	
Nous aurons aussi besoin de la denition suivante
Denition  Portee temporelle
 +
t
C
La portee temporelle ou portee tout simplement de C notee +
t
C est donnee par

+
t
C  maxft
j
  t
i
)  j x
i
 y
i
 t
i
 x
j
 y
j
 t
j
  Cg
Nous utiliserons la gure 	 pour illustrer le fonctionnement des dierentes mesures
que nous allons construire	 Cette gure represente une coupe parallele au plan Oxt dune
sequence dimages binaires	 Observez que avec la connexite choisie representee en haut
a droite de la gure nous avons  composantes connexes maximales sur cette sequence
dimages	 La composante A est un objet qui bouge rapidement la composante B cor

respond probablement a un defaut et C cache plusieurs objets dont les trajectoires se
croisent	
X
T
(A)
(B)
(C)
connexité
Fig 	 
 Sequence illustrative
 Longueur temporelle
Denition  Chemin
Un chemin L de n pixels est une suite de pixels P
i

 i n
telle que

i   i  n   P
i
 
st
fP
i
g
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Denition  Longueur temporelle
 ltC
La longueur temporelle de C notee ltC est le maximum des portees des chemins contenus
dans C
ltC  maxf+
t
L L chemin inclus dans Cg 	
Proposition 
+
t
C  ltC 	
Si C est connexe alors +
t
C  ltC
En eet lensemble des couples de points appartenant a C et qui sont relies par un
chemin inclus dans C est inclus dans lensemble des couples de points appartenant a C	 Et
ces deux ensembles sont egaux si C est connexe	
La gure 	 montre quelques exemples de mesures de longueur temporelle pour les
composantes connexes maximales dune sequence	
lt(C)
lt(B)
X
T
(A)
(B)
(C)
connexité
lt(A)
Fig 	 
 Exemple de mesures de longueur temporelle
 Permanence temporelle
Denition  Chemin temporel
Un chemin temporel L de n pixels est une suite de pixels P
i

 i n
de coordonnees respec
tives x
i
 y
i
 t
i

 i n
tels que i   i  n   ou bien P
i
 
s
P
i
 ou bien t
i
 t
i
)
et P
i
 
t
P
i

 Restauration des defauts locaux aleatoires
En dautres termes un chemin temporel est un chemin dont les coordonnees temporelles
des points qui le constituent sont croissantes
 il va forcement vers le futur mais de facon
non stricte
Denition  Permanence temporelle
 pC
Soit C un sousensemble de la sequence binaire B La permanence temporelle de C notee
pC est le maximum des portees des chemins temporels contenus dans C
pC  maxf+
t
L L chemin temporel inclus dans Cg 	
Proposition 
ltC  pC  	
Cette relation decoule du fait que lensemble des chemins temporels inclus dans C est
compris dans lensemble des chemins inclus dans C	
La gure 	 montre quelques exemples de mesures de permanence temporelle pour les
composantes connexes maximales de notre sequence test	
X
T
(A)
(B)
(C)
connexité
p(B)
p(C)p(A)
Fig 	 
 Exemple de mesures de permanence temporelle Nous avons marque par des
croix le chemin temporel maximal qui dans chaque cas a permis de mesurer la permanence
temporelle
 Permanence temporelle stricte
Denition  Chemin temporel strict
Un chemin temporel strict L de longueur n commencant au temps t

est une suite de n
pixels P
i

 i n
de coordonnees respectives x
i
 y
i
 t

) i tels que

i   i  n    P
i
 
t
P
i

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Dit autrement un chemin temporel strict est un chemin dont les coordonnees tempo
relles des points qui le constituent sont strictement croissantes
Remarquons que la longueur dun chemin temporel strict est egale a sa portee	
Denition  Permanence temporelle stricte
 psC
La permanence temporelle stricte de C notee psC est le maximum des portees des che
mins temporels stricts contenus dans C
psC  maxf+
t
L L chemin temporel strict inclus dans Cg 	
Proposition 
pC  psC 	
La gure 	 montre quelques exemples de mesures de permanence temporelle stricte
pour les composantes connexes maximales dune sequence	
X
T
(A)
(B)
(C)
connexité
ps(B)
ps(C)ps(A)
Fig 	 
 Exemple de mesures de permanence temporelle stricte


Epaisseur temporelle
Denition  Segment temporel
Un segment temporel S de longueur n est une suite de n pixels P
i

 i n
de coordonnees
respectives x y t

) i
 i n

 Restauration des defauts locaux aleatoires
En dautres termes un segment temporel est un segment parallele a laxe du temps	
Denition 

Epaisseur temporelle
 eC
Lepaisseur temporelle dun sousensemble C de B que nous noterons eC est le maxi
mum des portees des segments temporels inclus dans C
eC  maxf+
t
L L segement temporel inclus dans Cg 	
Remarquons que cette denition est independante de la connexite spatio
temporelle de
B	

Etant donne que les connexites temporelles que nous utiliserons seront superieures a la
connexite temporelle simple denie dans la section 	 lensemble des segments temporels
stricts contenus dans C est inclus dans lensemble des chemins temporels contenus dans C	
Par ailleurs si nous choisissons la connexite temporelle simple alors les chemins temporels
stricts sont les segments temporels	 Par consequent
Proposition 
psC  eC 	
Si la connexite temporelle est simple alors psC  eC
La gure 	 montre quelques exemples de mesures depaisseur temporelle pour les
composantes connexes maximales dune sequence	
X
T
(A)
(B)
(C)
connexité
e(B)
e(C)e(A)
Fig 	 
 Exemple de mesures depaisseur temporelle
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 Des mesures hierarchisees
Les dierentes mesures que nous venons de presenter sont ordonnees	 En eet dapres
les propositions 	 	 	 et 	 pour tout sous
ensemble C de B nous avons la relation
ltC  pC  psC  eC 	
Toutes ces mesures donnent des valeurs pratiquement identiques et grandes  dans le
cas dobjets immobiles ou bougeant tres lentement	 La dierence entre les mesures gran

dira lorsquil sagira dobjets qui bougent le cas extreme etant celui ou le mouvement
entre deux trames sera plus grand que la taille de lobjet% on aura alors a condition que la
connexite temporelle soit susamment forte pour que lobjet constitue une seule compo

sante connexe une longueur temporelle egale au nombre de trames ou lobjet est present
et une epaisseur temporelle egale a 	 Enn sil sagit dun objet visible uniquement sur
une trame alors toutes les mesures seront a nouveau daccord elles vaudront toutes 	
Ceci dit nous navons pas encore explique comment les calculer en pratique	
 Mise en uvre des mesures algorithmes
Les algorithmes que nous decrivons dans cette section ont pour but de faire le tri en
fonction dune valeur n parmi les CCM dune sequence binaire B	 Avec chaque mesure m
m peut etre egale a lt p ps ou e nous construirons une ouverture par reconstruction 
de la fa'con suivante les CCM C telles que mC  n seront preservees et les autres seront
entierement eacees	
B  

fC 	 C  CCMB mC  ng 	
Nous commen'cons par le cas de lepaisseur temporelle car lalgorithme correspondant
est tres connu en morphologie mathematique puis nous traiterons le cas des autres mesures
dans lordre inverse de la section precedente	
 Ouverture par reconstruction avec l	epaisseur temporelle
Les composantes connexes maximales de B depaisseur temporelle inferieure ou egale a
n ne contiennent pas de segment temporel de longueur n ) 	 Donc elles sont eacees par
une ouverture temporelle de taille n	 Reciproquement les autres composantes connexes
maximales de la sequence contiennent un segment temporel de longueur n )  si bien
quelles ne sont pas entierement eacees par cette meme ouverture temporelle	 Une recons

truction permet alors de recuperer la forme initiale des objets qui ont survecu a louverture	
Le resultat est l	ouverture par reconstruction de la sequence initiale par un element
structurant lineaire parallele a laxe du temps de longueur n	 La procedure complete est
illustree par la gure 	 dans le cas ou n  	
 Restauration des defauts locaux aleatoires
T (Numéro de trame)
X
(C)
(D)
(A)
(B)
(C)
(D)
(B)
(A)
(D)
(A)
(B)
(C)
0 1 2 3 4 5 6 7 8 9 1011
(B)
(A)
(C)
(D)
Séquence originale
Reconstruction
CCMs d’épaisseur temporelle
inférieure ou égale à 2
CCMs d’épaisseur temporelle
strictement supérieure à 2
temporelle
de taille 2
Ouverture
Fig 	 
 Detection des defauts dont lepaisseur temporelle est inferieure ou egale a 
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 Ouverture par reconstruction avec la permanence temporelle stricte
Nous voulons reperer toutes les composantes connexes maximales contenant au moins
un chemin temporel strict de longueur n ) 	 Pour ce faire nous pouvons adopter une
approche analogue a la precedente utiliser une ouverture qui eacera completement seule

ment les composantes connexes maximales de permanence temporelle stricte inferieure a
n et ensuite appliquer une reconstruction pour recuperer la forme initiale des objets qui
nont pas ete completement eaces	 Le resultat sera louverture par reconstruction  que
nous cherchons	
Soit C
n
 fc
i
g
iI
lensemble ni des chemins temporels stricts de longueur n )  et

i
louverture morphologique avec le chemin c
i
	 Le sup
W

i
de toutes ces ouvertures est
une ouverture et elle rend exactement tous les points de B par lesquels passe un chemin
temporel strict de longueur n )  contenu dans B	 Il sut donc ensuite dappliquer une
reconstruction comme precedemment	
Malheureusement construire
W

i
est peu pratique le nombre delements dans C
n
pouvant etre assez important	 Au lieu de cela nous calculerons pour chaque pixel P x y t
de B la longueur maximale des chemins temporels stricts inclus dans B qui nissent en
P 	 Nous noterons cette valeur ps
f
P 	 Si dans une composante connexe maximale C de
B il existe un point P tel que ps
f
P   n )  alors on est sur que C contient un chemin
temporel strict de longueur au moins egale a n ) 	 Reciproquement si C contient un
chemin temporel strict de longueur superieur a n)  alors il contient forcement un point
P  contenu dans C tel que ps
f
P   n ) 	 Donc les pixels P tels que ps
f
P   n ) 
constituent des marqueurs des objets dont la permanence temporelle stricte est superieure
a n si bien quapres il sura doperer une reconstruction a linterieur de B pour obtenir
le resultat de louverture par reconstruction	
Decrivons lalgorithme qui nous permet de calculer ps
f
P  pour tous les pixels de B	
Soit I une sequence dimages a niveaux de gris de memes dimensions queB et t un compteur
entier	 Soit S
t
lelement structurant de la dilatation 
t
associee a la connexite temporelle
de la sequence	 Soit alors S

t
egal a S
t
prive des points dont la coordonnee temporelle est
negative S

t
 fP x y t  S
t
 t  g et 

t
la dilatation delement structurant S

t
	
Initialisation I  et t 
	 I  

t
I  B
	 It  It )Bt
	 t  t) 
	 Si t  t
max
alors retour au 
Le fonctionnement de cet algorithme est illustre par la gure 		
En sortie de cet algorithme nous obtenons pour tout pixel P de B IP   ps
f
P 	
Il sut ensuite de seuiller I au niveau n ) 	 Limage resultante X
n
I constitue le
marqueur que nous cherchons pour les composantes connexes maximales de permanence
 Restauration des defauts locaux aleatoires
X
T
0 1 2 3 4 5 6 7 98 0 1 2 3 4 5 6 7 98
0 1 2 3 4 5 6 7 980 1 2 3 4 5 6 7 980 1 2 3 4 5 6 7 98
(A)
(B)
(C)
connexité
Séquence originale B
0 1 2 3 4 5 6 7 98
1
1
1
1
1
2
1
6
6
Séquence de travail I Séquence de travail I
Séquence de travail ISéquence de travail ISéquence de travail I
(fin de l’itération t=0) (fin de l’itération t=1)
(fin de l’itération t=3) (fin de l’itération t=7) (fin de l’itération t=8)
1 2
2 3
3
4
4 5
5
1 2
2 3
3
4
4 5
5
2
1
2
1
1 2
2
3
3
3
1
1
2
1
2
1
2
1
2
1
2
1
1 2
2
3
3
3
1
1
2
1
2
1
2
1
1
1
2
1
2
1
2
1
Fig 	 
 Algorithme de calcul de ps
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temporelle stricte superieure ou egale a n)	 Il ne reste plus alors qua reconstruireX
n
I
a linterieur de la sequence originale B B  RecX
n
I B	
Cet algorithme a lavantage detre iteratif	 Il sut de connatre It pour calculer
It) 	
 Ouverture par reconstruction avec la permanence temporelle
De fa'con analogue a la precedente nous denissons p
f
P  comme etant le maximum
des longueurs des chemins temporels inclus dans B nissant en P 	
Lalgorithme que nous avons developpe pour le calcul de p
f
est tres similaire a celui que
nous venons de presenter servant au calcul de ps
f
	 Il comporte une etape supplementaire
de reconstruction geodesique pour prendre en compte le fait que les chemins temporels ne
sont plus stricts	
Initialisation I  et t 
	 I  

t
I  B
	 It  It )Bt
	 It  RecIt Bt
	 t  t) 
	 Si t  t
max
alors retour au 
Le fonctionnement de cet algorithme est illustre par la gure 		
 Ouverture par reconstruction en utilisant la longueur temporelle
Pour calculer la longueur temporelle il sut dutiliser un algorithme de labelisation
parmi ceux quon trouve dans la litterature et de retenir pour chaque label les valeurs
extremes des coordonnees temporelles des pixels correspondants un algorithme de labe

lisation est une procedure qui permet dassocier a chaque composante connexe maximale
un label dierent	
 Quelle mesure choisir
Nous utiliserons les mesures presentees ci
dessus pour analyser la sequence binaire B	
Les valeurs obtenues pour chaque composante connexe de la sequence nous permettront
de decider lesquelles correspondent a des defauts	 Mais laquelle devons
nous utiliser pour
reconnatre au mieux les defauts
Avant de repondre a cette question remarquons que dans certains cas la reponse nest
pas necessaire			 Dune part si nous nous limitons a la connexite temporelle simple alors
lepaisseur temporelle et la permanence temporelle stricte donnent le meme resultat voir
proposition 		 Dautre part remarquons que si une composante connexe maximale est
 Restauration des defauts locaux aleatoires
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Séquence de travail I Séquence de travail I
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telle que ltC   alors en vertu de la relation 	 les autres mesures seront aussi egales
a 	 Et si ltC   alors pC  psC   mais pas necessairement eC  	
Jetons un coup dil au tableau 		
Composante connexe maximale A B C

Epaisseur   
Permanence stricte   
Permanence   
Longueur   
Tab 	 
 Resultats de lapplication des dierentes mesures presentees aux composantes
connexes maximales de notre sequence illustrative
Nous remarquons que la permanence temporelle et la longueur temporelle sont les
mesures qui caracterisent le mieux les defauts ici la composante connexe B ceci grace
a leur plus grande robustesse vis a vis des objets en mouvement	 Parmi ces deux mesures
nous choisirons la permanence temporelle parce quelle impose une certaine coherence aux
objets en mouvement et empeche en particulier des retours en arriere	
 Application a la detection de defauts
Supposons quune sequence dimages I presente un seul type de defaut aleatoire et
que nous disposons dun critere qui nous permet de detecter trame par trame des regions
qui sont soup'connees detre des defauts nous dirons que ce sont des regions qui sont des
defauts potentiels	 Nous obtenons ainsi une sequence binaire B que nous munissons
dune connexite spatio
temporelle	 Ses composante connexes maximales correspondent soit
a des defauts soit a des objets de la scene qui ont ete detectes de fa'con erronee a cause
de leur ressemblance avec les premiers	

Etant donne que la probabilite que les defauts
aleatoires se superposent entre deux trames successives est faible ceux
ci apparatront
generalement sous la forme de composantes connexes maximales de faible permanence
temporelle	 Nous construirons donc notre modele a partir de cette remarque
Denition  Modele de defaut local aleatoire dans une sequence binaire
Nous appellerons defaut local aleatoire depaisseur n les composantes connexes
maximales de B dont la permanence temporelle est inferieure ou egale a n
Par exemple nous pouvons decider de considerer comme defauts toutes les regions etant
des defauts potentiels dont la permanence temporelle est inferieure ou egale a % dans ce
cas les objets B C et D de la gure 	 seront consideres comme etant des defauts
ce qui semble vraisemblable	
Il nous reste donc deux parametres a xer lepaisseur des defauts que nous cherchons
n et la connexite spatio
temporelle de la sequence	
 Restauration des defauts locaux aleatoires
T (Numéro de trame)
X
(B)
(C)
1 2 3 4 5 6 7 8 9 10 110
(D)
Séquence d’images
Permanence temporelle 2
Permanence temporelle 1(A)
Permanence temporelle 6
Fig 	 
 Mesures de permanence temporelle
Noublions pas que au vu des contraintes de qualite que nous nous sommes imposees
nous choisirons de ne pas detecter certains defauts plutot que dabmer des zones non

degradees de limage	
Lepaisseur des defauts que nous choisirons dependra essentiellement de la densite de
ceux
ci	 Si la densite est faible moins de ! de limage degradee alors on prendra n  	
Avec une densite moyenne entre ! et ! de limage on prendra n  	 Finalement
pour les cas extremes on choisira n  	
Par ailleurs nous avons choisi la 
connexite spatiale	 Nous obtenons ainsi moins de
composantes connexes dans chaque trame et les objets ns risquent moins de se voir coupes	
Le choix de la connexite temporelle est beaucoup plus delicat	 Il depend essentiellement
de la presence ou non de mouvement important dans la scene	

 Premiere methode de detection
Nous disposons dun modele de defaut aleatoire dans le cas des sequences dimages
binaires	 Nous ne pouvons pas lappliquer directement a des sequences a niveaux de gris	
Par consequent dans cette section nous commen'cons par proposer quelques algorithmes
de detection qui nous permettent didentier trame par trame les defauts potentiels	 Nous
obtenons ainsi une sequence dimages binaires	 Il ne nous restera alors plus qua appli

quer les algorithmes decrits dans les sections precedentes pour reconnatre parmi tous les
candidats les defauts aleatoires	
  Reconnaissance trame par trame des defauts aleatoires
Chaque type de defaut local aleatoire presente certaines caracteristiques spatiales qui
permettent de le reconnatre sur chaque trame de la sequence independamment de toute
caracteristique temporelle	 Ainsi les taches claires apparaissent comme des maxima lo

 Premiere methode de detection 
caux de forme plus ou moins ronde% les craquelures sont des structures allongees etroites
et sombres globalement horizontales	 Ceci dit certains objets de la scene peuvent avoir
les memes caracteristiques et risquent donc detre detectes aussi	 Par exemple les $eurs
blanches peuvent avoir une forme tres similaire aux taches claires et lombre dun toit
peut ressembler a une craquelure	 Ce nest pas grave	 Une analyse temporelle posterieure
permettra de distinguer les vrais defauts des fausses detections	 Par consequent la carac

teristique essentielle des algorithmes de detection trame par trame est de ne pas laisser
echapper des defauts	 La presence de fausses detections est certes dommage mais moins
grave	
Nous presenterons deux algorithmes de detection trame par trame bases sur des outils
de morphologie mathematique	 Le premier permet de detecter les taches dune taille donnee
et le deuxieme permet de detecter les craquelures	
 Detection trame par trame de taches claires
Nous modelisons les taches claires commeetant des maxima locaux de surface maximale
S
max
 de surface minimale S
min
et de contraste minimal g	
An de les detecter nous utilisons des ltres areolaires " # dont nous avons rappele
la denition dans le chapitre 	 La suite doperations que nous utilisons et qui est illustree
dans la gure 	 est la suivante la trame originale est F  It
	 Ouverture areolaire de taille S
max
de F  F

	 On prive ainsi F de tous ses maxima
de surface inferieure a S
max
	
	 F
 
 F   F

	 F
 
est le residu de loperation precedente	 Il contient donc les maxima
de F de surface inferieure a S
max
	
	 Seuillage au niveau g de F
 
 F

	 Nous eliminons ainsi les maxima de contraste
inferieur a g	
	 Ouverture par reconstruction en utilisant comme masque F
 
et comme marqueur F

%
on obtient ainsi F

qui contient les maxima de F de surface inferieure a S
max
et de
contraste superieur a g	
	 Binarisation de F

 donnant F
	
	 On utilise pour cela un seuil bas g
bas
	
	 Ouverture areolaire de taille S
min
de F
	
	 On obtient ainsi F


 qui est egal a F
	
prive
de ses composantes connexes de surface inferieure a S
min
	
Limage binaire F


ainsi obtenue indique lemplacement exact des objets decrits par
notre modele de taches claires	 Lapplication de notre algorithme a la premiere image de
notre sequence Train donne le resultat de la gure 		 Nous pouvons constater que la
detection est satisfaisante	 Toutes les taches claires ont ete reperees	 Les parametres utilises
apparaissent dans le tableau 		
Cet algorithme peut etre perfectionne	 Par exemple on peut appliquer des criteres de
forme pour ne pas detecter les taches qui sont trop allongees	
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Image F5
Smin
Smax
XImage Originale : F Image F1
Image F2
Contraste
minimal
g
Image F4
Niveau
de gris
g
Ouverture
aréolaire
Smin
Ouverture
aréolaire
Smax
Binarisation
Image finale F6
Fig 	 
 Dierentes etapes de lalgorithme de detection de taches blanches
Parametre Valeur
S
max

S
min

g 
g
bas

Tab 	 
 Parametres utilises pour la detection des taches de la sequence Train
 Premiere methode de detection 
Trame originale Detection de taches blanches
Fig 	 
 Resultat de lapplication de lalgorithme de detection de taches claires a la
premiere trame de la sequence Train
 Detection trame par trame de craquelures noires
Comme vous avez pu le remarquer les images de la sequence Train presentent des
craquelures noires horizontales	 Il sagit la dun defaut tres rare est extremement dicile
a traiter mais nous verrons que nous obtenons des resultats encourageants	
An de les detecter nous adoptons un modele analogue a celui que nous avons utilise
pour les taches blanches	 Mais avant tout nous avons besoin dune denition
Denition  Epaisseur dun ensemble C de IR
n
suivant la direction u
Soit C un sousensemble borne de IR
n
et u un vecteur de IR
n
 Lepaisseur de C suivant la
direction u est le maximum des longueurs des segments colineaires a u contenus dans C
Remarquons que u peut etre egal a

 dans ce cas lepaisseur correspondante est le maximum
des longueurs de tous les segments contenus dans C
Nous decrivons les craquelures comme etant des structures sombres de contraste au moins
egal a g depaisseur verticale inferieure a d
x
et de surface superieure a S
min
	
Pour mettre en uvre ce modele nous utilisons la suite doperations suivante
	 Chapeau haut de forme sombre avec un element structurant lineaire vertical de lon

gueur d
x
	 On obtient F

	
	 Binarisation de F

avec le seuil g	 Nous appellerons le resultat F
 
	
	 Binarisation de F

avec un seuil bas g
bas
pour limiter le bruit F

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	 Reconstruction en 
connexite de F

en utilisant comme marqueur F
 
	 Le resultat
est stocke dans F

	
	 Ouverture areolaire de taille S
min
de F

	 On eace ainsi les composantes connexes
maximales de F

de petite taille pour obtenir le resultat nal	
Nous avons applique cet algorithme a la premiere image de notre sequence Train
avec les parametres donnes par le tableau 		 Le resultat apparat sur la gure 		
Nous pouvons constater que toutes les craquelures ont ete correctement detectees mais
certains objets de la scene dont les caracteristiques geometriques et les niveaux de gris
correspondaient aussi a notre modele ont ete marques aussi	 En particulier lombre des
toits a souvent ete prise pour des craquelures	 Ce probleme sera resolu dans la section
suivante	
Parametre Valeur
d
x

S
min

g 
g
bas

Tab 	 
 Parametres utilises pour la detection des craquelures de la sequence Train
 Analyse de la sequence binaire
A lissue de la premiere phase de detection trame par trame nous nous retrouvons avec
une sequence binaire B dont les composantes connexes maximales correspondent a des
defauts ou a des objets de la scene	 An de reconnatre les vrais defauts nous utiliserons
le modele presente au debut de ce chapitre cf	 denition 		
Nous munirons donc B dune connexite spatio
temporelle	 Il nous faut maintenant
reconnatre les composantes connexes maximales de B dont la permanence temporelle est
inferieure ou egale a n	 Nous commencerons par etudier le cas ou la connexite temporelle
est simple pour ensuite nous plonger dans le cas general	
 Connexite temporelle simple
Dans le cas de la sequence Train le mouvement est susamment faible pour que
nous puissions nous limiter a une connexite temporelle simple	 Considerons les defauts
depaisseur 	 Dapres la section 		 nous pouvons nous contenter dutiliser une ouverture
temporelle pour identier les defauts	 Cest ce que nous montrons dans la gure 		 En
haut de la gure a nous observons les  images originales	 La ligne suivante b montre le
resultat de la detection trame par trame que nous avons decrite dans la section 				 Vu
que nous avons eectue une ouverture avec un element structurant lineaire de longueur 
 Premiere methode de detection 
Trame originale Detection de craquelures
Fig 	 
 Resultat de lapplication de lalgorithme de detection de taches claires a la
premiere trame de la sequence Train
parallele a laxe du temps le resultat na de sens que pour la trame centrale c	 Remarquons
que nous avons reussi a enlever les fausses detections en particulier lombre des toits des
maisons	 Par contre nous avons aussi eace une vraie craquelure	 Pourquoi Simplement
parce que avec dautres craquelures dans les trames precedentes elle constitue une CCM
de longueur superieure a 	
An de mieux comprendre la structure de cette sequence regardons le resultat du calcul
de p
f
gure 	 rappelons que pour un pixel P de B p
f
P  donne le maximum des
portees des chemins temporels nissant en P 	 Sur la premiere trame tous les pixels P
appartenant a B sont tels que p
f
P   	 Cest normal car nous avons considere quil
sagissait de la premiere trame de la sequence	 Ce qui est interessant cest de regarder les
regions ou p
f
atteint des valeurs importantes	 On remarquera quil sagit essentiellement
des objets de la scene qui avaient ete pris pour des craquelures	 Ceci dit on retrouve la
craquelure qui nous a pose des problemes precedemment p
f
prend des valeurs importantes
sur elle	
En fait les craquelures etant donnee leur grande taille ne rentrent plus tout a fait dans
le cadre des defauts locaux aleatoires car la probabilite de superposition est trop elevee	
Cependant les resultats obtenus sont interessants	
 Connexite temporelle quelconque
Voyons maintenant ce qui se passe en presence de mouvement plus important	 Nous
avons choisi une sequence de bonne qualite ou on observe de nombreux objets clairs qui
 Restauration des defauts locaux aleatoires
a  images originales de la sequence Train
b Detection de craquelures trame par trame
c Defauts depaisseur 
Fig 	 
 Detection de craquelures dans la sequence Train
Fig 	 
 Exemple de calcul de p
f
 Le niveau de gris es proportionnel a la valeur au
point considere
 Premiere methode de detection 
peuvent etre confondus avec des taches et ou en plus le mouvement est rapide	 Il sagit de
la sequence football	 Dans la gure 	 nous avons les trois premieres images de cette
sequence et en dessous le resultat de la detection des taches blanches avec lalgorithme
presente dans la section 			 en prenant comme parametres
Parametre Valeur
S
max

S
min

g 
g
bas

Tab 	 
 Parametres utilises pour la detection des taches de la sequence football
Fig 	 
 Trois premieres images de la sequence football et resultat de la detection
trame par trame de taches blanches
Si nous adoptons comme connexite temporelle 
t
 
t
voir section 	 pour les nota

tions alors les composantes connexes spatiales de la trame centrale considerees de fa'con
erronee comme etant des defauts apparaissent sur la gure 	a	 Si nous choisissons
une connexite temporelle plus forte par exemple 
t
 

t
 le nombre de fausses detections
diminue voir la gure 	b	
Ceci dit il y a un cout a payer	 Dune part le temps de calcul est legerement plus
long mais ce nest la quun inconvenient mineur	 Dautre part et il sagit du probleme
principal des eventuels defauts risquent detre connectes plus facilement a des objets de la
scene lorsque la connexite spatiale est plus forte	 Sur la gure 	 nous avons marque tous
les pixels de la trame centrale qui sont adjacents soit a un objet de cette meme trame soit
 Restauration des defauts locaux aleatoires
a Connexite temporelle 
t
b Connexite temporelle 

t
Fig 	 
 Composantes connexes maximales spatiales de la trame centrale de la sequence
football dont la permanence temporelle est egale a 
a un objet ou a un faux defaut des deux trames voisines	 Si un vrai defaut apparaissant sur
cette trame contenait un pixel de lensemble que nous venons de decrire alors il viendrait a
faire partie dune composante connexe maximale de permanence superieure strictement a
 et par consequent il echapperait a notre algorithme de detection	 Remarquons que dans
le cas de la connexite temporelle plus forte 	b le risque de non
detection est plus
eleve que dans lautre cas	
a Connexite temporelle 
t
b Connexite temporelle 

t
Fig 	 
 Pixels adjacents aux objets et faux defauts des trames voisines et aux objets
de la trame courante
Par consequent en choisissant une connexite temporelle forte nous evitons de fa'con
satisfaisante les fausses detections provoquees par les petits objets qui bougent rapidement	
En contrepartie la detection de defauts est moins ecace	
 Conclusion
La methode de detection que nous venons de presenter est divisee en deux parties
( la premiere propre a chaque type de defaut consiste a detecter trame par trame les
objets qui vues leurs caracteristiques geometriques pourraient etre des defauts	
 Deuxieme methode de detection 
( la deuxieme consiste a analyser la sequence binaire obtenue pour distinguer les vrais
defauts des fausses detections	
Cette methode sera dautant plus satisfaisante que les defauts seront faciles a caracte

riser	 Si beaucoup dobjets de la scene sont pris pour des defauts lalgorithme aura du mal
a faire le tri	
Par ailleurs il y aura toujours des objets de la scene qui seront a la limite detre detectes
en tant que defauts	 Dans ce cas ils risquent detre detectes dans certaines trames et pas sur
dautres donnant ainsi limpression quil sagit daccidents temporels et donc de defauts	
Dans la section suivante nous proposerons une deuxieme approche ou nous eectuons
directement une analyse spatio
temporelle sur la sequence dentree	 Pour cela il faudra
generaliser le modele de defauts locaux aleatoires a des images a niveaux de gris	
 Deuxieme methode de detection
  Modele de defaut local aleatoire dans une sequence a ni
veaux de gris
Dans la section 		 nous avons donne un modele de defaut aleatoire depaisseur n pour
les sequences binaires cetaient les CCM de la sequence dont la permanence temporelle
etait inferieure ou egale a n	 Desormais nous les appellerons defauts locaux aleatoires
binaires	
Comment pouvons
nous generaliser ce modele aux images a niveaux de gris
Nous adopterons la demarche deja utilisee dans la section 			 qui consiste a consi

derer une image a niveaux de gris I comme un empilement dimages binaires B
g

I  
G
X
g
B
g
	
ou B
g
est le seuil de I au niveau g B
g
 X
g
I	 Nous obtenons ainsi G    sequences
binaires B
g
 que nous pourrons analyser avec les outils deja developpes	
Denition  Modele de defaut local aleatoire clair dans une sequence a niveaux de
gris
Avec les notations precedentes nous dirons quun ensemble , est un defaut local aleatoire
clair depaisseur n si et seulement si il existe un niveau de gris g tel que , soit un defaut
local aleatoire binaire de meme epaisseur de la sequence B
g
 X
g
I
Denition  Modele de defaut local aleatoire obscur dans une sequence a niveaux de
gris
Reciproquement , est un defaut obscur depaisseur n de la sequence I si et seulement si
cest un defaut clair de meme epaisseur de la sequence inverse G  I
 Restauration des defauts locaux aleatoires
 Application
Supposons que nous cherchons a detecter les defauts clairs depaisseur n	
Soit  louverture par reconstruction qui eace toutes composantes connexes maximales
C dont la permanence temporelle pC est inferieure a n
B  

fC
i
 CCMB 	 pC
i
  ng 	
Comme toutes les ouvertures par reconstruction  est croissante	
Louverture par reconstruction resultante pour les images a niveaux de gris est
-I  
G
X
g
B
g
 	
Cette ouverture par reconstruction eace tous les defauts locaux aleatoires depaisseur
n et neace queux	
La gure 	 montre un exemple	 Limage a est la trame centrale de la serie ap

paraissant sur la gure 		 Nous lui avons applique louverture par reconstruction - en
choisissant une permanence temporelle de 	 La connexite spatiale est de  et la connexite
temporelle simple	 Nous montrons sur limage b la dierence entre limage originale et
le resultat de louverture	 Remarquons que les defauts ressortent clairement mais nous
observons aussi des objets secondaires qui ne nous interessent pas	
 Posttraitement
Lorsque nous faisons la dierence entre I et -I nous obtenons une image a niveaux
de gris I
 
indiquant tout ce qui a ete detecte comme defaut aleatoire	 En theorie il surait
de la seuiller pour obtenir notre masque de defauts mais en pratique elle contient de
nombreuses detections sans interet dues a du bruit ou a des deplacements	
Pour ltrer cette image nous utilisons un double seuillage "#	 Le procede est le suivant	
Nous choisissons un seuil bas g

et un seuil haut g
 
	 Nous seuillons I
 
avec ces deux
seuils obtenant respectivement B

 X
g

I
 
 et B
 
 X
g

I
 
 et nous reconstruisons
B

en utilisant B
 
comme marqueur	 Limage nale B

correspond aux defauts que nous
considerons comme importants	
Cet algorithme applique a limage 	b avec g

  et g
 
  donne le resultat de
la gure 		 Nous avons reussi a faire ressortir les defaut qui dans ce cas correspondent
aux taches blanches	 Mais deux bouts de rail ont aussi ete detectes	 Pourquoi Pour deux
raisons	 Premierement a cause des vibrations de la sequence les rails ont ete eaces par
louverture par reconstruction - et donc sont apparus sur limage dierence	 Dautre part
des taches blanches bien contrastees touchaient ces bouts de rail donc lors de la phase de
reconstruction du double seuillage ils ont ete mis en evidence	
Ce probleme ne serait pas apparu si nous avions applique lalgorithme de correction
des vibrations a cette sequence avant la detection des defauts aleatoires	 Dans un cas plus
general pour eviter ces fausses detections lorsque la sequence est soumise a des mouvements
importants il faut une procedure de compensation de mouvement	
 Deuxieme methode de detection 
a Image originale b Detection de defauts clairs
Fig 	 
 Limage b donne la dierence entre limage originale a et son ouverture par
reconstruction - avec une permanence temporelle egale a  An de la rendre visible nous
avons rajoute  aux pixels dont le niveau de gris est compris entre  et le maximum
Fig 	 
 Resultat du double seuillage
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 Restauration des defauts locaux aleatoires
 Commentaires
Le modele de defaut aleatoire que nous venons de presenter est tres robuste tant que
les deplacements dans la sequence ne sont pas plus grands que les objets qui se deplacent	
Plus precisement si un objet bouge si rapidement quil se deconnecte au cours du temps
alors il sera considere comme un defaut aleatoire	 Cette remarque nest pas nouvelle nous
avons deja eu loccasion de la formuler dans les sections precedentes	 Cependant dans un
grand nombre de cas ce critere est susant	 Dans les autres cas nous pouvons reduire les
fausses detections en utilisant un algorithme de compensation de mouvement mais comme
nous lavons deja mentionne cette solution pose de nombreux autres problemes	
Par ailleurs lutilisation des operateurs par reconstruction dans les sequences dimage
ouvre la porte a beaucoup dautres applications	 Limage dierence est riche en information
sur la dynamique de la sequence	 Par exemple dans les sequence ou il ny pas de defauts
il permettent de detecter les mouvements importants	
Finalement remarquons que le resultat de louverture ou de la fermeture par recons

truction nous donne aussi une interpolation des regions abmees par les defauts	 Ceci dit
dans la section suivante nous verrons des methodes de recuperation de linformation perdue
qui donnent des resultats plus realistes	
 Recuperation de linformation perdue
Nous sommes arrives au point ou nous avons reussi a detecter avec precision les defauts
locaux aleatoires dune sequence dimages	 Or les defauts ont completement eace la tex

ture qui se trouvait a leur emplacement	 Il nous reste donc a recuperer cette information a
partir dinterpolations	 Comment pouvons
nous faire ceci
Nous pouvons envisager deux approches	 La premiere et la plus simple consiste a
interpoler la texture qui se trouve autour du defaut a linterieur de celui
ci	 La deuxieme
plus complexe a mettre en uvre mais au meme temps plus interessante va chercher dans
les autres trames de la sequence en pratique la trame precedente linformation perdue	
Nous avons etudie les deux possibilites	
  Approche trame par trame
La premiere approche a la recuperation dinformation est linterpolation purement spa

tiale	 Plusieurs methodes de ce type ont ete developpees dans le cadre de la restauration
dimages D	 Mais il ne faut pas oublier quici nous considerons des defauts qui detruisent
completement linformation	
La diculte du probleme est tres liee a la taille des defauts	 Plus les defauts sont
grands plus linformation perdue est importante et plus les methodes dinterpolation sont
imprecises	
 Recuperation de l	information perdue 
 Tres petits defauts le bruit
Lorsque les defauts ne font que  ou  pixels la recuperation est relativement simple	
Ce type de defaut est rare dans les lms et de toute fa'con etant donnee la resolution tres
peu visible	 Mais dans le cas des sequences video il est courant et assez genant	
Un ltre median classique avec un noyau de convolution    est largement susant
pour la restauration	 Sans oublier toutefois quil ne faut lappliquer quaux pixels que nous
avons identies comme etant des defauts
 Defauts moyens
Des que la taille des defauts depasse quelques pixels le besoin de methodes dinterpo

lation plus nes se fait sentir	
Dans le cas des taches blanches nous avons utilise une methode developpee par Marc
Van Droogenbroek "#	 Elle consiste a modeliser la texture a linterieur dun rectangle
entourant le defaut a partir de ses coecients de Fourier pour les interpoler ensuite a
linterieur de la region endommagee	
La gure 	 montre un exemple dapplication de cette methode	 Comme nous voyons
le resultat est tres realiste	 Il est tres dicile de retrouver la position des taches initiales a
partir de limage restauree	 Le seul inconvenient de cette methode est son cout calculatoire	
a Image initiale b Image apres restauration
Fig 	 
 Exemple de restauration de taches par interpolation de coe cients de Fourier
 Grands defauts
Lorsque les defauts ont touche des parties tres importantes de limage originale lin

terpolation est tres dicile	 Dans certains cas on peut essayer dappliquer des methodes
particulieres a un type de defaut	 Nous avons par exemple developpe une methode dinter

polation simple basee sur des dilatations verticales pour recuperer linformation perdue a
cause des craquelures cf	 gure 		
Le resultat nest pas tres satisfaisant la texture resultante est lisse	
De toutes fa'cons lorsque le defaut est tres grand linformation perdue risque detre
irrecuperable par une approche purement spatiale	 Par exemple si un detail a ete comple

tement eace il ne reste quun seul espoir aller voir dans les autres trames de limage si
on arrive a retrouver les niveaux de gris manquants	
 Restauration des defauts locaux aleatoires
Y
Image originale I(t)
G
Image restaurée I*(t)
Craquelure
a Craquelure b Image apres restauration
Fig 	 
 Exemple de restauration dune craquelure a partir de dilatations verticales
 Approche temporelle

Etant donne que nous travaillons avec des sequences dimages il est assez naturel
daller chercher dans les trames voisines ce qui manque sur la trame courante	 En pratique
etant donne quau moment ou nous restaurons la trame It nous supposons que la trame
It   a deja ete restauree que nous notons rappelons
le I

t   nous irons chercher
linformation manquante sur cette trame	
Remarquons que la methode de detection donne un premier interpolateur temporel	
Cest la dierence entre limage originale et cette interpolation qui nous avait permis de
detecter les defauts	 Cependant la restauration resultante nest pas tres belle	
 Le coupercoller de base
La premiere fa'con de faire et la plus simple est le couper
coller simple	 Cette methode
peut etre decrite ainsi si nous ne connaissons pas le niveau de gris du pixel P x y t nous
allons chercher la valeur du pixel P

x y t   et nous la donnons a P 	 Cette methode
est basee sur lhypothese que la scene varie tres peu au cours du temps	
Nous avons teste cette methode dans le cas de la sequence Train	 Regardons ce que
'ca donne pour les craquelures voir gure 		 Le resultat nest pas ideal parce que
lhypothese de non variation de la scene na pas ete bien respectee	 Ceci ressort dune part
au niveau de la frontiere de la region restauree la discontinuite de la texture est tres visible
et dautre part au niveau de lombre du rail qui a bouge	
 Un coupercoller plus sophistique
Dans toute la phase de detection de defauts nous avons evite dutiliser des algorithmes
de compensation de mouvement	 En eet ces algorithmes sont delicats a mettre en uvre
et peu robustes	 Or nous travaillons dans un environnement tres bruite raison pour laquelle
nous avons choisi de nous baser uniquement sur la connexite temporelle pour la detection
des defauts aleatoires	 Mais maintenant que nous avons reussi a detecter les defauts de
la trame It et que nous avons restaure la trame It    nous pouvons appliquer la
compensation de mouvement a la recuperation dinformation	
 Recuperation de l	information perdue 
a Craquelure b Image apres restauration
Fig 	 
 Exemple de restauration dune craquelure a partir dune fermeture temporelle
An dameliorer la methode precedente nous avons adapte la compensation par blocs
blockmatching en anglais "# a notre cas	 Considerons le temps t	 A partir de maintenant
nous considererons une connexite purement spatiale 
s
	 Soit CC une CCM de Bt cest
a dire un defaut de la trame t	 Soit R
min
CC le plus petit rectangle contenant CC et
R
minm
CC le dilate en 
connexite de taille m de R
min
CC
R
minm
CC  
m
s
R
min
CC
En dautres mots R
minm
CC est le plus petit rectangle contenant CC avec une
marge depaisseur m voir gure 		 Pour simplier les notations nous poserons R  
R
minm
CC	
CC
m
m
Rmin+m
Rmin
Fig 	 
 Illustration de la denition du rectangle minimal contenant CC et du rectangle
minimal avec une marge m contenant CC
Soit R

un rectangle appartenant a la trame t    de memes dimensions que R	 Soit
O
R
resp	 O
R

 le premier pixel dans lordre du balayage video de R resp	 de R

	 Si nous
changeons lorigine du repere et nous la mettons en O
R
resp	 O
R

 nous obtenons une base
locale a notre rectangle R resp	 R

	 Nous appellerons pixel correspondant dans R

a un
pixel P de R le pixel dont les coordonnees spatiales dans le repere dorigine O
R

sont les
memes que les coordonnees spatiales de P dans le repere dorigine O
R
	 Nous noterons ce
point P

	
 Restauration des defauts locaux aleatoires
Nous pouvons maintenant denir la dierence quadratique entre les deux rectangles
+
 
RR

  
X
PRB
IP t  I

P

 t  
 
Remarquons que nous ne prenons en compte que les pixels de R qui nappartiennent
pas a B dans le calcul de cette dierence	
Forts de ces denitions nous pouvons maintenant decrire la nouvelle methode de recupe

ration dinformation	 Pour chaque composante connexe maximale CC de Bt rappelons

nous que nous travaillons en connexite spatiale nous calculons le rectangle minimal la
contenant avec une marge m R  R
minm
CC	 Ensuite nous cherchons dans le temps
precedent t   le rectangle R

qui minimise +
 
RR

 si nous en trouvons plusieurs nous
prendrons le plus proche de R	 Nous prenons le temps precedent parce que la version res

tauree I

t  de la trame originale It  y est deja connue	 Finalement a chaque pixel P
de CC nous donnerons la valeur du pixel P

correspondant dans R

 I

P t  I

P

 t 	
En pratique il nest pas necessaire de parcourir toute la trame t    a la recherche du
meilleur appariement pour R	 Il sut de tester des deplacements relativement petits	
Dans la gure 	 nous montrons un detail du resultat obtenu avec une trame de la
sequence Train	 Limage a provient de la trame originale	 Limage b correspond a la
detection des taches blanches	 Limage c montre le resultat de la recuperation dinfor

mation avec le couper
coller sophistique	 La marge utilisee est de  et le deplacement
maximal permis pour R de 	
a Image originale detail b Detection de taches c Restauration
Fig 	 
 Exemple de restauration de taches blanches avec un coupercoller sophistique
Dans la gure 	 nous avons un autre detail qui nous permet de comparer le resultat
avec celui obtenu par interpolation de coecients de Fourier voir gure 		 La qualite
subjective est comparable tandis que le temps de calcul est bien inferieur	 Ceci dit comme
 Conclusion 
nous lavons deja note nous constatons une discontinuite de la texture aux bords des regions
restaurees par la methode du couper
coller	 Comment resoudre ce probleme
a Image originale detail b Restauration
Fig 	 
 Deuxieme exemple de restauration de taches blanches avec un coupercoller
sophistique
La solution que nous proposons consiste a operer une convolution avec un noyau  
des points qui sont adjacents a la frontiere des regions restaurees	 La gure 	 montre le
resultat	 La discontinuite aux bords a disparu	
a Image restauree
Fig 	 
 Resultat de la restauration suivie dun ltrage des bords pour rendre la texture
continue
 Conclusion
Dans ce chapitre nous avons applique les operateurs par reconstruction aux sequences
dimages ce qui nous a permis de detecter de fa'con robuste les defauts locaux aleatoires	
Nous les avons mis en uvre de deux fa'cons distinctes la premiere en les appliquant a
des sequences binaires et la deuxieme a des sequences a niveaux de gris	 Quelle methode
faut
il choisir Tout depend des connaissances a priori que nous avons sur les defauts que
nous cherchons a detecter	 Si nous sommes capables de mettre au points un algorithme
de reconnaissance de formes susamment robuste pour detecter tous les defauts tout en
limitant le nombre de fausses detections a un taux raisonnable alors la premiere methode
est plus interessante	 Sinon et en particulier pour tous les cas ou nous cherchons a eacer
 Restauration des defauts locaux aleatoires
tous les defauts independamment de leur geometrie alors la deuxieme methode est de loin
la meilleure	
Nous avons fait noter a plusieurs reprises que tous ces algorithmes de detection sont tres
robustes tant que le mouvement dans la sequence est faible	 Cependant dans certains cas
lorsque les deplacements sont importants un algorithme de compensation de mouvement
peut etre necessaire	
Nous avons aussi propose plusieurs algorithmes pour interpoler linformation qui a
ete perdue a cause des defauts	 Nous avons commence des methodes travaillant trame
par trame pour passer ensuite aux methodes exploitant linformation se trouvant sur les
trames voisines de la trame en cours de traitement	 Remarquons que ces dernieres methodes
ne sont pas plus complexes que les methodes spatiales et quelles donnent de tres bons
resultats	

Chapitre 
Application du krigeage a la
compensation de mouvement
 Introduction
Dans le chapitre  nous avons fait un choix methodologique nous avons decide de ne
pas utiliser de compensation de mouvement dans nos algorithmes de restauration	 Les deux
raisons essentielles qui nous ont pousse dans cette direction sont les suivantes
	 les algorithmes de compensation existants ne donnent pas encore des resultats tout
a fait satisfaisants dautant plus que dans le cadre de notre application les images
sont de mauvaise qualite
	 nous voulions tester a fond les possibilites oertes par notre approche% le choix dun
algorithme particulier de compensation de mouvement aurait pu introduire un biais
dans cette etude	
Depuis nous avons montre que les algorithmes de restauration que nous avons deve

loppes marchent tres bien	 Cependant lorsque le mouvement dans la scene est important
les criteres de connexite que nous avons utilises perdent de leur sens	
Nous allons donc maintenant nous occuper de cette phase de compensation de mouve

ment	
Nous commen'cons par decrire le krigeage une methode dinterpolation lineaire utilisee
en geostatistique	 Elle nous sert de base pour developper le krigeage inverse qui nous
permet de modeliser les textures douces ecacement	
Or justement les champs de vecteurs de deplacement varient par nature peu sur chaque
objet dune image	 Nous appliquons donc le krigeage inverse aux champs de vecteurs de
deplacement	 Nous lutilisons pour developper une methode novatrice de compensation de
mouvement	
 Application du krigeage a la compensation de mouvement
 Questce que le krigeage
  Presentation
Le krigeage est un des outils principaux de la geostatistique	 Il a ete invente par G	
Matheron sous les trois formes de krigeage simple " # de krigeage universel "# et
des fonctions aleatoires intrinseques dordre k FAI
k "# et developpe en grande partie
par les chercheurs du Centre de Geostatistique de l

Ecole des Mines de Paris	 Il est utilise
pour interpoler des champs denses de donnees a partir de donnees isolees	 Par exemple
supposons quon veuille dresser la carte des fonds sous
marins dune baie	 Il est pratique

ment impossible deectuer toutes les mesures de profondeur necessaires	 Au lieu de cela
a partir dun nombre limite de sondages on interpolera la carte complete en utilisant le
krigeage	 La qualite du resultat dependra des donnees initiales ainsi que des hypothese
formulees sur la structure du fond	
La force de la theorie du krigeage est davoir evite le recours aux moments dordre 
moyenne dans le cas du krigeage simple puis dordre plus eleve dans les krigeages univer

sel "# et par FAI
k "# dans lestimation dune fonction aleatoire	 Par souci pedagogique
nous ne presentons ci
dessous que le krigeage simple bien que dans lapplication qui suivra
nous utiliserons plus generalement des FAI
k	
Une description plus generale pourra etre trouvee dans " # et le lecteur voulant
approfondir le sujet pourra se referer aux uvres de Matheron "   #	
 Krigeage simple
Le krigeage prend son point de depart dans la theorie des probabilites	 La fonction
inconnue z  IR
 
 IR que nous voulons estimer nest connue quaux points d	echan
tillonnage fP
i
g
in
	 Nous supposons que z est la realisation dune fonction aleatoire Z
qui est stationnaire de second ordre	 Ceci veut dire que
	 Pour chaque point P  lesperance de ZP  existe et ne depend pas de P  EZP   
m	
	 Pour chaque point P et chaque vecteur

h de IR
 
la covariance de Z existe et ne
depend pas de P 
covPP )

h  EZP ZP )

h m
 
 cov

h 	
Lestimateur Z

est une fonction aleatoire obtenue par combinaison lineaire des
valeurs de Z aux points dechantillonnage fP
i
g
in

P  Z

P   
X
i


i
P ZP
i

Nous devons maintenant calculer f

i
P g
in
pour chaque P ou nous voulons estimer
Z

	
 Qu	estce que le krigeage 
Nous voulons que lesperance de lerreur soit nulle ie nous voulons un estimateur
sans biais
P  EZ

P   ZP   
et ceci independamment de la valeur de lesperance m de Z donc
X
i


i
P   
Dans un souci de clarte nous ecrirons desormais 

i
au lieu de 

i
P 	
Le but de Z

est detre aussi proche que possible de Z% ceci veut dire en termes
probabilistes que nous voulons minimiser la variance de lerreur
P  V arZ

P   ZP   
X
i
X
j


i


j
covP
i
 P
j
  
X
i


i
covP
i
 P  ) covPP 
Ceci est un probleme de minimisation sous contrainte des variables f

i
g
in
	 La
solution est donnee par le systeme

j 
P
i


i
covP
i
 P
j
 )   covP
i
 P 
P
i


i
 
	
ou  est le Lagrangien multiplicatif	 Ce systeme est lineaire a n )  inconnues et n ) 
equations	 Dans la majorite des cas il a une solution unique f

i
g
in
	 Lestimation z

P 
de z au point P est donnee par
z

P   
X
i


i
zP
i

Nous pouvons donc calculer z

en tout point une fois la covariance cov choisie	
La variance de krigeage 
 
 qui donne une mesure de la precision de lestimation au
point considere est donnee par
P  
 
P   
X
i


i
covPP
i
 )  	
Remarquons que cette variance depend uniquement de la position des points dechantillo

nage et du point P  et non pas des valeurs correspondantes	
Un des problemes que les geostatisticiens doivent resoudre est le choix de la covariance
de Z qui doit modeliser au mieux la structure spatiale de la fonction a estimer z	
 Complexite du krigeage
Le systeme lineaire precedent 	 peut etre ecrit sous la forme matricielle suivante

B
B
B

covP

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
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
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 
       covP

 P
n
 
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 Application du krigeage a la compensation de mouvement
Lestimation z

P  de P est donnee par
z

P   




      

n



B
B
B

zP


     
zP
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C
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Apparemment pour chaque point P nous devons calculer la matrice K du systeme
lineaire linverser calculer . et nalement calculer z

P 	 Ceci peut prendre longtemps
surtout si nous considerons que nous pouvons avoir des centaines de points dechantillon

nage	
Voyons comment reduire le nombre doperations necessaires	 Les deux equations prece

dentes sont

K.  B
z

 .
t
z
donc
z

 B
t
K


t
z
	 
z 
C
La matrice K et le vecteur z ne dependent que des points dechantillonnage et en
aucune fa'con du point a interpoler P 	 Par consequent il sut de les calculer une seule
fois	 Ensuite pour chaque point P il sut de calculer le vecteur B ie les covariances
covP
i
 P  et operer le produit scalaire avec le vecteur C	
 Proprietes
Parmi les multiples proprietes du krigeage nous nen retiendrons que deux	
Premierement le krigeage est un estimateur lineaire la valeur interpolee en chaque
point est une combinaison lineaire des valeurs aux points dechantillonnage	
Deuxiemement le krigeage est un estimateur exact	 Ceci veut dire que les valeurs
interpolees aux points dechantillonnage sont egales aux valeurs originales	 En dautre
termes pour tout point dechantillonnage P
i
 z

P
i
  zP
i
	
 Modele choisi
 Modele nonstationnaire
Dans notre presentation theorique du krigeage nous avons suppose que la fonction alea

toire Z etait stationnaire dordre 	 Nous avons trouve ce modele en pratique trop restrictif
et nous avons opte pour un cadre plus general	 Nous considerons donc que Z est le resultat
de laddition dun polynome avec une fonction aleatoire stationnaire dordre 	 Nous pour

rions alors essayer de calculer ce polynome et nous ramener ainsi au cas precedent	 Au lieu
de cela nous utilisons la theorie des fonctions aleatoires intrinseques dordre k FAI
k "#
 Qu	estce que le krigeage 
qui nous permet de construire une estimation de la fonction sans separation prealable de
la composante polynomiale	 En fait en travaillant ainsi nous ltrons les coecients poly

nomiaux dordre inferieur ou egal a k	 Tous les resultats de la section precedente restent
vrais	
Nous avons choisi le modele FAI
	 Le systeme lineaire correspondant est le suivant



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


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ou x y sont les coordonnees de P  et x
i
 y
i
 les coordonnees du point dechantillonnage
P
i
	
Le modele FAI
 nous permet de choisir des types de covariance plus riches	
 Covariance
Dans ce travail nous avons choisi comme covariance
covPQ  jQ  P j
 
logjQ  P j
ou jQ  P j est la distance entre les points P and Q	 Les interpolations obtenues sont des
splines "#	 Ce modele de covariance est connu sous le nom demodele de plaque mince
parce que le resultat correspond a la forme que prendrait une plaque parfaitement elastique
qui passerait a travers les points dechantillonnage	 Nous lavons choisi parce que justement
il produit des surfaces lisses qui ont un aspect naturel	 Cette caracteristique nous sera tres
utile lorsque nous travaillerons avec des champs de vecteurs	
 Exemple application a la compression de texture
Dans le cadre du projet MORPHECO  nous avons applique le krigeage a la com

pression de texture "  #	 Cet exemple nous permettra dillustrer le fonctionnement du
krigeage	
En compression ou codage dimages le but est de reduire au minimum la quantite
de donnees necessaires pour reconstruire une image	 Limage reconstruite ne doit par for

cement etre identique a limage initiale on parle alors de compression avec pertes par
opposition a la compression sans pertes mais il faut preserver une certaine qualite mini

male	
Quest
ce qui se passerait si nous extrayions un certain nombre de pixels de limage
originales les points dechantillonnage pour ensuite leur appliquer le krigeage an din

terpoler les valeurs de gris des autres pixels Nous obtiendrions une estimation de limage
originale	 Cette idee est illustree par la gure 		
Nous donnons un exemple pratique sur la gure 		 Nous avons code la surface de
la region lisse a qui a ete obtenue grace a un algorithme de segmentation	 La taille de
 Application du krigeage a la compensation de mouvement
originale
Image Points d’échantillonnage
compressée
Image
z(x)
xx
z(x)
Krigeage
x
z*(x)
Echantillonnage
Fig 	 
 Illustration de lapplication du krigeage a la compression dimages
limage est de    et la surface de la region est de  pixels	 Premierement
nous avons choisi comme points dechantillonnage les nuds dune grille carree reguliere
de pas  qui appartiennent a la region dinteret	 Ensuite pour chaque pixel de cette region
nous avons calcule grace au krigeage une estimation de son niveau de gris	 Comme nous
pouvons le voir sur les images 	b et b nous avons obtenu une bonne approximation
de limage initiale	 Lerreur quadratique moyenne EQM entre la region interpolee et la
region originale est de 	 Nous avons choisi une grille reguliere de pas  donc le taux
de compression est de & approximativement	 Nous avons  points dechantillonnage
nous navons pas besoin de coder leurs positions et puisquil sagit dune image a 
niveaux de gris nous avons besoin de x  bits pour coder la texture de la region
en utilisant le codage de Human nous pouvons descendre jusqua  octets cest a dire
 bits	
Comparons ces resultats avec ceux obtenus avec une des methodes les plus utilisees
pour la compression de texture la transformee cosinus discrete adaptative " # Shape
Adaptive Cosine Transform ou SADCT en anglais	 Interessons
nous aux images c et c
de la gure 	 obtenues justement en compressant la texture avec la SADCT	 LEQM et
le nombre de bits necessaires sont respectivement  et 	 Remarquons que meme si
lEQM est similaire en fait leet de blocs introduit par la SADCT est tres genant	 Pour
des nombres de bits superieurs la SADCT donne des meilleurs resultats en termes d EQM
mais pour des nombres de bits inferieurs le krigeage est plus performant	
Il faut bien distinguer dans cette methode de compression deux etapes
	 Une etape dechantillonnage qui pour linstant est tout ce quil y a de plus classique	
Cest a proprement parler la phase de compression	
	 Une etape dinterpolation eectuee grace au krigeage	 Cest la phase de decompres

sion	
Pour linstant la phase dechantillonnage est completement independante de la phase
dinterpolation	 Nous pouvons envisager au moins deux fa'cons de rendre plus ecace cette
 Qu	estce que le krigeage 
a Image originale avec les
 points dechantillon

nage
b Image obtenue apres
krigeage EQM 
c Region codee avec
SADCT EQM 
a Detail de a b Detail de b c Detail de c
Fig 	 
 Krigeage dune region lisse comparaison avec la SADCT
 Application du krigeage a la compensation de mouvement
premiere etape	 La premiere consiste a choisir lemplacement des points dechantillon

nage de fa'con plus intelligente par exemple en les pla'cant aux endroits caracteristiques
de limage maxima minima cols etc			 Ces methodes sont decrites dans "  #	 La
deuxieme fa'con de faire consiste a prendre des positions xes pour les points dechantillon

nage et a calculer leurs niveaux de gris de fa'con a ce que limage interpolee a partir de
ces valeurs soit aussi proche que possible de limage initiale	 On saranchit ainsi de la
propriete dexactitude du krigeage	 Cest ce que nous avons appele krigeage inverse et que
nous presentons dans la section suivante	
 Le krigeage inverse
  Presentation
Le krigeage nous permet a partir dun ensemble de points E ou la valeur dune fonction
est connue de calculer une estimation de cette fonction sur une ensemble X 	 Nous avons
vu dans la section precedente comment appliquer cet outil a la compression dimages	
Maintenant nous adoptons lapproche inverse	 Pour lensemble de points donnes E nous
calculons leurs niveaux de gris tels que apres krigeage de X  linterpolation resultante soit
aussi proche que possible dune image donnee sur X 	 Du point de vue de linterpolation de
type cartographique ou lon ne connat les valeurs de la fonction a estimer quaux points
dechantillonnage E cette approche nest ni pratiquement realisable ni interessante	 Mais
notre point de vue est dierent puisque nous connaissons la fonction a estimer sur la
totalite de lensembleX et voulons la remplacer par une autre qui sera elle resumable a la
donnee de nouvelles valeurs numeriques aux points dechantillonnage E	 Nous baptiserons
ce procede krigeage inverse	
Lensemble de points E nest donc pas reellement un ensemble de points dechantillon

nage leurs niveaux de gris pouvant etre dierents des niveaux de gris de la fonction initiale
aux memes points mais nous avons conserve le meme vocabulaire	 Nous les appelons aussi
points d	echantillonnage optimal	
 Theorie
 Denitions et vocabulaire
Soient E et X deux sous
ensembles nis de IR
 
	 Nous appellerons E ensemble d	echan
tillonnage optimal et X ensemble de points experimentaux	 Nous indexerons les
points de E avec I  E  fP
i
g
iI
	
Soit G
exp
une fonction reelle denie sur X 
G
exp
 X   IR
M 
  G
exp
M
G
exp
correspond aux valeurs de gris experimentales	
 Le krigeage inverse 
Soit G une fonction reelle denie sur E 
G  E   IR
P
i

  GP
i

Soit K loperateur de krigeage qui a G associe une fonction reelle KG denie sur X
telle que M  X  la valeur KGM est le resultat de linterpolation par krigeage
dune valeur reelle pour M a partir de lensemble des points dechantillonnage optimal E
associes aux valeurs GN	
K  E  IR   X  IR
G 
  G

 KG
 Probleme
Munis des denitions de la section precedente le probleme peut etre formule de la fa'con
suivante
Quel G minimise la dierence quadratique entre G

 KG et G
exp

 Solution
Supposons quil existe une solution exacte G

a ce probleme ie que nous avons
G


 G
exp
	 Ceci veut dire que M  X nous avons
G


M  G
exp
M 	
cest a dire que
X
iI


i
MG

P
i
  G
exp
M 	
ou 

i
M est le poids de krigeage associe au point P
i
lorsquon calcule G


M	
Nous avons autant de ces equations que de points M dans X  et autant dinconnues
G

P
i
 que de points N dans E	 Nous supposons que le nombre de points experimentaux
est plus grand que le nombre de points dechantillonnage optimal et que les equations sont
lineairement independantes	 Alors le systeme lineaire est surdetermine et il ny a pas de
solution exacte	 En fait notre probleme est une minimisation de lerreur quadratique la
solution que nous cherchons est celle qui minimise le carre de la dierence entre G


et G
exp
	
La decomposition SVD Singular Value Decomposition est la methode de choix pour
resoudre ce type de problemes "#	 En lappliquant a notre cas nous obtenons la solution
qui minimise la dierence quadratique mentionnee plus haut	
 Application du krigeage a la compensation de mouvement
 Exemple application du krigeage inverse a la compression
de texture
Dans le cas de la compression dimages les dierents parametres du probleme sont lies
aux caracteristiques de limage de la fa'con suivante
( E est lensemble des points dechantillonnage optimal quon se donne	 Dans notre
cas ce seront les points dune grille reguliere	
( X correspond aux pixels de limage dont nous voulons modeliser le niveau de gris	
Les valeurs que nous avons appelees experimentales sont les valeurs de gris initiales
de limage	 Theoriquement il sagit de tous les points de limage mais en pratique
nous sommes limites par les capacites informatiques	 Lorsquils sont trop nombreux
nous en faisons un echantillonnage en utilisant la aussi une grille reguliere	 Toutefois
il faut prendre garde a ce que leur nombre reste superieur au nombre de points
dechantillonnage optimal	
( G
exp
correspond aux niveaux de gris de limage	
( G

correspond aux niveaux de gris de lensemble des points dechantillonnage optimal	
Ce sont les valeurs que nous cherchons a calculer	
En pratique nous commen'cons par choisir un ensemble de points dechantillonnage E	
Nous prenons simplement une grille carree reguliere car elle est tres simple a coder la seule
information dont nous avons besoin est son pas	 Le taux de compression de limage ou de
la region ne dependra que de cette variable	
Ensuite nous choisissons lensemble des points experimentaux X 	 Si limage ou la region
concernees sont petites nous pouvons en prendre tous les points% dans le cas contraire nous
operons un echantillonnage regulier	
Finalement nous appliquons la procedure de krigeage inverse et nous obtenons les ni

veaux de gris des points dechantillonnage optimal	
Il est important de noter que les niveaux de gris obtenus de cette fa'con sont les meilleurs
pour des ensembles E et X  et un modele de krigeage donnes	
La gure 	 illustre ce principe	 Dans cet exemple nous avons pris tous les points du
support comme points experimentaux	
 Resultats
Dans la section 		 nous avons vu que le krigeage a partir dun ensemble de points
dechantillonnage donne par une grille reguliere produisait de bons resultats	 Par exemple
si la grille dechantillonnage avait un pas de  lEQM resultante etait de  voir gure
	b	 An de comparer lechantillonnage normal avec lechantillonnage optimal nous
avons pris la meme grille de pas  pour batir lensemble des points dechantillonnage
optimal une grille carree de pas  pour les points experimentaux et nous avons applique
 Le krigeage inverse 
optimal compressée
Image
originale
Image Points d’échantillonnage
x
Krigeage
x
Krigeage
inverse
x
Go(x) G*(x)Gexp(x)
Fig 	 
 Illustration de lapplication du krigeage inverse a la compression dimages
le krigeage inverse pour calculer les niveaux de gris pour les points dechantillonnage	
Limage obtenue en interpolant a partir de lensemble de points dechantillonnage optimal
apparat sur la gure 	c	 LEQM est 	 La reduction de lEQM montre que nous
avons obtenu une amelioration de la qualite de limage avec le meme taux de compression	
a Image originale avec
points dechantillonnage E
b Region compressee en
utilisant lechantillonnage
simple EQM 
c Region compressee en
utilisant lechantillonnage
optimal EQM 
Fig 	 
 Comparaison dimages compressees avec krigeage et krigeage inverse
Nous resumons dans le tableau 	 les resultats des tests eectues	 Dans la ligne a
nous indiquons lEQM des images compressees lorsque nous utilisons un ensemble de points
dechantillonnage normal pas doptimisation	 Dans les lignes b c d et e nous
montrons les EQM obtenues avec le krigeage inverse en utilisant dierents pas pour la
grille des points experimentaux	
Remarquons que lorsque la grille de points dechantillonnage optimal et la grille de
points experimentaux sont identique nous obtenons le meme resultat quavec le krigeage
 Application du krigeage a la compensation de mouvement
Pas de la grille dechantillonnage E
     
a

Echantillonnage simple      
b Pas de la grille exp	   
     
c Pas de la grille exp	   
     
d Pas de la grille exp	        
e Pas de la grille exp	        
Tab 	 
 Comparaison de lechantillonnage simple et de lechantillonnage optimal pour
le codage dimages Lensemble dechantillonnage E et lensemble de points experimentaux
X sont donnes par des grilles carrees regulieres Les nombres indiquent lEQM entre les
images resultantes et limage originale Ligne a
 Resultats obtenus a partir dun echan
tillonnage simple Lignes bcde 
 Resultats obtenus a partir dun ensemble de points
dechantillonnage optimal
simple a partir de la meme grille de points dechantillonnage	 Ceci est normal quand nous
calculons les niveaux de gris optimises des points dechantillonnage avec comme points
experimentaux les points dechantillonnage les niveaux de gris optimises sont les niveaux
de gris des points dechantillonnage	
Remarquons aussi que la grille de points experimentaux na pas besoin detre particu

lierement dense	 Par exemple pour un pas de  pour la grille de points dechantillonnage
regardez la ligne correspondante dans le tableau 	 nous pouvons voir quavec une grille
de points experimentaux de pas  nous obtenons deja une amelioration importante par
rapport a lechantillonnage simple et que les grilles plus denses nameliorent pas de fa'con
considerable la qualite nale	
Finalement rappelons que le cout de la compression ie la quantite de donnees que
nous devons transmettre ne depend pas de la taille de la grille de points experimentaux
mais uniquement des points dechantillonnage et de leurs niveaux de gris	 Ceci dit le temps
de calcul necessaire a la compression crot en fonction de la densite de cette grille	
 Commentaires
Avec le krigeage inverse nous avons ameliore la qualite de limage codee sans augmenter
le cout du codage	
Notre experience nous a montre que cette methode est satisfaisante pour la compres

sion de textures douces	 Des que nous lappliquons a des textures tres irregulieres ou
a des images entieres comportant des discontinuites le modele savere incapable de les
representer	 Tout se passe alors comme si on ltrait les hautes frequences de limage	
Le probleme des discontinuites peut etre resolu en decoupant limage en zones de texture
homogene avant la compression comme nous le montrons dans "#	 Cest le principe des
systemes de codage orientes objet	
Nous navons pas de solution pour le cas des textures irregulieres si ce nest de disposer
 Estimation et compensation de mouvement 
de plusieurs outils de compression de textures quon appliquerait en fonction justement du
type de texture	 Par exemple si la texture est irreguliere on utilisera la SADCT et si elle
est lisse le krigeage	 Ce type dapproche est adopte dans plusieurs systemes de compression
" #	
Dans lanalyse des sequences dimages on sinteresse souvent aux champs de vecteurs de
mouvement champs qui sont tres reguliers	 Cette constatation nous a pousses a appliquer
les techniques que nous venons de decrire aux champs de vecteurs comme nous verrons
dans les sections suivantes	

 Estimation et compensation de mouvement
Avant de nous attaquer a lapplication du krigeage aux champs de vecteurs rappelons
rapidement quelques notions sur lestimation et la compensation de mouvement	
Considerons une sequence dimages I	 Les dierences entre la trame I
t
et la trame I
t
peuvent etre dues a trois causes
	 Mouvement les objets ou toute la scene sont susceptibles de se deplacer ce qui peut
entraner la disparition ou lapparition de certains details	
	 Changement declairage	
	 Bruit et defauts	
Estimer le mouvement entre la trame t et la trame t )  consiste a donner un champ
de vecteurs qui indique pour chaque pixel de I
t
 ou est
ce quil se retrouvera au temps
t) 	 Ce champ de vecteurs est une image V
tt
que nous noterons simplement V dans
la suite de meme support D
t
que I
t
 et a valeurs dans IR IR	 Un pixel P  de coordonnees
x y appartenant a I
t
 se deplacera donc de V x y entre le temps t et le temps t) et se
retrouvera par consequent a la position P)V x y	 Theoriquement ce champ V existe cest
la projection du mouvement reel de la scene tridimensionnelle	Mais la projection sur le plan
D fait perdre beaucoup dinformation par consequent la solution peut ne pas etre unique	
De plus les changements declairage les ombres portees le bruit les recouvrements dobjets
et les problemes de limite de champ rendent le probleme tres complexe	 Des centaines de
chercheurs travaillent actuellement dans le domaine de lestimation de mouvement pour
les sequences dimages comme en temoigne une litterature tres riche% le lecteur peut se
referer par exemple a "        #	
Supposons que nous avons estime V et que pour tout point P de coordonnees x y
appartenant a D
t
 P ) V x y appartient aussi a D
t
	 La compensation de mouvement de
I
t
par rapport a I
t
est loperation qui consiste a deplacer les pixels de I
t
de fa'con a ce
que limage resultante I
c
t
soit aussi similaire que possible a I
t
	 Limage I
c
t
est construite
de la fa'con suivante
P  D
t
 I
c
t
P   I
t
P ) V P  	
 Application du krigeage a la compensation de mouvement
Cette operation est appelee compensation en arriere de limage I
t
par rapport
a limage I
t
	 Limage resultante I
c
t
 est appelee image compensee	 Elle correspond en
quelque sorte a faire revenir dans le temps limage I
t
	 Cette operation est tres utilisee
dans le domaine de la compression de sequences dimages "   #	
Dans la suite toutes les compensations de mouvement que nous eectuerons seron faites
en arriere	
 De linterpolation de texture a linterpolation de
vecteurs
Soit V un champ de vecteurs cest a dire une image a valeurs dans IR IR	 Supposons
que V nest connu quen un certain nombre de pixels fP
i
g
iI
	 Soit P un autre pixel	
Comment faire pour interpoler une valeur de vecteur pour P 
Nous avons choisi la solution la plus simple qui en pratique sest revelee satisfaisante	
Pour chaque pixel P
i
 le vecteur V P
i
 du champ V a deux coordonnees V
x
P
i
 et V
y
P
i
	
Nous pouvons donc separer notre champ de vecteurs en deux composantes produisant ainsi
deux images a valeurs dans IR V
x
et V
y
	 Nous appliquons le krigeage a ces images	 Pour
estimer V P  nous commen'cons par calculer V

x
P  et V

y
P  et ensuite nous prenons tout
naturellement V

P   V

x
P  V

y
P 	 Remarquons que grace au caractere lineaire du
krigeage le resultat de linterpolation est independant du repere choisi	
Nous avons con'cu une methode de compensation de mouvement qui utilise le krigeage	
 Une methode de compensation de mouvement
orientee objet
  Structure generale de la methode
Nous proposons une structure generale pour une methode de compensation de mouve

ment basee sur une segmentation de limage de reference	
Soient I
t

et I
t

deux trames dune sequence	 Nous voulons compenser I
t

par rapport
a I
t

	 La structure est la suivante
	 Segmentation de limage I
t

	 Nous obtenons une partition de limage en regions S
i
	
	 Choix des points experimentaux et estimation de mouvement dans chaque region S
i
nous choisissons un certain nombre de points experimentaux et nous calculons leurs
vecteurs deplacement entre I
t

et I
t

	
	 Interpolation du champ de vecteurs a linterieur de chaque region de la segmen

tation nous calculons pour chaque pixel une valeur de vecteur a partir des points
experimentaux appartenant a la meme region	
 Une methode de compensation de mouvement orientee objet 
	 Compensation de mouvement en utilisant le champ interpole	
Les dierentes etapes de cette methode de compensation meritent quelques commen

taires	
Segmentation de l	image Les objets de limage peuvent subir des deplacements die

rents	 Idealement il faudrait analyser leur mouvement independamment les uns des autres
mais nous navons pas pour le moment les moyens dobtenir une telle segmentation	 Nous
pouvons simplement esperer que celle que nous utilisons est plus ne que la segmentation
ideale de limage	 Nous supposons donc que chaque region S
i
est incluse dans un objet de
limage et que par consequent elle presente un mouvement coherent	
Choix des points experimentaux et estimation de mouvement Le choix des
points experimentaux peut se faire independamment de la methode destimation de mou

vement utilisee mais dans certains cas ce nest pas possible	 Ainsi certaines methodes
destimation ne donnent des resultats ables que pour certains pixels	 Par ailleurs il faut
que chaque region de la segmentation contienne au moins un point experimental	
Interpolation du champ de vecteurs Tout linteret de cette methode reside dans
cette phase	 En eet linterpolation est faite a linterieur de chaque region de la segmen

tation ou dapres notre hypothese le mouvement est homogene	 Nous disons quelle est
adaptative	 Nous limitons ainsi les problemes de lissage aux bords	

Evidemment nous
utilisons le krigeage pour eectuer linterpolation	 Nous obtenons en sortie un champ de
vecteurs de deplacement dense	
Remarquons que la compensation par blocs qui est la methode la plus classique de
compensation de mouvement utilisee dans le domaine de la compression de sequences
peut etre decomposee dans le meme nombre detapes la segmentation de limage est un
decoupage en blocs reguliers	 Lestimation du mouvement se fait une fois pour chaque bloc
ce qui revient a calculer le deplacement du pixel central de chaque bloc et a extrapoler
ce vecteur a tous les autres pixels du meme bloc	 La grande dierence par rapport a la
structure que nous proposons est que la segmentation nest pas liee au contenu de la scene	
Par consequent un bloc risque de tomber a cheval sur deux objets qui bougent dieremment
et produire une compensation inadequate	
 Mise en uvre
Revenons a notre application et regardons point par point comment nous avons im

plemente notre algorithme destimation de mouvement	 Nous illustrons le fonctionnement
de lalgorithme a laide de deux trames de la sequence taxi quon peut apprecier sur la
 Application du krigeage a la compensation de mouvement
gure 	 images a et b	 Ces images ont une taille de    pixels	 Remarquons
que le deplacement des vehicules entre les deux temps est important	
	 Segmentation de limage I
t

 elle est eectuee a laide dun algorithme de fusion de
regions " #	 Le resultat pour la trame I
t

apparat sur la gure 	d	
	 Choix des points experimentaux et estimation de mouvement les algorithmes de
restauration que nous avons proposes dans les chapitres precedents fonctionnent
correctement tant que le mouvement est faible	 Donc nous cherchons a compenser
surtout les deplacements importants% il faut que la methode destimation de
mouvement choisie soit capable de les mesurer	 En contrepartie grace a la robustesse
de nos algorithmes la precision de lestimation nest pas primordiale nous utilisons
des vecteurs avec des coordonnees entieres	 Ces raisons nous ont amenes a choisir
un algorithme destimation par blocs pour estimer le deplacement des points
experimentaux	 Cet algorithme est peu robuste est risque de produire des valeurs
aberrantes	 Pour reduire lin$uence de ces faux vecteurs nous prenons un nombre
susant de points experimentaux a linterieur de chaque region S
i
	 En pratique nous
avons choisi lintersection dune grille reguliere de pas p et avec la region S
i
 ou les
pas p depend la surface de S
i
	 Les points experimentaux ainsi que les vecteurs de
deplacement apparaissent sur la gure 	 superposes dabord a limage initiale c
et ensuite a la segmentation d	
	 Interpolation du champ de vecteurs tout naturellement nous utilisons le krigeage
pour interpoler les vecteurs qui sont connus aux points experimentaux	
	 Compensation de mouvement de I
t

par rapport a I
t

en utilisant le champ interpole
la compensation resultante apparat sur la gure 	e	
 Commentaires
Limage compensee resultante est de bonne qualite	 Remarquons cependant qua lavant
des vehicules en mouvement apparat une zone ou de toute evidence la compensation na pas
produit le resultat escompte	 Ceci est normal	 En eet ces zones correspondent aux parties
de limage I
t

qui se retrouvent cachees au temps t
 
	 Donc il est normal que lalgorithme
soit deroute	
Par ailleurs certains vecteurs produits par la compensation sont incorrects	 En particu

lier ceux qui correspondent a la camionnette mais aussi certains vecteurs sur la voiture de
gauche	 Nous appliquerons le krigeage inverse pour ltrer le champ de vecteurs et reduire
ainsi leet des valeurs aberrantes	
 Une methode de compensation de mouvement orientee objet 
a Trame I
t

b Trame I
t

c Champ de vecteurs experimentaux
superposes a I
t

d Champ de vecteurs experimentaux
superposes a la segmentation de I
t

e Compensation de I
t

par rapport a I
t

Fig 	 
 Compensation de mouvement a partir dune segmentation morphologique dun
champ de vecteurs produit par un algorithme de blockmatching et dune interpolation par
krigeage
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 Krigeage inverse pour les champs de vecteurs
Cette section ressemble beaucoup a la section 		 sauf que nous traitons des fonctions
a valeurs vectorielles plutot que des fonctions a valeurs reelles	 Le pas comme nous verrons
est facile a franchir	 Nous traitons separemment chaque composante des vecteurs	
Rappelons que nous cherchons a calculer les vecteurs a associer a des points dits
dechantillonnage optimal tels que le champ obtenu en interpolant a partir de ces valeurs
soit aussi proche que possible dun champ mesure experimentalement	
  Denitions et vocabulaire
Soient E et X deux sous
ensembles nis de IR
 
	 Nous appellerons E ensemble dechan
tillonnage optimal et X ensemble de points experimentaux	 Nous indexerons les points de
E avec I  E  fP
i
g
iI
	
Soit V
exp
une fonction a valeurs dans IR
 
denie sur X 
V
exp
 X   IR
 
M 
  V
exp
M
V
exp
correspond aux vecteurs experimentaux	
Soit V une fonction a valeurs dans IR
 
denie sur E 
V  E   IR
 
P
i

  V P
i

Soit K loperateur de krigeage qui a V associe la fonction a valeurs dans IR
 
KV 
denie sur X telle que M  X  la valeur KV M est le resultat de linterpolation par
krigeage dune valeur de vecteur pourM a partir de lensemble des points dechantillonnage
optimal E associes aux valeurs V N	
K  E  IR
 
   X  IR
 

V 
  V

 KV 
 Probleme
Munis des denitions de la section precedente le probleme peut etre formule de la fa'con
suivante
Quel V minimise la dierence quadratique entre V

 KV  et V
exp

 Solution
Supposons quil existe une solution exacte V

a ce probleme ie que nous avons V


 
V
exp
	 Ceci veut dire que pour tout point M appartenant a X nous avons
V


M  V
exp
M 	
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X
iI


i
MV

P
i
  V
exp
M
	
ou 

i
M est le poids de krigeage associe au point P
i
lorsquon calcule V


M	
Nous avons autant de ces equations que de points M dans X  et autant dinconnues
V

P
i
 que de points P dans E	 Nous supposons que le nombre de points experimentaux
est plus grand que le nombre de points dechantillonnage optimal et que les equations sont
lineairement independantes	 Alors le systeme lineaire est surdetermine et il ny a pas de
solution exacte	 En fait notre probleme est une minimisation de lerreur quadratique la
solution que nous cherchons est celle qui minimise le carre de la dierence entre V


et V
exp
	
Dans la section 		 nous avions utilise la decomposition SVD pour resoudre ce pro

bleme de minimisation	 Mais ici nous avons un systeme compose de vecteurs qui cache en
fait deux systemes lineaires scalaires celui des abscisses des vecteurs et celui des ordonnees	
Mais etant donne que les deux coordonnees des vecteurs sont independantes nous pouvons
resoudre a part chacun des deux problemes de minimisation obtenant ainsi dune part les
abscisses des vecteurs V

P
i
 et dautres part les ordonnees pour les regrouper ensuite	
 Filtrage de champs de vecteurs
Comment pouvons
nous faire pour appliquer loptimisation decrite ci
dessus a notre
algorithme de compensation de mouvement
Premierement lapplication sera adaptative cest a dire que nous eectuerons lopti

misation independamment pour chaque region de la segmentation	
Deuxiemement les points experimentaux sont deja connus ce sont evidemment les
points ou nous avons estime le deplacement	
La seule question qui na pas encore ete resolue est le choix des points dechantillonnage
optimal	 Leur position na pas grande importance mais leur nombre donnera la complexite
du modele de deplacement possible	 Ainsi si nous prenons trois points non alignes nous
obtiendrons un modele de deplacement ane% avec davantage de points le mouvement peut
etre plus complexe mais nous ne voulons pas non plus modeliser les defauts du champ de
vecteurs	 Nous avons choisi comme compromis quatre points dechantillonnage places aux
quatre coins de limage	
En resume pour chaque region de la segmentation nous modelisons son mouvement
donne par les vecteurs calcules aux points experimentaux grace au krigeage inverse en uti

lisant comme points dechantillonnage optimal les quatre coins de limage	 Nous obtenons
ainsi quatre vecteurs que nous utilisons pour interpoler un champ dense sur toute la region
courante grace au krigeage	
Cette optimisation appliquee au cas presente dans la section 		 donne le champ
presente sur la gure 	b	 Rappelons quil sagit dun champ dense% nous navons dessine
 Application du krigeage a la compensation de mouvement
que les vecteurs correspondant aux points experimentaux pour pouvoir le comparer avec
le champ experimental donne par la gure 	a	 Ces champs ont ete superposes a limage
I
t

	 Nous les avons aussi superposes a la segmentation cf	 gure 	 pour mettre en
evidence le caractere adaptatif du ltrage	
La premiere impression globale est que le champ optimise est plus regulier que le champ
experimental	 Cependant nous nobservons pas de lissage de ce champ lorsque nous passons
dun objet en mouvement a un autre objet	
Par exemple sur le champ experimental gure 	a un vecteur de la voiture de gauche
etait completement errone nous lavons entoure dun rectangle blanc son estimation avait
donne un vecteur nul	 Apres ltrage lerreur a disparu gure 	b	
Ce traitement est beaucoup moins ecace pour le vehicule de droite parce que la
segmentation etait incorrecte	 Notre hypothese initiale a savoir que chaque region de la
segmentation etait incluse dans un objet en mouvement nest pas veriee dans ce cas	
La gure 	 permet de comparer le resultat de la compensation sans optimisation avec
celui de la compensation avec optimisation	 Lamelioration apparat dans deux regions le
bord gauche de limage et le vehicule de droite	
Voyons maintenant comment appliquer cette methode de compensation a notre pro

bleme de restauration	
 Filtrage de champs de vecteurs 
a Champ de vecteurs experimentaux superpose a I
t

b Champ de vecteurs optimises superpose a I
t

Fig 	 
 Comparaison du champ de vecteurs experimental avec le champ de vecteurs
optimise par krigeage inverse
 Application du krigeage a la compensation de mouvement
a Champ de vecteurs experimentaux superpose a la segmentation de I
t

b Champ de vecteurs optimises superpose a la segmentation de I
t

Fig 	 
 Comparaison du champ de vecteurs experimental avec le champ de vecteurs
optimise par krigeage inverse
 Filtrage de champs de vecteurs 
a Compensation sans optimisation
b Compensation avec optimisation
Fig 	 
 Comparaison de la compensation de mouvement obtenue a partir du champ
experimental avec celle obtenue avec le champ optimise
 Application du krigeage a la compensation de mouvement
 Application a la restauration
Parmi les algorithmes de restauration que nous avons presentes les seuls qui peuvent
eventuellement avoir besoin dune phase de compensation de mouvement sont ceux destines
a la detection des defauts locaux aleatoires	 En eet nous avions remarque que le critere
de connexite que nous utilisons donne de bons resultats tant que les objets de la scene ne
se deconnectent pas au cours du temps	 Lalgorithme de compensation nous permet dame

liorer la correlation des trames consecutives et en particulier dannuler les deplacements
qui peuvent arriver entre deux temps de la sequence	
Soit I
t
la trame que nous voulons traiter	 Rappelons que pour detecter les defauts
locaux aleatoires clairs ou obscurs depaisseur n nous devons construire une image tridi

mensionnelle de travail W avec les n )  trames I
tn
       I
t
       I
tn
	 Normalement nous
appliquons a cette image tridimensionnelle nos algorithmes pour detecter les defauts de la
trame centrale I
t
	 Maintenant avant doperer la detection nous appliquons la compensa

tion de mouvement	 Pour chaque trame I
tp
avec p compris entre  n et n dierent de 
nous eectuon une compensation de mouvement par rapport a la trame I
t
 obtenant une
trame compensee I
c
tp
	 Limage tridimensionnelle W est donc maintenant constituee des
trames I
c
tn
       I
c
t
 I
t
 I
c
t
       I
c
tn
	
Nous donnons un exemple dapplication dans les gures suivantes	 Nous cherchons a
detecter les defaut aleatoires obscurs depaisseur  dune sequence endommagee en presence
de mouvement important	 Nous montrons les trames I
t
 I
t
et I
t
dans la gure 	a	 Il
sagit dun extrait de dimensions   dun lm ancien	 La detection des defauts obs

curs depaisseur  sans compensation de mouvement apparat en dessous b	 Remarquons
que nous avons detecte non seulement les defauts sombres en blanc encercles mais aussi
des petits objets de la scene qui ne sont pas des defauts en blanc encadres	
Le resultat de la compensation de mouvement applique aux trames I
t
et I
t
apparat
sur la gure 	a	 La qualite des images compensees nest pas tres bonne mais nous avons
ameliore la correlation temporelle des trames	 Ainsi le prouve le resultat de lapplication
du meme algorithme de detection des defauts locaux aleatoires obscurs gure 	b	
Nous avons diminue le nombre de fausses detections	
Nous avons donc reduit les problemes provoques par le deplacement des objets de petites
dimensions	
 Application a la restauration 
a
b
Fig 	 
 Detection de defauts sombres sans compensation de mouvement a Trames
originales I
t
 I
t
et I
t
 b Resultat de la detection des defauts sombres en blanc
superpose a la trame originale I
t
 Les vrais defauts sont encercles les faux defauts sont
encadres
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a
b
Fig 	 
 Detection de defauts sombres avec compensation de mouvement a Trames
compensees I
c
t
et I
c
t
autour de la trame originale I
t
 b Resultat de la detection des de
fauts sombres apres compensation de mouvement en blanc superpose a la trame originale
I
t
 Les vrais defauts sont encercles les faux defauts sont encadres
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 Conclusion
Dans ce chapitre nous avons commence par presenter le krigeage	 Nous avons montre
quil permet dinterpoler des textures lisses de maniere tres satisfaisante	 Ensuite nous
avons developpe une methode dechantillonnage optimal que nous avons baptisee krigeage
inverse	 Elle permet de modeliser les surfaces lisses	
Nous avons utilise ces deux techniques pour batir un systeme de compensation de
mouvement oriente objet	 Nous lavons mis en uvre dans le cadre de notre application
ce qui nous a permis dameliorer les resultats des algorithmes de detection de defauts
aleatoires en presence de mouvement	
La structure generale de la methode de compensation de mouvement est susamment
souple pour pouvoir etre utilisee dans le cadre dautres applications telles que la compres

sion de sequences dimages	
 Application du krigeage a la compensation de mouvement

Chapitre 
Presentation du systeme global
 Introduction
Dans les chapitres precedents nous avons presente des algorithmes de restauration pour
dierents types de defauts rencontres dans les lms anciens
( Pompage
( Vibrations
( Defauts locaux immobiles ou stationnaires rayures
( Defauts locaux aleatoires
Lessentiel de notre travail a porte sur le developpement de ces algorithmes ainsi que
sur la mise au point dune methode de compensation de mouvement	 Nous avons eectue
des tests independants sur des sequences relativement courtes au plus de quelques dizaines
dimages	 Les resultats etaient tres prometteurs mais an de valider notre travail il faudra
les appliquer a des lms entiers qui comportent des dizaines de milliers dimages chacun
des algorithmes developpes est une bloc qui servira a construire un systeme complet de
restauration automatique de lms anciens	
Comment allons
nous agencer ces blocs an que le systeme soit aussi ecace que pos

sible aussi bien du point de vue de la qualite de la restauration que des ressources infor

matiques
Ce probleme nest pas trivial	
Dune part le fonctionnement des algorithmes de restauration sera in$uence par le resul

tat des etapes precedentes	 Par exemple on a interet a eectuer la correction dhistogramme
avant la detection des defauts locaux aleatoires puisque comme nous avons vu la detection
est basee sur une hypothese de conservation des niveaux de gris	 Mais dautres choix sont
moins evidents	 Par exemple faut
il corriger les vibrations avant de traiter le probleme du
pompage
 Presentation du systeme global
Dautre part cette application requiert des ressources informatiques considerables	 Par
exemple si nous traitons des images video dune resolution de    avec une frequence
de Hz il nous faut alors          Gigaoctets despace disque par
heure de lm	 Et si nous prenons des images de travail constituees de  trames alors elles
occuperont chacune         Megaoctets de memoire vive	 Et ceci pour une
resolution assez basse			
Dans ce chapitre nous proposons un systeme englobant les dierents algorithmes de

veloppes de fa'con a optimiser le resultat de la restauration tout en essayant de limiter les
besoins informatiques necessaires	 Nous avons baptise ce systeme de restauration SARSA
Systeme Automatique de Restauration de Sequences Animees	
 Traitement de la sequence
Rappelons que nous partons de lhypothese que la sequence a traiter ne comporte pas
de coupes	 Cette hypothese est vraisemblable% des recherches sur la detection de coupes
dans les sequences sont en cours	

Etant donne le nombre dimages a restaurer il nest pas envisageable de traiter toute
la sequence en meme temps	 Nous avons donc choisi une methode iterative	
  Boucle
A chaque iteration nous restaurons une trame It	 Puisque la plupart des algorithmes
de restauration que nous avons presentes eectuent une analyse temporelle dans le voisi

nage de la trame courante nous adjoindrons a celle
ci T trames avant et T trames apres
construisant ainsi une image de travail tridimensionnelle W constituee de T )  trames
indexees par  T                T respectivement	 Ceci est illustre par la gure 		 Nous ver

rons dans la suite comment choisir T en prenant en compte les besoins des dierents
algorithmes	
Nous aurions pu envisager de restaurer plusieurs images simultanement pour accelerer
le processus mais dune part lutilisation dun eventuel algorithme de compensation de
mouvement lors de la phase de recuperation dinformation serait alors tres delicate et
dautre part en operant une trame a la fois nous sommes surs que la detection des defauts
de la trame t beneciera de la restauration eectuee sur la trame t  	
Une fois It restauree et sauvegardee nous incrementons le compteur t et nous recom

men'cons	
 Initialisation et nalisation

Etant donne le grand nombre de trames dans un lm linitialisation cest a dire le
traitement des T premieres trames et la nalisation le traitement des T dernieres trames
de la boucle sont des problemes secondaires mais que nous desirons traiter proprement	
Nous verrons rapidement pour chaque algorithme comment faire	
 Traitement de la sequence 
(T=2)
Image tridimensionnelle de travail W
-2 -1 210
Séquence originale I
t+3t+2t+1t-2 t-1 t
Fig 	 
 Denition de limage de travail W
Correction du pompage La premiere image nest pas traitee par cet algorithme elle
sert de reference	 A partir de la on peut traiter les trames suivantes	 Le traitement de la
derniere trame de la sequence ne pose pas de probleme	
Correction des vibrations La methode de traitement des vibrations que nous avons
presentee dans le chapitre  permet de traiter les trames initiales et nales sans probleme
pratique	
Correction des rayures Lalgorithme de correction des rayures que nous avons deve

loppe travaille trame par trame donc les problemes dinitialisation et de nalisation ne se
posent pas	
Correction des defauts locaux aleatoires Supposons que la premiere trame de la
sequence originale est I et que nous traitons la trame It   t  T 	 Alors on enleve
a limage de travail W les T   t trames W  T W  T )       W  t    et on met
dans W  t   une trame qui vaut partout le minimum si on cherche des defauts clairs
le maximum si on cherche des defauts sombres	
De fa'con similaire lorsquon atteint les T dernieres trames de la sequence il faudra
enlever certaines trames de limage de travail	 Le processus est analogue a celui decrit plus
haut	
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 Choix des parametres de restauration
Dans letat actuel des choses il est necessaire que loperateur du systeme choisisse les
parametres de restauration pour chaque sequence a traiter eventuellement il peut opter
pour un ensemble de parametres par defaut	 Dans ce sens le systeme nest pas entierement
automatique	 Nous avons malgre cette remarque conserve ladjectif automatique pour
insister sur le fait que une fois les parametres choisis les sequences sont entierement
traitees sans intervention exterieure	
Les parametres les plus importants indiquent quels algorithmes de restauration il faut
appliquer a une sequence dimages	 Cependant lordre de ces algorithmes est predeni
comme nous verrons dans la suite	
 Comment ordonner les algorithmes de restaura
tion
  Traitement sequentiel et traitement parallele
Le titre de cette section  Comment ordonner les algorithmes de restauration sous

entend que nous avons prefere une approche sequentielle a une approche parallele	 Ceci
est en grande partie vrai pour la simple raison que le resultat dun algorithme produit
des images qui sont theoriquement de meilleure qualite que les images dentree ce qui
devrait faciliter la tache aux algorithmes suivants	 Cependant comme nous verrons dans
la suite cet avantage est tres reduit dans certains cas en particulier pour les algorithmes
qui traitent les defauts locaux% on pourra alors envisager une parallelisation	
Par ailleurs un pipeline nous semble faisable	 Il sut dassigner un processeur a
chaque bloc de notre systeme	
Voyons donc dans quel ordre appliquer les algorithmes	
 Classement des algorithmes
Soit I une sequence dimages et soient R

et R
 
deux algorithmes de restauration
parmi ceux cites plus haut	 La qualite de limage R

I est meilleure que la qualite de
limage I par consequent il est probable que la qualite de R
 
R

I sera meilleure que la
qualite de limage R
 
I	 Nous appellerons la dierence entre ces deux qualites lapport
de lalgorithme R

a lalgorithme R
 
	
Nous avons resume ces apports dans le tableau 		 Comment lire ce tableau Linter

section de la ligne correspondant au defaut A et de la colonne correspondant a B donne
une estimation subjective de lapport de la restauration de A a la restauration de B	 Cette
estimation peut valoir  apport nul ou negligeable ou  apport important	
Justions les valeurs que nous avons donnees a ces apports	 Lanalyse des defauts
globaux pompage et vibrations est tres peu in$uencee par la presence de defauts locaux
rayures et defauts aleatoires vue la surface relativement petite que ces derniers occupent
 Comment ordonner les algorithmes de restauration 
R

 R
 
Pompage Vibrations Rayures Locaux aleatoires
Pompage X   
Vibrations  X  
Rayures   X 
Locaux aleatoires    X
Tab 	 
 Apport de lalgorithme de restauration R

a lalgorithme de restauration R
 
 

Apport nul ou negligeable 
 Apport important
donc lapport de la restauration des defauts locaux a la restauration des defauts globaux
est tres faible nous evaluons lapport a 	 Par contre la restauration des defauts globaux
ameliore la coherence temporelle de la sequence donc simplie le travail des algorithmes
de detection de defauts locaux dou un apport important 	 Lhistogramme de chaque
image est insensible aux translations de celle
ci par consequent lapport de lalgorithme de
correction des vibrations a celui de restauration de leet de pompage est nul 	 Lapport
dans lautre sens nest pas negligeable vu quil est plus facile de recaler des images avec des
niveaux de gris coherents 	 Finalement lapport entre les algorithmes de restauration
des defauts locaux est important  parce quils fonctionnent mieux quand il y a moins
dartefacts dans limage	
Notons que lapport de R

a R
 
nest pas necessairement egal a lapport de R
 
a R

	
Cest justement cette dissymetrie qui nous permettra detablir un classement des algo

rithmes	 En eet si lapport de R

a R
 
et superieur a lapport de R
 
a R

alors nous
avons tout interet a utiliser R

avant R
 
	 Ainsi nous obtenons le classement suivant
	 Correction de leet de pompage
	 Correction des vibrations
	 Restauration des defauts locaux
Ceci ne nous a pas permis de classer les algorithmes de traitement de defauts locaux
entre eux	 On pourrait envisager deectuer cette etape en parallele comme nous lavions
evoque dans la section precedente	 Nous avons cependant choisi deectuer en premier la
restauration des rayures car il sagit dun algorithme plus simple et robuste qui a notre
avis sera moins in$uence par la presence de defauts locaux aleatoires que lalgorithme de
detection de ces defauts par la presence de rayures	
Nous obtenons donc nalement lordre suivant
	 Correction de leet de pompage	
	 Recalage des trames	
	 Restauration des rayures	
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	 Restauration des defauts locaux aleatoires	
Maintenant que nous avons ordonne nos blocs voyons comment nous ferons passer
linformation entre eux et comment nous structurerons la memoire dont ils ont besoin	

 Gestion des donnees
Chaque algorithme de restauration presente a des besoins dierents	 Par exemple la
correction de leet de pompage prend en entree en plus de la trame courante les niveaux
de gris minimal maximal et moyen de la trame precedente alors que les algorithmes de
detection des defauts locaux ont besoin de plus dinformation	
Par ailleurs le volume dinformation a traiter est si gigantesque quil est peu probable
quil tiendra en entier sur un disque dur	 Par consequent il faudra envisager le probleme
du stockage des donnees	
  Memoire vive
Parmi les algorithmes presentes le plus gourmand en memoire vive est celui de detection
des defauts locaux aleatoires	 Si nous cherchons les defauts aleatoires depaisseur n alors
lalgorithme a besoin de T  n trames avant et apres la trame courante	 Limage de travail
W sera construite a partir de la trame courante I
t
$anquee de T trames de chaque cote
j  f T T )               Tg W j  It) j
Tous nos algorithmes prendront comme entree cette structure dimage quitte a nutiliser
quune partie de celle
ci	
 Description de l	image de travail
Le temps courant est t	 Supposons donc que nous allons traiter la trame It	 Notre
image de travail W est constituee des trames 
( W  T W  T)      W    ce sont les trames qui precedent la trame a restaurer
W t et en tant que telles elles ont deja ete restaurees	
( W   Trame courante a restaurer	 Remarquons que son histogramme a deja ete
corrige	
( W       W T     trames futures	 Elles sont deja passees a travers lalgorithme
de restauration de lhistogramme	
( W T   Trame qui vient detre inseree dans la structure	 Elle est donc encore egale a
It) T 	 Son histogramme sera corrige pendant le deroulement de cette boucle	
Voyons maintenant comment se deroulera la boucle	
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 Deroulement de la boucle
Correction de l	e
et de pompage Cette etape naectera que la trame t ) T de
limage de travail	 On na besoin que de la moyenne du maximum et du minimum des
valeurs de gris de la trame IT ) t   apres correction de leet de pompage	 Ces valeurs
sont stockees respectivement dans les memoires MOYENNE MAXIMUM et MINIMUM	
On applique donc lalgorithme decrit dans le chapitre  a W T  on met limage resultante
dans W T  et on met a jour les variables MOYENNE MAXIMUM et MINIMUM avec
les valeurs du nouveau W T 	 Ce processus est resume dans la gure 		
Image de travail W
MOYENNE
MINIMUM
MAXIMUM
W(T) Correction du pompage
Fig 	 
 Variables dentree et de sortie de lalgorithme de correction du pompage
Correction des vibrations Les valeurs des vecteurs de translation

t necessaires au
deroulement de lalgorithme decrit dans le chapitre  se trouvent dans la memoire VEC

TEURS DE TRANSLATION	 Donc en calculant le nouveau vecteur entre W T    et
W T  et en utilisant les vecteurs en memoire on peut recaler la trame W 	 On met le
resultat dans W 	 Ce processus est resume dans la gure 		
Image de travail W
vibrations
Correction desW(T)
TRANSLATION 
VECTEURS DE
τ
Fig 	 
 Variables dentree et de sortie de lalgorithme de correction des vibrations
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Restauration des rayures Pour restaurer les rayures de la trame W  il sut de
connatre cette meme trame voir gure 		
Image de travail W
W(T) Restauration desrayures
Fig 	 
 Variables dentree et de sortie de lalgorithme de restauration de rayures
Restauration des defauts locaux aleatoires On applique nalement lalgorithme
de restauration des defauts aleatoires	 La methode de compensation de mouvement que
nous avons developpee intervient comme phase de pre
traitement dans ce bloc	 La version
restauree ainsi obtenue de W  est stockee dans la meme trame W 	 Ce processus est
resume dans la gure 		
Sauvegarde W  est le resultat de la restauration de It	 Avant donc de passer a la
boucle suivante il faut sauvegarder cette trame	 Nous verrons plus de details sur cette etape
dans la suite	
Fin de la boucle et decalage de W Une fois W  sauvegardee on incremente le
compteur t et on decale limage de travail W de la fa'con suivante
  T  j  T    W j  W j ) 
W T   It) T 
La nouvelle trame It) T  incorporee dans notre image de travail est lue sur le disque
dur	 Nous verrons des details sur cette etape dans la section suivante	
Les procedures de lecture decalage et sauvegarde sont illustrees par la gure 		
 Memoire de masse
Nous voulons rendre notre systeme aussi souple que possible et ne pas nous occuper de
lorigine ou de lacquisition des images ni de leur stockage denitif	 Nous supposerons donc
soit que la sequence est susamment courte pour tenir en entier sur le disque dur ce qui
nest pas tres realiste soit quun autre programme soccupera de transferer les donnees
 Gestion des donnees 
Image de travail W
Restauration des 
défauts locaux
aléatoires
cm
cmcm
cm
compensation
de mouvement
W(0)
Fig 	 
 Variables dentree et de sortie de lalgorithme de restauration des defauts locaux
aleatoires
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Fig 	 
 Lecture dune trame decalage de W et sauvegarde de la trame restauree
 Performances 
sur le disque dur de les eacer quand elles ne seront plus necessaires et de stocker sur un
support idoine les images restaurees pour ensuite eacer celles
ci du disque dur	
Cest pour cela que notre systeme a chaque etape de lecture veriera avant tout que
limage quil cherche a lire est bien presente sur le disque et seulement apres la lira	 Si
limage ne sy trouve pas on considerera quelle na pas encore ete transferee sur le disque
et par consequent apres un certain delai on fera un nouvel essai de lecture et ainsi de
suite	
De meme a chaque etape decriture si loperation de sauvegarde echoue pour cause de
manque de place sur le disque le systeme attendra un certain temps puis recommencera	
En theorie le programme decriture&lecture devrait tot ou tard liberer de la place memoire
et le systeme repartir	
 Schema global
Lensemble des etapes de restauration ainsi que les phases de lecture et decriture sont
resumees par le schema de la gure 		
 Performances
Tout au long de ce travail nous nous sommes focalises sur la qualite des resultats et
non pas tellement sur la rapidite dexecution des algorithmes	 Par ailleurs la vitesse de
traitement dans notre cadre nest pas aussi critique que dans dautres applications	 Il est
parfaitement envisageable de laisser tourner un ordinateur pendant plusieurs jours pour
restaurer un lm	
Cependant vu le grand nombre dimages a traiter a  images par seconde nous avons
 images par heure de lm et les resolutions tres elevees que nous pouvons etre
amenes a considerer jusqua  points par ligne nous avons interet a ce que les temps
de traitement restent raisonnables	 Dautant plus que plus la restauration sera rapide plus
le cout de traitement sera faible
Nous donnons donc dans la suite quelques mesures de temps de traitement	 Ces me

sures ont ete eectuees pour la sequence Train qui constitue le cas de degradation le
plus severe que nous avons eu a traiter	 Sa resolution est de   	 Le traitement a
ete eectue sur un ordinateur SUN SPARC
	 La programmation a ete realisee en partie
en C et en partie en LISP en utilisant le logiciel XLIMD developpe par le Centre de
Morphologie Mathematique de lEcole des Mines de Paris	 Les algorithmes peuvent etre
notablement ameliores	 Par exemple une technique de descente de gradient permettrait su

rement daccelerer le calcul des translations globales entre trames successives utilise pour
la correction des vibrations	 Par ailleurs le code peut etre optimise	
Par consequent il faut considerer les temps de traitement donnes ci
dessous cf	 tableau
	 comme une majoration tres pessimiste des performances possibles	 Nous pensons quil
est envisageable de diminer dun facteur  ces durees	
 Presentation du systeme global
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 Schema global simplie du systeme de restauration SARSA
 Conclusion 
Algorithme Temps de calcul par image
Pompage s
Vibrations  vecteurs testes min
Rayures s
Craquelures noires min
Defauts locaux aleatoires min
Compensation de mouvement mn
Tab 	 
 Mesures de temps de traitement pour la sequence Train sur une SUN SPARC

 Conclusion
Dans ce chapitre nous avons presente le systeme global de restauration de lms anciens
baptise SARSA ou viennent senchasser les algorithmes de restauration decrits dans les
chapitres precedents	
Le systeme resultant est souple	 Il permet a un operateur de choisir les traitement
quil veut pour chaque sequence dimages	 A partir de la tout se fait automatiquement	
Dailleurs nous avons prevu un jeu de parametres par defaut destine a traiter les defauts
les plus courants	 La gestion des ressources informatique est assez ecace quoique pour
linstant les temps de calcul soient assez longs	 Les optimisations de code restent a faire	
Le prototype resultant permet de restaurer deja des lms anciens avec de bons resultats	
 Presentation du systeme global

Chapitre 
Conclusion
Le patrimoine cinematographique mondial est en danger	 Pour le sauver il faut trans

ferer les lms sur des supports a plus longue duree de vie et reparer les degats qui ont
deja ete faits	 La seule solution economiquement viable pour mener a bien ce travail de
restauration a grande echelle est de developper un systeme automatique de restauration
ce qui devient possible grace aux progres de linformatique	
Par ailleurs le developpement du multimedia entrane une augmentation importante
de la demande en materiel video de bonne qualite	 Un systeme de restauration permettrait
donc dexploiter les archives cinematographiques et video pour satisfaire ce besoin croissant	
 Objectifs atteints
Nous avons mis au point plusieurs algorithmes qui permettent de corriger les defauts
les plus courants des lms anciens
( Pompage lanalyse des histogrammes des images de la sequence nous a permis de
corriger ce defaut	
( Vibrations en etudiant les translations globales entre trames consecutives nous avons
reussi a separer les translations normales dues au mouvement de la scene des vibra

tions parasites	
( Rayures verticales nous avons mis au point un algorithme simple et robuste permet

tant de les detecter trame par trame	
( Defauts locaux aleatoires en nous basant sur lanalyse de la connexite de la sequence
nous avons developpe une methode generale et robuste de detection de ces defauts	
Nous avons aussi propose plusieurs algorithmes dinterpolation permettant de recu

perer linformation perdue	
( Compensation de mouvement Nous avons aussi propose une structure generale pour
un algorithme de compensation oriente objet utilisant le krigeage	 Il permet dame
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liorer la correlation entre les trames consecutives de la sequence ce qui facilite letude
basee sur la connexite	
( Modelisation de champs des vecteurs Nous avons developpe le krigeage inverse qui
nous permet avec une grande souplesse de modeliser et ltrer les champs de vec

teurs	 Il nous a permis dameliorer la robustesse de lalgorithme de compensation de
mouvement	
Ces algorithmes nous ont permis de batir un systeme de restauration automatique de
sequences dimages	 Les resultats obtenus sont encourageants	
 Autres applications
Les outils que nous avons developpes dans le cadre de notre travail peuvent etre appli

ques avec succes a dautres domaines	 Voyons quelques exemples	
La methode de correction des vibrations peut etre utilisee pour stabiliser les sequences
dimages enregistrees par des camescopes amateur	
Les operateurs par reconstruction que nous avons utilises pour detecter les defauts
aleatoires sont tres utiles pour lanalyse de sequences en general	 Il permettent par exemple
de detecter les objets qui se deplacent rapidement ainsi que les objets qui apparaissent ou
qui disparaissent dans une sequence "#	
La methode de compensation de mouvement que nous avons developpee basee sur le
krigeage et le krigeage inverse sera utile dans de nombreuses applications danalyse de
sequences dimages	
 Futurs developpements
Ce sujet est loin detre boucle	 Nous pouvons ameliorer notre systeme de restauration
de nombreuses fa'cons	
Les algorithmes presentes peuvent etre ameliores	 Pour linstant leur implementation
nest pas ecace	 Loptimisation de leur code permettrait daccelerer le traitement	 Des
recherches sur le choix automatique des parametres a utiliser nous semblent aussi interes

santes	
Par ailleurs la souplesse du systeme permet le rajout de nouveaux algorithmes pour
traiter dautres defauts	
Finalement des progres considerables restent a faire dans le domaine de lestimation
et de la compensation de mouvement	
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