ABSTRACT Based on the previous research results, a new modified-Hermitian and skew-Hemitian splitting iteration method (NMHSS) is presented for solving the standard Lyapunov equation in this paper. At the same time, the corresponding inexact new modified-Hermitian and skew-Hemitian splitting algorithm are given from the perspective of the application. Moreover, some convergence results of the presented NMHSS iterative method and the inexact NMHSS algorithm are established. The numerical experiments are provided to compare the new method with the existing methods, and the improvement effect is obvious. The feasibility and effectiveness of the proposed method are proved from the two aspects of theory and calculation.
I. INTRODUCTION
Lyapunov equation has been widely used in many fields of science and engineering, especially in the fields of industrial chemical production, network control management and aerospace. So the solution of Lyapunov equation has always been one of the research hotspots in many fields of science. The generation of Lyapunov equation and the existing solving methods can be seen in Fig. 1 . And we will discuss the iterative solution of the standard Lyapunov equation.And the new results of Lyapunov function can be applied to the adaptive fuzzy control of non-triangular stochastic switched nonlinear systems with full state constraints.
We consider the system of large sparse linear equations
where A ∈ C n×n is non-Hermite positive definite matrix and x, b ∈ C n×n . In many scientific and engineering problems, we can see the formula (1) . The actual background of such problems can be found in [1] - [7] and theirs references. For (1), Bai et al. [8] put forward the Hermitian and skewHemitian splitting iteration method (HSS) in 2003. Any matrix can be decomposed into the sum of symmetric matrices and skew symmetric matrices so that we can get the formula:
A = H (A) + S(A) = (αI + H (A)) − (αI − S(A))
= (αI + S(A)) − (αI − H (A)), 
Let x (0)
∈ C n be an initial guess. For k = 0, 1, 2, . . . , until the sequence of iterates {x (k) } converges, compute the next iterate x (k+1) through the following procedure: where α is normal number. Bai et al. [8] proved its unconditional convergence to the unique solution of (1) . In order to overcome the shortcomings of HSS iteration in solving complex symmetric linear systems, Bai and others put forward the MHSS iteration method [1] : Similar to the HSS iteration method, the matrix A in (1) can be decomposed into
where α is the normal number; W = 
+ b, Bai and others proved its convergence in [8] .
II. NMHSS ITERATIVE METHOD
Many methods to solve the standard Lyapunov equation have been put forward in [9] - [16] . Xu et al. [16] use HSS iteration method to solve Lyapunov equation, which greatly improves the convergence speed compared with the existing methods. And we know that MHSS iteration method is superior to HSS iteration method in solving complex large sparse linear equations. Thus, it's natural to want to solve Lyapunov equation by MHSS iteration method. However, because of the form of Kronecker product, the MHSS iteration method cannot be used to solve Lyapunov equation. So, in order to solve Lyapunov equation, we propose a new MHSS iterative method (NMHSS) as follows:
where A ∈ C n×n is Hermite positive definite matrix and x, b ∈ C n . Similar to the formula (2) in MHSS iteration, we decompose the A in (3):
and α is normal number;Ŵ (A) ∈ R n×n ,T (A) ∈ R n×n andŴ (A) is positive definite matric; andT (A) is semi positive definite matric. Thus, the NMHSS iterative format is as follows:
+ b, The proof of its convergence can be seen in the following proof of the convergence of the NMHSS iterative method for solving the Lyapunov equation.
III. THE NMHSS ITERATIVE METHOD OF LYAPUNOV EQUATION
Consider the standard Lyapunov equation as follows:
where A, C ∈ C n×n ; A is the Hermite positive definite matrix; and C is a symmetric matrix.
The new NMHSS iterative method proposed above is used to solve the standard Lyapunov equation (5):
The decomposition of A in a similar formula (4) can be obtained as follows:
When matrix A is complex matrix, MHSS iterative method is often more simple than HSS iterative method. Therefore, based on the application of HSS iterative method in [3] , a new method to solve the standard Lyapunov equation by NMHSS iteration is proposed. The iterative format is as follows:
Then we can deduce by Kronecker product that
where x k = vec(X k ) and c = vec(C). Then we can deduce by Kronecker product that
where
The convergence of the iterative scheme (6) is equivalent to the convergence of the iterative scheme (7) and their convergence factors are the same. Lemma 1 [17] : Let A ∈ C m×n , then for any unitary matrix U and V there is UA 2 = AV 2 = A 2 .
Theorem 1: Let's suppose that A ∈ R n×n is the Hermite positive definite matrix and the maximum and minimum eigenvalues of matrix W are λ max and λ min , respectively. VOLUME 7, 2019 Then the convergence factor of the NMHSS iterative method (6) is the spectral radius of matrix
Its upper bound is
Therefore, the NMHSS iterative method for solving the standard Lyapunov equation is convergent.
Proof: The first form of the iteration format (7) is brought into the second form, and its iteration matrix is obtained:
Then the convergence factor of the iterative scheme (7) is ρ(G), which is the same as the convergence factor of the iterative scheme (6) . Because G is similar to
we can see that
BecauseŴ is a symmetric matrix;T is a skew symmetric matrix; andŴ ,T ∈ R n×n . We can see thatŴ andT are normal matrices, and then there are unitary matrixes U and V , which makes
is the eigenvalue of the matrixT . From Lemma1 We can deduce that
Therefore,
The following proves that whenγ = √ λ min · λ max , σ 0 (γ ) reaches the minimum and σ 0 (α) is less than 1 at this time.
In
Through the proof of the expression of σ 0 (γ ) and theorem 1, we can see that when γ → +∞ there is σ 0 (γ ) → 1, and σ 0 (γ ) increases monotonously on (γ , +∞). When γ ≥γ = √ λ min · λ max , σ 0 (γ ) < 1. Summing up the above, we can conclude that the NMHSS iterative method for the standard Lyapunov equation is convergent and the upper bound of the convergence factor is σ 0 (γ ) which is only related to the eigenvalue of the symmetric part of a, and is independent of the antisymmetric part. In addition, when γ =γ , the upper bound σ 0 (γ ) of the convergence factor of the NMHSS iterative method of the standard Lyapunov equation is minimal, but the convergence factor ρ(G) does not necessarily reach the minimum at this time, that is to say, when γ =γ , the NMHSS iteration does not necessarily converge the fastest. How to obtain the optimal parameters needs to be further studied.
The actual iterative parameter γ is advisable to be γ =γ . Because H = I ⊗ H (A) + H (A) ⊗ I , we can get that λ min = 2λ min (H (A)), λ max = 2λ max (H (A)).
Therefore, we can get that
To sum up, the NMHSS iterative method is convergent for the standard Lyapunov equation (5) which satisfies the condition.
IV. THE INMHSS ITERATIVE METHOD OF LYAPUNOV EQUATION
In order to reduce the computational complexity of the NMHSS iterative method, we derive an inexact NMHSS (INMHSS) iteration method to solve the standard Lyapunov equation.
Using X k as initial value, the following standard Lyapunov equation is approximated by iterative method, and X k+ 1 2 is obtained:
Because the matrix of the Lyapunov equation (8) is symmetric and positive definite, the approximate solution can be obtained by the CG algorithm. Next, we use X k+ 1 2 as initial value approximation to solve the following Lyapunov equation and get X k+1 :
For the standard Lyapunov equation (9), the approximate solution can be obtained by the CGNE algorithm.
The inexact NMHSS iterative methods for solving the generalized Lyapunov equation can be summarized as follows:
Algorithm 2: Let's give the initial value X 0 ∈ R n×n , k = 0, 1, . . . , and calculate the X k+1 until the accuracy requirement is met.
(i) Let's approximate the solution of (γ I +Ŵ )z k+ = vec(Z k+ 1 2 ), r k = vec(R k ), 
In algorithm 2, ε k and η k is used to control the accuracy of internal iterations in the iterative process, and the stopping criterion of the (ii) step only makes the following convergence theorem more concise. In fact, the criterion can be changed to q k+1 2 ≤ η k z k+1 2 .
Theorem 3: Let's suppose that A ∈ R n×n is an asymmetrical positive definite matrix. According to theorem 1, γ is chosen to make the NMHSS iterative method converges.
{X k } is an iterative sequence generated by algorithm 2, and X * is the exact solution of the standard Lyapunov equation. Then we can get that In particular, if
≤ ε k r k 2 and q k+1 2 ≤ 2γ η k z k+1 2 , then we can conclude that
Because
we can bring the formula (11) into the type (10) and see that
Let X * be the exact solution of the standard Lyapunov equation, that is, x * is the exact solution of the following two VOLUME 7, 2019 equations:
Through the first equation in formula (12), we can see that
We can bring the formula (13) into the second equation of the formula (12) and see that
As a result, we can conclude that
Let's suppose that vector norm is | y | = (γ I +T )y 2 and the matrix norm is
We can see that
and we can deduce that
If we accurately solve the Lyapunov equation (8) and (9), the corresponding {ε k } and {η k } should be zero, so both ε max and η max are zero. At this point, the convergence factor of the INMHSS iteration method is the same as that of the NMHSS iteration method. Theorem 3 shows that in order to guarantee the convergence of the INMHSS iterative method, we only need the conditional
to satisfy, and we do not need {ε k } and {η k } to go to zero with the increase of k. Therefore, when the generalized Lyapunov equation is solved, the selection of {ε k } and {η k } should make the calculation as small as possible, and the iterative factor of the INMHSS iterative method is as close to the convergence factor of the NMHSS iterative method as possible.
V. NUMERICAL EXPERIMENT
In this section, we test the INMHSS algorithm for solving the standard Lyapunov equation by numerical examples. Now, we consider the standard Lyapunov equation as follows: . The stopping criterion is Res < 10 −6 . Iter is the number of iterations. CPU is iterative time. The parameters are taken as α = 0.9. Through the INMHSS algorithm we can get Table 1 as follows:
The numerical results in the analysis Table 1 show that the amplitude of the number of iterative times for the IHSS iteration and the INMHSS iteration of the standard Lyapunov equation is smaller, which indicates that the two methods are very stable. And we can see that compared with the IHSS iteration, the number of iterations and times of the INMHSS iteration are far smaller. And we can also see that under the same stopping criterion, the relative error of the INMHSS iteration is also less than the relative error of the IHSS iteration. Furthermore, it can be seen from the table that the higher the matrix is, the greater the difference between the iteration time of INMHSS iteration method and that of IHSS iteration method is. Therefore, the INMHSS iterative method for solving the standard Lyapunov equation is more effective than the IHSS iteration.
VI. CONCLUSION
In this paper, we propose a new iterative method, NMHSS iteration, to solve the standard Lyapunov equation and its convergence is proved. Then, the INMHSS algorithm for solving the standard Lyapunov equation is put forward, and the convergence of the standard Lyapunov equation is proved. Finally, a numerical experiment is carried out to compare the new method with the existing methods. It is found that compared with the IHSS iteration method, the INMHSS iteration method has obvious improvement effect.
