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Abstract—Nowadays, a new form of learning has
emerged in higher education. This is e-Learning. Lessons
are taught on a Learning Content Management Systems
(LCMS). These platforms generate a large variety of data
at very high speed. This massive data comes from the in-
teractions between the system and the users and between
the users themselves (Learners, Tutors, Teachers, admin-
istrative Agents). Since 2013, UVS (Virtual University of
Senegal), a digital university that offers distance learning
through Moodle and Blackboard Collaborate platforms,
has emerged. In terms of statistics, it has 29340 students,
more than 400 active Tutors and 1000 courses. As a
result, a large volume of data is generated on its learning
platforms. In this article, we have set up an architecture
allowing us to execute all types of queries on all data from
platforms (historical data and real-time data) in order to
set up intelligent systems capable of improving learning
in this university. We then set up a machine learning
model as a use case which is based on multiple regression
in order to predict the most influential learning objects
on the learners’ final mark according to his learning
activities.
Index Terms—Learning analytics, big data educa-
tional, Lambda architecture, higher education, machine
learning.
I. INTRODUCTION
In recent years, we have witnessed the emergence
of the use of information and communication tech-
nologies in higher education [1]. This has spawned a
new form of education better known as e-Learning (or
distance learning, remote learning or more commonly
online education). It makes it possible to offer various
training courses to a large number of learners via
the internet. To do this, an online learning platform
(Learning Content Management System (LCMS)) is
used to allow learners to have access to learning con-
tents without time or geographic constraints. Moodle
is currently the best known and used platform [2], [3].
These LCMS generate a large volume of data from
different sources [1]:
• Communication between learners and teachers via
chat rooms and forums;
• Communication between learners themselves, via
forums;
• knowledge test results;
• Use of educational resources;
• Assessment results;
• System usage statistics;
• Logs files.
This large variety of data produced at a high speed
requires precise processing and analysis in order to
derive valuable information to improve learning in
such systems [4]. Since 2013, a new form of higher
education has emerged in Senegal. This is the Virtual
University of Senegal (UVS). Learners take the dis-
tance courses there via the learning platform Moodle.
A Tutor is responsible for assisting and accompanying
them remotely for a better understanding of the course
according to a given hourly volume [5].
In terms of statistics, launched in 2013 with 2,090
students, VUS now has 29,340 learners with more than
400 actives tutors and more than 1,000 courses, in the
space of five years. [5]. Thus, we are witnessing a
large variety of massive data produced on the Moodle
learning platform. Consequently, the processing of this
data (Historical data and real-time data) is necessary in
order to set up prediction systems, grouping of learners
according to their performance, recommendation of
courses to learners according to their shortcomings and
behavior detection for all users of the platform (Learn-
ers, Teachers, Tutors and Administrative Agents).
Nowadays, machine learning models are able to
solve intractable problems [6]–[10]. So, in this work,
we will first set up an architecture, based on lambda
architecture [11], allowing us to query all the data
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from the UVS Moodle platform (Historical data and
real-time data) then develop a machine learning model
based on the multiple linear regression algorithm from
the information contained in the learners’ log files of
the moodle platforms, thanks to the architecture. Our
aim is to predict the learning objects that have the most
influence on the learners’ final results. In other words,
being able to execute any type of request (Data Mining
request in this case) on unstructured log files data.
The rest of this article will be organised as follows:
In section 1, we will talk about lambda architecture,
its principles and the motivations for such a choice in
Educational Big Data. We will implement a case study
in section 2. We will first talk about the approach and
the methodology we followed before presenting and
interpreting the results. We will finish this work with
a conclusion and identify some perspectives for future
work.
II. LAMBDA ARCHITECTURE
A. Reason for choice
In the Big Data area, for better performance, the pro-
cessing and analysis of data must be done in batches at
a high speed; hence the need for architectural solutions
to meet this need [12]. Thus, for better processing
and precise analysis of data from the UVS Moodle
platform, it is necessary to unify the processing of
historical data (batch processing because of the size of
their volume) and processing data from the platform
in real time at high speed. Indeed, we must be able to
query the historical data of the platform. These must
be updated by the real-time actions of the users which
must be taken into account by the results of the queries.
All of this must be done within a reasonable time.
Lambda architecture is adapted to this need. [11], [13]
In what follows, we will talk about the principles of
this architecture and present these different layers and
finally propose an architecture inspired by the latter.
B. Principles of Lambda architecture
It is a design model which makes it possible to
execute queries on all the data of the system. Thus, the
processing, the storage and the reading (visualisation
of the results of the requests) are separated for a better
support of the robustness to the evolution, the fault
tolerance and the reduction of the latency [11]. It is
composed of three layers:
• Batch layer, responsible for batch data processing;
• Speed layer, responsible for real-time processing;
• Serving layer, responsible for executing requests.
C. Presentation of the different layers
Below is a detailed presentation of the different
layers, according to [11].
1) Batch layer: This layer is responsible for batch
processing of data. It is based on the concept of pre-
computed views based on user requests (needs) so that
their execution is as fast as possible. Executing queries
on all of the system’s data, even if it is possible, is ex-
tremely resource-intensive and consequently increases
query execution times; hence the need for these pre-
calculated views. This layer mainly consists of two
components:
• The Master Dataset which is responsible for stor-
ing all data in append only : Immutable data;
• Functions which are responsible for recalculating
views on the data in the Master dataset for each
query class.
2) Speed layer: Its main mission is to ensure that
new data arriving (real-time data not taken into account
in the calculation of batch views) are taken into
account in the execution of queries. To do this, real-
time views are calculated on this new data. This layer
is similar to the batch layer in that they all provide
views based on the data. However, there are some
differences:
• Real-time views are calculated only from recent
data while batch views are calculated on all data
from the Master Dataset
• The Speed layer is based on incremental compu-
tation (Updates of real-time views based on new
data arriving) while the batch layer recalculates
on all the data in its Master Data each time there
is the need for a new view.
3) Serving layer: Its main function is to make it
possible to execute queries, as needed, on batch views
and real-time views. The Service layer is updated each
time the batch layer finishes calculating a new view.
Thus, a specialised distributed database must be set up
in order to be able to perform random reads on both
batch and real-time views.
Lambda architecture can be summarised in three
type of functions:
• Functions on all the data of the Master Data set
to have batch views;
• Functions on new data for real-time views;
• Functions on all views (batch and speed) to have
the results of queries.
D. Proposed architecture
A good analysis and comprehension of existing tools
allowed us to understand that a lambda architecture can
be implemented using a varied range of technologies
[14]. In this present work, we are based on well known
technologies (Hadoop distributed File System, Apache
Kafka, Spark, Apache Storm and Cassandra database
management system) in the literature [15]–[17] for the
implementation of our proposed lambda architecture
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For some time now, the exploration of educational
data better known as educational data mining (EDM)
has become a field of research highly coveted by re-
searchers around the world [18]. To this end, different
prediction models have been proposed by the scientific
community in order to predict the performance of
learners on online learning platforms.
The authors of [19] proposed a model based on
classification algorithms in order to predict the final
performance of students based on their participation
in online discussion forums. They also proposed the
use of different data mining approaches to improve
the prediction of students’ final performance based on
participation indicators in quantitative, qualitative and
social network forums.
A decision support system for predicting student
grades using machine learning techniques was pro-
posed in [20]. The model was based on the demo-
graphics data and the students grades.
The model proposed in [21] predict the students per-
formance from combined data sources. The proposed
model includes various regression models to design a
prediction model.
The authors of [22] propose a prediction model
based on Naive Bayes and the decision tree classifier.
The proposed model performed the prediction by the
database containing both academic and non-academic
information to predict poor academic performance at
a specific enrolment.
A cluster based distributed architecture for predict-
ing the student’s performance is proposed in [23]. The
proposed cluster-based distributed architecture per-
forms the prediction with clustering through Bayesian
fuzzy clustering, feature extraction through Kernel-
based principal component analysis, and prediction
through the proposed Lion–Wolf based deep belief
network (LW-DBN).
In the paper [24] it is proposed a model for pre-
dicting students’ dropout using the dataset from the
representative of the largest public university in the
Southen part of Thailand. In this study, data from
Faculty of Science, Prince of Songkla University was
collected from academic year of 2013 to 2017.
All these models proposed in these previous works
are based on static data. They don’t take into account
future data produced on learning platforms by these
same learners on which the models were built. The
contribution of our approach to these different propos-
als is that our model is built on the basis of data from a
Lambda architecture which take into account real time
data. This architecture provides us data lake on which
we can apply any type of query.
IV. CASE STUDY : MULTIPLE REGRESSION MODEL
In this part, we will set up a multiple regression
model on unstructured data from Moodle platform log
files. According to the pedagogical model of UVS, a




• Chat room (synchronous chat)
• Homework submission
• Forums (asynchronous discussions)
Thus, the research question in which we are inter-
ested in this present work is to determine, among the
learning activities cited above, those which are most
influential on the final outcome of the learner. In other
words, predict a student’s final grade based on their
activities on the Moodle platform for a given course.
A. Approach and methodology
Below are the different stages summarising our
approach and methodology for the realisation of this
work, described by the workflow illustrated in Fig2.
Fig. 2. Workflow
1) Data collection: All user actions are stored in
the log files of the Moodle platform database. These
files are our main source of data for this work.
We have considered a law course which is offered
in the second semester of the first academic year in
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the Economic and Social Administration (AES) de-
partment for 537 students. We have extracted, from the
platform, the log files containing all actions that have
been performed throughout the semester by all users
of this course. It contains 57,000 records (Actions of
all users).
To make this information discreet, in order to better
meet the objectives of this work, cleaning and treat-
ment is necessary.
2) Data cleaning and processing: The data clean-
ing consists first to consider only actions of the learn-
ers and get rid of the rest; then we have anonymized
the data by replacing the full name of the learner with
a unique identifier.
The processing consists of a quantification of the
actions of the learners. After processing the log files,
we must be able to know the number of course
consultations, the number of participation in the chat
room, the number of participation in the TD room, the
number of participation in the forums, the number of
assignments submitted and the number of knowledge
tests completed for each student enrolled in this course.
Thus, we will have as output a CSV file.
This processing work is done thanks to a Apache
storm cluster which is a reliable and fault tolerant dis-
tributed big data processing system [25]. It is mainly
composed of :
• a master node: It runs a daemon called nimbus,
responsible for distributing the code to the other
nodes, assigning tasks and monitoring system
failures.
• Workers: They run a supervisor daemon that starts
and stops the worker processes.
• Zookeeper who is responsible for coordinating
actions between Nimbus and supervisors.
Data processing on Storm is done according to a storm
topology which is a graph made up of a set of Spouts
and Bolts. A storm topology can be programmed with
any language. A Spout is responsible for reading the
data from an external source and defining how this
data will be sent to the Bolts which are responsible for
performing one or more tasks according to the needs of
the system. As required, the exit from the Bolt can be
an entry from another Bolt. Below in Fig3 is the storm
topology that we have configured for data processing.
Our topology consists of a Spout and 4 Bolts (Bolt1,
Bolt2, Bolt3 and Bolt4). The Spout will read the data
from the source (the cleaned log file) then sends it
to the Bolts for processing. The spout will send all
course consultation and chat room data to Bolt1. The
Bolt2 will receive all knowledge test data and forums.
Bolt3 will receive homework and TD room data. Each
of these three will be responsible for calculating, for
each student, the number of actions performed on each
Fig. 3. Topologie Storm
learning activity they have received from Spout. Each
of them will send the result of their processing to Bolt4
which will aggregate the results into a single output
file.
3) Model construction: Our machine learning
model is based on a multiple linear regression algo-
rithm which is a supervised learning algorithm [26].
It aims to make a prediction on a variable called
explained variable, thanks to predictive variables.
In this work, we try to determine the most influ-
ential learning objects (most relevant variable) on the
students’ final mark. We try to explain the final grade
of the student according to their actions on the learning
objects for a given course. Let the following variables
be used to quantify a student’s actions on learning
objects :
• NBC.course : Number of course views;
• NBChat : Number of participation in room chats;
• NBTest : Number of Knowledge tests performed;
• NBForum : Number of participation in the fo-
rums;
• NBHomework : Number of homeworks per-
formed;
• NBRoomTD : The number of participation in the
TD room.
Our model is based on multiple regression and ex-




• X1 = NBChat;
• X2 = NBC.course;
• X3 = NBTest;
• X4 = NBForum;
• X5 = NBHomework;
• X6 = NBRoomTD;
• N = The student’s final grade;
• A1, A2, A3, A4 et A5 are the coefficients of the
equation.
Thus, 80% of the data (the Bolt4 output file) from the
processing of the Storm cluster constitutes the training
data for the model and the 20% to test it. Find below
in Fig4 the illustrative diagram. .
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Fig. 4. Construction and evaluation of the regression model
B. Implementations : Results and Interpretations
1) Results: The model is implemented using the
pandas, numpy and sklearn libraries of python in order
to calculate the p-values of each predictor variable. It
has allowed us to have the p-value of each predictor
variable according to Fig 5.
Fig. 5. Results
2) Interpretations: According to [27], the p-value
is a good parameter for measuring the relevance of a
predictor variable in a regression model. If its value is
less than 0.05, we say that this variable is relevant, so
it has an influence on the explained variable (the final
grade of the students in our case).
Thus, according to the results (The p-values of the
predictors), homework and participation in chat rooms
are the most influential learning objects on students’
marks for this law course.
This constitutes an interesting preliminary result but
which deserves to be extended and confirmed with
a more substantial data set taking into account other
parameters.
V. CONCLUSION AND FUTURE WORK
At the end of this work, thanks to a Lambda
architecture, we managed to set up a pre-calculated
batch view allowing to quantify the activities of the
students on the learning objects of the platform thanks
to a storm topology. Subsequently, we built a pre-
diction model by applying a multiple regression data
mining query on this view in order to predict the most
significant learning activities for a given course (those
most influencing the final results of the learners).
The future work consists in using the natural lan-
guage processing (NLP) in order to measure the rel-
evance of the content of the activities of Learners
and Tutors (relevance of the questions asked, answers
and interactions between students in forums and chat
rooms) for taking it into account in our model. For
more reliability of our model, a cross-validation pro-
tocol will be used. We will also calculate other views
according to the needs of all the stakeholders of the
university for implementing new models (Prediction,
recommendation, detection (alerts), grouping, etc.) in
order to improve the decision making process. We will
then index the views, thanks to Solr and Lucene [28],
for a better performance of our system.
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