The objective of this study is to investigate automatic recognition of speech-evoked auditory brainstem responses (speech ABR) to the five English vowels (/a/, /ae/, /ɔ/, /i/ and /u/). We used different automatic speech recognition methods to discriminate between the responses to the vowels. The best recognition result was obtained by applying principal component analysis (PCA) on the amplitudes of the first ten harmonic components of the envelope following response (based on spectral components at fundamental frequency and its harmonics) and of the frequency following response (based on spectral components in first formant region) and combining these two feature sets. With this combined feature set used as input to an artificial neural network, a recognition accuracy of 86.3% was achieved. This study could be extended to more complex stimuli to improve assessment of the auditory system for speech communication in hearing impaired individuals, and potentially help in the objective fitting of hearing aids.
Introduction
The speech-evoked auditory brainstem response (speech ABR) can be measured by placing electrodes on the scalp and measuring the compound activity of populations of neurons in the auditory nuclei of the brainstem whose firing patterns follow various components of the speech stimulus [1] , [2] . In fact, the speech ABR is sufficiently "speech-like" that if played back as an audio signal, it can be heard intelligibly as speech [3] . What makes ABRs different from the cochlear microphonic (CM), that was first observed by Weaver and Bray in 1930, is the fact that unlike the CM, ABRs occur several milliseconds after the stimulus is applied [3] .
Recent evidence suggests that the speech ABR can provide an important window into auditory processing of speech in normal and hearing impaired individuals [4] , [5] . One particular difficulty with hearing assessment is that it is limited by current tests, which usually use artificial signals like tones or clicks that do not allow a clear assessment of auditory function for speech communication [6] . Although there are tests of speech perception, these are of no value for assessing the hearing of infants and uncooperative individuals. Understanding speech ABRs could fill this gap; however, there has been limited work done in this area. In addition, speech ABRs could help in the development of objective methods for fitting hearing aids, particularly in patients where subjective tests are not an option, such as newborns and infants [7] .
One way in which speech ABRs could be used in objective hearing aid fitting is to adjust the hearing aid settings so that the evoked neural responses to different speech stimuli are most easily discriminated by an automatic pattern classifier [7] . Then, presumably, the brain could learn to readily discriminate these stimuli.
This study focuses on discriminating between speech ABRs of five English vowels. An earlier study by Sadeghian et al. investigated the discrimination of speech ABRs to the vowel stimuli using linear discriminant analysis (LDA), and achieved a best classification accuracy of 83.3% [8] . However, because the speech ABR to vowels has many similarities to speech, with a fundamental frequency and a harmonic structure, in this study we investigate the discrimination of the speech ABRs using techniques used in automatic speech recognition (ASR). The best recognition performance was achieved with the feature set obtained from combining computed principal component analysis (PCA) on the amplitudes of the first ten harmonic components of each of the envelope following response (EFR) and frequency following response (FFR), and using the artificial neural network (ANN) as the pattern recognition engine. Our findings show that these techniques are capable of discriminating between speech ABRs, and that this may help in developing practical applications of these responses in hearing assessment and rehabilitation.
Methodology

Data Collection
The stimuli used for this work were five English vowels (/a/, /ae/, /ɔ/, /i/, /u/) generated using formant synthesis for a duration of 300ms with the fundamental frequency (F0) set to 100Hz for each vowel [8] . Considering the importance of dominant formants, only the first three formants (F1, F2 and F3) were used to generate the vowels, and their frequencies are shown in Table 1 . Brainstem responses were collected from eight subjects with six trials for each vowel. In each trial, 500 repetitions of the stimulus were presented in alternating polarity at the repetition rate of 3.1/sec and responses were coherently averaged over the 500 repetitions. The responses were recorded using a BioMARK v.7.0.2 system. Three gold-plated Grass electrodes were used to collect data. The recording electrode was placed at the vertex, the reference electrode on right earlobe and the ground electrode on the left earlobe. Prior to digitization, the responses were passed through a bandpass filter with high and low cut-off frequencies of 30 and 1000 Hz. Stimuli were presented in 16 bit resolution at 48KHz, and the speech ABRs were recorded at the sampling rate of 3202Hz [8] .
The speech ABR to a steady-state vowel consists of an initial transient response followed by a sustained response [1] . As the main focus of this work was on the sustained response, EFR and FFR signals were used. The difference between EFR and FFR is that EFR represents the neural response that follows the envelope of speech at F0 and at its early harmonics, while the FFR represents the neural response that directly follows the harmonics of speech and which is usually most prominent in the region of F1. The EFR is obtained by averaging the responses to both stimulus polarities, while the FFR is obtained by averaging the response to one polarity and the negative of the response to the other polarity [4] .
Feature Extraction
The main idea of front-end processing of an ASR system is to extract certain features of speech, which are then fed to the pattern recognition engine. The most popular and well-known feature extraction methods in for ASR are linear predictive coding (LPC) and mel-frequency cepstral coefficients (MFCC). Another method that has been proven to work in noisy environments is perceptual linear prediction (PLP) [9] .
In addition to LPC, MFCC and PLP, in this study, the discrete Fourier transform (DFT), principal component analysis (PCA), and independent component analysis (ICA) were used in the front-end processing for feature extraction. Some studies have shown that PCA and ICA, when used as feature extraction methods for ANN, result in improved the performance of the recognition system [13] , [14] .
In the case of the DFT, the amplitudes of the EFR and FFR spectra at the first 10 harmonics of F0 (i.e. at 100Hz, 200Hz,…,1000Hz inclusive) were used as amplitude feature sets [8] . The DFT was implemented using the fast Fourier transform (FFT) algorithm and the number of FFT points was set to the next power of two from the length of signal.
PCA and ICA are both statistical and computational methods used in feature extraction. While PCA decorrelates the data using an orthogonal transformation, ICA identifies statically independent components of nonGaussian signals. The ICA was applied on the raw waveform and PCA was applied both on the raw waveform and on the amplitude feature set (as indicated in Tables 2 and 4 ). Using Matlab, PCA coefficients were generated and the ones that accounted for the least variance were eliminated. Performing PCA to transform the amplitude feature set showed that eliminating one feature in the new domain (PCA) improved the result for EFR and EFR+FFR as shown in Table 4 . However, elimination of more features degraded the results.
Pattern Recognition
In this study, two different pattern recognition engines were used: hidden Markov model (HMM) and ANN. Markov model toolkit (HTK) was used to perform all the front end processing as well as recognition on speech evoked ABRs for HMM, as it has been used worldwide by many researchers. Figure 1 shows a block diagram of the recognition procedure using HMM as the pattern recognition engine. The other pattern recognition method that was used in this study was ANN, which is inspired by the function of the biological nervous system. ANN contains many neurons (processing elements) that work together to solve different types of pattern classification problems, and hence it could be a good fit for solving difficult speech recognition tasks [11] . For front-end processing with ANN, Matlab functions were used. Figure 2 shows a block diagram of the recognition procedure using ANN as the pattern recognition engine.
In the case of HMM, 83% of the data was used to train the system and 17% was set aside to test. For ANN 66.5% of the data was used as training data, 12.5% as validation data and 21% as test data using Matlab's Neural Network Toolbox. The validation data was used to avoid overfitting using the early stopping technique [15] . The structure of the ANN was based on a two-layer feedforward network with sigmoid hidden and output neurons. Different numbers of neurons were examined to determine the best structure. The best value among the different number of neurons of the hidden layer that were examined was 27. The network was trained with scaled conjugate gradient backpropagation algorithm. The structure of the ANN was fixed prior to applying the test dataset. Table 2 shows the recognition results obtained with the EFR in the test dataset and various combinations of extracted features and recognition engines. None of the configurations shown in this table included the amplitude feature set. Moreover, since there are 5 vowels, chance level is 20%. The same tests were performed on the FFR data, but the results were substantially lower than the ones shown in Table 2 . Table 3 shows the recognition results on the test dataset for the amplitude feature sets corresponding to EFR, FFR and EFR+FFR (i.e. combination of 10 features from each of EFR and FFR). These results were obtained using the ANN for pattern recognition. Table 4 shows the recognition results on the test dataset after applying the PCA to the amplitude feature sets corresponding to the EFR, FFR and EFR+FFR (18 features, with 9 features from EFR and 9 features from FFR), and using ANN for pattern recognition. Table 5 shows confusion matrices for the different speech ABRs for the 3 tests shown in Table 4 . 
Results
Discussion
The results of this study show that pattern recognition methods can be used to classify speech ABRs. The results from standard speech recognition methods (shown in Table 2 ) generally provided low levels of accuracy, although often above the chance level of 20%. On the other hand, the use of feature sets based only on the amplitude of the first 10 harmonics of F0, along with ANN as the recognition engine led to relatively high recognition accuracies compared to the best case scenario of a standard speech recognition method (MFCC+ANN) ( Tables 3 and 4 ).The best results were obtained when the EFR and FFR features were combined and when PCA was applied to select the best features. The main reason for the superior performance of the amplitude features is probably because the useful information in the responses to synthetic vowels are concentrated at the harmonic frequencies, whereas other frequency bins contain only noise. It is therefore possible that other information at the harmonic frequencies, such as absolute or relative phase, and bispectral features, could further improve the accuracy of recognition. Additional improvement may be possible if the trials that are used as input to the recognition system are obtained based on the coherent averaging of a higher number of responses so that they Table 5 . Confusion matrices for A) EFR+FFR, B) EFR, and C) FFR obtained by applying PCA on the amplitude feature sets (see Table 4 contain less noise. This, however, requires a longer recording time and may not always be possible in a practical application. The highest accuracy of 86.3% was achieved by combining EFR and FFR, and applying PCA to eliminate one of the features from each. The best classification accuracy in a previous study that used LDA was also obtained when EFR and FFR features were combined [8] . This shows that both the EFR and FFR contain useful information for recognition of speech ABR. In addition, the relatively high recognition accuracies with EFR show that envelope information could contribute to vowel discrimination, even though it is usually thought that formant information (particularly at F1 and F2) is more important. The lower accuracies obtained with the FFR may be because F2 is not well represented in the evoked response for some of the vowels whose F2 frequencies are higher than 1000 Hz.
In terms of confusion between specific vowels, /i/ and /u/ had the best overall recognition scores using all 3 amplitude feature sets (Table 5) , and 100% accuracy with the EFR + FFR features specifically. This high recognition accuracy was obtained even though these two vowels have F1 frequencies separated by only 30 Hz (Table 1) . On the other hand, in some cases, incorrect recognition occurred despite having well-separated F1 frequencies. For example, /ae/ was recognized as /u/ 34% of the time with FFR features despite having an F1 separation of 360 Hz.
Conclusion
The main purpose of this study was to investigate if speech evoked ABRs to five English vowels could be discriminated using methods used in automatic speech recognition. Applying PCA on the amplitude features of both EFR and FFR and eliminating one feature (the one with least variation) from each, resulted in a high recognition accuracy of 86.3% when ANN was used as the pattern recognition engine. This accuracy is slightly higher than the 83.3% obtained in a previous study that used LDA [8] , which confirms that pattern recognition methods such as ANNs are promising approaches for the classification of speech ABRs.
One of the problems associated with hearing aid use is that of obtaining a best fit. This is a labour intensive task that involves adjusting several device settings and which often yields less than optimum results, particularly in infants and newborns. Speech ABRs may help to objectively tune hearing aids by adjusting the device settings so that the accuracy of automatic recognition of the evoked responses is maximized.
Another unexplored potential application of the knowledge gained from the recording and classification of speech ABRs is to the design of automatic speech recognition (ASR) systems. Despite much progress that has been made in improving these systems, ASR systems remain very susceptible to challenging acoustic environments [12] . The overall performance of ASR is limited by the quality of the extracted features, and today, many of the best performing ASR systems employ front ends that are inspired by auditory processing (e.g., MFCC and PLP). Therefore, there is the expectation that incorporating additional auditory-like processing will improve performance [12] . Since they represent transformations in the auditory periphery and brainstem, speech ABRs recorded with various speech stimuli would provide important information about human "front end" processing of speech. As a result, speech ABRs could guide the development of novel noise-robust front ends for ASR systems, given the robustness of the normal human auditory system in difficult acoustic environments.
