Abstract-In this letter, we propose two methods for personnel recognition and gait classification using deep convolutional neural networks (DCNNs) based on multistatic radar micro-Doppler signatures. Previous DCNN-based schemes have mainly focused on monostatic scenarios, whereas directional diversity offered by multistatic radar is exploited in this letter to improve classification accuracy. We first propose the voted monostatic DCNN (VMo-DCNN) method, which trains DCNNs on each receiver node separately and fuses the results by binary voting. By merging the fusion step into the network architecture, we further propose the multistatic DCNN (Mul-DCNN) method, which performs slightly better than VMo-DCNN. These methods are validated on real data measured with a 2.4-GHz multistatic radar system. Experimental results show that the Mul-DCNN achieves over 99% accuracy in armed/unarmed gait classification using only 20% training data and similar performance in two-class personnel recognition using 50% training data, which are higher than the accuracy obtained by performing DCNN on a single radar node.
and human activity classification have attracted much attention [5] , [7] [8] [9] [10] . In [7] , empirical features with clear physical meaning are used to train a support vector machine classifier. Similar classification tools are used in [8] on dual-frequency radar micro-Doppler signatures. Fioranelli et al. [9] propose some features based on singular value decomposition of the spectrogram, which yield good performance in classification of unarmed/armed personnel outdoors. Principal component analysis (PCA) is used in [5] for feature extraction, and a more robust tool L1-PCA is utilized in [10] for indoor human limb motion classification.
The newly developed deep learning algorithms have been introduced into radar target classification. One of the preliminary works by Kim and Moon [11] investigated the feasibility of using deep convolutional neural network (DCNN) in microDoppler-based classification tasks. The authors used a DCNN with a straightforward structure to distinguish human from three classes of nonhuman objects and to classify six classes of human activities. In [12] , a similar method was used for hand gesture classification. More sophisticated DCNN architectures were used later, including seven-layer DCNN [13] , transfer-learned AlexNet and Visual Geometry Group (VGG)-16 network [14] , and a three-layer semisupervised autoencoder [15] . New problems, such as low latency classification [16] and multitarget human gait classification [9] , [17] , have also been taken into consideration.
It is well known that micro-Doppler signatures depend on the aspect angle between the target movement and the radar line of sight. Classification performance suffers severe degradation when the aspect angle is close to 90°, but it degrades slightly at smaller aspect angles, e.g., 30° [7] . Because multistatic radar observes targets from different lines of sight, it has the potential to alleviate the negative effect of large aspect angles and hence to improve the classification accuracy by using proper multiview fusion methods. One of the pioneer works [18] uses a fused spectrogram from multistatic radar data, but the algorithm is tested only on synthetic data generated by video motion capture. In further studies [9] , [19] , real data are collected by the multistatic radar system NetRAD for the classification of armed/unarmed personnel targets. Using empirical features and off-the-shelf classifiers, we train unique classifiers for each receiver node and then fuse the classification results by binary voting. The fused result shows improved accuracy compared with each receiver node itself. Another approach to classification with multistatic radar first fuses features from different nodes and then feed them into classifiers. Reference [20] uses brute force search and other less computationally intensive algorithms, e.g., T-test and mutual information criteria, to find three 1545-598X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. optimal/suboptimal features out of 12 predefined features at each receiver node. Instead of feature selection, [21] uses linear combination, i.e., PCA, to fuse features obtained from 4 × 4 multi-input multi-output channels. A natural thought is to combine the advantage of DCNN and multiview fusion. A novel work [16] investigates the feasibility of combining data from different aspect angles to improve classification accuracy using deep learning and boosting trees. However, the data are measured by monostatic radar at different aspect angles rather than by a multistatic radar system simultaneously. To the best of our knowledge, classification based on multistatic micro-Doppler signatures using the DCNN has not been sufficiently investigated.
In this letter, performing DCNN on a single radar node is called monostatic DCNN method (Mo-DCNN). With the data collected by three radar nodes of a multistatic radar, we propose two DCNN-based methods for personnel recognition and gait classification. One is the voted monostatic DCNN (VMo-DCNN) method, in which we fuse the results of Mo-DCNN of each node via binary voting. The other one is the multistatic DCNN (Mul-DCNN) method, in which a fusion layer is added to the network and, thus, the fusion step is conducted inside the DCNN automatically. Due to the existence of the fusion layer, Mul-DCNN is able to learn fusion rules automatically and has the potential to achieve better performance. Both VMo-DCNN and Mul-DCNN are tested on real data and show significant accuracy improvement over Mo-DCNN for both personnel recognition and gait classification tasks.
The remaining parts of this letter are organized as follows. Section II describes the multistatic radar data set. Section III demonstrates the DCNN architecture and the process of DCNN training. Section IV presents the results of the two classification tasks. Finally, we conclude this letter in Section V.
II. MULTISTATIC RADAR DATA SET
The data used in this letter were collected in July 2015 by NetRAD, a coherent multistatic pulsed radar system developed at University College London [9] . NetRAD consists of three nodes deployed on a linear baseline and operating at 2.4 GHz, with linear up-chirp modulation, 45-MHz bandwidth, and 5-kHz pulse repetition frequency. Fig. 1 shows the geometry of the experimental scene. All antennas of the three nodes are pointing at zone 5. The node in the middle (node 1) is a transmitter-receiver node, whereas the other nodes (nodes 2 and 3) on both sides are receivers only. Thus, the three-channel synchronized data can be collected simultaneously. Each set of data was recorded for 5 s, during which a single person walked toward the baseline in one of the six zones, either moving his arms freely (referred to as "unarmed" case) or holding a metallic pole (referred to as "armed" case). The whole data set consists of two persons, two actions (i.e., armed and unarmed), six zones, and five repetitions for each case, making a total number of 120 three-channel recordings. We further duplicate the size of the data set by splitting every piece of data into two pieces both with 2.5-s duration, and discard the data collected in zone 5 due to some missing data. In summary, we use a data set containing 200 samples collected by the three nodes.
Typical data samples collected by node 1 are visualized in Fig. 2 In this letter, we focus on the tasks of gait classification and personnel recognition. Both are two-class classification tasks. In the gait classification task, the two classes are armed and unarmed gaits regardless of the person. In the personnel recognition task, we try to classify persons A and B regardless of whether they are armed or unarmed. The personnel recognition task is much more challenging.
III. DCNN IMPLEMENTATION AND TRAINING

A. Data Preprocessing for Transfer Learning
Here, the transfer-learned DCNN is used to distinguish different gaits and different personnel targets. Transfer learning [22] is generally a technique that aims to transfer the knowledge learned from one task to another related but different one. In the field of DCNN, it refers to utilizing the information of a network pretrained on a large data set to train a different network on a small data set, which has been successfully used in the design of many DCNNs [23] , [24] to alleviate overfitting problems. It can be done in two steps: 1) replace the last few layers in the pretrained network by the new designed ones and initialize them randomly and 2) train on the small data set (referred to as "fine-tuning"). A recent work has explored the feasibility of using a CNN pretrained on an optical image data set to fine-tune micro-Doppler spectrograms [14] . However, the time-frequency spectrograms have only one channel, whereas optical images typically have RGB channels. Park et al. [14] simply copy STFT spectrograms for the three input channels to solve this dimension mismatch problem, which is equivalent to regarding the spectrograms as grayscale images.
In our method, the STFT spectrograms with three different window sizes are used as different channels of input data. Inspired by multiresolution analysis method, such as wavelet, we believe that the magnitude of spectrograms in different time-frequency resolutions provides richer information than single resolution ones. Specifically, we first calculate log-scale spectrograms with dimension 128 (frequency) × 125 (time) using a Blackman window and a threshold of −40 dB. Then, the spectrograms are normalized to the interval [0, 255] to match the range of optical images, and finally, the mean value of each spectrogram is subtracted. We set the window size to 0.13, 0.26, and 0.51 s, respectively. One may refer to Fig. 3 to find an example of the input time-frequency spectrograms. Fig. 3(b)-(d) demonstrates the spectrograms with increasing window size, corresponding to increasing frequency resolution and decreasing time resolution. In Fig. 3(a) , spectrograms of different window sizes are stacked as RGB image components, which are used exactly as the inputs of DCNN. The R, G, and B channels of Fig. 3(a) are identical to those of Fig. 3(b)-(d), respectively. 
B. DCNN Architecture
Using data from a single node as an input, a six-layer DCNN is carried out for Mo-DCNN (shown in Fig. 4 , where the number that follows "#" indicates the feature depth). The rectified linear unit activation is used after each layer except the last layer fc 6, where softmax is used. The idea for this architecture is straightforward. Optical images and spectrograms share some low-level features, e.g., edges and curves, which are captured in the first several convolution layers of a network. Therefore, the first three layers (conv 1-3) are identical to and initialized with the first three convolution layers of pretrained VGG-f network [25] , which is an eightlayer DCNN architecture originally used for optical image classification. Here, VGG-f is used just for example, and one may change to other network architectures with corresponding modification. We add the subsequent convolution layer (conv 4) to reduce dimensionality of the feature map along Doppler axis, resulting in an output with dimension 1 × 7 × 64 (Doppler × time × depth). Now, the output of conv 4 could be considered as seven different feature vectors with length 64, each containing information of the spectrogram within different (but overlapped) time intervals. Finally, these vectors are fed into another two fully connected layers (fc 5 and 6) followed by a softmax activation to produce the final output. The output, a 7 × 2 matrix, represents the estimated Bernoulli distribution of the two classes within seven different time intervals. When conducting back propagation, we treat the above-mentioned feature vectors as separate training samples. However, when testing, we mean-pool the output (dimension 7×2) along the timeline and get an averaged probability distribution (dimension 1 × 2), which improves classification robustness significantly.
The proposed VMo-DCNN simply fuses the Mo-DCNN output of three nodes by binary voting. For the Mul-DCNN (shown in Fig. 5 , where some details are omitted for a clearer view), the first four layers in Mo-DCNN are copied for each receiver nodes. The corresponding layers share the same weights except for layer 4. Weight sharing reduces the total number of parameters, thus mitigating the potential overfitting problem. Here, we add a fusion layer to aggregate information from three branches corresponding to the three radar nodes. In this layer, the three output feature maps of layer 4 are max-pooled along the node dimension (elementwise maximum operation). The subsequent layers are identical to those in Mo-DCNN.
For training speedup and overfitting prevention, batch normalization [26] and dropout [27] are used in the DCNN architecture except for the last two layers, since these two layers contain very small number of weights and are not likely to become overfitted.
C. Training Details
We implement the proposed neural network using MatConvNet [28] , a MATLAB-based open source CNN toolkit. For training, we use the Adam solver [29] with parameters β 1 = 0.9, β 2 = 0.999, = 1 × 10 −8 , and a fixed batch size of 5, with mild complex Gaussian noise added to the raw training samples to alleviate overfitting problems. Training lasts for 300 epochs in total. For the first 100 epochs, we initialize the first three convolution layers with VGG-f net [25] pretrained on ImageNet data set and set their learning rates to zero. The rest layers are initialized randomly and trained with learning rate α = 5 × 10 −3 (for 20% and 33% training data ratios) or α = 2 × 10 −3 (for 50% training data ratio). Then, we set small (0.1α) learning rate for the first three layers while keeping the others unchanged for another 100 epochs. Finally, all learning rates are reduced to a tenth for additional 100 epochs, making the network converge. The training is carried out on an NVIDIA GTX1060 GPU with 6-GB memory. The training process takes minutes for 300 epochs, while testing takes only a few milliseconds per sample, which is affordable in some real-time scenarios. We summarize running times of training and testing in Fig. 6 . Note that training time increases with the number of training samples, while testing time only relies on the network architecture.
IV. EXPERIMENTAL RESULTS
A. Randomly Partitioned Training Set
We first investigate the performance under three different ratios of training data, i.e., 20%, 33%, and 50%. In the case of 20% training ratio, we partition the data set into five folds randomly and evenly and conduct fivefold cross validation using one fold as a training set at each time. Since the two samples from the same piece of data tend to be similar, we put them either into training set or testing set. To make the result even more robust, the fivefold cross validation is repeated for three times with statistically independent data set partitions, making a total 15 repetitions. Similarly, we conduct threefold cross validation for five times in the case of 33% training ratio (15 repetitions in total) and twofold cross validation for eight times in the case of 50% training ratio (16 repetitions in total), resulting in almost the same total repetitions for all three ratios.
The performances of both tasks, i.e., gait classification and personnel target identification, are validated using the above-mentioned partition setups. Tables I and II show Table I , the accuracy of gait classification is high enough with 20% training data, in which Mul-DCNN performs the best in average classification accuracy. We also find that VMo-DCNN fails to outperform Mo-DCNN with node 1 data, but this minor performance gap could be neglected considering statistical variance. In the more challenging personnel recognition task (shown in Table II) , we try all training ratios. It is observed that both VMo-DCNN and Mul-DCNN show significant accuracy improvement over Mo-DCNN. The Mul-DCNN has the best overall performance again, though VMo-DCNN shows better minimum or maximum accuracy in certain scenarios. We pay additional attention to the minimum accuracy in both tasks, since the worst case indicates the robustness of an algorithm. We are glad to see that, in most scenarios, Mul-DCNN in both tasks improves the worst accuracy effectively compared with Mo-DCNN.
B. Training on One Zone
In addition to the random partitioning, we evaluate the proposed methods using one-zone data as the training set and the rest for testing. This experiment is more practical, since the testing data have aspect angles that the classifier has never seen in training, which is often the case in the real applications. We perform experiments on both tasks, i.e., gait classification and personnel target identification. Five repetitions are done for each deterministic data partition and each task. The average performances of different methods are provided in Table III . Compared to random partitioning with 20% training data, the training ratio is the same, but the accuracy falls as expected. However, in both tasks, VMo-DCNN and Mul-DCNN outperform all single nodes in nearly all training zones. Moreover, Mul-DCNN performs the best in terms of the average accuracy in most zones. This result indicates the robustness of the proposed methods.
V. CONCLUSION AND DISCUSSION
In this letter, we combined the superiority of DCNN and multistatic radar in micro-Doppler signature classification. The novel architecture design in the proposed Mul-DCNN enables data fusion within the DCNN, which outperforms processing at a single node (Mo-DCNN) as well as binary voting of multiple nodes (VMo-DCNN). To fully utilize the three channels in a pretrained DCNN, we proposed a novel preprocessing technique using multiple window-size spectrograms as an input to the network. Experiments on real data show that Mul-DCNN achieves over 99% accuracy in gait classification using only 20% training data and similar performance in personnel recognition using 50% training data. Future work will aim to collect and analyze more data of different subjects and different classes of activities to test the proposed DCNN architectures.
