We study a class of free boundary problems of ecological models with nonlocal and local diffusions, which are natural extensions of free boundary problems of reaction diffusion systems in there local diffusions are used to describe the population dispersal, with the free boundary representing the spreading front of the species. We prove that such kind of nonlocal and local diffusion problems has a unique global solution, and then show that a spreading-vanishing dichotomy holds. Moreover, criteria of spreading and vanishing are established for the classical Lotka-Volterra competitive and prey-predator models.
Introduction
The spreading and vanishing of multiple species is an important content in understanding ecological complexity. In order to study the spreading and vanishing phenomenon, many mathematical models have been established. The logistic equation, competition and prey-predator models with local diffusions and free boundaries have been studied widely by many authors, please refer to, for example, [1, 2] for the logistic equation, [3] - [9] for the competition models, [10] - [13] for the prey-predator models, and the references therein. The general form of single equation with local diffusion and free boundaries is ( [14] ):
u t − du xx = f (t, x, u), t > 0, g(t) < x < h(t), u(t, x) = 0, t > 0, x = g(t), h(t), g ′ (t) = −µu x (t, g(t)), t > 0, h ′ (t) = −µu x (t, h(t)), t > 0, u(0, x) = u 0 (x), |x| ≤ h 0 , h(0) = −g(0) = h 0 .
(1.1)
For the deduction of the free boundary condition h ′ (t) = −µu x (t, h(t)), please refer to [12, 15] . It is well known that random dispersal or local diffusion describes the movements of organisms between adjacent spatial locations. It has been increasingly recognized the movements and interactions of some organisms can occur between non-adjacent spatial locations. The evolution of nonlocal diffusion has attracted a lot of attentions for both theoretically and empirically; see [16] - [18] and references therein. An extensively used nonlocal diffusion operator to replace the local diffusion term d∆u (the Laplacian operator in R N ) is given by d(J * u − u)(t, x) := d R N J(x − y)u(t, y)dy − u(t, x) .
To describe the spatial spreading of species in the nonlocal diffusion processes, recently, the authors of [19] studied the following free boundary problem of Fisher-KPP nonlocal diffusion model:
J(x − y)u(t, y)dy − du(t, x) + f (t, x, u), t > 0, g(t) < x < h(t), u(t, g(t)) = u(t, h(t)) = 0, t > 0,
J(x − y)u(t, x)dydx, t > 0,
g(t)
−∞
where x = g(t) and x = h(t) are the moving boundaries to be determined together with u(t, x), which is always assumed to be identically 0 for x ∈ R\[g(t), h(t)]; d, µ and h 0 are positive constants. The kernel function J : R → R is continuous and satisfies The reaction function f (t, x, u) has logistic structure. It was shown in [19] that the problem (1.2) has a unique global solution. Furthermore, the spreading-vanishing dichotomy about free boundary problems of local diffusive logistic equation ( [1] ) holds true for the nonlocal diffusive problem (1.2) when f (t, x, u) = f (u). However, from [19, Remark 1.4] we know that when d ≤ f ′ (0), spreading happens no matter how small h 0 , µ and u 0 are. This is very different from the spreading-vanishing criteria for the local diffusion models. Some basic results about the nonlocal diffusion operator are also obtained in [19] . Motivated by the paper [19] , the authors of [20] studied the following free boundary problem of nonlocal diffusive system
J i (x − y)u i (t, y)dy − d i u i + f i (t, x, u 1 , u 2 ), t > 0, g(t) < x < h(t), u i (t, g(t)) = u i (t, h(t)) = 0, t ≥ 0,
∞ h(t)
J i (x − y)u i (t, x)dydx, t ≥ 0,
−∞ J i (x − y)u i (t, x)dydx, t ≥ 0, u i (0, x) = u i0 (x), h(0) = −g(0) = h 0 , |x| ≤ h 0 , i = 1, 2.
They proved the existence and uniqueness of global solution. Kao et al. [21] studied the competitive model in which one diffusion is local and the other one is nonlocal:
Motivated by the above mentioned works, in this paper we discuss some ecological models with nonlocal and local diffusions and free boundaries. Based on the deductions of free boundary conditions in (1.1) and (1.2) , it is reasonable to study the following free boundary problem:
J(x, y)u(t, y)dy − d 1 u + f 1 (t, x, u, v), t > 0, g(t) < x < h(t), v t = d 2 v xx + f 2 (t, x, u, v), t > 0, g(t) < x < h(t), u(t, g(t)) = u(t, h(t)) = v(t, g(t)) = v(t, h(t)) = 0, t ≥ 0,
J(x, y)u(t, x)dydx, t ≥ 0,
−∞ J(x, y)u(t, x)dydx, t ≥ 0,
where J(x, y) = J(x − y); [−h 0 , h 0 ] represents the initial population range of the species u and v; x = g(t) and x = h(t) are the free boundaries to be determined together with u(t, x) and v(t, x), which are always assumed to be identically 0 for x ∈ R \ [g(t), h(t) (J1) The condition (J) holds, J ∈ C 1− (R), and denote by L(J) the Lipschitz constant of J.
It follows from (J) that there exist constantsε ∈ (0, h 0 /4) and δ 0 > 0 such that
The growth terms f i : R + × R × R + × R + → R are assumed to be continuous and satisfy
is differentiable with respect to u, v ∈ R + , and for any c 1 , c 2 > 0, there exists a constant L(c 1 , c 2 ) > 0 such that
(f1) There exist k 0 > 0 and r > 0 such that for all v ≥ 0 and (t, x) ∈ R + × R, there hold:
The condition (f ) implies
Except where otherwise stated, we always assume that (f )-(f3) hold, the kernel function J satisfies (J1) and u 0 , v 0 satisfy the condition (1.4) throughout this paper. We write φ,
The main results of this paper can be stated as follows.
Theorem 1.1 (Global existence and uniqueness). The problem (1.3) has a unique local solution
where D T,g,h will be given in the next section. If we further assume that (f4) For any given τ , l, c 1 , c 2 > 0, there exists a constantL(τ, l, c 1 , c 2 ) such that
Then the solution (u, v, g, h) exists globally. Moreover, for any given τ > 0, (1.6) and (1.7) hold with T replaced by τ , and
For the classical competitive and prey-predator models
Prey-predator Model :
the conditions (f )-(f4) hold, where a, b, c are positive constants.
Theorem 1.2 (Spreading-vanishing dichotomy)
. Let (f 1 , f 2 ) satisfy either (1.9) or (1.10) and (u, v, g, h) be the unique solution of (1.3). Then one of the following alternatives must happen for (1.3): 
Here we mention that, same as the single equation in [19] , nonlocal diffusion will change the spreading-vanishing criteria. For the corresponding local diffusive competition and prey-predator models, from the results of [3, 5, 7, 11] we see that no matter how small is the diffusion coefficient d 1 in d 1 u xx relative to a, vanishing can always happen if h 0 and µ, ρ are sufficiently small. However, for the nonlocal and local diffusions problem (1.3), Theorem 1.3 shows that when a ≥ d 1 , spreading always happens no mater how small h 0 , µ, ρ, u 0 and v 0 are. Moreover, we find a new critical value 1 2 min{π √ d 2 , ℓ * } which plays an important role in governing the spreading and vanishing phenomenon.
Due to the presence of the nonlocal diffusion and local diffusion, the methods that solve the local diffusion models are not applicable any more, the proofs of Theorem 1.1 are highly non trivial. Our approach to prove Theorem 1.1 is based on the fixed point theorem. Some new ideas and delicate calculations are given in the proof of Theorem 1.1. Some known results about the local diffusion models with free boundaries and some conclusions on the principle eigenvalue of the nonlocal diffusion operator are applied to prove Theorem 1.2. To establish criteria governing the spreading and vanishing, we construct new upper solutions to the problem (1.3) and then use the comparison principle (Lemma 3.2). Unfortunately, we have to leave the long time behaviors of the solution component (u, v) and the spreading speed of the moving boundaries (g, h) when spreading happens as open issues. This paper is arranged as follows. In Section 2 we prove that the problem (1.3) has a unique global solution. For later discussions, we give some preliminary results in Section 3. Section 4 is devoted to the spreading-vanishing dichotomy. The criteria governing spreading and vanishing will be given in Section 5.
2 Global existence and uniqueness of solution of (1.3) In this section we prove the global existence and uniqueness of the solution to problem (1.3). For convenience, we first introduce some notations. Let k 0 , Θ(·) be given in (f1), (f2). Denote
,
For the given h 0 , T > 0, define
And for g ∈ G h 0 ,T , h ∈ H h 0 ,T , define
as well as
The following theorem is the main result of this section.
If we further assume that (1.8) holds, then the solution (u, v, g, h) exists globally. Moreover, for any given τ > 0, (2.1) and (2.2) hold with T replaced by τ , and
3)
The proof of Theorem 2.1 will be divided into several lemmas because it is too long. Throughout this paper we use C, C ′ , C i and C ′ i to represent general constants, which may not be the same in different places.
We first state the following Maximum Principle which will be used frequently in our analysis. . Suppose that ψ, ψ t ∈ C(D T,η,r ) and fulfill, for some
J(x, y)u(t, y)dy
admits a unique solution (u g,h , v g,h ) ∈ X T g,h , and (u g,h , v g,h ) satisfy (2.1) and (2.2). Moreover,
Proof.
Step 1: Forũ ∈ X s 1 with 0 < s ≤ T , consider the following initial-boundary value problem
Let z(t, y) = v(t, x(t, y)),w(t, y) =ũ(t, x(t, y)). It follows from (2.5) that
It is easy to see thatw ∈ C(Π s ) and 0 ≤w ≤ k 1 . Notice that z 0 (y) ∈
• W 1 2 (Σ). By the upper and lower solutions method and L 2 theory ([23, Ch. III, Theorem 6.1]) we can show that the problem (2.6) has a unique solution z ∈ W 1,2 2 (Π s ), and z ∈ C α/2,α (Π s ) by the embedding theorem. Moreover, 0 ≤ z ≤ k 2 in Π s by the weak maximum principle. Hence, the problem (2.5) admits a unique solution v ∈ X s 2 .
Step 2: For 0 < s ≤ T , let v be the unique solution of (2.5) and consider
Thanks to [19, Lemma 2.3] , this problem admits a unique solution u which satisfies 0
Step 3: We shall prove that F s has a fixed point in X s 1 provided s small enough. Evidently, X s 1 is a closed bounded subset of C(D s ). Letũ 1 ,ũ 2 ∈ X s 1 and u i = F sũi with i = 1, 2. Let v i be the unique solution of (2.5)
where
Recall (f ), there holds that a,
Note that v satisfies
It is easy to see thatz satisfies
Thanks to the parabolic L p theory, one can obtain that, with p > 3 and
Using the arguments in the proof of [14, Theorem 1.1] we have
where C ′ is independent of s −1 , and
is the Hölder semi-norm. It follows fromz(0,
Inserting this into (2.9) gives
Take s small enough such that
. The contraction mapping theorem shows that F s has a unique fixed point u in X s 1 . Let z be the unique solution of (2.6) withw(t, y) replaced by w(t, y) = u(t, x(t, y)).
Step 4: The local existence and uniqueness of solution (u, v) of (2.4). From the above analysis, the function v(t, x) = z(t, y(t, x)) solves (2.5) withũ replaced by u and v ∈ X s 2 . Hence, (u, v) ∈ X s g,h solves (2.4) with T replaced by s. Moreover, from the above arguments we know that any solution
Step 5: We finally show that the unique solution (u, v) of (2.4) can be extended to
Same as the above, let z(t, y) = v(t, x(t, y)), w(t, y) = u(t, x(t, y)).
p (Σ) and p > 3, where Σ = [−1, 1], applying the L p theory to (2.6) and the uniqueness of weak solution, we have z ∈ W 1,2
Note that in the above Steps 1, 2, 3 we only used
We can apply the above Steps 1, 2, 3 to (2.4) but with initial time t = 0 replaced by t = s to get ans > s and a unique (û,ẑ) which satisfies
and
, where v(t, x) = z(t, y(t, x)); z is a weak solution of (2.6) with (s,w) replaced by (s, w), where w(t, y) = u(t, x(t, y)). Therefore (u, v) ∈ Xs g,h and solves (2.4) in (0,s]. Applying the L p theory to (2.6) with (s,w) replaced by (s, w) and the uniqueness of weak
. From the arguments in the above Steps 1, 2, 3 we see thats depends only on d i , k i , h 0 , i = 1, 2. By repeating this process finitely many times, the solution (u, v) will be uniquely extended to D T and (u, v) ∈ X T g,h . Thanks to Lemma 2.2, we have u > 0 in D T,g,h . And, it follows from the parabolic maximum principle for the strong solution that v > 0 in D T,g,h . Hence, we get (2.1). Since v > 0 in D T,g,h and v(t, (h(t))) = v(t, g(t)) = 0, we have v x (t, h(t)) < 0 and v x (t, g(t)) > 0 (see the proof of [25, Theorem 1.1, pp.2597]). Recall 0 ≤ v ≤ k 2 and f 2 (t, x, u, v) ≤ Lv. By using the similar arguments in the proof of [1, Lemma 2.2], one can easily show that
This implies (2.2). In view of (1.4) and the parabolic L p theory we have
According to Lemma 2.3, for any T > 0 and (
g,h that solves (2.4), and (2.1) holds. For 0 < t ≤ T , define the mapping
We shall show that G maps a suitable closed subset
into itself and is a contraction mapping provided T sufficiently small.
It follows that
Similarly, we can show thath
It is easily verified that
Since (u, v) solves (2.4), due to (f )-(f2) and (2.1) we have
which implies that
This combined with (1.5) and (2.14) allows us to derive
Thus, by (2.2),h
Moreover, by the definitions ofR, R(t) and the choice of ε 0 , we know that
For 0 < T ≤ T 0 , we define
It follows from the above analysis that
In the following we show that G is a contraction mapping on Γ T when T is small.
Lemma 2.5. The mapping G is contraction on Γ T when T is small.
It is easy to see that
Step 1: The estimation of φ 1 (t). It follows from (2.4) that, for i = 1, 2,
(2.17)
where ξ i (t) and ζ i (t, y) are the same as ξ(t) and ζ(t, y) in there g, h are replaced by g i , h i . Making use of (g i , h i ) ∈ Γ T and (2.1), we have
p (Π T ) and
with A = h 0 + ε 0 /4, and
Recall
where C 3 depends on h 0 ,R, k 1 , k 2 , k 3 , ε 0 . Same as (2.10), one has
where C 4 > 0 is independent of T −1 . We claim that, for T small enough,
Because the proof of (2.24) is very long, it will be treated as a separate lemma (Lemma 2.6). It follows from (2.23) and (2.24) that
Noticing z y (0, 1) = 0. One has, by (2.25),
As h(0) = g(0) = 0, it is easy to see that
Making use of (2.26) and (2.27) we have
Step 2: The estimation of φ 2 (t). Inspiring by the arguments in [19, 20] and using (2.27) we have
J(x, y)|u(t, x)|dydx
Step 3: The estimation of
When g 1 (s) < x ≤ g 2 (s), by using the similar arguments, it is easy to derive that |u(s,
This combined with (2.27) allows us to derive
(2.30)
. Parallel to the case 1 we have (2.30). Case 3:
and u(0, x) = u 1 (0, x) − u 2 (0, x) = 0. Integrating (2.31) from 0 to s yields
If there is 0 < t < s such that x / ∈ (g 1 (t), h 1 (t)) ∩ (g 2 (t), h 2 (t)), then we can choose the largest t 0 ∈ (0, t) such that
It follows from the conclusions of Case 1 and Case 2 that |u(t 0 , x)| ≤ C 9 g, h C([0,s]) . Thus,
by (2.27). Note that (2.31) holds for any t 0 < t ≤ s due to (2.33). Integrating (2.31) from t 0 to s we have
Now we estimate 
and due to (2.33) we have y i (t, x) ∈ Σ. Moreover,
And so
. Thanks to (2.21), (2.25) and (2.35), it educes that
Similarly, one can find C 13 > 0 such that
Substitute these estimations into (2.34) and (2.32), respectively, it follows that
The estimates (2.30) and (2.37) show that, for any case, the following holds:
The arbitrariness of (s, t) ∈ Ω T implies
Step 4: Inserting (2.38) into (2.28), (2.29) we get
This combined with (2.16) implies
Similarly,
Moreover, asg(0) =h(0) = 0, it is easy to deduce that
when T is small. Hence, G is a contraction mapping on Γ T when T is small. Lemma 2.6. The estimate (2.24) holds.
Proof. To save space, let's assume d 1 = 1 here. For the fixed (τ, y) ∈ Π T , we set
Then,
The direct calculation yields
which implies
Hence, one of the following four cases must happen:
Without loss of generality we may suppose that h 1 (τ ) ≥ h 2 (τ ) and
For other cases, one can handle by the same way. Similar to Step 3 in the proof of Lemma 2.3, for this fixed τ and any x ∈ [g 1 (τ ), h 1 (τ )], we define
As x i ∈ [−h 0 , h 1 (τ )], we have τ x i = τ x i ,h 1 or τ x i = 0, and 0 ≤ τ x i ≤ τ , i = 1, 2. It is easy to get
We estimate |u 1 (τ,
Integrating the differential equation of u 1 from τ x to τ gives
Denote τ i = τ x i , i = 1, 2. Then τ i depends on x i . Without loss of generality we assume τ 1 ≥ τ 2 . Thus, for τ 1 ≤ t ≤ τ ,
|J(x 1 , y) − J(x 2 , y)|u 1 (s, y)dyds
It follows from the conditions (f ) and (f3) that
As g i , h i satisfy (2.12), i.e., h i (τ ) − g i (τ ) ≤ M in [0, T ], using the condition (J1) we have
for all τ 1 ≤ t ≤ τ . From (2.39), one has
In the following we estimate |τ 1 − τ 2 | and |u 1 (τ 1 , x 1 ) − u 1 (τ 2 , x 2 )|. Case 1: τ i > 0 for i = 1, 2. In this case, it is clear that u 1 (τ 1 , x 1 ) = u 1 (τ 2 , x 2 ) = 0. On the other hand, since (g 1 , h 1 ) ∈ Γ T , we have h ′ 1 (τ ) ≥ ρc 0 , and so
Let L 0 be given in Section 1. It follows that
Case 3: τ 1 = τ 2 = 0, i.e., x 1 , x 2 ∈ [−h 0 , h 0 ]. Then |τ 1 − τ 2 | = 0, and
In a word,
Now we estimate
). Similar to the derivation of (2.36) we have
Substitute this and (2.43) into (2.41) and use (2.42), it yields that, for τ 1 ≤ t ≤ τ ,
Thus we have
Take T small enough such that C 18 T < 1/2, then
Substitute this into (2.40) and by the arbitrariness of (τ, y) ∈ Π T , (2.24) is derived immediately.
Proof of Theorem 2.1.
Step 1: Local existence and uniqueness. By Lemma 2.4 and Lemma 2.5 we see that G(Γ T ) ⊂ Γ T and G is a contraction mapping on Γ T when T is small. The Contraction Mapping Theorem shows that problem (1.3) admits a unique solution (û,v,ĝ,ĥ) with (ĝ,ĥ) ∈ Γ T . This solution is the unique solution of (1.3) if we can prove that (g, h) ∈ Γ T holds for any solution (u, v, g, h) of (1.3) defined for t ∈ (0, T ]. Moreover, from the above arguments we see that (û,v,ĝ,ĥ) satisfies (2.1) and (2.2).
Let (u, v, g, h) be an arbitrary solution of (1.3) defined in (0, T ]. It follows that
It is easy to see from the above discussions that (2.1) and (2.2) hold. This implies
]e ρk 1 t , and hence
It follows that h(t) − g(t) ≤ 2h 0 + t 2µk 3 + 2(ρk 1 h 0 + µk 3 )e ρk 1 t for all 0 < t ≤ T . Shrink T small enough such that T 2µk 3 + 2(
Furthermore, by using the proofs of (2.13) and (2.15), one can show that ρc 0 ≤ h ′ (t) ≤R and
Step 2: Global existence and uniqueness. Assume that (1.8) holds. From Step 1, we know that the system (1.3) admits a unique solution (u, v, g, h) in some interval (0, T ].
Let z(t, y) = v(t, x(t, y)) and consider the problem
where w(t, y) = u(t, x(t, y)), f * 2 (t, y, w, z) = f 2 (t, x(t, y), w, z).
). This combined with the assumptions (f ), (f3) and (1.8) implies that the function F 1 (t, x, u) = f 1 (t, x, u, v(t, x)) is differentiable with respect to x. Note that u satisfies
J(x, y)u(t, y)dy − d 1 u + f 1 (t, x, u, v(t, x)), t x < t ≤ T, g(t) < x < h(t),
J(x, y)u(t, y)dy as a known function, then for t ∈ [0, T ], t x , u 0 (x) and G(t, x) are Lipschitz continuous in x ∈ [g(t), h(t)]. Using the continuous dependence of the solution with respect to the parameters we can show that for t ∈ [0, T ], u(t, x) is Lipschitz continuous in x ∈ [g(t), h(t)]. Clearly, u t ∈ C(D T,g,h ). This implies u ∈ C 1,1− (D T,g,h ) and hence w ∈ C 1,1− (Π T ).
It is easy to see that the function
By the interior Schauder theory we have z ∈ C 1+α/2,2+α ([ε, T ] × Σ) with 0 < ε < T , which implies
Recall that u(T, x) is Lipschitz continuous in x ∈ [g(T ), h(T )]. We can take (u(T, x), v(T, x)) as an initial function and [g(T ), h(T )] as the initial habitat and then use
Step 1 to extend the solution from t = T to some T ′ > T . Assume that (0, T 0 ) is the maximal existence interval of (u, v, g, h) obtained by such extension process. We shall prove that T 0 = ∞. Assume on the contrary that 
Consider the problem (2.44) with T replaced by T 0 . Same as above, we can show that (2.44) has a unique solution z ∈ W 1,2
Moreover, by the parabolic maximum principle and Lemma 2.2 we have u(
Therefore, we may treat (u(T 0 , x), v(T 0 , x)) as an initial function and [g(T 0 ), h(T 0 )] as the initial habitat and apply Step 1 to show that the solution of (1.3) can be extended to some (0,T ) witĥ T > T 0 . This contradicts the definition of T 0 . Hence, T 0 = ∞.
It follows from the above arguments that (g, h)
, and (u, v, g, h) satisfies (2.1), (2.2) and (2.3). The proof is end.
Preliminaries

3.1
Maximum principle and comparison principle
) with p > 3 and satisfy
Let (u, g, h) be the unique solution of (1.3) in there (f 1 , f 2 ) satisfies (1.9). Then we have
Lemma 3.3. (Comparison principle) In Lemma 3.2, if we replace the second inequality of (3.1) bȳ
and let (u, v, g, h) be the unique solution of (1.3) in there (f 1 , f 2 ) satisfies (1.10), then the conclusion is still true. 
Some related eigenvalue problems
Here we recall some results on the principal eigenvalue of linear operator
where Ω is an open interval in R n , possibly unbounded, θ ∈ C(Ω) and J satisfies the condition (J).
Define the generalized principal eigenvalue of L Ω + θ:
Using the variational characterization of λ p (L Ω + θ) (see, e.g., [17] ):
) and is differentiable with respect to u, f u (·, 0) is locally Lipschitz continuous in R, f (·, 0) ≡ 0 and f (x, u)/u is strictly decreasing with respect to u ∈ R + . Moreover, there exists M > 0 such that f (x, u) < 0 for all u ≥ M and all x ∈ R.
We consider the problem Moreover, for u 0 ∈ C(Ω) and u 0 ≥, ≡ 0, the unique solution u(t, x) of (3.2) satisfies lim
Assume that the condition (J) holds, θ 0 is a constant and −∞ < ℓ 1 < ℓ 2 < ∞. Then the following hold true:
is strictly increasing and continuous in ℓ :
Spreading-vanishing dichotomy
To establish the spreading-vanishing dichotomy we first give some abstract propositions. Let lim t→∞ h(t) = h ∞ and lim
In what follows, we always suppose that f 1 , f 2 satisfy (1.9) or (1.10).
We first state a known abstract conclusion. 
p ((0, T ) × (0, η(t))) and w 0 ∈ W 2 p (0, η 0 ) for some p > 1 and any T > 0, and
and lim
The following lemma provides an estimate for the solution component v.
and hence
Proof. Since the proof is similar to that of [2, Theorem 2.1] and [13, Theorem 2.2], we give the sketch of the proof and omit the details. It is easy to derive from (2.1) and (2.2) that
We straighten the free boundary. Similar to the above, set w(t, y) = u(t, x(t, y)), z(t, y) = v(t, x(t, y)). Then
where f * 2 (t, y, w, z) = f 2 (t, x(t, y), w, z). Due to (4.3), it is easy to get
where Σ = [−1, 1]. By using the arguments in the proofs of [2, Theorem 2.1] and [13, Theorem 2.2] with some minor modifications, we can get the estimate (4.1). This completes the proof.
Proof. It is easy to see that −∞ < g ∞ < h ∞ < ∞. It then follows from (4.3) that g ′ (t) and h ′ (t) are bounded. Let
By (4.2) we have that, for t, s > 0,
Using the arguments in the proof of [20, Proposition 4.1] , one can show that, there is C 2 > 0 such that
Note that h ′ (t) = −µϕ 1 (t) + ρϕ 2 (t). We see that h ′ (t) is uniformly continuous in [0, ∞). Therefore, lim
Proof. As f 2 (t, x, u, 0) = 0, and f 2 (t, x, u, v) is locally Lipschitz in u, v ∈ R + and 0
). It can be deduced by Lemma 4.1 that
We next show that
To save spaces, for ε > 0 we set
Assume on the contrary that λ p (L (g∞,h∞) +a) > 0. Clearly, there is ε 1 > 0 such that, for ε ∈ (0,
Then u satisfies
Consider the problem
Since λ p (L (g∞,h∞) + a− bε) > 0, it follows from Proposition 3.4 that the solution w ε (t, x) of problem (4.5) converges to the unique steady state W ε (x) of (4.5) uniformly in [g +ε ∞ , h −ε ∞ ] as t → +∞. From Lemma 3.1 and a simple comparison argument, there holds that
Hence, there is T 1ε > T ε such that
Recall (1.5), for 0 < ε < min{ε 1 ,ε/2} and t > T 1ε , we obtain
which implies that h ∞ = +∞. We get a contradiction, and so (4.4) holds. Letū be the unique solution of
Using (4.4) and Proposition 3.4 we have lim
Evidently,ū satisfies
Take advantage of Lemma 2.2 and a comparison argument it can be shown that u(t, x) ≤ū(t, x) for t > 0 and x ∈ [g(t), h(t)]. Thus, lim The proof of Lemma 4.5 is similar to those of [12, Proposition 4.1] and [25, Proposition 3] , and we omit the details.
Here we should mention that if f 1 , f 2 satisfy (1.9), i.e., the competition model, we don't know if Lemma 4.5 is true or not. Even for the local diffusion competition model with double free boundaries
such a problem is still not clear.
The criteria governing spreading and vanishing
To study the criteria governing spreading and vanishing, we first give two abstract lemmas to affirm that the habitat can be large provided that the moving parameter of free boundary is large enough. 
we must have lim ρ 0 > 0, depending on J(x), d, C, w 0 (x) and r 0 , such that when ρ ≥ ρ 0 and (w, r, l) satisfies
J(x, y)w(t, y)dy − dw − Cw, t > 0, l(t) < x < r(t), w(t, l(t)) = w(t, r(t)) = 0, t > 0,
J(x, y)w(t, x)dydx, t > 0,
Proof. 
Take a function κ(t) ∈ C 1 ([0, 1]) satisfying κ(t) > 0 in [0, 1], κ(0) = r 0 and κ(1) = H, and set ω(t) = −κ(t). Consider the following problem
J(x, y)z(t, y)dy − dz − Cz, 0 < t < 1, ω(t) < x < κ(t), z(t, κ(t)) = z(t, ω(t)) = 0, 0 < t < 1,
In view of Lemma 2.3 of [19] , this problem has a unique solution z which is continuous and positive in D 1,ω,κ . Thus the functions of t:
are positive and continuous on [0, 1], and so r(t), l(t) ≥ σ > 0 on [0, 1] for some constant σ. Note that ω ′ (t) and κ ′ (t) are bounded on [0, 1], we can find ρ 0 > 0 such that when ρ ≥ ρ 0 , there hold:
for all 0 ≤ t ≤ 1. Applying the comparison principle ([19, Theorem 3.1]) we get
and so r(1) ≥ κ(1) = H and l(1) ≤ ω(1) = −H when ρ ≥ ρ 0 . The desired conclusion is obtained and the proof is complete.
Assume on the contrary that
Then there exist 0 < ε ≪ 1 and τ ≫ 1 such that
Then v satisfies
Let w be the unique positive solution of
In view of the known parabolic comparison principle, we have
, it is well known that w(t, x) → η(x) as t → ∞ uniformly in the compact subset of (g +ε ∞ , h −ε ∞ ), where η(x) is the unique positive solution of
Hence, lim inf
. This is a contradiction to (5.2). Thus, (5.1) holds.
From Theorem 5.3 and g ′ (t) < 0, h ′ (t) > 0 for t > 0, we have Now we assume that a < d 1 . Then, λ p L (0,ℓ) + a < 0 if 0 < ℓ ≪ 1, and λ p L (0,ℓ) + a > 0 if ℓ ≫ 1 by Proposition 3.5. According to the monotonicity of λ p L (0,ℓ) + a with respect to ℓ, there exists ℓ * > 0 such that
where I stands for a finite open interval in R, and |I| denotes its length. Making use of (4.4) we see that if
Proof. The idea of this proof comes from [19, Theorem 3.12] , [11, Lemma 5.2] and [7, Lemma 4.4] . Since λ p L (−h 0 ,h 0 ) + a < 0, we can choose h 0 < h 1 < ℓ * /2 such that λ := λ p L (−h 1 ,h 1 ) + a < 0. For C > 0 and z(t, x) = Ce λt/2 ϕ(x), it is easy to check that Let 0 < δ, σ < 1 and K > 0 be constants, which will be determined later. Set s(t) = h 0 (1 + 2δ − δe −σt ), φ(y) = cos πy 2 , 0 ≤ y ≤ 1, v(t, x) = Ke −σt φ (x/s(t)) , t ≥ 0, 0 ≤ x ≤ s(t).
Recall h 0 < J(x, y)ū(t, x)dydx ≤ 2Ch 1 e λt/2 .
On the other hand,
−v x (t, r(t)) = πK 2s(t) e −σt sin πr(t) 2s(t) ≤ πK 2s(t) e −σt .
Thus we have r ′ (t) = −µv x (t, s(t)) + 2ρCh 1 e λt/2 = µ πK 2s(t) e −σt + 2ρCh 1 e λt/2 ≥ −µv x (t, r(t)) + ρ r(t) l(t) ∞ r(t)
J(x, y)ū(t, x)dydx. The above arguments show that (ū,v, l, r) is an upper solution of (1.2). By Lemma 3.2, g(t) ≥ l(t), h(t) ≤ r(t) for all t ≥ 0. Therefore h ∞ − g ∞ ≤ 2 lim t→+∞ r(t) ≤ 2h 1 .
Case 2: The prey-predator model. That is, (f 1 , f 2 ) satisfies (1.10). Let h 1 , λ and ϕ be as above. Set ε = , t ≥ 0, |x| ≤ r(t).
Clearly, r ′ (t) = (θ + δ)e −γt , h 0 ≤ r(t) < h 1 , r(0) = h 0 and d 2 π 2 4(r(t) + ε) 2 − γ − 1 > 0.
(5.7)
Thanks to (5.6) and ϕ(x) ≤ 1, r(t) < h 1 , it is not hard to derive cū(t, x) ≤v(t, x) for t > 0, |x| ≤ r(t). Moreover, it is easy to see thatū (t, ±r(t)),v(t, ±r(t)) ≥ 0.
It is easy to deduce that, for t > 0 and |x| ≤ r(t), J(x, y)ū(t, y)dy − d 1ū +ū(a −ū), t > 0, |x| ≤ r(t).
Writing y = J(x, y)ū(t, y)dydx ≤ 2ρσkh 1 e −γt = θe −γt , −µv x (t, r(t)) = µkπ 2(r(t) + ε) sin πr(t) 2(r(t) + ε) e −γt ≤ µkπ 2h 0 e −γt = δe −γt .
It follows that r ′ (t) = (θ + δ)e −γt ≥ −µv x (t, r(t)) + ρ J(x, y)ū(t, y)dydx.
