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We consider a situation in which the evolution of an ‘underlying’ marked point process is of interest, 
but where this process is not directly observable. Instead, we assume that another marked point process, 
which is fully determined by the underlying process, can be observed. The problem is then the estimation, 
at any given time I, of the underlying development so far, given the corresponding observations. The 
solution, in the sense of a conditional distribution of the underlying pre-f history, is shown to satisfy a 
recursive filter formula. Sufficient conditions for the uniqueness of the solution are given. Two non-trivial 
examples are considered in detail. 
marked point process * compensator * filtering * history set * disruption problem * alternating renewal 
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1. Introduction 
Marked point processes (MPP’s) often provide a very convenient framework for 
the statistical modelling of evolutionary behaviour in time. Examples of their use 
include survival studies in clinical research, duration analysis in demography and 
econometrics, and the analysis of reliability in engineering, to mention a few. For 
a recent survey on survival models, and a list of references, see Arjas (1989). 
An MPP is defined as a time ordered sequence of marked points (T, X) = 
(K, X,),2,, with the finite epochs satisfying (0~) T, < T2 <. . . and the marks X, 
taking values in a conveniently defined set E. In applications T, are typically the 
time epochs when ‘something of interest occurs’, and Xi is then a description of 
that corresponding event. In survival studies, for example, the event at T, can be 
the death or the censoring of an individual or the change of the model covariates 
to a new level. The probability law of an MPP is often most conveniently specified 
in terms of conditional mark-specific intensities (more generally, compensators), 
where the conditioning at time f corresponds to the pre-t evolution of the MPP itself. 
One reason why MPP’s are such a natural tool for modelling particularly evolution- 
ary (transient) behaviour of individuals is that there is no need to assume that the 
process has a Markov, Markov renewal, or some other special ‘state’ structure. In 
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the above mentioned applications the considered individuals typically go through 
various stages of development and do not return to ‘states’ which were visited earlier. 
The purpose of this paper is to consider situations in which an MPP (T,, XI),-_, 
is not fully observable. Instead, we assume that another MPP, say (?, 22, = 
C-i;, 2;i)ial, which is completely determined by the former, is observed. The question 
of interest to us is then: Suppose that by the time I we have observed the pre-t 
evolution of (?, ??), i.e., the marked points ( fi, 2,) such that f s t. What can then 
be said about the corresponding pre-t evolution of the underlying process (T, X)? 
The complete answer is obviously expressed in terms of the conditional distribu- 
tion of the underlying pre-t history, given the observations. This could, in principle, 
be determined directly from the law of (T, X) by Bayes’ rule. However, the necessary 
integration over the sample paths (which are consistent with the observations) will 
usually not be feasible in practice. It is also of more interest to us here that such 
probabilities can be updated recursively in continuous time, as t increases, where 
the updating depends directly on what is observed to happen in (I?, 2). In this way 
our approach is a dynamic one and falls within the general framework of partially 
observed processes and filtering as considered, in the context of point processes, 
e.g. by Galchuck and Rozovsky (1971), Segall, Davis and Kailath (1975), Hadjiev 
(1978), Bremaud and Jacod (1977), Bremaud (1981) and Kliemann, Koch and 
Marchetti (1990). Our approach differs from that of the authors above in the sense 
that due to the MPP structure of the state process the pertinent semimartingales do 
not have continuous martingale parts. This allows for the pathwise solution of the 
filtering problem presented in this paper. 
The plan of this paper is as follows. In Section 2 we introduce the necessary 
mathematical framework, stressing the explicit use of MPP histories, and prove 
some fundamental properties which are needed later. Section 3 contains the main 
result of this paper, the filter formula, and its proof. Section 4 illustrates the use of 
the filter formula, providing a detailed analysis and explicit solutions of two non- 
trivial examples. 
2. Mathematical preliminaries 
Let E be a nonempty countable set. The considered underlying process is a marked 
point process (MPP) 
(T,X)=(T,,X,);,, 
with mark space E, defined on some abstract probability space (0, 9, p). The 
counting processes N(x), x E E, and the internal history F := ( $,),a,, of (T, X) are 
defined on n by 
N,(x) := : l{r,,_r,x,=x), tz=O, XE E, 
r=l 
~,:=a{N,(x)(s~t,x~E), t 20. 
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We also denote N := I,, E N(x). We often omit the time-parameter from the notation 
for stochastic processes. We shall use the upper bar as a generic notation for 
summation of processes over a mark space. For unexplained terminology on the 
general theory of stochastic processes see the two volumes of Dellacherie and Meyer 
(1978,1982). 
As mentioned in the introduction, we view the underlying process (T, X) as one 
which cannot be fully observed. Instead, we assume that there is another MPP 
(?, 2) which is completely determined by (T, X) and which can be observed. The 
mathematical definition is given most conveniently in terms of the corresponding 
counting processes: Let g be a nonempty countable set and let c(x, y), x E E, y E l?, 
be a family of (0, 1}-valued F-predictable processes such that for each x E E, 
c(x):= c c(x, y)s 1. 
rti 
Then the counting processes 
(2.1) 
define an MPP with mark space l?, derived from (T, X) in the sense of definition 
3.2.1.(2) in Arjas (1989). Let G:= (Y,),-_” be the internal history of this MPP. 
We call IF the underlying history and G the observed history. Clearly 9, 1 9, holds 
for all t. 
For a stochastic process B with almost surely (abbr. a.s.) cadlag sample paths we 
adopt the usual notation B_ , AB := B - B_ , Bd := 1 AB, and B’ := B - Bd, respectively 
for the left-continuous version, jumps, discrete part, and continuous part of B. 
We complete all a-algebras on R with the S-null sets. As internal histories of 
MPP’s, (F and G then satisfy the ‘usual conditions’. Let 8 (resp. @) be the G-optional 
(resp. G-predictable) a-field on R, x R. If 8 is a a-field on some set, we denote by 
b(g) (resp. %+) the class of bounded (resp. nonnegative) real-valued 8-measurable 
functions on that set, with the exception that %!+ denotes the Borel-v-field on [Wt. 
For a stochastic process B E b(%+@ 9) u (CR+0 9)+ we denote by E( B 16) (resp. 
lE( B I&‘)) the G-optional (resp. G-predictable) projection of B. We also denote by 
A(x) the (P,If)-compensator of the counting process N(x), and by 6 the dual 
(p, G)-predictable projection of an If-adapted locally integrable increasing process 
B (with a slight abuse of notation, since G(y) is not generally G-predictable). In 
particular, 
i(y) := G) 
is the (P, G)-compensator of the counting process fi(y). 
For the later development we need the following model assumptions: The proba- 
bility P on (0, 9) is such that 
(i) the sample paths of N are a.s. finite-valued; 
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(ii) AC(x) possesses an intensity h(x). XE E; 
(iii) (A*))‘= 0, x E E. 
By (i) the compensators A(x), x E E, have versions that satisfy A, < ~0, t E [w,. In 
fact, it is not a further restriction to assume that all sample paths of N are 
non-explosive. Thus we don’t worry about explosive sample paths in the sequel. 
The pre-t sample path of an MPP is obviously a collection of marked points 
( Ti, X,) such that T, c t. With this in mind, and following Norros (1986), we call a 
finite subset H of [w, x E a history set if it is such that (t, x) E H and (t, x’) E H 
imply x =x’. We denote by W the space of all history sets. 
We can embed W into the topological sum 
2 := {0}+ f ((0, co) x E)” 
n=l 
by the open injection 
i 
0 if H = 0, 
j(H):= ((t,,x,),..., (t,,x,)) ifH={(t,,x,),...,(t,,x,)} 
and t,<.-.<t,,, FIEN. 
It is an exercise in elementary topology to show that W equipped with the topology 
{j-‘(U) 1 U is open in E} 
is locally compact Hausdorff with a countable base. Then well-known results (see 
e.g. Revuz, 1975, p. 6) imply that the space W (with this topology) is Polish and the 
corresponding a-field Z of Bore1 sets is countably generated. 
The W-valued pre-t histories of (T, X) correspond to the history process H := 
(H,Jrto, defined by 
H,(w):={(T,(w),X,(w))I~i(~)~t}, (2.2a) 
and its left-continuous version H- := ( H,-),30, defined by 
H,-(w):= {(T(w), X,(w))1 T,(w) < t>. (2.2b) 
Note that, up to the completion by null sets, 9, is generated by H,. From condition 
(i) and (A2, T34) in Bremaud (1981) it follows that for each lF-predictable process 
Y there exists a non-random %!+O%-measurable function (t, H) - Y’(t; H) such 
that the process 
Y:(w):= Y’(t; H,-(w)), tao, wEn, (2.3) 
is indistinguishable from Y. From now on we drop the prime and use the position 
of the time-variable to indicate the difference between an E-predictable process and 
the corresponding function of (t, H). 
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The basic filtering problem outlined in Section 1 now is to calculate the conditional 
distribution of the underlying pre-t history H, given the observations 9,. For this 
purpose, denote 
7;,(A) := P’( H, E A I%,,), (2.4) 
where A E X and t E R,. We also denote 
when /1 is a measure on (W, B?) and the integral exists. The following lemma shows 
that 7; admits a regular version both as a function of (0, A) with t fixed and as a 
function of (t, w) with A fixed. 
Lemma 1. There exist transition probabilities &,, tS0, (resp. 7;,+, t>O)from (a, 9,) 
(resp. from (0, Y?-)) to (W, SY) such that 
(a) for any$nite G-stopping time T (resp. for anyjnite G-predictable stopping time 
T), 6,. (resp. 7;r_) is a regular conditional distribution (abbr. r.c.d.) of HT given ier 
(resp. H7- given 9?-); 
(b) for eachfEb(X) theprocess &,[f], tz0, (resp. &,-[f], t>O) has as. cridltig 
(resp. ccigltid) sample paths; 
(c) for any f E b(X), denote by &[f],- the left continuous version of the process 
7;,[f], that is, 
Grf II- = !\y G,[f I, f> 0; 
then the processes &[ f ],- and &,_[ f ] are indistinguishable; 
(d) for each f E b(%+@SY) the process &,-[f(t)], t > 0, is G-predictable, and 
kLf(T)l=Ufr~~r-1 (2.5) 
for anyjnite G-predictable stopping time T. 
Proof. (a) In order to define 6, and &,_ we use the argument on p. 260 of Yor 
(1977). Up to indistinguishability, the mapping f e iE( f 0 H 18) from b( 20 to b( 6) 
is well-defined, linear, positive and continuous in the sense of monotone increasing 
limits. Then, by Proposition 4.1 of Getoor (1975), there exists a bounded kernel 7; 
from (R, x L&8) to (HI, R) such that, given f E b(R), 
7j((t, 0); dH)f(H)=E(f4(6),(w), t?O, (2.6a) 
for almost all w E R. Since lE( 1 0 H 16) = 1 a.s. and the history G has been completed 
w.r.t. $, we can modify the kernel 7; on a null set to obtain a transition probability. 
Then, for each t 2 0, we define 
&,(w; A):= 7;((t, w); A), w~0, AE X. 
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The transition probabilities 7;,_, t>O, are found by the same arguments. We 
apply Getoor’s result to the mapping f H E(fo H_ 18’) to obtain a transition proba- 
bility &_ from (R, x 0, 8) to (W, 2) such that, given f~ b(X), 
J ~~((t,w);dH)f(H)=[E(foH_I~),(w), t>O, w (2.6b) 
for almost all w E R, and define 
7;,_(~;A):=k((t,co);A), t>O, w~C2, AEX. 
The assertion that the measure-valued random variable GT (resp. G7_) is a r.c.d. 
follows from the well known fact that for any f~ b(X) the random variable 
lE(foH)&)r is a version of lE(f(HT) 1 Y$) (resp. lE(fo H-1 @)r is a version of 
E(f(HT_) I %-)). This finishes the proof of (a). 
Property (b) is a direct consequence of (2.6) and (VI, T47) in Dellacherie and 
Meyer (1982), sincefo H (resp.So H_) is a piecewise constant cadlag (resp. &glad) 
process. 
In order to show (c), note that both processes are predictable (because they are 
left-continuous). Let T be any finite predictable stopping time, and let S, be an 
increasing sequence of stopping times such that S, < T and S,TT. 
Denote Ilfj]= := sup{(f(H)l ]H E W}. Let G E ‘+?_ and let F > 0. Since F&J F&, 
there exists G, E +YT_ such that 411fllmP( GAG,) < F and G, E Y&,, for large enough 
n EN. By the dominated convergence theorem we have for large enough n, 
< II &[flT_ dP - J +?dfl d$ + G G* I II ./I&,,) d$ - G i J .f(H,m) d$ G 
<3&. 
This implies that &[flr_ gives a version of E(f(HT_) I Ye,-). We have shown that 
the two predictable processes coincide at every finite predictable stopping time 
almost surely. Thus they are indistinguishable. 
In (d) we first consider the G-predictability. Since &_(A) is a.s. left-continuous 
and G-adapted, it is G-predictable. Thus the claim holds for 
f(C H) = loll, 
where BE 3+ and A E 2-Y. Since the mapping 
f- ~r-u”(~)l, t 2 0, 
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from b(.%+@ %!?) to the set of stochastic processes on 0 is linear and continuous in 
the sense of monotone increasing convergence, the predictability for generalffollows 
by a monotone class argument. Finally, from (a) it follows that 
~;~-[~R(T)~AI=[E(~H(T)~A(HT~)(~~~), BE%+, AE% 
since 1 B(T) is ie,_-measurable. Again the claim (2.5) follows by a monotone class 
argument. 0 
Remarks. (a) Lemma l(d) extends to (%+0X)+. To deal with this case it suffices 
to apply the above result to f~ n, n E N, and let n tend to infinity. Of course, without 
extra integrability conditions 7;,-[f(t)] may then take the value +co with positive 
probability. 
(b) In the proof sketch on p. 261 of Yor (1977) the transition probabilities 7;,_, 
t > 0, are obtained as left-hand limits in the sense of weak convergence. However, 
the argument which is given is not convincing, because the space of real-valued 
bounded continuous mappings of a Polish noncompact space is not separable in 
the topology of uniform convergence. Therefore we have chosen a different approach 
here. 
Recall that by (2.3) there exist 3+O%measurable R+-valued functions 
(t,H)-A(t,x;H) and (t,H)-h(t,x;H), XEE, such that A,(w,x)= 
A,( t, x; H,_(w)) and A,(w, x) = A(& x; H,_(w)). In particular, by condition (ii), 
J 
f 
A (t, x; H,_(w)) = h(s,x; H,_(w))ds+ 1 AA(s,x; H,_(w)), (t,w)ER+xn, 
0 ,S, 
where AA(s, x; H.,_(w)):= A(s, x; H,_(w))-A(s-, x; I-Z_(w)). 
We are now in a position to calculate dual G-predictable projections explicitly 
in terms of the transition probabilities &,_, t > 0. This will be necessary in proving 
our main results in Section 3. 
Lemma 2. Let f: Iw, x W + R be 3+@ X-measurable and bounded. The dual G-predict- 
able projection of the process Jifs dA,y (x), t 3 0, is given by 
&.<_[f(s)A(ds, x)1:= 
I 
f 
~,Af(~)~(.s x)1 ds 
0 
+ C &,_[f(s)AA(s, x)], t 20. (2.7) 
CS, 
Proof. From condition (i) in our model assumptions it follows that the integrals on 
the r.h.s. of (2.7) exist for eachfE b(.B+@%‘). We consider the casefz 0 only. Now 
J ‘A M,(x) = ‘Mx) ds+ C f,AA,(x) 0 J 0 .s=, 
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by (ii), and from Lemma l(d) it follows that Jb i;,-[f(s)h(s, x)] ds, t>O, is the 
dual-C&predictable projection of JIGSAW ds, t 2 0. 
Denote by G(x) the dual G-predictable projection of C,,,f;AA,s(~), t 2 0, and by 
D(x) the process l,, lCX)>ol. Let B 2 0 be G-predictable. Since 
lE 
(I 
aB,(I-D,(x))dA:‘(x) =E C B,(l-D,(x))AAz) =0 
0 ) ( .s>o > 
by (iii) and the G-predictability of D(x), we also have 
U 
a: 
lE B,(l -D,(x))s, dA;(x) =O. 
0 > 
Thus 
In particular, the continuous part of G(x) is identically zero. Finally 
AG,(x) = ULAA(x)( %) = 5%[f(s)An(s, x)1 
by Dellacherie and Meyer (1982, VI, 81.2) and Lemma l(d). 0 
From (2.1) it follows that A(y) is the dual G-predictable projection of the process 
CxiE JA c,(x, y) dA,(x), t 3 0. By Lemma 2 we have the representation 
dk(y) =C G,Jc(r, x, y)A(dr, x)1 
=C ~,~[c(f,x,~)A(r,x)ldr+C ~,-[~(t,x,~MA(f,x)l 
x x 
for the (P, G)-compensator of k(y). 
(2.8) 
3. The filter formula 
We are now ready to state the main result of this paper. For this denote 
E( t, x; H) := c c( t, x, y; H), 
p(t,O;H):=l-CAA(t,x;H), 
,6,(0):=1-CAii,(y)=l-x7;,_ Cc(t,x,y)AA(t,x) 
[ I 
, 
,’ ? x 
g(f, x, A; ff) := l,.t(H u ((4 x)1), g,(x, A) := s(f, x, A; K). 
Note that g,(x, A) = l,(H,) if AN,(x) = 1. We also adopt the convention O/O:= 0. 
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The reader should recall here from Section 2 the definition (2.1), the notation 
A(x) (resp. i(v)) for the compensator of the counting process N(x) (resp. G(y)) 
w.r.t. the state history IF (resp. the observed history G), the representation (2.3) of 
an ff-predictable process such as A(x) in terms of the history process (2.2b), and 
the abbreviation (2.7). 
Theorem 1. Let AE 2 be arbitrary. Then, under the model assumptions (i)-(iii), the 
regular version of the conditional distribution (2.4), given in Lemma 1, satisjies the 
recursive equation 
7;,(A) = l,(0) + J ’ C i;,A(g(s, x, A) - l.dA(ds, x)1 0 .?z 
+C J ’ &y) --%(0))(dk(y) -dk(.d), t 20, (3.1) V 0 
where 
I 
2, G,-[c(t, x, y)A(t, x)g(t, x, A)1 
c, G,-[c(t, x, Yb(4 x)1 
ifA(0) = 1, 
i,(y) := 
C, +Tj,Jc(t, x, y)AA(t, x)g(t> x, A)1 
C, 7;,-[c(t, x, y)AA(t, x)1 
ifj (0) < 1 
, 7 
and 
(3.2) 
.e(0) 
C,7;,_[(1 -C(t,x))AA(t,x)g(t,x, 41++t&(t,0)1/J 
A(0) 
ifp*(0)>o 
f ._ .- ’ (3.3) 
if;,(O) = 0. 
Formula (3.1) is valid outside a P-null set, common to all AE X (Note that the 
expression for .&(0) collupses into $,_(A) also when j?,(0) = 1.) 
Proof. We fix A E X 
The If-semimartingale lA 0 H has the canonical decomposition 
la~H=lA(PJ)+B+A4, 
where 
B, := C J ’ M-x, A)- l (ffv)) d&(x), x 0 
and 
M := Z?I ’ k,(x, A)- l,(ffm))(dN,(x) --d&(x)).x J ,I 
(3.4) 
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By Theorem 1 of Hadjiev (1978), applied to (3.4), 
7;,(A)=M0,+~,+ C KJyW?h) -d&4), t 2 0. (3.5) 
outside a P-null set, where 6:= the dual G-predictable projection of B, 
+C, V,(Y)A~(Y) 
k(0) 
if C,(0) > 0, 
and 
K(Y) X$,(0) =O, 
V,(y) := i?,(y) - 7;,_(A) -AL?,. 
In (3.7) i(y) is a G-predictable process such that 
E D,l..t(H,) d&ii(y) Q-f,,(v) &(y) 
for all nonnegative G-predictable 0, and 
1 i,(y)Aii,(y) = &,_(A) + A& if s,(0) = 0. 
?’ 
By Lemma 2 we have 
s, x, A) - l,)A(ds, ~11. 
(3.6) 
(3.7) 
(3.8a) 
(3.8b) 
Therefore we must prove that (3.2) and (3.3) imply (3.8), and 
K(y) =-Et(y) --t(0). (3.9) 
Note first that the processes i(y), y E 2, and i(0), are G-predictable by Lemma 
l(d). By (2.8) and (3.2), for YE L?, 
I 
, 
-t,(y) d&4 = ‘Z7;,-[c(s, x, y)g(s, x, A)A(ds, XII. 
0 I 0 x 
Then for any G-predictable process D 2 0, 
Cl 
a^ 
E Q.%,(Y) dlir,b) 
0 > 
=E (I 
a 
D, C G,-[c(t, x, y)g(t, x, A)A(df, x)1 
0 x 
(I 
cc 
=lE D, C g,(x, A)c,(x, Y) d&(x) (by Lemma 2) 
0 I ) 
(I 
CV 
=lE D, C s,(r A)c,(x, Y> dn5(x) 
0 x > 
(I 
cc 
=E Ql,(K) dJ+Ay) (since AN,(x) = l=+H,_ u {(t, x)} = H,). 
0 
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Thus (3.2) implies (3.8a). Clearly 
&(0)=0 3 i;,_ 
[ 
Cc(t,x)AA(t,x) =l. 
I I 
Since C(t, x) is (0, 1}-valued and 05C, AA( t, x) 5 1 &,_-a.e., we have, whenever 
e,(0) = 0, that 1, C( t, x)AA(t, x) = 1 G,_-a.e., and moreover G,_[AA (f, x)] > 0 implies 
C( f, x) = 1 &,_a.e. Thus j?,(0) = 0 implies 
C &Y)&Y) =C C 6,-[4f, x, YW(c x)g(c x, A)1 
1 ?’ x 
=C i;,-lF(c x)AA(f, xM& -s AI-l,)1 
x C(t,x)AA(t,x)l, 
X 1 
= Ai, + i;,-(A). 
Thus (3.2) implies (3.8b). 
Next, if j?,(0) > 0, we have 
-t,(Y) - K,(y) 
_._(A)+ AS _C, 6,-CC(j, x)AA(f, x)g(f, x, A)1 - (7;,-(A) +A&)(1 -h(0)) 
I 
(;,(0, 
= -1, G,-le(f, x)AA(f, x)g(f, x, AlI+ 7;,-(A)+C.y G,-Ik(t, x, A)- l,>AA(t, x)1 
i?(0) 
=.I, &,A(1 -CC& x)MA(t, x)g(f, x, A)]+ G<-[~A - 1,X.x AA(t, x)1 
&I(0) 
=.2(0,. 
Finally, for the case j?,(0) = 0, we have from (3.6) and (3.7) 
z,(y)- K,(y)= &,_(A)+A& =2,(0)+A& 
But we can delete Al?, since j?,(0) = 0 implies 
,,& (A6 (Y) -A&4) = O 
P-a.s, and thus (3.5) remains unchanged. 
In order to show that one can choose a common null set to all AE X, note that, 
a priori as a function of A E Ff, the right-hand side of (3.1) is countably additive 
for each t E R, and w E L?. On the other hand, 2 is generated by a countable field. 
The claim follows from the uniqueness of the extension of measures. 0 
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Remark. The filter equation (36) of Bremaud and Jacod (1977) (abbr. BJ) is also 
general enough to apply in the present situation. Unfortunately, their expression 
for the innovation gain K appears to be incorrect. 
First, the + and - signs in (39) of BJ should be interchanged. We think that this 
is due to some sign errors in an earlier proof (Bremaud, 1975). 
A second, and from our point of view more serious observation is that even after 
the signs have been corrected, (38) and (39) of BJ do not give the correct innovation 
gain if the predictable part A of the semimartingale X is allowed to have jumps. 
(In Bremaud (1975) the process A was assumed to have absolutely continuous 
sample paths, and this fact is needed in step c) of Bremaud’s proof.) 
Here is a counterexample. Consider the time interval [0,2]. Let the state history 
(9,) be generated by the process 
where Z, and Z, are (0, I}-valued, and distributed according to the transition 
mechanism in Figure 1. 
Fig. 1. 
Adopting the notation of BJ, let the semimartingale X and the observed counting 
process ? be identically zero on [0,2), and define 
X*:= L{Z2=“), Yz := l,,, =Z*) . 
Then by elementary calculations one sees that on the set { ?z = l}, 
~(X*l~2/,)=~(Z,=OIZ,=Z,)=((l-p)(l-q)+pr)~’(l-p)(l-q), 
but (38)-(40) of BJ gives, after correcting the signs in (39), the expression 
((1 -P)(l -q)+pr))‘((l -p)(L - q)(t +Pq) -p(l -p)r(L - r)). 
In applications we can sometimes use the filter formula for calculating explicitly 
the conditional probabilities of certain events of interest in the state history, given 
the observed history. More precisely: We construct, by ‘intelligent guessing’, transi- 
tion probabilities 7j, from (0, %,) to (W, &), t b 0, and verify that ii,, t 2 0, satisfy 
(3.1)-(3.3) for A E ~4, where the sub-q-field A c %’ represents ‘the events of interest’ 
in the state history. Finally, we conclude that the conditional probabilities 
P( H, E A) 92,) are indeed given by &,(A), A E d, t b 0. 
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In order to fulfill the last step we need conditions that guarantee the pathwise 
uniqueness of the solution 7; of the filter formula, as a P(d)-valued stochastic 
process. Here P(d) denotes the set of probability measures on (W, ti). The extra 
condition, sufficient for uniqueness, says that the filter formula reduces to a form 
whose sample paths behave smoothly: The jump points of &(A) do not accumulate, 
and between the jump points a Lipschitz condition is valid. The possibility to 
consider a sub-p-field tic 2 is important for two reasons: Often it is not practical 
to construct the conditional probabilities of all A E 2, and the verification of the 
filter equations for all A E 2 may be both difficult and unnecessary. 
Theorem 2. Assume (i)-(iii). Let ~4 c 2Y be a u-field such that for each A E ~4 the 
formula (3.1) admits a representation 
i 
I 
7;,(A) = l,(0) + G(&,_[J;(s, A)]; 1 ~j c n) ds 
0 
I 
+C 
I 
G,.(i;,-[J;(s, Y, 41; 1 sjs n,.) &;(A, f 2 0, (3.10) 
Yii 0 
where 
(a) n, n,. EN; 
(b) the function G : ii!” + R satisfies the Lipschitz condition on each compact subset 
of R”; 
(c) for each 1 s js n the functions s HJ;(s, A; H), H E W, A E &, are umformly 
bounded on finite intervals; and 
(d) all functions H ~f(s, A; H) and H ~f;(s, y, A; H) are &-measurable. 
Let 7i be a P( ~4) -valued stochastic process with cadlag sample paths in the following 
sense: +(A) has cadlag sample paths for each A E SJ and the set functions +,_(w; * ), 
w E 0, t > 0, are also probability measures. 
Then, $6 satisfies the$lter equations (3.10) ,f or each A E d, + is indistinguishable 
from 4 (as P( &)-valued processes). 
Proof. Theorem 1 implies the existence of a P-null set R* such that &(A) has cadlag 
sample paths for each A E ti on fl\n*. 
In the sequel it is convenient to fix an w E fl\fi* and consider P(d)- and R-valued 
functions of R,, instead of the corresponding processes. However, we continue to 
omit w from our notation. Let th := f,_(w) be the kth observed point, k EN. By (i) 
the sequence t,,:= 0 < t, < t2 <. . . does not have a finite accumulation point. 
From (3.10) it is straightforward to see that the possible jump points of 7; (resp. 
7?) are t,, t2,. . . , and the size of the jump at tA depends on 6 (resp. 6) only through 
&,1. (resp. ti,,-). Thus it suffices to show that & and 7i agree on the interval ( tk-, , tk) 
provided they agree at fk_r. 
On the interval ( tk_, , tk) the filter formula (3.10) can be written as 
G,(A) = 7;rr ,(A) + 
I’ 
G( ~,_[J;(s, A)]; 1 s j =S n) ds, Ik-, < t < tk, (3.11) 
Ii. I 
and similarly for +. 
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Denote by ]I v I( the total variation norm of a bounded signed measure v on the 
space (W, s!Z). If v(W) = 0, then 
IIvII =2;1;5 Iv(A)l. 
Obviously 7;” = F,, = 6”. We consider )I T?, - 7j, )I for t E (0, t,). The other intervals 
are treated in a similar manner. From (3.11) we have 
]+(A) - +,(A)1 
s ‘IG(lj,~[f;(~,A)];l~j~n)-G(~,~[~(s,A)];l~j~n)lds 
I 0 
(3.12) 
where K’ and K are finite constants whose existence is implied by the assumptions 
following (3.10). Obviously this implies 
/(7;,-7?II<2K I,‘llj;,_-7jJ ds, o<t<t,. 
On the other hand, considering t?u < t, in (3.12) one has 
/7;,_(~)-7j,_(A)I< K 
I 
o” 117;,_-+,_IIds 
for AEd, O<u<t,. Thus 
()7;,_-7?,_]]<2K 
I 
,: l/7;,_-6,_]j ds<4Ku, O<u<t,, 
which implies 
117;,_-+,_/(<2K 4Ks ds = 2(2Ku)‘/2! 
(3.13a) 
(3.13b) 
I 
II 
<2K 2(2Ks)“/n! ds = 2(2Ku)“+‘/(n + l)!, n EN. 
0 
Necessarily [IV?,_-+,_/I =O, O<u< t,, and by (3,13a), )17;,-+,(I =O, 0~ t< t,, as 
well. 0 
For absolutely continuous models we have the following simpler uniqueness 
condition. 
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Corollary 1. Assume that (i) holds, il is absolutely continuous and the sample paths 
of ,i are uniformly bounded on finite intervals. Then the filter equations (3.1)-(3.3) 
determine & uniquely in the sense of Theorem 2 provided that the sub-a-jeld d is rich 
enough to make the functions H H h(s, x; H) and H H c(s, x, y; H), .&‘-measurable. 
Proof. Note that conditions (ii) and (iii) are trivially true. Thus the solution 6 
exists. For uniqueness we must find a representation (3.10) for the filter formula. 
It is a straightforward calculation to see that under the absolute continuity of/i the 
filter formula (3.1)-(3.3) transforms into 
7;,(A) = l,(g) + C ((1 -c(s, x))g(s, x, A) - l,)A(s, X) 
1 I 
+i<_(A)+ C(s, x)A(s, x)]] ds 
y ’ 
+c Ji 7;,-[C, c(.Y, x, y)A(s, x)g(s, x, A)1 ? 0 7;,JC, c(s, x, Y)h(% x)1 (3.14) 
for all AE X This is of the form (3.10) with n,. = n =3, G(T,, n2, r3) = T, + r2nTr3 
and G,.(v, , n2, x3) = ny’n-, - n3 since we can choose the functions 
(s, H)~h(s,x; H), x~ E, so that s~h(s,x; H), XE E, HEW, are uniformly 
bounded on finite intervals. 0 
Remarks. (1) Corollary 1 is sufficient for the examples of Section 4. A nontrivial 
example where the representation (3.10) becomes necessary is the model in Arjas 
and Haara (1991). There the compensator n can have discontinuities (even in a 
dense subset of R,). 
(2) A straightforward generalization of (3.10) is obtained by replacing 5 G( . ) ds 
byC,,,J‘Gi(.)dQ,(i), h w ere I is a finite set, each mapping (s, o) + Gi(s, w) is of 
the same form as (s, w)-+ G(s, w) in (3.10), each process 
O,(i)= 
J 
,: q,(i)ds+ C AOl(i), tz0, 
5 z , 
is G-predictable and such that the intensity q5 (i) is uniformly bounded over w E R 
on finite intervals, and, for all w E 0, the set {t > 0 / AQr(w, i) > 0) has no accumulation 
points. The proof of Theorem 2 goes through virtually unchanged since the jump 
points of Q,(w, i), i E Z, can be absorbed into the increasing sequence tA, k E N. 
(3) The assumptions (b) and (c) are crucial for obtaining (3.12). We are not 
aware of ways to relax them. 
4. Applications of the filter formula 
In this section we consider two problems where the filter formula (3.1) provides an 
explicit solution. A third and much more elaborate example involving periodic 
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inspections, also allowing for censored observations, is considered in Arjas and 
Haara (1991). In the definitions and calculations that follow we use the following 
simplifying notation: 
S(r):= 
{ 
1 if t<a3, 
0 ift=co, 
S,,(t) := 
1 
1 iftsu, 
0 if f>u, uE[W+, 
dt, x, A; H):= l.sx(H u {(t, xl}), 
d(r,x,A; H):=g(t,x,A; IT-l,,(H), t~lR+, XE E, AEX, HEW. 
4.1. The disruption problem 
Let (T > 0 be a random time epoch, and let 0 < a < b < og. Suppose that we can 
,. 1 
observe a counting process N = (N,) which, for given C, is Poisson(a) for times 
t G CT and Poisson(b) thereafter. The change point a, however, is not observed, and 
the task is to determine, given the sample path of ]ir up to the observation time t, 
the conditional distribution of u A t. 
This is an elaboration of a well-known problem which, using filtering techniques, 
has been considered at least by Galchuk and Rozovsky (1971), Segall, Davis and 
Kailath (1975), Bremaud (1981) (whose calculations contain some minor flaws and 
give an incorrect result) and by Koch (1986). Our calculations extend these results 
in two ways: First, we consider the (sub)distribution P(cr E ds ( Y,), s d t, and not 
only the ‘prevalence’ probabilities P( u c t 1 9,). Second, we give this distribution in 
a closed form, instead of only deriving a filter equation which these probabilities 
satisfy. 
In order to express N as a process derived from an underlying MPP we must 
define the latter in such a way that it counts both at u and at the points of fi. For 
this purpose, let E = (0, 1) and suppose that the mark-specific (p, [F)-intensities of 
N(0) and N(1) are given respectively by 
A,(O)=a+(b-a)N,_(l), A,(l)=h(t)(l-N,_(l)), tz0, (4.1) 
where t H h(t) is a non-random hazard rate for the change point CT. We assume 
that h is bounded on finite intervals. The observed process fi is then obviously the 
same as N(O), and (2.1) is satisfied if we let l? ={0} and 
c,(x,.Y):= 
1 if (4 Y) = (0, O), 
0 otherwise. 
Expressed explicitly as functions of a history set we have 
44 x, y; HI := l{CO,O,)(X, Y), r(H):=inf{tI(t, 1)E H}, 
(4.2) 
A(t,O; H):=a+(b-a)S(c$H)), A(& 1; H):=h(r)(l-6(T(H))). 
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The mapping r defines on (0, 9, P) the process TO H,, t 2 0, which has the property 
that TOH, = (T on {V G t} and 70 H, = ~0 otherwise. The G-intensity of fi is given by 
x,:=x,(O)= h(t,O; H)i?,_(dH)=a+(b-a)7;,_[6(7)]. (4.3) 
In order to construct the above mentioned closed form solution we need some 
further notation. Let d := V( 7); clearly tic 2. Denote by f the density 
{I 
I 
f(t):= h(t) exp - h(s) ds 
0 I 
corresponding to the given hazard rate 
corresponding to (T = u, 
L(u, t) := aA,,&is,< eeau eeh(’ 
, fE[W+, (4.4) 
h, and let L(u, t) be the Poisson likelihood 
L(u, t) is nonnegative and cadlag in 
Considering Bore1 sets B, the formula 
I( ) 
2 u E [O, f], t E R,. (4.5) 
U, and %,-measurable for each u E [0, t]. 
rr P 1 
F,(B):= C;’ 
1J 
&(u)L(u, t)f(u) du+L(t, t) 
J 
, f(u) du. &w(B) 1, (4.6) 
R 
where F, is the unit mass at 00 and 
J 
, 
c, := L(u, tlf(u) du+L(t, t) 
J 
,‘:.fo du, (4.7) 
0
defines a transition probability F, from (0, (3,) to ([w,, @!+). Further, since T: W + 
(0, co] is surjective, the formula 
+,(T-l(B)):=F,(B), BE%+, (4.8) 
defines a transition probability 7j, from (0, 9,) to (W, zI) such that F, is the 
ir,-distribution of r. 
The above definitions imply the existence of 7j,_ and F,_ as left hand limits in t. 
Here F,_ is given by (4.6) and (4.7) when L(u, t)(u < t) and L(t, t) are replaced 
respectively by 
L(u, t-) = bmJkcL(u, t), LI < t, (4.9a) 
and 
L(t, t-) = P+fL(t, t). (4.9b) 
The desired conditional distribution is now given by the following proposition. 
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Proposition 1. P(T~H,EBI%,)=F,(B), BE&+. 
Proof. The general filter formula (3.1)-(3.3) obtains now the (differential) form 
d&,(A)= i 7;,~[A(t,x)d(t,x,A)]dr 
I=” 
+{A;‘&,_[h(t, O)g(t, 0, A)]-G,_(A)}(d$, -I\, dt) 
={7;,_[A(f,0)]7;,JA)-~,_[h(t,0)lA]+t,_[A(f,l)d(t, l,A)]}dt 
+{iJ’7;,_[A(t, O)g(t, 0, A)]- 7;,_(A)}A& 
={(b-a)(7;~_[8(~)]7;,JA)-73,_[8(~)1/,]) 
+h(t)&,_[(l-8(7))d(t,l,A)]}dt 
+{iJ’&,_[A( t, O)g(t, 0, A)] - ~,_(A)}A~,. (4.10) 
By Corollary 1 it is sufficient to show that for given t > 0 the family ( 6,)F__o 
satisfies (4.10) for A = B := (7 s u}, u E R,. We have two cases: 
(a) Afi, = 1: Since g( t, 0, B; H) = l,(H), H E W, t E R+, the calculation 
+,+[A(t, O)l,l 
+,-[A(t, 0)l 
b+,_(B) 
=a+(b-a)fi,_[6(~)] 
b j,“^’ L(v, t-If(~) dv 
=aL(t, t-)~;f(v)dv+b~:,L(v, t-)f(v)dv 
(by (4.M4.8)) 
J,“^’ Uu, jM(v) dv 
= L(t, t) l;j-(v) dv+j; L(v, t)f(v) dv 
(by (4.9) and A& = 1) 
z+,(B) (by (4.6)-(4.8)) 
implies {i;‘?j,_[A (t, O)g( t, 0, B)] - 6,_( B)}As, = A+,(B), i.e. (4.10) gives correctly 
the jumps of +(B). 
(b) A& = 0: By (4.10) it is sufficient to prove that 
~ir,(B)=(b-a)(7i,_[6(r)]~,_(B)-+,_[S(7)1,]) 
+h(t)+,_[(l-s(T))d(t, 1, B)]. (4.11) 
Denote F,(U) := F,((O, u]) and note that F,(u) = F,(u A t) for u E R,. Having assumed 
that Afi, = 0, the function s H I?, is constant in a neighbourhood of t. Thus we can 
differentiate in (4.5), obtaining 
-bL(u, t) if u< t, 
-aL( t, t) ifu=t. 
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This implies that 
d u -J 
u 
dt 0 
L( u, t)f( v) dv = -b J L(v, t)f(v) dv if u< t, 0 
and, 
d ‘1 
= ds, [I Uv, s&-(v) dv+ - ~30, d-(v) dv O I 11=r,*2=1 
J 
f 
=L(t, t)f(t)-b Uv, t)f(v) dv. 
0 
Consequently from (4.7), 
$c,=L(r,r)f(t)-b J 
t 
L(v, t)f(v) dv-aL(r, 1) ,?(v) dv - L(t, t)f(t) 
0 
=(a-b) ’ 
J 
Uv, tl.0~) dv - G 
0 
hence 
g F,(u)= 
-b 1,” L(v, t)f(v) dv. C, -(d/dt) C;[o” L(v, t)f(v) dv 
C; 
= (_b) j,” Uv, t)f(v) dv 
G 
(a _ b) I:, Uv, tl.f(v) dv_a I,” Uv, t)_/-(u) dv 
C, 1 C, 
=(b-a)(F,(t)F,(u)-F,(u)) ifu<t. 
Similarly, we obtain 
Thus we have shown that 
$ F,(u) = (b -a)(F,(t)F,(u)-F,(u))+ C;‘Uc ~l_f(~)&(t) (4.12) 
for (U, t)ER:. 
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We obviously have 7j,_ = 7j, on the set {A&, = O}. Further 
(l- 6(r(H,-)))d(t, 1, B; H,m) = (1 -~(r(%)))&,(r). 
Thus we have, when AI?, = 0, 
r.h.s. of (4.11) 
=(b - a)(+,[~(~)l;r,(B)- ~,[S(~)l,l)+ h(f)+,[(l -~(~))l&(j) 
=(b-a)(F,(t)F,(u)-F,(u))+h(t)C;‘L(t, t) 
x (I,?(s) ds) au(f) (by (4.8)) 
=r.h.s. of (4.12) ,%) ds =.f(t)). 
But then (4.11) follows since the left hand sides of (4.11) and (4.12) are obviously 
equal. 0 
Remark. Consider A = {~<oo}. Then lA = 6(r) and, in particular, l,(H,) = 
S(T(H,)) = 1,<,= r). Thus the substitution of A = (7 <a} into (4.10) recovers the filter 
formula for the ‘prevalence’ probabilities ;,[a( r)] = P(a G t 1 YI,), t 3 0, considered 
by the earlier authors: 
+ (b - a)G,-[S(T)l(l - G,-[‘%T)l) dfi 
a+(b-a)7;,_[6(T)] ’ 
(cf. BrCmaud, 1981, IV.1.35, which contains a sign error; or Segall, Davis and 
Kailath, 1975, 4.12, where the distributional assumptions about o are somewhat 
different). 
4.2. Poisson process modulated by an alternating renewal process 
Our second illustration is in some ways similar to the first, but it is more complicated: 
We consider an alternating renewal process (ARP) which modulates randomly the 
rate of a Poisson process. Only the latter is observed, and the task is to estimate 
which of the two states the underlying ARP is in, and what is the corresponding 
backward sojourn time in that state. 
Our starting point is again the formulation of this problem in the MPP and filter 
framework. Suppose that the sojourns in the two states of the ARP are governed 
by absolutely continuous distributions F, and F2. Let the corresponding hazard 
rates be h, and h,, satisfying F,(t) = I- exp{-J,!, h,(s) ds}, i = 1,2. Again we assume 
that h, and h, are bounded on finite intervals. The corresponding Poisson intensities 
(constants) are denoted by a, and a,. We then define the underlying MPP (T, X) 
to have three possible marks: E = {0, 1,2}, with 0 corresponding to a ‘Poisson’ point, 
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and i corresponding to a ‘state i’ in the ARP, i.e., an initiation of a sojourn with 
distribution E;, i = 1,2. 
Consequently, the definitions of I?, fi and c(x, y) are the same as in Section 4.1. 
The statistical model is specified most conveniently in terms of the conditional 
intensities of (T, X) with respect to its internal history. Making explicit use of the 
process histories we set 
U,(H):=inf{t>O((t, 1)E H}, 
Ui(H):=inf{t> Uj-,(H)I(t,(i))EH}, 
where 
(i):= 
1 if i is odd, 
2 otherwise, 
and 
N(H):=card{izlIUi(H)<co}, Z(H):= (N(H)), 
U(H):= o 1 U,(H) if N(H)>O, if N(H) = 0. 
The pair (U(H), Z(H)) can be interpreted as giving the last renewal time in H 
and the state of the ARP after H. In particular, the ARP is assumed to start from 
state 2. 
The If-intensities of the underlying process are then specified by the functions 
2 
A(t, 0; HI:= C a,lfz=,,(H), 
i=, 
A (r, i; H) := II<,+,, (t - ~(W)l~Z=(,+ldff). i E {1,2), 
by letting 
A,(i)=A(s,i; H,_), i=O,1,2. 
Clearly 
ii, = 7;,_[A(t, 0)] = i a,&,_(Z = i). 
I=, 
The construction of the conditional distribution of (U, Z) given 9, is as follows: 
Let & := v({ U, Z}); clearly then &c 9Y. We define the following random variables: 
IQ -I+ p,(U, U):=(l-E;(U-U))U, ’ I, e-U,(“~ll, , u~uU0, iE{1,2}, 
L,(u*,...,u,; t):= [n h(j-l)("j- Uj--l)P<,-l)(Uj-*r U,)]P<n)(Un~ r)~ (4.13) 
nE& o=:u,~GU,<. . . s u,, 5 f. Note that L,( u, , . . . , u,; t) is $-measurable, and 
L,(u,, . . , un-1, t; f) = h,,-,,(t - UPI--I)-Ll(U, 3. . . 3 %-I ; 2). (4.14) 
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We denote by e, the Lebesgue measure on IR”, by PU, (resp. kJ,) the set of even (resp. 
odd) positive integers, and define the sets 
A(n,t):={(u ,,..., u,)E[W~IO<U,<...<U,<I}, HEN, t~(O,a). 
For each u E OX, and t E R, define 
K,(u; t) := L&(0, t), (4.15a) 
K,(u; t):= 
i 
L,,(.; t)dl,, n~kJ(, (4.15b) 
ACfT,Ldnt) 
c,:= c K,(q t) = 1 K,(t; t), (4.15c) 
n 30 n2-O 
CL’ c K(u; t) if x= 1, 
G,( 1.4, x) := 
nEN, 
(4.15d) 
CJ’(&(u; t)+ 1 K,(u; t)) if x=2. 
nt& 
Note that for fixed 1> 0, 
OsLfi(U,, . . . , U,; t)< 
[ 
fi f;,-1)(Uj_Uj_l) (U] V Cl*)” 
j=l 1 
c [j~,(l;+hj(ui-o,-,)](u,va,)'l. 
hence 
o<c,~(a,v~2)~~(~,(t)+R2~t)), 
where R,(t) denotes the renewal function at t corresponding to the density f;. 
We conclude that for each (t, co) E R, x 0 the series in (4.15~) converges, and 
(4.15d) defines a transition probability from (0, 9,) to ((0,~) x {l})+ (R+ X (21). 
Note that for each (w, 1) the support of G,(w; ., 1) + G,(w; . ,2) is a subset of [0, t]. 
Since K,( . ; t), and consequently G,( + ; 2), have a positive mass at 0, the symbol jh 
is in the sequel taken to mean an integral over the closed interval [0, t]. 
Since ( U, 2) : W + ((0, m) x { 1)) + (53, x {2}) is surjective, the formula 
+,( U s u, Z = x) = G,(u, x) (4.16) 
defines a transition probability from (0, 9,) to (HI, &) such that G, gives the 
&,-distribution of the pair (U, Z). Since 
p,(u, t-) = a;“‘rp,(u, t) if u < t, (4.17a) 
and accordingly, 
L,(u,, . . . , u,; t-) = a;$L,(u,, . . . , u,; t) if u C t, (4.17b) 
we see that the pathwise left-hand limits K,(u; t-), C,_, G,_(u, x) and 7j,- exist. 
Furthermore, 7j,- is a transition probability from (a, YJ-) to (W, a), such that G,- 
is the +,--distribution of the pair (U, Z). We denote U, := UoH,, the last renewal 
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epoch <t, and 2, := Zo H,, the state of the ARP after this renewal epoch. Since the 
renewal time distributions are absolutely continuous, we have P’-a.s. 
U,= U(_:= UoH,_, 
Z,=(N,(l)+N,(2))=(N,~(l)+N,-(2)). 
The following proposition now gives the wanted conditional distribution in an 
explicit form. 
Proposition2. P(U,~~,Z,=~(YI,)=G,(~,~),~ER+,XE{~,~}. 
Proof. The filter formula (3.1)-(3.3) now takes the form 
d&,(A) = t 7;,_[h(t, x)d(t, x, A)] dt 
X=” 
+{fi;%_[h(t, O)g(t, 0, A)] - QA)}(d& -a, dt) 
+ $,-[A (t, O)df, 0, A)1 
&,-LA (6 0)] 
-7;,_(A) A&. 
I 
(4.18) 
Again by Corollary 1 it suffices to check that for given z > 0 the constructed family 
(7j,)F~Osatisfies(4.18)whenA=BnD,whereB:={U~u},uEaB+,andD:={Z=i}, 
i E {1,2}. We do the calculations only in the case D = {Z = 2) since the case D = 
{Z = l} is similar. 
A 
(a) AN, = 1: Since 
g(t,O,BnD; H)=l B,,(H), HEW, ~E[W+, 
it suffices to calculate 
fil-[A(t, O)lB,Dl a*7j,_[{Z = 2) n B} 
+,-[A ( t, O>l = If=, a,+r_(Z = i) 
= ( i ~G,_(w, i))-’ azG,-(u, 2) (by (4.16)) 
i=l 
= (i, G,(co, i))‘G,(u, 2) (by (4.15) and (4.17)) 
= G,(u, 2) = 7j,(B n D) (by (4.16)). 
(b) A& = 0: Since s ++ fis is constant in a neighbourhood of t, the following 
differentials exist: 
;fii(u, r)=-J;(t-uu)a~~-% e-“~(‘-“‘-ai(l -F,(t-u))atzFfij, emof(‘-‘) 
=-(hJt-u)+a,)p,(u, t), (4.19a) 
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and for n EN, 
u,; t)= -(h,,,(t-u,)+u,,,)L,(u,, . . ., 4; t), (4.19b) 
UA, 
J [5 L(., un; t) den-1 dun 0 A(-I,%,) 1 
= h(t) J L( ., t; f) din-, A(n-1.1) 
Uh, 
+ J [J d L,( ., u,; t) dl,_, 0 A(n-l,u,,) dt 1 du, 
= s”(t) J h,n-,,(f - &-,I A(n-1.r) 
x L,_,(u,, . . . , u,-,; t) du,, . . . , dun_, 
- J (h~,,(t-u,)+a,,,)L,(u,,. . . , un; t) du,, . . .,dus A(n,unrl 
(by (4.14) and (4.19b)) 
I 
I 
= s,(t) h,,-,,(f - s)K-,(ds; t) 
0 
u 
- 
I 
h,n,(t - s)K(ds; t) - qn>K(u; t) 
0 
(by (4.15a,b)). 
The formulas (4.19) imply 
J 
I 
- h,,,(f -s)K,(ds; 1) - qnAt(m; t) 
0 I 
= -a,P,(O, t) - lim 
J 
, a? 
&)(t-s)K(ds; ‘ktiE, qnjK(~; t) n-u? ” 
( J 
, 
since h,,,(t - s)&(ds; t) = ~(~)Pz(O, t) 
0 > 
= -u2P2(0, t) - a, c K,(q t)--2 c %(a; t) 
ncbd, neFQ 
(4.19c) 
= -C,(a,Gt(a’, l)+a,G(c~, 2)) (by (4.15)), 
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and, similarly, 
g K,(u; cl+ c K(u; t) ( nrN, > 
A,,-,,(t - s)K-,(ds; t) 
&,(t-s)K,(d~ t)-q,,K(u; f) 
u 
h,(t-s)G,(ds, l)- h,(t-s)G,(ds,2)-a,G,(u,2) . 1 
Thus we have 
$7i,(Bn D) =$ G,(u, 2) 
I 
u 
I 
u 
=&l(t) h,(t-s)G,(ds, l)- &(f - s)G,(ds, 2) 
0 0 
-~2G,(u, 2)+(a,G(a, l)+a2G(~, 2))G,(u, 2) 
=&(f)fi,[h(t- w1{_z=,)l-+,rfdt- ~)l,n,l 
+ t u$,(Z=i) 
( 
&,(BnD)-uz7j,(BnD) 
,=I > 
(note that S,(B) = 1 if s,,(t) = 1) 
= ,i, +,_[A(t, i)d(t, i, Bn 011 
+7j,~[h(1,0)]7i,~(BnD)-7i,_[h(t,0)1~nD]. 
For the last equality in (4.20) use the following facts: 
(i) 7j,_ = +, by (4.18) and the assumption A& = 0; 
(il) for HE H,_(0) we have 
(4.20) 
h(t, 1; H)d(t, 1, BnD; H)=-h,(t--U(H))l,,,(H) 
since H u {(t, 1)) if D; 
(iii) for HE H,_(a) we have 
A(t,2; H)d(t,2, BnD; H)=G,(r)h,(t- U(H))II,=,l(H) 
since Z(H) = 2 implies d( t, 2, B n D; H) = 0 and Z(H) = 1 implies that the 
equivalence H u {(t, 2)) E B n De t s u holds. 0 
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