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Abstract
A return word of a factor of a Sturmian word starts at an occurrence of that factor and ends exactly
before its next occurrence. Derivated words encode the unique decomposition of a word in terms of
return words.Vuillon has proved that each factor of a Sturmian word has exactly two return words.We
determine these two return words, as well as their ﬁrst occurrence, for the preﬁxes of characteristic
Sturmian words. We then characterize words derivated from a characteristic Sturmian word and give
their precise form. Finally, we apply our results to obtain a new proof of the characterization of
characteristic Sturmian words which are ﬁxed points of morphisms.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The concepts of return words and derivated words were introduced by Durand in [9].
Given a Sturmian word x, a return word of a factor w of x, is a word that starts at an
occurrence of w in x and ends exactly before the next occurrence of w. Derivated words
encode the unique decomposition of a word in terms of its return words.
In [14], Vuillon characterized Sturmian words in terms of their return words by showing
that an inﬁnite word is Sturmian if and only if each non-empty factor w of x has exactly
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two distinct return words. In [2], the authors considered the shortest of those return words
and its ﬁrst occurrence. That permitted to answer negatively a question posed by Michaux
and Villemaire in [13].
In this paper, we are interested in both return words as well as in the associated derivated
word. Thus, in Section 2, we introduce the classes of Sturmian words and characteristic
Sturmian words. In Section 3, we give the exact form of the return words of preﬁxes of
characteristic Sturmian words together with their ﬁrst occurrence. That allows us to fully
characterize derivatedwords of characteristic Sturmianwords, whichwe do in Section 4. Fi-
nally, in Section 5, we apply our results to obtain an alternative proof for the characterization
of characteristic Sturmian words which are ﬁxed points of morphisms given in [8].
2. Sturmian words
An inﬁnite word x is Sturmian if the number of distinct factors of length n is exactly n+1.
The function px : N→ N such that px(n) is the number of distinct factors of x of length
n is called the complexity of the inﬁnite word x. It is well known that any non-ultimately
periodic word satisﬁes px(n)n+1, for all n ∈ N; in this sense Sturmian words are words
of minimal complexity among inﬁnite non-ultimately periodic words. It is clear from the
deﬁnition of Sturmian word that any Sturmian word is necessarily binary. Moreover, all
words considered in this paper are binary.
There is a vast amount of literature on Sturmian words and their study is an active area
of research. Both Chapter 2 in [12] and the survey [4] are comprehensive introductions to
Sturmian words and contain many references to recent works.Allouche and Shallit’s recent
book [1] also contains two chapters on the subject.
We now deﬁne the subclass of characteristic Sturmian words. For an irrational  ∈]0, 1[
we deﬁne a sequence (tn)n of ﬁnite words by
t0 = 0, t1 = 0a11, tn = tann−1tn−2 (n2),
where [0, a1 + 1, a2, . . .] is the continued fraction expansion of  (a10 and ai1 for
i2). It is also usual to consider t−1 = 1, which permits to write t1 = ta10 t−1. We then
deﬁne the inﬁnite word
f = lim
n→∞ tn
which is called the characteristic Sturmianword of slope . The sequence (tn)n is called the
associated standard sequence of f. To each characteristic Sturmian word wemay associate
the sequence (qn)n of the lengths of the words tn of the above given sequence. Clearly (qn)n
is given by
q0 = 1, q1 = a1 + 1, qn = anqn−1 + qn−2 (n2).
Any characteristic Sturmian word is indeed a Sturmian word. This fact is a consequence
of the study of Sturmian words as mechanical words (see [12, Chapter 2]). It can also be
proved within this context (see [12, Proposition 2.1.18]), that every Sturmian word has the
same set of factors as a well chosen characteristic Sturmian word. Notice that any tn is a
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preﬁx of both tm, for mn1, and of f. On the other hand, if a1 = 0, then t0 = 0 is not
a preﬁx of neither tn, for n1, nor f.
A pair of ﬁnite words (u, v) is standard if there is a ﬁnite sequence of pairs of words
(0, 1) = (u0, v0), (u1, v1), . . . , (uk, vk) = (u, v)
such that for each i ∈ {1, . . . , k}, either ui = vi−1ui−1 and vi = vi−1, or ui = ui−1 and
vi = ui−1vi−1. An unordered standard pair is a set {u, v} such that either (u, v) or (v, u) is
a standard pair. A word of a standard pair is called a standard word. Any standard word is
primitive (see [12, Proposition 2.2.3]), any word in a standard sequence (tn)n is a standard
word and every standard word occurs in some standard sequence (see [12, Section 2.2.2]).
A factor u of a word x is left (respectively right) special if 0u and 1u (respectively u0
and u1) are factors of x; it is bispecial if it is both left and right special. It is easy to see that
a word x is Sturmian if and only if it has only one left (respectively right) special factor of
each length. For a characteristic Sturmian word f, the set of left special factors is its set of
preﬁxes, and its set of right special factors is the set of reversal of preﬁxes (see [12, Section
2.1.3]). Moreover, the bispecial factors of a characteristic Sturmian word f are the preﬁxes
of f which are palindromes.
The next lemma lists some useful facts about characteristic Sturmian words. For a ﬁnite
wordw of length greater than or equal to 2, we denote by c(w) the word obtained fromw by
swapping its last two letters. For a non-empty word w, we denote by w the word obtained
from w by deleting its last letter. We say that a factor u of w is a strict factor of w if u is
neither a preﬁx, nor a sufﬁx, of w.
Lemma 1. With the above notation, for any n ∈ N,
(a) tntn−1 = c(tn−1tn) and tntn−1 = tn−1tn,
(b) tntn−1 is not a strict factor, nor a sufﬁx, of tntn−1tn,
(c) the preﬁxes of f which are palindromes are the preﬁxes of length aqn+qn−1−2, with
1aan+1.
Proof. A proof of (a) appears in [1], statement (b) is an easy consequence of [2, Lemma
3.8(iv)] and (c) can be found in [6]. 
3. Return words
Given a non-empty factor w of a Sturmian word x = x0x1 . . . (where each xi is a letter
of x), an integer i is said to be an occurrence of w in x if
xixi+1 . . . xi+|w|−1 = w.
For adjacent occurrences i, j , i < j , of w in x the word
xixi+1 . . . xj−1
is said to be a return word of w in x (or, more precisely, the return word of the occurrence
i of w in x). That is, a return word of w in x is a word that starts at an occurrence of w in x
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and ends exactly before the next occurrence of w. Note that a return word of w always has
w as a preﬁx or is a preﬁx of w. The latter happens when two occurrences of w overlap.
Return words were ﬁrst deﬁned by Durand in [9].
Example 2. Consider the characteristic Sturmian word f, where  has continued fraction
expansion [0, 3, 2]. According to the deﬁnition of the sequence (tn)n, in this case we have
t0 = 0, t1 = 001 and t2 = 0010010. Moreover, the word
0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 1 0
is a preﬁx of f. Let us look for the return words of the factor w = 001. Occurrences of
that factor are underlined. The words u = 001 and v = 0010 are the two return words of
001 that we ﬁnd in that preﬁx of f.
0 0 1︸︷︷︸
u


















0 0 1 0. (1)
In [14], Vuillon shows that an inﬁnite binary word x is Sturmian if and only if each non-
empty factor of x has exactly two return words. In [2] we studied the shortest of those return
words and its ﬁrst occurrence. That study has permitted, in particular, to answer negatively
a question posed by Michaux and Villemaire in [13]. In the next proposition we recall this
result from [2] (see Fig. 1).
Proposition 3 (Araújo and Bruyère [2, Proposition 3.2]). Let n2.With the above nota-
tion, the shortest return word of a preﬁx w of f of length in the interval In =]qn + qn−1 −
2, qn+1 + qn − 2] is tn, and its ﬁrst occurrence as a return word of w is{
0 if |w|qn+1 − 2,
an+2qn+1 otherwise.
We are now also interested in the other return word of a preﬁx of a characteristic Sturmian
word. The next proposition gives its form and its ﬁrst occurrence (see Fig. 2).
Proposition 4. Let n2 and i ∈ {1, . . . , an+1}.With the above notation, the longest return
word of a preﬁx w of f of length in the interval In,i =]iqn+qn−1−2, (i+1)qn+qn−1−2]
is t intn−1, and its ﬁrst occurrence as a return word of w is (an+1 − i)qn.
Remark 5. The interval In considered in Proposition 3 is the union of the intervals In,i ,
with i ∈ {1, . . . , an+1}, considered in Proposition 4. In particular, it is clear that qn+1−2 =
an+1qn + qn−1 − 2. Also, notice that in Proposition 4, when i = an+1, the longest return
word of w is tn+1 and its ﬁrst occurrence is 0.
In order to prove Proposition 4 we start by proving two lemmas. The ﬁrst one gives us a
special decomposition of a preﬁx of f. The second lemma points out a strategy to prove
Proposition 4.
Lemma 6. For n0 and i ∈ {1, . . . , an+1}, tn+1t intn−1 is a preﬁx of f.
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Fig. 1. The shortest return word of a preﬁx of f and its ﬁrst occurrence.
Fig. 2. The longest return word of a preﬁx of f and its ﬁrst occurrence.
Proof. Let n0 and i ∈ {1, . . . , an+1}. We have that
tn+3 = tan+3n+2 tn+1 = tan+2n+1 tntan+3−1n+2 tn+1
is a preﬁx of f. If an+2 > 1, it follows that
tn+1tn+1 = tn+1tan+1n tn−1
is a preﬁx of f. Thus tn+1t intn−1 is a preﬁx of f. If, on the other hand, an+2 = 1, we see
that tn+1tntn+1 = tn+1tntan+1n tn−1 is a preﬁx of f, and therefore so is tn+1t intn−1. 
Lemma 7. Let n0 and i ∈ {1, . . . , an+1}. The occurrences of the preﬁxes of f, with
lengths in the interval In,i =]iqn + qn−1 − 2, (i + 1)qn + qn−1 − 2], coincide. Moreover,
if w and w′ are two such preﬁxes, and j is an occurrence of w and w′ in f, then a word u is
a return word for the occurrence j of w if and only if it is a return word for the occurrence
j of w′.
Proof. For the ﬁrst part of the proof, it is enough to show that given w = x0 . . . xk−1 and
w′ = x0 . . . xk , with k, k+1 ∈ In,i , an occurrence ofw is an occurrence ofw′ in f. Notice
that k < (i + 1)qn + qn−1 − 2. Hence, by Lemma 1(c), w is a preﬁx of f which is not
a palindrome. Therefore w is not bispecial and, in particular, it is not right special (recall
that w, being a preﬁx of f, is a left special factor). Thus, the only factor of f of length
k + 1, which begins by w, is w′. Therefore, any occurrence of w in f is an occurrence of
w′ in f.
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Fig. 3. Illustration of occurrences of t intn in ](an+1 − i)qn, qn+1[.
The second statement follows immediately from the ﬁrst one and the deﬁnition of
return word. 
Proof of Proposition 4. Let n2 and i ∈ {1, . . . , an+1}. By Lemma 7, it is enough to
prove the result for the preﬁx of length iqn + qn−1 of f, t intn−1. Notice that this length
belongs to the interval In,i , since n2. By Lemma 6, tn+1t intn−1 = tan+1−in t intn−1t intn−1 is
a preﬁx of f. Thus both (an+1 − i)qn and qn+1 are occurrences of t intn−1 in f.
Moreover, there is no occurrence of t intn−1 between (an+1− i)qn and qn+1. Indeed, if we
suppose otherwise, there are two cases to be considered:
(a) t intn−1 occurs at a position in the interval ](an+1 − i)qn, an+1qn],
(b) t intn−1 occurs at a position in the interval ]an+1qn, qn+1[.





ntn−1tn of f, and the other lines represent the beginning of occurrences of t intn−1
as described in cases (a) and (b) (keeping in mind that tn−1 is a preﬁx of tn).
Case (a) implies that tntn−1 is a strict factor, or a sufﬁx, of tntn−1tn, contradicting Lemma
1(b). In case (b) we obtain tn as a strict factor, or a sufﬁx, of tntn−1 which contradicts the
primitivity of tn. We therefore conclude that t intn−1 is a return word of t intn−1 in f.
We shall now determine the ﬁrst occurrence of t intn−1 as a return word of t intn−1 in
f. By the ﬁrst part of the proof we already know that this ﬁrst occurrence is bounded by
(an+1−i)qn. Now, if i = an+1, then (an+1−i)qn = 0 and therefore, in this case, 0 is the ﬁrst
occurrence of t intn−1 as a return word of t intn−1 in f. Suppose now that i < an+1. Observing
the preﬁx tn+1 = tan+1n tn−1 of f, we see that 0, qn, . . . , (an+1 − i)qn are occurrences of
t intn−1. Therefore, the only return word that appears before position (an+1 − i)qn is tn, the
shortest return word. We conclude that the ﬁrst occurrence of t intn−1 as a return word of
t intn−1 in f is (an+1 − i)qn. 
Propositions 3 and 4 are actually valid for n0, though we have proved them only for
n2. The proofs for smaller values of n have to bemade separately and are rather technical;
they appear in an appendix at the end of this paper.
Example 8. Let f and w = 001 be as in Example 2. Thus |w| = 3 and hence |w| ∈
]q1 + q0 − 2, 2q1 + q0 − 2] = [3, 5]. Therefore we are in the case n = 1, i = 1 and the
return words of w in f are indeed the words t1 = 001, t1t0 = 0010, found in Example 2.
Moreover, applying Propositions 3 and 4, we have that the ﬁrst occurrence of t1 as a return
word is at position 0, while the ﬁrst occurrence of t1t0 as a return word is at position
(a2 − i)q1 = 3, as observed in Example 2.
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Now, for n0, consider the interval In = ∪an+1i=1 In,i as in Propositions 3 and 4. We may
deﬁne In+1,0 = In,an+1 , and
Jn =
{
∪ an+1−1i=0 In,i if n > 0,
∪ an+1−1i=1 In,i if n = 0.
Notice that Jn corresponds to shifting In to the left. From Propositions 3 and 4, we have that
the set of return words of a preﬁxw with length in In,an+1 = In+1,0 is {tn, tan+1n tn−1}, which
can also be written as {tn+1, t0n+1tn}. Thus, combining Propositions 3 and 4, we obtain
Proposition 9. Let n1 and i ∈ {0, . . . , an+1 − 1} or n = 0 and i ∈ {1, . . . , an+1 − 1}.
Let w be a preﬁx of f of length in In,i . Then the return words of w in f are tn and t intn−1.
Moreover, the ﬁrst occurrence of tn as a return word of w is 0, and the ﬁrst occurrence of
t intn−1 as a return word of w is (an+1 − i)qn.
The change of indexes from Propositions 3 and 4 to Proposition 9 will be very useful in
the proofs of the results in the remaining of the paper. Therefore, wewill refer to Proposition
9 whenever we make use of the return words of a preﬁx of a characteristic Sturmian word.
Remark 10. Notice that working with characteristic Sturmian words is not a restriction
since every Sturmian word has the same set of factors of a well-chosen characteristic Stur-
mian word. In Proposition 9, we study the return words of the preﬁxes of f. Since the
preﬁxes of a characteristic Sturmian word coincide with the left special factors of any
Sturmian word with the same set of factors, Proposition 9 actually gives us the form of the
return words of the left special factors of a Sturmian word.
Remark 11. In [14], Vuillon uses factor graphs of a Sturmian word x to study the return
words of x. Factor graphs are efﬁcient tools to study the factors of Sturmian words (for
deﬁnition and applications see, for instance, [3,6,10]); they are formed by two cycles,
intersecting each other in either one vertex or on a simple path. Vuillon, while proving that
an inﬁnite word is Sturmian if and only if each factor has exactly two return words, shows
that the form of the return words of x depends on the labels of the above-mentioned cycles.
4. Derivated words
Let us now introduce the concept of derivated word proposed by Durand in [9]. Let x be
a Sturmian word, let w be a preﬁx of x and let u, v be the two return words of w. Then x
can be written in a unique way as a concatenation of the words u and v. Suppose, without
loss of generality, that u appears before v in that concatenation. Denote by (x) the ﬁrst
letter of x. Thus we deﬁne a bijection  : {u, v} → {0, 1} by putting (u) = (x) and
(v) = 1− (x). In this way, if x = z1z2 . . ., with zi ∈ {u, v}, we deﬁne
Dw(x) = (z1)(z2) · · · .
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The word Dw(x) is called the derivated word of x with respect to w. The derivated word
Dw(x) is a renaming by 0 and 1 of the occurrences of u and v in the decomposition of x in
terms of its return words. This deﬁnition is better understood with an example.
Example 12. Once again let f be the characteristic Sturmian word of slope  = [0, 3, 2],
and consider the return words of the preﬁx w = 001. The two return words of w in f are
u = 001 and v = 0010. Thus we set (u) = (f) = 0 and (v) = 1− (f) = 1. Thus,
from (1), we see that the derivated word of f with respect to 001 starts with
0 1 0 1 0 1 0 0 1 0.
Remark 13. Note that the images (u) and (v) were chosen so that any derivated word
of x starts with the same letter as x.
Remark 14. If two preﬁxes w,w′ of x have the same return words u and v then their
derivated word is the same. Thus, we may call Dw(x) = Dw′(x) the derivated word of x
with respect to the return words u and v.
Proposition 9 from above describes some preﬁx of the derivated word of f with respect
to its preﬁx w. With the notation of the proposition, Dw(f) has a preﬁx (u)an+1−i(v).
In the next proposition we determine the precise form of the whole derivated word
Dw(f). Its proof uses Proposition 9.
Proposition 15. Let f be a characteristic Sturmian word of slope ,where  is given by its
continued fraction expansion [0, a1 + 1, a2, . . .]. For a preﬁx w of f whose return words
are tn, t
i
ntn−1 (n1, i ∈ {0, . . . , an+1− 1} or n = 0, i ∈ {1, . . . , an+1− 1}), the derivated
word Dw(f) of f is the characteristic Sturmian word of slope
• [0, an+1 + 1− i, an+2, an+3, . . .] if a1 > 0; and
• [0, 1, an+1 − i, an+2, an+3, . . .] if a1 = 0.
In order to prove Proposition 15 we need two lemmas. The ﬁrst lemma, which can be
found in [9], is based on the unicity of the decomposition of a Sturmian word with respect
to the return words of some preﬁx of it.
Lemma 16 (Durand [9]). Let x be an inﬁnite Sturmian word, w a preﬁx of x and let u, v
be the two return words of w, such that u appears before v in the decomposition of x. Let 
be the morphism obtained by extending the mapping (x) → u and 1− (x) → v. Then
(a) (Dw(x)) = x and
(b) if d is a word such that (d) = x then d = Dw(x).
We denote by E the morphism 0 → 1, 1 → 0. Notice that E2 is the identity mapping. The
next lemma relates a characteristic Sturmian word f and its image E(f), with respect to
their associated standard sequences and their derivated words.
Lemma 17. Let f be the characteristic Sturmian word of slope , where  has continued
fraction expansion [0, a1 + 1, a2, . . .].
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(a) E(f) = f1− and 1−  has continued fraction expansion
• [0, 1, a1, a2, . . .] if a1 > 0 and
• [0, a2 + 1, a3, . . .] if a1 = 0.
(b) If (tn)n and (sn)n are the standard sequences associated to f and f1−, respectively,
then
• if a1 > 0 then E(tn) = sn+1 for all n0 and
• if a1 = 0 then E(tn) = sn−1 for all n1.
(c) Let n1 and i ∈ {0, . . . , an+1 − 1} or n = 0 and i ∈ {1, . . . , an+1 − 1}. Then d
is derivated from f with respect to the return words tn, t intn−1 if and only if E(d) is
derivated from f1− with respect to the return words E(tn), E(tintn−1). If a1 > 0, this
is also true for n = 0.
Proof. (a) The fact that E(f) = f1− is proved in [12, Corollary 2.2.20]. The form of the
continued fraction of 1−  comes from the deﬁnition of continued fractions.
(b) Suppose ﬁrst that a1 > 0. Then the continued fraction of 1 −  is [0, 1, a1, a2, . . .].
Moreover, (sn)n, the standard sequence associated to f1− is given by
s0 = 0, s1 = 1, sn = san−1n−1 sn−2 (n2).
We prove that E(tn) = sn+1, for all n0, by induction on n. For 0 and 1 we have
E(t0) = 1 = s1, E(t1) = E(0a11) = 1a10 = sa11 s0 = s2.
Now, let n2 and suppose that the claim is true for n− 1 and n− 2. Then
E(tn) = E(tann−1tn−2) = sann sn−1 = sn+1
which completes the induction.
Suppose now that a1 = 0. Since E(f1−) = f, and in the continued fraction of 1 − 
the ﬁrst non-zero entry is strictly greater than 1, we can use the ﬁrst case to conclude that,
for all n0, E(sn) = tn+1. Thus E(tn) = sn−1, for all n1, as desired.
(c) Clearly, by Proposition 9 and by (b), if tn and t intn−1 are the return words of some
preﬁx w of f, then E(tn) and E(tintn−1) are the return words of the preﬁx E(w) of f1−.
The deﬁnition of E permits us to conclude that d is derivated of f if and only if E(d) is
derivated from f1−. 
Remark 18. Lemma 17(c) tells us, in particular, that for a preﬁx w of f,
E(Dw(f)) = DE(w)(E(f)) = DE(w)(f1−).
Proof of Proposition 15. Suppose ﬁrst that a1 > 0 and let d = Dw(f). Notice that f
begins by 0, and thus d also begins by 0. Thus, by Proposition 9, 0an+1−i1 is a preﬁx of d.
Let  be the morphism
0 → tn, 1 → t intn−1.
We deﬁne a sequence of ﬁnite words (rm)m by setting
r0 = 0, r1 = 0an+1−i1, rm = ram+nm−1 rm−2 (m2). (2)
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Let us see that (rm) = tm+n, for all m0. We use induction on m. For m = 0 and m = 1
we have:
(r0) = tn,
(r1) = tan+1−in t intn−1 = tan+1n tn−1 = tn+1.
Suppose now that m2 and that the claim is true for m− 1 and m− 2. Then
(rm) = (ram+nm−1 rm−2) = tam+nm+n−1tm+n−2 = tm+n.
Now, if we let d ′ = lim rm, we obtain (d ′) = f and hence, by Lemma 16, d = d ′. Thus,
by (2), d is the characteristic Sturmian word whose slope has continued fraction expansion
[0, an+1 + 1− i, an+2, an+3, . . .].
Now let a1 = 0. By Lemma 17, the derivated word of f with respect to the return words
tn, t
i
ntn−1 is the image by E of the derivated word d of E(f) = f1− with respect to the
return words E(tn) and E(tintn−1). The continued fraction expansion of 1−  is
[0, a2 + 1, a3, . . .]
and E(tn) = sn−1, E(tintn−1) = sin−1sn−2. Thus, by the ﬁrst part of the proof, the slope of
d has the continued fraction expansion
[0, an+1 + 1− i, an+2, an+3, . . .].
Therefore E(d) is the characteristic Sturmian word whose slope has the continued fraction
expansion
[0, 1, an+1 − i, an+2, an+3, . . .]. 
Example 19. Let f be as in Example 12. It is easy to see that f has exactly ﬁve derivated
words: they are the characteristic Sturmian words whose slope is
[0, 2, 2, 3], [0, 3, 3, 2], [0, 2, 3], [0, 4, 2, 3] and [0, 3, 2].
The next result relates Proposition 15 and [9, Theorem 2.5].We start by introducing some
deﬁnitions with respect to morphisms. A morphism is non-trivial if it is neither the identity
nor E, and it is non-erasing if the image of each letter is non-empty. Given a morphism ,
we say that a word x is a ﬁxed point of , if (x) = x. Moreover, an inﬁnite word x is
morphic if there exists a non-erasing morphism , such that (a) = as with a ∈ {0, 1},
s = ε, and x = (a) (in particular, x is a ﬁxed point of ). The inﬁnite word x is called
substitutive if it is the image by a literal morphism (i.e. the image of a letter is a letter) of a
morphic word.
Theorem 20. For a characteristic Sturmian word f, the following conditions are equiva-
lent:
(a) the continued fraction of  is ultimately periodic,
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(b) the set of all derivated words (with respect to preﬁxes of f) of f is ﬁnite,
(c) f is substitutive.
Proof. The equivalence of (b) and (c) is [9, Theorem 2.5].
Let us now prove that (a) and (b) are equivalent. We consider ﬁrst the case a1 > 0.
Suppose that the set of all derivated words of f is ﬁnite. Thus, applying Proposition 15,
there exist m, n, i and j, with m < n, such that the derivated word of f with respect to
tm, t
i
mtm−1 and the derivated word of f with respect to tn, t
j
n tn−1 coincide, that is, the
continued fraction expansions
[0, am+1 + 1− i, am+2, am+3, . . .] and [0, an+1 + 1− j, an+2, an+3, . . .]
are equal. Therefore am+k = an+k , for all k2, and [0, a1 + 1, a2, a3, . . .] = [0, a1 +
1, . . . , am+1, am+2, . . . , an+1] is ultimately periodic.
Conversely, suppose that [0, a1 + 1, a2, a3, . . .] is ultimately periodic. It is clear from
Proposition 15 that there are only ﬁnitely many derivated words from f.
The equivalence of (a) and (b) for a1 = 0 is proved similarly. 
5. An application
As an application of the previous results, we obtain a new proof for Theorem 21 in terms
of return words and derivated words. This theorem was ﬁrst proved by Crisp et al. in [8].
Both Berstel and Séébold in [5] and Komatsu and van der Poorten in [11] have presented
alternative proofs. This theorem states three equivalences like in Theorem 20, in the case
where  is a Sturm number, that is, its continued fraction expansion is of one of the following
types:
(i) [0, a1 + 1, a2, . . . , an], with ana11,
(ii) [0, 1, a1, a2, . . . , an], with ana1.
It is easy to see that  is a Sturm number of type (i) if and only if 1−  is a Sturm number
of type (ii).
The main ingredients of our proof of Theorem 21 are Proposition 15 and the fact that
if a characteristic Sturmian word is a ﬁxed point of a morphism , then {(0),(1)} is
a unordered standard pair (see [12, Proposition 2.3.11, Theorem 2.3.12] for a proof of
this result).
Theorem 21. For a characteristic Sturmian word f, the following conditions are equiva-
lent:
(a)  is a Sturm number,
(b) there exists a non-empty preﬁx w of f such that Dw(f) = f,
(c) f is a ﬁxed point of a (non-erasing, non-trivial) morphism.
Proof. [(a)⇒(b)] Suppose ﬁrst that  is a Sturm number of the form [0, a1+1, a2, . . . , an],
where ana11. Consider the pair of words tn−1, t in−1tn−2, where i = an − a1. We
have 0 ian − 1, and thus tn−1, t in−1tn−2 are the return words of some preﬁx of f.
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By Proposition 15, the derivated word of f with respect to those return words is the
characteristic Sturmian word whose slope has the continued fraction expansion
[0, an−1+1 + 1− (an − a1), an−1+2, an−1+3, . . . , an−1+n]
= [0, a1 + 1, an+1, an+2, . . . , a2n−1] = [0, a1 + 1, a2, . . . , an]
which is exactly the continued fraction expansion of . Therefore f is derivated from itself.
Suppose now that  is a Sturm number of the form [0, 1, a1, a2, . . . , an], with ana1.
Then, by Lemma 17, the continued fraction expansion of 1 −  is a Sturm number of the
other form. Now, applying the ﬁrst part of the proof we have that f1− is a derivated word
of itself. Thus, E(f1−) = f is also a derivated word of itself (see Remark 18).
[(b)⇒(a)] Suppose that f starts by 0 and that the continued fraction expansion of  is
[0, a1 + 1, a2 . . .] (3)
(in particular a11). Since f is a derivated word from itself, by Proposition 15, there exist
m, i, with m > 0, such that the continued fraction expansion of  is
[0, am+1 + 1− i, am+2, am+3, . . .]. (4)
Thus, a1 + 1 = am+1 + 1− i, a2 = am+2, a3 = am+3, etc. That is, the continued fraction
expansion of  is
[0, a1 + 1, a2, . . . , am+1]
and am+1 = a1 + i. Thus am+1a1. Therefore  is a Sturm number.
Suppose now that f starts with 1. Since f is a derivated word from f, E(f) = f1−
is also a derivated word of itself. Thus 1−  is a Sturm number and hence  is also a Sturm
number.
[(b)⇒(c)] There exists a non-empty preﬁx w of f such that f = Dw(f). Let u and v
be the return words of w, and let (f) denote the ﬁrst letter of f. Hence, by Lemma 16,
the morphism , deﬁned by
((f)) = u, (1− (f)) = v,
veriﬁes (f) = f.
[(c)⇒(b)] Let  be a morphism such that (f) = f. We want to show that (0), (1)
are the return words of a non-empty preﬁx w of f. It will follow that Dw(f) = f.
Since  has a ﬁxed point which is a characteristic word, by [12, Proposition 2.3.11 and
Theorem 2.3.12], {((0),(1)} is an unordered standard pair. In particular (0) and (1)
are primitive words. Moreover, this pair is different from {0, 1} since  is non-trivial.
Claim. Any unordered standard pair, different from {0, 1}, is either {0, 0k1}, {1, 1k0}, or
{u, uku′}, for some word u, some non-empty preﬁx u′ of u and k1.
Proof of Claim. The proof is by induction on theway standard pairs (u, v) are constructed.
For the base case, the standard pairs different from (0, 1) are (10, 1) and (0, 01)which verify
the claim. It is easy to check that if (u, v) veriﬁes the claim, then the next pairs (vu, v) and
(u, uv) also verify the claim. 
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Fig. 4. Occurrences i and i + |u| of w in f.
We start by considering the case |(0)| < |(1)|.
Suppose ﬁrst that (0) = u and (1) = uku′, with u′ a non-empty preﬁx of u and k1.
The word uku′ is a preﬁx of f since 0a11 is a preﬁx of f, and (0a11) = ua1+ku′ is a
preﬁx of (f) = f. Let us show that (0),(1) are the return words of w = uku′ in f.
The word 01 is clearly a factor of f (otherwise f would be ultimately periodic). Hence
(01) = uk+1u′ is also a factor of f. Therefore there is an occurrence i of w in f, with
i0, such that i + |u| is also an occurrence of w. The situation is represented in Fig. 4.
There is no occurrence ofw between i and i+|u| for otherwise uwould be a strict factor
of uu, contradicting its primitivity. Therefore (0) = u is a return word of w in f.
As for the other return word, observe that there exists l0 such that 10l1 is a factor of f
(otherwise f would be ultimately periodic). Thus (10l1), and in particular uku′uku′ =
ww, are factors of f. Thus there are two occurrences j and j + |w| of w in f, for some
j0. There is no intermediate occurrence ofw sincew = (1) is primitive. It follows that
(1) = uku′ is the other return word of w in f.
Suppose now that
(0) = 0 and (1) = 0k1
and consider the preﬁx w = 0k of f. The proof is similar to the previous one. Thanks to
the factor (01) of f, we verify that 0 = (0) is a return word of w in f. Thanks to the
factor (10l1) of f, we verify that 0k1 = (1) is the other return word of w in f.
The case (0) = 1 and (1) = 1k0 is similar.
Finally, if |(0)| > |(1)| the proof is analogous. 
Remark 22. In Theorem 21, statement (c) may be substituted by “f is a morphic word”.
Indeed, a characteristic Sturmian word is morphic if and only if it is the ﬁxed point of a
(non-erasing, non-trivial) morphism. In order to prove this claim, let  be a non-erasing,
non-trivial morphism, and let f be a characteristic Sturmian word such that (f) = f.
Suppose, without loss of generality, that the ﬁrst letter of f is 0. Then(0) = 0w, for some
word w. Notice that w cannot be the empty word. Indeed, on one hand, it follows from the
proof of Theorem 21 that both (0) and (1) should start by the same letter (in this case,
0). On the other hand if k is the ﬁrst occurrence of 1 in f, that is 0k1 is a preﬁx of f, then
(0k1) = 0k(1).
Sincef is a ﬁxedpoint of it follows that theﬁrst letter of(1) is 1,which is a contradiction.
Thus w is non-empty and by [12, Theorem 1.2.8] (0) is the only ﬁxed point of  that
starts with 0. Hence f = (0), and f is a morphic word.
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Example 23. By Theorem 21, the word f from Example 19 is a morphic word since it is
a derivated word of itself.
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Appendix
In this appendix we present the proofs of Propositions 3 and 4 for n ∈ {0, 1}. We start by
the case n = 0, given by the following:
Proposition 24. Let n = 0 and i ∈ {1, . . . , a1}. Let w = 0i be the preﬁx of f of length in
]iq0 + q−1 − 2, (i + 1)q0 + q−1 − 2] = {i}. The shortest return word of w is t0 = 0, and
its ﬁrst occurrence is{
0 if i < a1,
a2q1 if i = a1.
The longest return word of w is t i0t−1 = 0i1, and its ﬁrst occurrence is (a1 − i)q0.
Proof. If a1 = 0 then the interval {1, . . . , a1} is empty; thus we may assume that a1 > 0.
Notice that
(0a11)a20a1+1
is a preﬁx of f. Studying this preﬁx it is clear that the two return words of w = 0i , are
t0 = 0 and t i0t−1 = 0i1. Moreover, the ﬁrst occurrence of 0 as a return word of w is 0 if
i = a1 and a2q1 otherwise, while the ﬁrst occurrence of 0i1 is a1 − i = (a1 − i)q0. 
The next proposition is Proposition 9 in the case n = 1.
Proposition 25. Let n = 1 and i ∈ {1, . . . , a2}. Let w be a preﬁx of f of length in the
interval ]iq1+ q0− 2, (i+ 1)q1+ q0− 2] = [iq1, (i+ 1)q1− 1]. The shortest return word
of w is t1, and its ﬁrst occurrence is{
0 if i < a2,
a3q2 if i = a2.
The longest return word of w is t i1t0, and its ﬁrst occurrence is (a2 − i)q1.
218 I.M. Araújo, V. Bruyère / Theoretical Computer Science 340 (2005) 204–219
Fig. 5. Illustration of an occurrence of t i1 in ]a3q2, q3[.
Proof. By Lemma 7, for each interval [iq1, (i + 1)q1 − 1], it is enough to determine the
return words for the preﬁx of w = t i1 of f (notice that |w| ∈ [iq1, (i + 1)q1 − 1]). It is
easy to see that ta32 t
i+1





1 = ta32 t i1t1 = ta32 t1t i1.
Thus, a3q2 and q3 are occurrences of t i1 in f. Moreover, there is no occurrence of t
i
1 in
]a3q2, q3[. Indeed, if t i1 occurred in that interval, we would obtain a situation as shown in
Fig. 5 (the top line represents the preﬁx ta32 t1t1 of f, and the bottom line represents the
beginning of an occurrence of t i1 in ]a3q2, q3[).
We would hence have t1 as a strict factor of t1t1, contradicting the primitivity of t1. Hence
t1 is a return word of w in f.
Now, by Lemma 6,
t2t
i
1t0 = ta2−i1 t i1t0t i1t0
is also a preﬁx of f. Thus, both (a2 − i)q1 and q2 are occurrences of t i1 in f. Moreover,
there is no occurrence of t i1 between (a2 − i)q1 and q2. Indeed, remember that t1 = 0a11
and t0 = 0. Therefore t i1t0 is the longest return word of w in f.
We now locate the ﬁrst occurrence of the two return words of w. Let i < a2. Since
t2 = ta21 t0 is a preﬁx of f, we see that 0, q1, . . . , (a2 − i)q1 are occurrences of w = t i1 in
f. Therefore the shortest return word t1 occurs at position 0, and the ﬁrst occurrence of the
longest return word t i1t0 is greater than or equal to (a2 − i)q1. Since we have already seen
that (a2− i)q1 is indeed an occurrence of the return word t i1t0, we conclude that it is its ﬁrst
occurrence.
Let now i = a2. From the above we have that the ﬁrst occurrence of the shortest
return word t1 is bounded by a3q2. Let us see that t1 cannot appear before as a return
word of w = ta21 . It will also follow that the ﬁrst occurrence of the longest return word
t
a2
1 t0 = t2 is 0.
Any occurrence of t1 as a return word ofw corresponds to an occurrence of t1w = ta2+11 .
Now, if a1 = 0, then t1 = 1 and t2 = 1a20. Hence, considering the preﬁx ta32 ta2+11 of f, it
is clear that the ﬁrst occurrence of t1w in f is a3q2. On the other hand, if a1 > 0, then t2
is a preﬁx of t1w. Thus, any occurrence of t1w smaller than a3q2 is of the form kq2, with
k ∈ {0, . . . , a3 − 1}, since t2 is primitive.
Keeping in mind that t1 is a preﬁx of t2, it follows that t1 = t0t1 (see Fig. 6), which is not
possible since t0 = 0 and t1 = 0a11. 
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