The collective dynamics of neural ensembles create complex spike patterns with many spatial and temporal scales. Understanding the statistical structure of these patterns can help resolve fundamental questions about neural computation and neural dynamics. Spatiotemporal conditional inference (STCI) is introduced here as a semiparametric statistical framework for investigating the nature of precise spiking patterns from collections of neurons that is robust to arbitrarily complex and nonstationary coarse spiking dynamics. The main idea is to focus statistical modeling and inference not on the full distribution of the data, but rather on families of conditional distributions of precise spiking given different types of coarse spiking. The framework is then used to develop families of hypothesis tests for probing the spatiotemporal precision of spiking patterns. Relationships among different conditional distributions are used to improve multiple hypothesis-testing adjustments and design novel Monte Carlo spike resampling algorithms. Of special note are algorithms that can locally jitter spike times while still preserving the instantaneous peristimulus time histogram or the instantaneous total spike count from a group of recorded neurons. The framework can also be used to test whether first-order maximum entropy models with possibly random and time-varying parameters can account for observed patterns of spiking. STCI provides a detailed example of the generic principle of conditional inference, which may be applicable to other areas of neurostatistical analysis.
The collective dynamics of neural ensembles create complex spike patterns with many spatial and temporal scales. Understanding the statistical structure of these patterns can help resolve fundamental questions about neural computation and neural dynamics. Spatiotemporal conditional inference (STCI) is introduced here as a semiparametric statistical framework for investigating the nature of precise spiking patterns from collections of neurons that is robust to arbitrarily complex and nonstationary coarse spiking dynamics. The main idea is to focus statistical modeling and inference not on the full distribution of the data, but rather on families of conditional distributions of precise spiking given different types of coarse spiking. The framework is then used to develop families of hypothesis tests for probing the spatiotemporal precision of spiking patterns. Relationships among different conditional distributions are used to improve multiple hypothesis-testing adjustments and design novel Monte Carlo spike resampling algorithms. Of special note are algorithms that can locally jitter spike times while still preserving the instantaneous peristimulus time histogram or the instantaneous total spike count from a group of recorded neurons. The framework can also be used to test whether first-order maximum entropy models with possibly random and time-varying parameters can account for observed patterns of spiking. STCI provides a detailed example of the generic principle of conditional inference, which may be applicable to other areas of neurostatistical analysis.
Introduction
The spatiotemporal dynamics of multiple simultaneously recorded spike trains can reveal clues about the processes that underlie neural information processing (Abeles, 1982; Engel & Singer, 2001; Schneidman, Berry, Segev, & Bialek, 2006; Fujisawa, Amarasingham, Harrison, & Buzsáki, 2008; Pillow et al., 2008; Haider & McCormick, 2009; Truccolo, Hochberg, & Donoghue, 2010) , as well as properties of ongoing neural dynamics critical for understanding neurological disorders such as Parkinson's disease and epilepsy (Netoff & Schiff, 2002; Uhlhaas & Singer, 2006; Truccolo et al., 2011) . These clues are often statistical in nature, and there is a growing demand for statistical models and methods that can appropriately handle the complexities and nonstationarities commonly observed in neural spiking data (Brody, 1998; Grün, Diesmann, & Aertsen, 2002; Ventura, Cai, & Kass, 2005b; Amarasingham, Chen, Geman, Harrison, & Sheinberg, 2006; Churchland, Yu, Sahani, & Shenoy, 2007; Staude & Rotter, 2009; Louis, Gerstein, Grün, & Diesmann, 2010; Cohen & Kohn, 2011; Amarasingham, Harrison, Hatsopolous, & Geman, 2012; Kelly & Kass, 2012) . Amarasingham et al. (2012) argue that conditional inference is a useful statistical tool for focusing on precise spike timing in the presence of complex, nonstationary, coarsetemporal dynamics. They describe how many commonly used spike train resampling algorithms, particularly those related to jitter (random, local perturbations of spike times), can be viewed as a type of hypothesis testing based on conditional inference. Here we introduce several extensions of jitter that can be used to further probe the nature of precise spiking. We also situate these extensions within an abstract framework, spatiotemporal conditional inference (STCI) , that can be used much more broadly to develop statistical models and methods for investigating precise spiking dynamics.
The spike train resampling algorithm for interval jitter (see Amarasingham et al., 2012) creates surrogate data sets by uniformly perturbing spikes within small intervals (or coarse time bins), separately and independently for each neuron. Interval jitter creates surrogate data sets that are similar on coarse timescales but maximally random on fine timescales. The distinction between fine and coarse is roughly determined by the length of the jitter intervals. The techniques introduced here grew out of a desire to use interval jitter yet preserve certain additional information, such as the instantaneous peristimulus time histogram (PSTH) in data sets with multiple repeated trials or the instantaneous population (firing) rate (Okun et al., 2012) in data sets with multiple simultaneously recorded neurons, both of which would normally be blurred by interval jitter. While developing these resampling algorithms, which we present below, we realized that there is a large family of similar algorithms that can be described within a common framework and that might have interesting neurostatistical applications. This letter describes that common framework and a few of the interesting resampling algorithms derived from it. Figure 1 shows surrogate data from some of (Smith & Kohn, 2008) . (A) Original data (X). (B-E) Samples from the null hypothesis (H 0 ) that fine-precision spiking is otherwise unstructured given the observed coarse-precision spiking (C ) for different choices of the definition of coarse precision ( ). The title above each panel indicates which type of coarse precision ( ) is used. See section 2 for details and notation. Although panels A and E seem quite similar, the exact pattern of spiking in panel E was selected from approximately 10 95 (left) and 10 2259 (right) different possible patterns of spiking that preserve the respective C .
these algorithms. Figure 1E shows interval jitter subject to also preserving the population rate (left) or PSTH (right).
Formally, STCI begins by factoring the distribution over spike trains into a term that captures coarse-precision spiking and another that captures fine-precision spiking given coarse-precision spiking:
Prob(spiking) = Prob(coarse spiking) × Prob(fine spiking | coarse spiking).
(1.1)
The definition of coarse spiking is an important modeling choice and need not correspond to usual notions of coarseness. Once a definition of coarse spiking has been chosen, statistical modeling and inference focuses exclusively on the final factor in equation 1.1, the conditional distribution of fine spiking given coarse spiking. This is in contrast to the usual approach of basing statistical conclusions on the entire distribution of spiking. When appropriate, this refinement of focus provides striking statistical robustness by allowing any possible distribution for coarse spiking and not having to infer the details of this distribution from data. As such, STCI can be viewed as a type of semiparametric modeling and inference. The coarse-spiking factor is completely nonparametric, and the fine-spiking factor is possibly parametric. Figure 2 provides a schematic illustration of why STCI can be sensible for scientific and statistical questions about fine-precision spiking. STCI can be used for any type of statistical inference-for example, parameter estimation, confidence intervals, or hypothesis tests. In this letter, we develop the details only for a specific type of hypothesis test, namely, the null hypothesis that Prob(fine spiking | coarse spiking) is uniform, or maximum entropy. Loosely speaking, this null hypothesis corresponds to the idea that there is no additional precise spiking structure beyond what is implied by the observed coarse spiking structure. Algorithms for sampling from the null hypothesis correspond to spike train resampling algorithms, such as those illustrated in Figure 1 . The features of the original data that are preserved in the surrogate data are exactly the coarse spiking features used in equation 1.1.
Space-Time Bins and Coarsened Data
In this section we formally describe the family of allowable definitions of coarse spiking for STCI, along with some important special cases. This is certainly not the only useful family for conditional inference. For instance, both interval jitter and pattern jitter (Harrison & Geman, 2009 ) use equation 1.1, but only interval jitter is an example of STCI. Nevertheless, STCI should provide a template for developing other interesting uses of equation 1.1.
The main idea is that coarse spiking is essentially a blurring, or averaging, of the spike train, but that this blurring need not be a pure temporal blurring (as in interval jitter or Figure 2 ), but can involve spatial (for lack of a better term) blurring over subgroups of spike trains. Furthermore, the blurring need not be contiguous in either space or time but can, for instance, involve blurring within distinct neuronal subtypes that are not spatially proximate or blurring within distinct epochs of temporally separated trials. An important but subtle point is that we allow coarse spiking to refer simultaneously to multiple distinct types of blurring (see Figures 1E and 3E ). This allows us to flexibly probe the statistical dynamics of precise spiking in novel ways. Four of the five spikes from the second neuron are precisely synchronous (occur in the same 1 ms time bin) with spikes from the first neuron. (Bottom) Coarse-precision data. Identical underlying data as the top, but measured using 4 ms time bins (demarcated with light gray bars). Coarse time bins with spikes have black rectangles; the height of the rectangle corresponds to the number of spikes. The amount of precise synchrony is largely obscured in the coarse-precision data. Even if we are given complete knowledge of Prob(coarse spiking) in this case (i.e., we somehow know exactly the distribution of coarse-temporal spiking), then we are likely to still have great uncertainty about any processes that influence precise spike timing (i.e., about processes that largely affect Prob(fine spiking | coarse spiking). On the other hand, almost by definition, coarse temporal processes have little or no effect on Prob(fine spiking | coarse spiking), which in this case controls only the precise arrangement of spikes subject to the coarse-temporal firing rates and is influenced primarily by the fine temporal processes of interest. Statistical investigations of precise spiking can therefore focus on the conditional distribution of the precise arrangement of spikes in the top panel given the coarsely measured spiking in the bottom panel.
For concreteness we consider only data sets that are arranged like those in Figure 1A -neuron × time or trial × time-but this concreteness is easily relaxed. Figure 3 contains schematic illustrations of the key concepts. Define the fine-precision data to be X def = (X it : i = 1, . . . , N; t = 1, . . . , T ), where X it is the number of spikes from spike train i in time bin t. We assume that the time bins are all the same size, that they are a nonoverlapping partition of time, that each spike is assigned to exactly one time bin, and that they are small enough so that there is at most one spike in each time bin, making X an N × T binary matrix.
Consider the set of possible neuron-label/time-bin pairs, or equivalently, row index/column index pairs for the fine-precision data, namely, (We are using time to describe the horizontal axis and space to describe the vertical axis, although the semantic interpretations of the axes are mathematically irrelevant.) (A) The original data: the fine space-time bins, F , and the fine-precision data, X , with black indicating one (spike) and white indicating zero (no spike). The space-time binnings in panels A-D are partitions, which are easy to visual. (B) Left: A generic space-time partition with seven bins, outlined in dark gray. (The partition is chosen first, before observing the data. The unusually shaped bins are simply for illustrative purposes.) The fine space-time bins are faintly visible for comparison. Right: The corresponding coarsening, which is simply the spike count in each space-time bin. Shading indicates the spiking rates (spike count divided by space-time bin size; higher rates are darker) in each bin. This provides a useful visualization of the information contained in a coarsening. The pattern of spiking in a spacetime bin is otherwise obscured. (Compare the pattern, X ω 5 , to the coarsening, C ω 5 .) (C) An example of pure temporal coarsening, namely, TIME-for = 4. (D) The spatiotemporal coarsening ALL-for = 2. (E) A space-time binning that is not a partition, namely, TA-(4, 2), obtained by the combination of the coarsenings in panels C and D.
A space-time bin, say ω, is any nonempty subset of F . For example, we could consider the space-time bin ω = {(1, 8), (1, 9), (1, 10), (1, 11), (1, 12), (2, 9), (2, 10), (2, 11)}, which includes time bins 8 to 11 and neurons 1 and 2, but not all combinations of these (see ω 5 in Figure 3 ). In general, space-time bins need not be contiguous, so space-time bins such as ω = {(3, 5), (11, 2)} are perfectly acceptable. The only space-time bins used in the fine-precision data are the singleton spacetime bins of the form ω = {(i, t)}, which we call the fine space-time bins. Although we are using spatial terminology to refer to the row-indices in X , these need not index space in any meaningful way. If the rows correspond to repeated trials separated in time, then the row-indices are themselves temporal in nature.
For any space-time bin ω, we use X ω to denote the pattern of fineprecision spiking within ω, that is,
and we can summarize this pattern of spiking with the total spike count in ω via
This summary obscures the pattern of spiking in X ω , in effect, uniformly blurring the fine-precision data over ω. (Compare X ω 5 with C ω 5 in Figure 3 .) A space-time binning, say , is any collection of space-time bins that completely covers F , namely, = {ω 1 , . . . , ω m } such that ∪ i ω i = F . A spacetime partition is a space-time binning that is also a partition of F , meaning that any two space-time bins in the binning, , are disjoint, that is, ω, ω ∈ with ω = ω implies ω ∩ ω = ∅. If is a space-time partition, then X is equivalent to (X ω : ω ∈ ).
For any fixed space-time binning, , we define the coarsened data,
which contains the spike-count summaries of X for every space-time bin in . If is a space-time partition, then the coarsened data are simply a blurring of the fine precision data over the space-time bins in (see Figure 3B ). If we are given a data set x based on fine space-time bins, then we use C ω (x) and C (x) to denote its summary over ω and its coarsening or coarsened version over , respectively. Sometimes it is useful to emphasize that C ω (x) depends on only x ω by writing C ω (x ω ).
This letter heavily concentrates on a few simple classes of space-time binnings and the corresponding coarsenings. For fixed positive integers and b, define the set of temporal indices
which is a set of consecutive indices ending at b . Define the space-time partition
which are the space-time bins consisting of -length disjoint blocks of fine space-time bins for individual neurons. T def = T/ is the number of these blocks, which we conveniently assume to be an integer. (This assumption can be easily relaxed, for example, by making the final block shorter.) For example, C TIME-1 is identically X and C
TIME-
is exactly what one would obtain instead of X if the original fine space-time bins were times longer (in time). C TIMEis a pure temporal coarsening in that the label of each spike is preserved but the temporal resolution is blurred ( Figure 3C ). It is the temporal coarsening used by interval jitter. C TIME-T is equivalent to the row sums of X .
Similarly, for a fixed positive integer , define the space-time partition
which are the space-time bins consisting of -length disjoint blocks of fine space-time bins for all neurons simultaneously. C ALL-contains only the total number of spikes in each of these blocks summed over all neurons. C ALL-1 is a pure spatial coarsening in that the precise time of each spike is preserved, but the label of each spike is removed. C ALL-1 is equivalent to the column sums of X . For > 1, C ALL-is a spatiotemporal coarsening, blurring both the temporal resolution of spikes and obscuring the spike label (see Figure  3D ). C ALL-T is a single number reporting the total number of spikes in X. Okun et al. (2012) refer to C ALL- as the "population rate" using time bins of length . If the columns of X index repeated trials instead of distinct neurons, then C ALL-is the PSTH in -length bins. We can combine TIME-and ALL-to create the space-time binning
which is not a partition. The coarsening C TA-( , ) simultaneously provides the information in C TIME-and C ALL-(see Figure 3E ). For example, the special case of C TA-(T,1) gives the row sums and the columns sums of X. Algorithms for working with TA-( , ) are an important contribution of this letter. These algorithms build on recent innovations for sampling uniformly from the set of binary matrices with specified row and column sums .
Finally, we remark that there is nothing special about using a twodimensional matrix representation for X and the fine space-time bins. More generally, we require a collection of finest resolution bins F (which can be indexed in any way that happens to be experimentally relevant), the original binary data X recorded in these fine bins, and a collection of subsets that covers F , along with the corresponding coarsening C .
Resampling Algorithms That Preserve Coarsened Data
Fix a space-time binning and coarsened data c = C(X ) = C (X ) for some observed data X. We are interested in algorithms that can create surrogate data sets that have the same coarsening c but are otherwise maximally random. In particular, define the conditional probability mass function (pmf)
for all x and c, where η(c) is a normalization constant chosen so that each f 0 (·|c) is a valid pmf, namely,
In words, f 0 (·|c) is the uniform (or maximum entropy) distribution over all possible spike trains that have the same -coarsening as X. We are interested in algorithms that can sample from f 0 (·|c). Sometimes we write f 0 to emphasize the dependence on . If is a space-time partition, such as TIME-or ALL-, then generating a random observation Y from f 0 (·|c) is easy. In short, spikes are perturbed uniformly (or jittered) throughout their respective space-time bins (multiple spikes in the same fine space-time bin are prohibited). This procedure preserves the coarsening but is otherwise maximally random. More formally, to generate Y ω , we place c ω spikes uniformly at random in the fine space-time bins contained in ω. If there are |ω| bins in ω, then there are If is not a partition, meaning that some of the space-time bins overlap, then the situation is much more complicated. Generating a random observation from f 0 (·|c) may not be practical. In these cases, it may be possible to use more sophisticated techniques, such as importance sampling or Markov chain Monte Carlo (MCMC). (Further discussion of these approaches can be found in the appendix A.)
The only nonpartition space-time binning that we use in this letter is TA-( , ) for = k for some integer k > 1. Appendix A describes algorithms for generating resamples for this space-time binning, and Figure 1E shows some resampled data. These algorithms are among the key contributions of this letter. Our current software can efficiently generate exact uniform samples for the special case of = 1, particularly for small or for data sets with sparse spiking. The case = 1 includes as a subproblem the ability to generate uniform samples from the set of binary matrices with specified row and column sums, a celebrated problem in statistics, combinatorics, and theoretical computer science. The case of general is even more challenging, and we have developed importance sampling software that has excellent performance.
Spatiotemporal Conditional Inference
The remainder of the letter develops a statistical framework for using the resampling algorithms to carefully probe the nature of precise spike timing. In this section, we draw connections to conditional inference, and in section 5, we specialize to conditional hypothesis testing. The resampling algorithms above can be used to construct p-values for these hypothesis tests. In section 6, we present a sequential hypothesis testing framework that, in a certain sense, allows the data to determine the type of coarsening. And in section 8, we draw connections to parametric log-linear models, or maximum entropy models, which are popular contemporary models for spike train data.
Suppose p is a pmf for the data X . Then for any space-time binning and the corresponding coarsening C = C , we can always factor p as
where P denotes probability. The second equality holds because C is a function of X. The function g is the pmf for the coarsened data C, and the function f is the conditional pmf for the fine data X given the coarse data C. These functions can be derived directly from p via
where we take 0/0 = 0 and where 1{A} denotes the indicator function of the event A. Both f and g depend on the choice of , whereas p does not. Sometimes we write f and g for clarity.
For real data, p is not known, and we must use statistical techniques to learn about p from the data. Our uncertainty about p extends to uncertainty about both f and g, and in many cases we must use the data to resolve uncertainty about both. There are certain scientific questions, however, that pertain primarily to one of f or g but not both. For questions about precise spiking, it is particularly useful to focus only on f for an appropriately chosen space-time binning. If we restrict statistical inference to f only, which is called conditional inference (Reid, 1995) , then we can, in essence, allow g to be completely nonparametric and also avoid estimating it from data altogether. The resulting inferences will be robust to the distribution of the coarsened data, including distributions that have nonstationarity, trial-totrial variability, complex dependencies, and so on. Note that the choice of is a modeling choice, just like any other, and should be based on sensible neuroscientific assumptions.
This robustness of STCI to complexities in the distribution of the coarsened data is one of its strong benefits. There is a growing recognition among investigators that coarse-temporal spiking dynamics result from many unknown or unobserved influences, such as signals originating in sensory or feedback systems, or changes in the extracellular environment, that might vary irregularly in time and across trials and that could affect multiple neurons in unanticipated ways (Brody, 1998; Grün et al., 2002; Ventura et al., 2005b; Amarasingham et al., 2006 Amarasingham et al., , 2012 Churchland et al., 2007; Staude & Rotter, 2009; Louis et al., 2010; Cohen & Kohn, 2011; Kelly & Kass, 2012) . For some applications, STCI provides an attractive method for building models that can allow for this complexity.
STCI can be used for general statistical inference. In the remainder of this letter, we focus on a specific application that connects directly to the resampling algorithms developed in the previous section. In particular, we develop tools for testing the null hypothesis that f is uniform and for using the data to find for which this null hypothesis is true.
Testing for Fine-Precision Spiking
Fix a space-time binning of interest. Beginning with equation 4.1, we want to test the null hypothesis that f = f 0 , where f 0 is the uniform conditional pmf from equation 3.1:
for all x and c. For clarity, we sometimes write H 0 . For small time bins, so that X has binary entries, the null hypothesis H 0 captures the intuitive notation that the coarsened data C contain all of the interesting spiking dynamics. Under the null, the conditional arrangement of spikes given the coarsened data is the uniform distribution, which is maximally random and structureless. (Technically, H 0 seems most appropriate when has a subset that is itself a space-time partition, as is the case with all of the examples here.) For the special case of a pure temporal coarsening, Amarasingham et al. (2012) argue that the corresponding null hypothesis, H TIME-
0
, is a reasonable statistical formulation of the scientific hypothesis that there is no precise spike timing, which they call the interval jitter null hypothesis. The parameter controls the qualitative distinction between coarse and fine timescales.
For a given test statistic S, a p-value for the null hypothesis is the fraction of those data sets with the same coarsening as the original data that also give a value of the test statistic at least as extreme as the original data. Let Y be a random data set that satisfies the null hypothesis
The choice of S depends on the experimental context (see section 9). Notice that g, the distribution of C, never appears in this hypothesis test. It does not need to be modeled or estimated from the data. This striking invariance to coarse spiking is one of the key features of the conditional inference approach.
For some special choices of S and , the value of α(x) can be computed exactly (Amarasingham, 2004; Harrison, 2005 Harrison, , 2013 . More commonly, the value of α(x) will need to be approximated. Suppose that we have an algorithm that can generate independent and identically distributed (
. In other words, we can obtain a random sample from the conditional distribution of the fine precision data given the observed coarse precision data under the null hypothesis that the conditional distribution is uniform. A simple Monte Carlo p-value iŝ
This is the fraction of the Monte Carlo random sample, including the observation x, for which the test statistic is at least as large as it as is for x. For large n,α(x) will usually be an excellent approximation of α(x). Furthermore,α(X ) is itself a valid p-value, meaning that it can be used to construct hypothesis tests that appropriately bound the type I error rate. Formally, if H 0 is true and
for all ≥ 0 (see Davison & Hinkley, 1997; Harrison, 2012 Harrison, , 2013 . (Appendix A describes how to construct p-values for more complex Monte Carlo sampling schemes.)
Example 1a: Temporal Precision and Pairwise Synchrony: Exact p-Values.
Let the fine precision data, X , be the bottom two spike trains in Figure 4 (the two neurons with the highest firing rates; roughly 10 spikes/s each) over a 2 minute observation interval centered at seizure onset using 1 ms duration fine space-time bins (so that N = 2 and T = 120,000). We will use the space-time partition TIME-, which corresponds to interval jitter, and the test statistic S(x) def = t x 1t x 2t , which counts the number of precise (1 ms Harrison, 2013 , for details about how these numbers were computed exactly.) If we were trying to control the type I error rate at level 0.05, then we could safely reject the null hypothesis.
The scientific interpretation of a rejection of H TIME-100 0 is that the spike trains appear to have structure on timescales of roughly 100 ms or less. Although we used a test statistic that measured 1 ms precision synchrony, we do not conclude that spikes can be precisely timed to 1 ms. The primary interpretation of a hypothesis test is driven by the null hypothesis, not the test statistic. For STCI, the precision being tested is the precision of the space-time binning that was used to define the coarsened datain this case, a pure temporal coarsening with 100 ms bins. To further illustrate this important point, we can reduce to 25 ms and test H TIME-25 0 using the same test statistic. Now there are 3.835 × 10 3122 possible arrangements that preserve the coarsening (fewer arrangements than before because the finer coarsening imposes more constraints), of which 2.534 × 10 3122 have 57 or more precise alignments, giving a p-value of 0.661. The 25 ms temporally coarsened data can easily explain the occurrence of 57 precise synchronies without needing to postulate the existence of even more precise spike timing. Consequently, we do not have enough evidence to conclude that spikes are timed with precision below 25 ms. Since we tested two different null hypotheses in this example, we should control for multiple tests (see section 6.3).
Example 1b: Temporal Precision and Pairwise Synchrony: Monte Carlo p-Values.
Here we continue example 1a, but use Monte Carlo methods to approximate the p-values. This is not necessary, since we know the exact p-values, but we include it for comparison. We used n = 10,000 and obtained Monte Carlo p-values ofα TIME-100 (X ) = 0.0265 andα TIME-25 (X ) = 0.654 using equation 5.3, closely matching the target p-values that were computed exactly in example 1a. Figure 5 has more details.
Example 2a: Temporal Precision and Pairwise Synchrony: All Pairs.
This example is similar to examples 1a and 1b, except that we will use all N = 84 neurons and the test statistic
which is the average over all pairs of spike trains of the correlation coefficient (Pearson's r) between the pair of spike trains. (It is not our intention to suggest S as a good or even appropriate test statistic for some purpose. S was chosen for this example because it is simple and easily recognizable as a measure of precise correlation across the network.) We know of no efficient way to compute the p-value exactly. But it is trivial to compute a Monte Carlo p-value. Analogous to example 1b, we used a Monte Carlo sample size of n = 10,000 for each of = TIME-100 and = TIME-25, obtaining p-values ofα(X ) = 0.0001 in each case. (In each case, the original data set gave the most extreme test statistic among all of the resampled data sets.) Unlike examples 1a and 1b, now we can conclude that the pattern of spiking has structure on timescales of 25 ms or less.
Example 2b: Shared Influences on Precision.
Example 2a suggested sub-25 ms spiking structure in the seizure data, in the sense that the conditional distribution f TIME-25 (·|C(X )) is not uniform. But how is it structured? One explanation for this structure, particularly in light of the strong vertical banding observed in the rasters (see Figure 4) , is that the firing rates of all neurons in this recorded subpopulation are influenced by a common cause, perhaps a shared excitation or release of inhibition, or perhaps the collective dynamics of the local network create a rapid, shared coordination of spiking across all neurons. If so, this common cause may manifest itself within f TIME-25 primarily by additionally structuring the total number of spikes (i.e., the population rate) on sub-25 ms timescales, irrespective of neuron identity. In other words, it may primarily influence C ALL-for some < , in addition to the structure already present in C TIME-. As described in more detail in sections 6 and 7, we can use H for 1 < < has a complicated structure, and it is difficult to create efficient algorithms for generating Monte Carlo observations. Appendix A describes an algorithm that generates Monte Carlo observations from a more tractable probability distribution, say Q, that is close to the target uniform distribution. These observations can be appropriately reweighted according to equation A.2 to provide accurate p-value approximationsα Q that are themselves valid p-values (as was the case forα). We used this importance sampling procedure with = 25 ms and = 5 ms to generate n = 10,000 observations from Q, obtaining a Monte Carlo p-value ofα Q (X ) = 0.132. Once we have accounted for the individual 25 ms coarse-temporal firing rates (C TIME-25 ) and the shared 5 ms finetemporal population rate (C ALL-5 ), then the spiking patterns appear otherwise structureless, at least from the perspective of our precise correlation test statistic.
Exploring Different Types of Fine-Precision Spiking
In this section, we partially address the issue of using the data to the determine the space-time binning . For example, suppose we want to use the data to determine the jitter window width for interval jitter, which in our notation corresponds to choosing the value of for TIME-. The first thing to note is that there is not a correct or true value of without additional assumptions, since the decomposition in equation 4.1 is valid for any , that is, valid for any C = C TIME-. If we assume that f is uniform, however, then equation 4.1 will be valid only for certain , depending on the distribution of the data, and we can use the data to learn which do and do not make the assumption valid. We are, in effect, using the data to discover the precision of neural spiking.
The setup is again hypothesis testing, but instead of testing a single null hypothesis, say, H TIME-8 0 , we are testing a family of null hypotheses, say, (H TIME-0 : = 2, 4, 8, . . . , 64), in order to determine which ones are true and false. The purpose of this section is to describe a sequential testing procedure that is much more powerful than individually testing all of the null hypotheses and generically controlling for multiple comparisons. We introduce the key terminology in section 6.1, describe the procedure in section 6.2, and address multiple testing in section 6.3. Returning to the interval jitter illustration, we are not trying to find the right so that we can then use interval jitter with this ; rather, we are using interval jitter with many different to determine which seem to match the data and which do not.
Refinements of Space-Time Binnings.
Consider two space-time binnings and . We say that is a refinement of if every space-time bin in can be decomposed as a partition of space-time bins from . (Formally, for each ω ∈ , there exists k ≥ 1 and ω 1 , . . . , ω k ∈ such that ∪ k j=1 ω j = ω and ω j ∩ ω = ∅ for j = .) The simplest case of a refinement is when ⊆ , because then for each space-time bin in , we can simply choose the identical bin in (i.e., the trivial partition into a single piece). The following relationships hold among our special space-time binnings. Let j, k ≥ 1 be positive integers. ALL-is a refinement of ALL-j . TIMEis a refinement of TIME-j , of ALL-k , and of TA-( j , k ). TA-( , ) is a refinement of TIME-j , of ALL-k , and of TA-( j , k ).
If is a refinement of , then has smaller space-time bins. If the null hypothesis H 0 is true, meaning that the distribution of the data appears structureless within the space-time bins of , then it should also be structureless in the smaller bins of . In particular, H 0 should be true. This reasoning is correct, as the next theorem shows. A proof of theorem 1 can be found in lemma 2 in appendix B. Corollary 1 follows from the theorem by defining = ∪ , which is always a refinement of , since ⊆ ∪ . These results are particularly useful in the next section, where we discuss successive testing.
When testing H 0 , if we fail to reject, then there is no need to further test H 0 for any refinement of . We can invoke theorem 1 and fail to reject H 0 as well. This does not mean that the p-values of a test of H 0 will be larger than those of H 0 , although in practice this is often the case. The tests may have different power, and it is possible that an actual test of H 0 would lead to a rejection even though a test of H 0 did not. This is rare, however, and it is usually not worth the penalty of performing an additional test (see the discussion of multiple testing adjustments in section 9). Similarly, if we reject H 0 , then we can invoke theorem 1 and reject H 0 for all those for which is a refinement of . We do not need to perform the tests or correct for them with multiple testing adjustments. These additional rejections come not from multiple tests but from the logical structure of the null hypotheses as described in theorem 1. Figure 6 illustrates the logical structure of the null hypotheses.
Testing Successive Refinements.
Consider testing H 0 . If we fail to reject, then there is no need to test H 0 for any refinement of (see theorem 1). The data appear structureless beyond the structure present in C and there is no need to continue looking for even finer structure. On the other hand, if we reject H 0 , suggesting that there is finer structure in the data, we may wish to explore further and test H 0 for some refinement of . This section discusses some equivalent ways of thinking about this type of successive testing.
The most direct way to think about testing successive refinements is as follows. We have a sequence of successively finer space-time binnings 1 , 2 , . . . , r , where each j+1 is a refinement of j . Beginning with 1 , the coarsest binning of interest, we sequentially test each H j 0 until we fail to reject, and then we stop. If r is sufficiently fine-for example, if each {(i, t)} ∈ r , so that H r 0 is trivially true-then we will reject when j = r, if not sooner. The last j for which we reject, say, j * , reveals the finest structure that we were able to detect. It is this rejection of This method of successive testing-starting with the coarsest binning and stopping with the first failure to reject-automatically controls for Figure 6 : Logical structure of the null hypotheses. The box contains the set of all probability distributions for the data. and are space-time binnings, and is a refinement of , meaning it has finer space-time bins. The probability distributions that are consistent with H 0 are within the large circle. Within this subset of probability distributions is an even smaller subset consistent with H 0 , as shown with the small circle. If H 0 is true, meaning that the probability distribution governing the data is within the small circle, then that distribution is necessarily within the large circle, meaning that H 0 is also true. This relationship is stated formally in theorem 1. The diagonal ellipse shows the structure of the null hypotheses when specialized to log-linear models, or maximum entropy models, as described in section 8. The ellipse contains the distributions that are consistent withH 0 . The intersection ofH 0 and H 0 is exactlyH 0 . The relationships regarding log-linear models are stated formally in theorems 4 and 5. multiple tests in that the sequence of null hypotheses, H 1 0 , . . . , H r 0 , behaves like a single hypothesis test. Section 6.3 discusses this feature in more detail.
Another equivalent way to think about testing successive refinements applies the conditional inference perspective in equation 4.1 to successive conditional distributions of p. This was the rationale that we used to motivate example 2b. As before, we begin with the coarsest binning of interest, 1 . If we reject H 1 0 , then we believe f 1 is not uniform. To further probe how f 1 is not uniform, we can choose a new binning and apply the same style of factorization from equation 4.1 to f 1 (·|C 1 ) rather than to p(·). Formally,
(6.1)
Our hypothesis testing perspective suggests we should now test to see if P X C , C 1 is uniform in order to explore whether the information in C can account for the nonuniformity originally detected in f 1 . Notice, however, that (C , C 1 ) is equivalent to C ∪ 1 , so testing if P(X |C , C 1 ) is uniform is equivalent to testing if P(X |C The intuitive reason for this theorem is that C can be uniquely determined from C , so combining C and C into C ∪ provides no additional conditioning information beyond what was already in C . To see that C can be determined from C , note that for each ω ∈ , we can express
where {ω 1 , . . . , ω k } is a partition of ω chosen from . A proof of theorem 2 can be found in lemma 3 in appendix B. Returning to our two questions, in light of theorems 1 and 2, we see that (1) if is itself a refinement of 1 , then defining 2 = is equivalent to defining 2 = ∪ 1 ; and (2) it is not useful to choose 2 so that 1 is also a refinement of 2 (meaning they are each refinements of the other), nor is it useful to choose to be coarser than 1 (which again makes 1 a refinement of 2 ), because then testing H 2 0 is equivalent to testing H 1 0 .
Adjusted p-Values for Testing Successive Refinements.
When testing multiple hypotheses, one should appropriately adjust the p-values. Section 9 cautions about testing multiple hypotheses without proper adjustment of p-values in general contexts. In this section, we consider multiple testing in the special case of testing successive refinements, for which the logical structure of the null hypotheses can be used to provide adjusted p-values that are much less conservative than more generic approaches, such as Bonferroni corrections.
Consider two space-time binnings and with p-values α(X ) and α (X ) for the respective null hypotheses H 0 and H 0 ; further suppose that is a refinement of . Suppose that we are testing at level , so that we reject only when a p-value is less than or equal to . The usual Bonferroni correction would be to change the level to /2 or, equivalently, to test at level using the adjusted p-values 2α(X ) and 2α (X ). In the sequential testing framework from the previous section, however, we test H 0 only after a successful rejection of H 0 . So the only way to reject H 0 is to have both α (X ) ≤ and α (X ) ≤ . An equivalent way to view this is to test at level using the original p-value for H 0 and an adjusted p-value of max{α(X ), α (X )} for H 0 . It turns out that this provides the same guarantees as the Bonferroni correction because of the logical structure of the null hypotheses described in theorem 1. 
This is a special case of the closed testing procedure of Marcus, Eric, and Gabriel (1976) . For completeness, lemma 4 in appendix B contains a simple proof. The theorem only requires α j (X ) to be a valid p-value, so either of the p-values in equations 5.2 or 5.3 will work. Rejecting those hypotheses for which the corresponding α + j (X ) ≤ is equivalent to the sequential testing procedure in the previous section using level . , then our chance of making even a single type I error is at most 5%.
Special Cases
In this section we provide some intuitive discussion of the space-time binnings TIME-, ALL-, and TA-( , ), which are used in Figure 1 and several of the examples. These special cases are also discussed in section 8.2 in the context of maximum entropy models, or log-linear models. TIME-corresponds to interval jitter and is useful for investigating precise spike timing in the context of arbitrary but slower modulation in spiking rates. Rapid fluctuations in population rate (Okun et al., 2012) are a potential source of precise spike timing. Population rate is measured by C ALL-. Combining TIME-and ALL-gives TA-( , ), which can be used to investigate additional types of precise spiking in the context of both slower modulations in spiking rates and potentially rapid modulations in population rate.
7.1 TIME− . Using = TIME-is called interval jitter. Interval jitter is extensively reviewed in Amarasingham et al. (2012) . Since it is based on a pure temporal coarsening, it can be used to probe the temporal precision of spiking and, in particular, testing for the existence of fine temporal structure in the pattern of spiking. The parameter controls the qualitative distinction between fine and coarse timescales in the interpretation of interval jitter. Since timescale is not a precisely defined term, the exact numerical value of should not be overinterpreted. As mentioned in section 6.1, TIME-is a refinement of TIME-j for any positive integer j, so if H TIME-j 0 is true, so is H TIME-0 . Intuitively, if there is no structure to the pattern of spiking within large time bins, then there can be no structure within smaller time bins. Testing a sequence of successive refinements such as TIME-2 r , TIME-2 r−1 , . . . , TIME-2 can be used to find the finest precision of spiking supported by the data. Figure 1D shows resamples under H TIME-0 . Examples 1a to 1c and 2a use TIME-.
7.2 ALL− . Using = ALL-conditions inference on a spatial and temporal coarsening of the data. Like TIME-, spike times are blurred over -length windows, but unlike TIME-, the identities of spikes (meaning which spike train they originally belonged to) are not preserved. Since TIME-is a refinement of ALL-, a rejection of H , suggesting that the temporal precision of spiking is less than . We may want to probe the nature of this precise spiking further. One approach, of course, is to test H TIME-0 for some < , which simply probes the data at an even finer precision. An intermediate step, however, is to first test whether the fine precision spiking is consistent with H ALL-0 . As described more fully in section 6.2, the way to carry out this successive testing is to simply test the original data using H TA-( , ) 0 , which asks whether the fine precision spiking can be explained by the additional information in C ALL-, beyond what was already explained by C TIME-. Figure 1E shows resamples under H TA-( , ) 0 . The interpretation of H TA-( , ) 0 for < derives from this successive testing perspective of the previous paragraph. There are potentially many types of precise spike timing, some of which primarily influence C ALL-. Recall that C ALL-is the the overall activity of the recorded ensemble, or the population rate, when different spike trains correspond to different neurons, and it is the PSTH when different spike trains correspond to different trials. If a test of H TIME-0 -interval jitter-detects precise spike timing, then it may be detecting fine temporal structure in C ALL-. Testing H TA-( , ) 0 can help the investigator decide if processes influencing only C ALLare sufficient to explain the precise timing detected by interval jitter. A failure to reject H TA-( , ) 0 means that the temporal coarsening, C TIME-, and the ensemble activity, C ALL-(or the PSTH for repeated trials), can account for the patterns of spiking in X. A rejection of this null hypothesis suggests the existence of fine temporal processes beyond those that influence only coarse temporal dynamics and total ensemble activity (or PSTH). Examples 2b and 2c above use TA-( , ).
is easiest to use when = k for some k > 1 so that the boundaries of the space-time bins used for the temporal coarsening, namely, those bins in TIME-k , align with the boundaries of the bins used for the finer spatiotemporal coarsening in ALL-. This has important computation advantages, as described in appendix A. Testing H TA-( , ) 0 for ≥ is of little interest, since, intuitively, there is no additional information in C ALLbeyond that in C TIMEwhen ≥ . C ALL-is more blurred, so to speak, than C TIMEwhen ≥ . This is formally true when = k for some integer k ≥ 1, in which case, H TA-( ,k ) 0 is equivalent to H TIME-0 (see theorem 2).
Maximum Entropy Models
This section connects the null hypothesis H 0 to more classical, parametric statistical models of spike trains, namely, log-linear models (Agresti, 2007; Amari & Nagaoka, 2000) , sometimes called maximum entropy models. Log-linear models are popular contemporary models for spike train data (Gerstein, Bedenbaugh, & Aertsen, 1989 & Grün, 2012) . We begin with the abstract framework and then use special cases to build intuition.
Coarsened Data as Sufficient Statistics in Log-Linear Models.
Suppose that the distribution of the data can be factored as
for all x and for some β = (β it : i = 1, . . . , N; t = 1, . . . , T ) ∈ (0, 1) N×T . This model says that given β, all time bins across all spike trains are mutually independent Bernoulli random variables with the probability of a spike in time bin t of spike train i given by β it . This inhomogeneous Bernoulli process model is the discrete-time equivalent of an inhomogeneous Poisson process model. The Bernoulli process formulation in equation 8.1 can be equivalently written as a log-linear model, or a maximum entropy model, by transforming β into θ via
so that
where κ(θ)
is the normalization constant. The models in equations 8.1 and 8.3 are equivalent, only parameterized differently.
In this letter, it does not matter whether we conceptualize θ or β as a collection of deterministic parameters or as a random process. When the parameters are random, the resulting model on X (obtained after averaging over the random parameters) is a mixture of inhomogeneous Bernoulli processes, which is the discrete-time equivalent of a Cox process or a doubly stochastic Poisson process. The terms log-linear model and maximum entropy model are most frequently used when the parameters are deterministic.
For a space-time binning, , define the null hypothesis:
ω for all i, t, and someθ = (θ ω ∈ R: ω ∈ ). (8.4)
Instead of explicitly specifying each component of θ, we specify a smaller set of parameters inθ (one parameter per space-time bin) and use these to determine θ through the constraints specified in the null hypothesis in equation 8.4. One way to interpret this null hypothesis is that each spacetime bin, ω, contributes a constant, additive effect to each of its log-linear model parameters, that is, to those θ it with (i, t) ∈ ω. UnderH 0 , the loglinear model in equation 8.3 becomes
whereκ is a normalization constant. Using statistical terminology, the null hypothesis is that the coarsened data are the sufficient statistics of the log-linear model. Our STCI framework can be used to testH 0 . In particular, a rejection of H 0 using STCI implies a rejection ofH 0 . A formal proof of theorem 4 can be found in lemma 1 in appendix B.
It is important to note that H 0 andH 0 are not equivalent. A rejection of H 0 is a rejection of bothH 0 and a much larger class of models. Log-linear models satisfyingH 0 are not the only class of models that satisfy H 0 . STCI is much more general. In particular, STCI makes no assumptions at all about g , the distribution of the coarsened data C , whereasH 0 contains many implicit assumptions about g . Figure 6 provides a schematic illustration.
Although H 0 andH 0 are not equivalent, everything in section 6 about refinements continues to hold if H 0 is replaced byH 0 , the key result being the next theorem. H 0 is easier to state and interpret in the special case when is a spacetime partition, in particular, H 0 : θ it =θ ω for all i, t, ω with (i, t) ∈ ω and someθ (when is a partition).
The null hypothesis can be equivalently formulated in terms of spiking probabilities as H 0 : β it =β ω for all i, t, ω with (i, t) ∈ ω and someβ (when is a partition).
For a partition, the null hypothesis is that the probability of spiking given θ (or β) is constant within each space-time bin of the partition . If we conceptualize spike trains as independent inhomogeneous Bernoulli processes (or mixtures of such processes), then the null hypothesis that the spiking probabilities do not vary within the space-time bins of can be tested by our conditional inference framework. Although it seems unlikely that these null hypotheses are exactly true, as long as these parameters vary little within the space-time bins, then this piecewise constant assumption will be an excellent approximation.
The point of this section was to show that STCI can be used to test hypotheses about whether the parameters of a first-order log-linear model have certain properties relating to space-time binnings. A rejection of these hypotheses can be interpreted as a statement about the parameters or about the underlying modeling assumptions in equation 8.1 or 8.3. This latter interpretation is common. For example, the first-order log-linear model in equation 8.3 could be tested against a higher-order model that allows interactions between spikes. (The basic model in equation 8.1 or 8.3 is universal if the parameters are unconstrained and cannot be tested directly without some type of additional constraints, such as those provided byH 0 . For example, choosing each β it close to the corresponding x it -a high probability of spiking where we observe a spike and a low probability where we do not-gives a choice of β that always provides a good fit to the data.) Conditional inference has a long history within statistics for constructing exact tests of log-linear models (Agresti, 2001; Reid, 1995) . (See Gütig et al., 2003 , for a neurostatistics example that illustrates how to use conditional inference, at least in principle, to test for higher-order interactions in a temporally stationary gth-order log-linear model.)
Parameterizations for Special
Cases. In this section we specializẽ H 0 to the space-time binnings from section 7. Recall that TIME-
For these space-time binnings, the corresponding log-linear model null hypotheses arẽ (8.8) for all i and t and for some ν ∈ R N×T and ξ ∈ R 1×T . Each of these null hypotheses presupposes the basic log-linear model framework of equations 8.1 to 8.3. For example,H TA-( , ) 0 corresponds to the log-linear model
Within this framework, the null hypotheses control the precision of spiking by putting constraints on the allowed variation of the model parameters, θ, or equivalently, by putting constraints on the allowed variation of the probabilities of spiking, β. for all i and t and for some μ ∈ (0, 1) N×T . Loosely speaking, each spike train's firing rate is piecewise constant with -length pieces, which should be an excellent approximation to an even larger class of models with firing rates that vary slowly on -length timescales. The ν in equation 8.6 is related to the μ in equation 8.9 via ν ib = logit μ ib .
ForH in equation 8.6, θ can vary arbitrarily across coarse -length bins (the jitter intervals) but not within these coarse bins and across spike trains. The common value of θ within the coarse bins is specified by ξ. Translating the null hypothesis into a statement about the spiking probabilities gives the equivalent formulation, is that for a given slice of time, the former requires all spike trains to share the same probability of spiking, whereas the latter allows each spike train to have a different probability of spiking. . Usually we imagine that is small so that this shared component allows for rapid changes in firing rate, as long as the changes are shared across all spike trains. The second component (ν) varies on -length timescales but is not shared across spike trains, analogous toH TIME-
0
. The only interesting case is when > , so that the components of individual variation cannot change as rapidly as the shared-variation component; otherwise we can subsume the shared variation into the individual variation. Transforming the constraints on θ into equivalent constraints on β gives (8.11) for all i and t and for some λ ∈ (0, ∞) N×T and some γ ∈ (0, ∞) 1×T , where the parameters in equations 8.8 and 8.11 are related by λ ib = exp(ν ib ) and γ d = exp(ξ d ). At first glance, the constraints on the spiking probabilities in equation 8.11 are much less intuitive than the equivalent constraints on the log-linear model parameters in equation 8.8. For some intuition, consider the case where the entries of β are small (close to zero), as one might expect for small time bins. In this case, the constraints in equation 8.11 become
so we can interpret the original constraints as roughly multiplicative: the spiking probabilities consist of slowly varying components, which can be different for each spike train and can vary arbitrarily across -coarse time bins, multiplied by a shared, perhaps rapidly varying component, which can vary arbitrarily across finer -coarse time bins but is shared by all spike trains. Shared multiplicative variation has been considered by several authors as a statistical model for correlation between spike trains (Ventura, Cai, & Kass, 2005a; Kelly & Kass, 2012) and is also typical in generalized linear models for conditional intensity functions where correlations are explained by neuronal interactions and common sensory stimuli and behavioral covariate inputs (Truccolo, Eden, Fellows, Donoghue, & Brown, 2005; Pillow et al., 2008; Truccolo et al., 2010) . (As a formal constraint, multiplicative variation is cleaner when applied to the intensities of continuous time point processes, since the intensities are not constrained to take values between zero and one like the spiking probabilities of a discrete-time zero-one process. That the spiking probabilities can never exceed one partly explains the unusual appearance of equation 8.11.) Under what types of models would such variation in spike counts be typical? For example, can the variation be explained by an inhomogeneous Bernoulli process model without trial-to-trial variability, meaning that each X it is an independent Bernoulli random variable with probability of spiking given by an unknown parameter τ t that can vary arbitrarily in time (t) but is shared across all trials (i)? This class of models is exactlyH ALL-1 0 (see equation 8.10).
We tested H ALL-1 0 using the data from the top right panel of Figure 1 and the test statistic
which is the sum of the squared spike counts from each trial (equivalent to using the variance of spike counts across trials, in this case). The Monte Carlo p-value using n = 10000 wasα(X ) = 0.0001. Since a rejection of H ALL-1 0 implies a rejection ofH ALL-1 0 (see theorem 4), we can conclude that from the perspective of inhomogeneous Bernoulli process models, the monkey data exhibit trial-to-trial variability. (The notion of trial-to-trial variability has been used within the context of many different models, not just the inhomogeneous Bernoulli process model in this example.)
Statistical and Experimental Interpretations
Modern neurophysiologists require a suite of statistical tools to interrogate increasingly larger and more complex data sets. STCI is one such tool that can be used to probe the structure of neural spiking patterns, perhaps revealing clues about collective neural dynamics. As with all other statistical models and methods, however, proper use requires a careful understanding of the method's assumptions and limitations. In this section, we discuss some of the issues that can arise when using our hypothesis testing framework. As mentioned later in the discussion, STCI is not limited to hypothesis testing, and some of the concerns discussed here may be alleviated in future work that extends the framework to more complete inferential settings.
A rejection of the null hypothesis is a rejection that f in equation 4.1 is uniform. In particular, a small p-value, α(X ), is statistical evidence that the pattern of precise spiking in the observed data, X, is more likely than the pattern of precise spiking in other hypothetical data sets having the same coarsening, C(X ). As with all statistical procedures, relating this statistical evidence to a given scientific problem requires great care, and investigators might reasonably disagree about the appropriateness of certain experimental conclusions. The most benign conclusion from a rejection of the null hypothesis is that there are processes that structure the precision of spiking beyond what is implied by C. The nature of these processes and details about their biological or scientific importance are left unspecified. In principle, the choice of test statistic, S, provides some additional evidence about the nature of these processes. For example, if S measures precise synchrony, then a rejection of the null hypothesis suggests that these processes promote patterns of spiking with more precise synchrony over those with less precise synchrony. Again, the nature of these processes and whether synchrony plays some biological role are not addressed by the hypothesis test. Any number of processes that contribute to fine precision spiking, including processes seemingly unrelated to synchrony, might promote patterns with more precise synchrony by happenstance.
One of the most common classes of processes that might contribute to fine precision spiking are those that influence the fine-temporal autocorrelation of spike trains, such as processes that create refractory periods and bursting. Some aspects of the short absolute refractory period are automatically enforced by our framework since it prevents multiple spikes in a fine space-time bin. Other types of self-excitation or self-inhibition are not included in any of our null hypotheses, however, and it is always possible that a rejection of the null hypothesis results from fine-temporal autocorrelation structure. This is not an incorrect rejection, since spiking patterns are indeed finely structured, but in many contexts, it is not what an investigator intends. That our hypothesis testing framework cannot explicitly rule out fine-temporal autocorrelation structure as the source of a rejection is one of its main limitations. This limitation can be alleviated somewhat by using test statistics that are robust to violations of uniformity in the fine-temporal autocorrelation structure, and by using complementary methods, such as pattern jitter (Harrison & Geman, 2009) , to verify that the observed autocorrelation structure is not a source of concern. Nevertheless, our hypothesis testing framework is likely inappropriate in settings with strong fine-temporal autocorrelation structure for which the investigator wishes to explore other types of fine-precision spiking patterns. We revisit this point below when we discuss future work.
A failure to reject the null hypothesis means that there is a lack of statistical evidence that f is not uniform. Often this is interpreted experimentally as a lack of evidence for processes that create fine precision spiking. This lack of evidence could mean that there are no such processes, or it could mean that the processes exist but the hypothesis test is not powerful enough to detect them. Lack of power can result from many overlapping reasons, including (1) the processes create a weak signal, (2) the test statistic, S, is inappropriate for detecting the signal created by these processes, (3) there is insufficient data to detect these processes, or (4) conditioning on C does not leave enough residual variability in spiking in order to have a meaningful hypothesis test, which we call overconditioning. An extreme case of overconditioning is when the value of C(X ) completely determines X, so that there are no other hypothetical data sets with the same coarsening as the original data, that is, η(C(X )) = 1. In this case, α(X ) = 1, and we cannot reject the null hypothesis.
It is frequently the case that one performs many hypothesis tests because, for example, there are multiple experimental conditions that are analyzed separately, or because one wishes to explore multiple space-time binnings, , or multiple test statistics, S. There are two dangers to avoid here. The first is the well-known danger of multiple hypothesis testing: many hypothesis tests will lead to some small p-values even if all of the hypothesis tests are true. Multiple hypothesis tests should always be reported and the p-values corrected to ensure appropriate interpretations (Lehmann & Romano, 2005) . For example, one can use the Bonferroni correction to ensure that the familywise error rate is controlled at the stated level. The second danger results from misinterpreting the pattern of rejected and accepted hypotheses as evidence for underlying changes in the processes that control precise spike timing. As we just noted, there are many potential causes for failing to reject a null hypothesis. A particular pattern of rejected hypotheses could result from any combination of these causes. For example, rejecting the null hypothesis in experimental condition A but not in experimental condition B is not always compelling evidence that there is more precise spiking in condition A than in condition B. It may be that the coarsened data, that is, the observed C, in condition B does not provide enough power for detecting precise spiking, even though the same processes governing precise spiking are at work in both conditions. Nevertheless, it seems to be common practice to scientifically interpret the pattern of accepted and rejected null hypotheses.
Our favorite uses of this type of hypothesis testing are as an aid to model selection and as a check against model misspecification. In the first use, one varies the space-time binning, , in order to gain an understanding of the degree of spiking precision in a given system. This then informs the design of the precise spiking components of more complete statistical models for the data. For example, one might vary the parameter (the jitter window width) in tests of H TIME-0 (interval jitter) to understand the degree of temporal precision in spike timing that needs to be captured by a parametric statistical model.
In the second use, one begins with a statistical procedure that results in some conclusion about the degree of spiking precision and then uses the numerical output of this procedure as the test statistic, S, for testing a null hypothesis, H 0 , that cannot have the same degree of precision. A failure to reject is evidence of model misspecification. For example, consider using a pairwise log-linear model to estimate a parameter, say σ , that controls millisecond precision synchrony and that this estimate is large, meaning that there seems to be a lot of synchrony. As a sanity check against model misspecification or systematic estimation errors, the spikes are perturbed uniformly (jittered) using a pure temporal binning, say, TIME-, and the entire estimation procedure is repeated. If the estimated value of σ now becomes much smaller, we are reassured that σ is capturing the effects of precise spike timing as intended. If, however, the estimated value of σ remains high, this is strong evidence that σ is not measuring precise spike timing, since there can be no precise timing in a temporally jittered data set, but rather, the high value of σ can be explained entirely by the coarse temporal spiking. In this latter case, there is something wrong with our log-linear modeling approach. Usually this procedure would be repeated many times to compare the original estimate of σ to a collection of estimates obtained from artificial data. Formally, the estimator of σ becomes the test statistic, S, in our conditional inference hypothesis test of H TIME-0 . Finally, we repeat the well-known caution that statistical significance and scientific significance can be misaligned. Scientifically irrelevant deviations from a statistical null hypothesis may lead to tiny p-values, particularly in large data sets. Hence, hypothesis testing is best used in conjunction with carefully chosen test statistics that are tailored to sensible alternative hypotheses, along with other procedures designed to quantify the experimental relevance of any detected departure from the null hypothesis. In the absence of a complete statistical model for alternative hypotheses, Amarasingham et al. (2012) and Harrison, Amarasingham, and Kass (2013) suggest choosing test statistics that have physiologically interpretable units (such as the number of synchronous spikes per second) and then quantifying the difference between the observed test statistic and its expected value under the null hypothesis. A negligible difference, regardless of whether the difference is statistically significant, may suggest that the detected amounts of precise spiking are of little physiological importance.
Discussion
This letter introduces STCI and specializes it for hypothesis tests concerning the spatiotemporal precision of neuronal spiking patterns. This work arose out of our attempts over many years to extend jitter-style resampling methods to more complex settings, such as those exemplified in Figures 1 and  4 . The intuition underlying the null hypothesis H TA-( ,1) 0 , which combines interval jitter with a constraint that preserves the instantaneous population rate (for multiple neurons) or the unsmoothed PSTH (for multiple trials), has been of particular interest. Both we and others (Furukawa & Middlebrooks, 2002; Harrison, Amarasingham, & Geman, 2007; Smith & Kohn, 2008) have proposed resampling algorithms targeting this intuition, but these algorithms are lacking in that they are not statistically well formulated, they allow multiple spikes from the same neuron at the same time, and the accompanying resampling procedures are not appropriately uniform. A notable exception is the rasters marginals model in Okun et al. (2012) , which can be interpreted as properly testing H TA-( ,1) 0 for the special case of = T and restricted to test statistics that are invariant to permutations of time bins. STCI improves on and unifies all of these efforts within a common and much more general statistical framework.
STCI is itself a special case of the general principle of conditional modeling and inference formalized in equation 4.1, which is valid for arbitrary conditioning statistics C, not necessarily the space-time coarsenings described in section 2. There are likely other families of statistics that would lead to other useful frameworks. Pattern jitter is a step in this direction (Harrison & Geman, 2009; Amarasingham et al., 2012) . In this regard, STCI can be viewed as a template for developing other frameworks that, like the framework here, share common computational and statistical considerations among a family of restricted conditioning statistics. Although one could formulate an abstract theory that includes arbitrary conditioning statistics, there is little to say beyond equations 4.1 and 5.1 and the lemmas in appendix B, which are stated in abstract terms.
Finally, we emphasize that conditional inference is not restricted to hypothesis testing (Reid, 1995) . The primary appeal of conditional inference is that the methods are robust to the distribution g of the conditioning statistic C. This robustness, which is increasingly important as neuroscience generates ever larger and more complex data sets, is true for hypothesis testing but also for other procedures like parameter estimation. By modeling the conditional distribution f with some statistical family, one can in principle estimate properties about precise spiking patterns, as opposed to just testing whether the patterns appear uniform. By moving away from the uniform distribution, one can also adjust for spiking patterns that are of little experimental interest but cannot be conditioned away, such as the precise autocorrelation structure for STCI. In future work, we plan to extend STCI beyond hypothesis testing, combining it with modern spike train models in order to robustly quantify the statistical structure of detected neuronal spiking patterns.
Appendix A: Monte Carlo Appendix
A.1 Monte Carlo p-Values. Monte Carlo approximation of p-values is an important topic in statistics. Here we briefly mention three common approaches that can be used when the null hypothesis specifies a unique distribution P (possibly data dependent) under which to compute p-values. For STCI, P will be f 0 (·|c) where c is the known coarsening of the original data. Conditional inference is one of the most common ways to reduce a large, composite null hypothesis to a single distribution; bootstrap hypothesis testing is another. The target p-value is α(X ) defined by
where S is a test statistic and the probability and expectation are over a random variable X that has distribution P. The p-value has the important property that
for all ≥ 0, whenever X has distribution P, so rejecting the null hypothesis when we observe α(X ) ≤ has at most chance of error (type I error). If α(X ) cannot be computed exactly, then we can approximate it with somê α(X ). We not only wantα(X ) ≈ α(X ), but we also wantα(X ) to satisfy equation A.1 when the null hypothesis is true, which means thatα(X ) is itself a valid p-value. Using valid p-values, as opposed to just approximations of p-values that are not themselves valid, is always important when applying multiple testing corrections, which are sensitive to small approximation errors, or when using importance sampling or MCMC, both of which can have large approximation errors that are difficult to diagnose. The first method is direct sampling, which we described in section 5. For direct sampling, we obtain i.i.d. observations Y 1 , . . . ,Y n from P and compute the approximate p-value,
which is a valid p-value for any n and hasα n (x) → α(x) as n → ∞. (For a discussion ofα, see Davison & Hinkley, 1997; Harrison, 2012 Harrison, , 2013 For importance sampling we obtain i.i.d. observations Y 1 , . . . ,Y n from a distribution Q whose support includes the support of P, meaning that any set A with P(A) > 0 also has Q(A) > 0. The approximate p-value is defined byα
where w(y) = P(y)/Q(y) is called the importance weight function. This definition is for the discrete case where P and Q are pmfs, but it can be generalized to arbitrary distributions. Importance sampling is analogous to the direct sampling approximation, except that the Monte Carlo observations are reweighted by their self-normalized importance weights. Note that the original observation is again included among the resamples and that its importance weight is included when computing the self-normalized importance weights. For the special case where Q ≡ P, that is, the special case of direct sampling, then w ≡ 1 and the importance sampling approximation is identical to the direct sampling approximation. In many cases, w is known only up to a constant of proportionality, meaning that we can compute a functionw(y) with the known property thatw(y) = κw(y) for all y, but for which the value of κ is unknown and cannot be efficiently computed. In this case, we can still computeα Q by usingw in place of w, because the unknown κ cancels in the numerator and denominator of equation A.2. As beforeα Q (X ) is a valid p-value for any n and hasα Q,n (x) → α(x) as n → ∞. (For a discussion ofα Q , see Harrison, 2012 Harrison, , 2013 For MCMC we first choose a random number D uniformly from the set {0, 1, . . . , n} and then, given D, independently obtain a sequence of n + 1 observations
from an ergodic Markov chain whose unique stationary distribution is P, conditioned on the event Y 0 = X. This is usually done by starting the desired Markov chain at Y 0 = X and running it both forward and backward in time for the designated number of steps in each direction. The approximate p-value is defined bŷ
which is a valid p-value for any n and hasα MC,n (x) → α(x) as n → ∞. (For a discussion ofα MC , see Besag & Clifford, 1989.) A.2 Monte Carlo Sampling for Generic Space-Time Binnings. In section 5 we discuss sampling from f 0 (·|c) for a space-time partition. If is not a partition, then the situation is much more complicated. In some cases, the next theorem can help simplify things.
Theorem 6. Suppose Ω is a space-time binning and Ω is a space-time partition with the property that each ω ∈ Ω is a subset of some ω ∈ Ω . If X satisfies H Ω 0 , then given C Ω (X), the random variables (X ω : ω ∈ Ω ) are mutually conditionally independent with
Remark. A key special case is = TA-(k , ) and = ALL-k for some k ≥ 1.
Corollary 2. Suppose Ω is a space-time partition and that X satisfies H
Then the random variables (X ω : ω ∈ Ω) are mutually conditionally independent and each X ω is uniform subject to the value of C ω (X ω ).
A proof of the theorem is in appendix B. The corollary follows by taking = (in which case, we must choose ω = ω). Note that we can always find a partition satisfying the assumptions of theorem 6 by taking = {F}, that is, contains a single space-time bin that contains all possible fine space-time bins. This trivial choice of is not interesting or useful, however. The theorem becomes most useful if can be chosen to be a fine partition, so that each X ω is a low-dimensional random variable.
Theorem 6 says that for generating a random observation Y from f 0 (·|c ), we can independently sample Y ω for each ω ∈ . Furthermore, the distribution of Y ω is still uniform subject to the relevant constraints, namely, that C ω (Y ω ) = c ω for each of the ω ⊆ ω . It may still be a challenging problem to sample Y ω , particularly if ω is large and the ω ⊆ ω overlap in complicated ways.
A.3 Monte Carlo Sampling for TA-( , 1). Let = TA-( , 1) and let = ALL-so that the assumptions of theorem 6 are satisfied. To generate a random observation Y from f 0 (·|c ), we can independently generate each Y ω uniformly subject to its respective constraints. So we need only describe how to generate Y ω .
A space-time bin ω ∈ consists of a large N × rectangle of fine space-time bins containing all N spike trains over a -length interval of time, so that Y ω is an N × binary matrix. The collection of measurements (C ω (Y ) : ω ∈ , ω ⊂ ω ) corresponds to the sequences of row sums and column sums of Y ω . Generating a random Y ω is equivalent to generating an N × binary matrix selected uniformly at random from the set of binary matrices with specified row and column sums. The particular choice of row and column sums is specified in c , and for conditional inference, this will be the relevant row and column sums taken from the original data.
We have reduced the problem of sampling from f TA-( ,1) 0 to the subproblem of uniform sampling from binary matrices with specified row and column sums. This subproblem is a classic and well-studied problem in statistics, combinatorics, and theoretical computer science. The algorithm from can be used for direct sampling. It is practical for small N × or very sparse data. For human seizure data, which tend to be sparse, we have used it successfully on large data sets where N ≈ 100 and ≤ 25.
The algorithm from can be used for importance sampling. It is faster and scales to much larger problems. In many cases it is nearly indistinguishable from the ideal case of direct sampling. Equation A2 must be used for p-values, so we will briefly discuss how to compute the importance weight function w. When using importance sampling, each N × submatrix Y ω will have two associated probability distributions: P ω , which is the target uniform distribution subject to the constraints, and Q ω , which is the importance sampling proposal distribution that is used to generate resamples. The overall importance weight function needed for equation A.2 is
where κ ω is the denominator from the distribution in theorem 6 and κ def = ω κ ω . The importance sampling algorithm in Harrison and Miller (2013) will compute the value of Q ω (Y ω ) for each sampled submatrix, as well as the value of Q ω (X ω ) for each submatrix of the original data. It always returns a Y that satisfies the stated constraints, so the indicator function in the final expression for w will always evaluate to one. The unknown value of κ can be ignored since it cancels in the numerator and denominator of equation A.2.
The blocked Gibbs sampling algorithm from Besag and Clifford (1989) can be used for MCMC, in which case equation A.3 should be used for p-values. The Gibbs sampling algorithm is the same backward as it is forward, as is typical for Gibbs sampling algorithms designed for the uniform distribution. Direct sampling and importance sampling are generally preferable to MCMC; however, the advantage of MCMC in this case is that the sampling algorithm described in Besag and Clifford (1989) is easy to implement and does not require custom software. It is run simultaneously on each of the submatrices indexed by ω , and the results are concatenated together.
A.4 Monte Carlo sampling for TA- ( , ) . Let = TA-( , ) for = k for some integer k > 1 and let = ALL-so that the assumptions of theorem 6 are satisfied. The special case = 1 is treated in the previous section. As in that section, to generate a random observation Y from f 0 (·|c ), we can independently generate each Y ω uniformly subject to its respective constraints. So we need only describe how to generate Y ω . As before, Y ω is an N × binary matrix, and the relevant constraints from C specify the row sums of Y ω . Let us denote these row sums as the N × 1 vector a. The constraints also specify the total sum of the matrix over N × blocks. There are k of these blocks, and we will use the 1 × k vector d to denote the sum over each block. When = 1 (so that k = ), these are just the column sums, which we addressed in the previous section. When > 1, we can conceptualize the constraints as specifying a set of possible column sums, namely,
To sample Y ω we can first sample the vector of column sums from M and then sample Y ω given these column sums. This latter problem was discussed in the previous section, so we need only address how to sample a column sum from M.
Since Y ω is chosen uniformly, the distribution over column sums in M will weight each b ∈ M according to how many binary matrices (with row sums of a) have column sums of b. Computing these weights for each element of M and then sampling exactly is computationally prohibitive. Instead we develop an importance sampling algorithm. Define the pmf q over {0, 1, . . . , N} as
where a * is the conjugate sequence of a defined by a * i = #{ j : a j ≥ i} and where F(b) is the following combinatorial approximation for the number of binary matrices with row sums a and column sums b (Canfield, Greenhill, & McKay, 2008) :
, which is known and enforced by the first set of indicator functions in equation A.5. It is straightforward to verify that F(b) factors as a product j F j (b j ) over the support of q as in Harrison and Miller (2013) . Consequently, we can use dynamic programming (Frey, 1998; Harrison & Geman, 2009; to efficiently and exactly sample from q. The first set of indicator functions in equation A.5 prohibits exactly those column sums that are not in M and the second set of indicator functions prohibits some (but perhaps not all) impossible column sums (meaning that there are no binary matrices with these columns sums and with row sums a; see Gale, 1957; Ryser, 1957; . If F(b) was exactly the number of binary matrices with row sums a and column sums b, then q would give a direct sample from the distribution of column sums of Y ω . Since F is only an approximation (and since F is strictly positive), we can use q as an importance sampling proposal distribution.
To generate a random observation from Y ω , we first sample the column sums, say, b, from q in equation A.5, and evaluate q(b) (needed later for the importance weight). Then we use the importance sampling algorithm described in the previous section to sample y ω from a pmf Q ω for the row sums a and column sums b. (If there are no such matrices with these row and column sums, then the importance weight is zero and we can stop.) The total probability is q(b)Q ω (y ω ), which is used in place of Q ω (y ω ) in equation A.4 to get the final importance weight. (The values of κ ω and κ are different in this case, but they are never used. We could in principle use direct sampling for Q ω instead of importance sampling, but it would be much slower computationally.) Additional random observations from Y ω repeat this process, beginning with a new sequence of column sums sampled from q. A Matlab implementation of this algorithm is available on the authors' websites. The second equality follows since Y is a function of Z, the third uses the assumption that Z is conditionally uniform given Y, and the fourth uses the assumption that Y is a function of V. This final expression for p(z) depends on z only through the value of V (z), so lemma 1 implies that Z is also conditionally uniform given V. Remark. We can apply the lemma with Z = X , Y = C , and V = C for a refinement of to prove theorem 2. See equation 6.2 for a demonstration that C is a function of C . Remark. See Marcus et al. (1976) for a more general theory. The sequence of null hypotheses can be either finite or infinite. J is not random, but for any choice of distribution for Z, there will be some set J of true null hypotheses, and the lemma bounds the probability that any of the corresponding maximal p-values are small (which would lead to a false rejection). Taking Proof of Theorem 6. Note that for each ω ∈ there is a unique ω ∈ with ω ⊆ ω . Note also that X is equivalent to (X ω : ω ∈ ) and that X ω refers to completely different entries of X for different choices of ω ∈ . Therefore, we can express Combining this with equation 5.1 shows that the conditional distribution of X given C factors into a product of terms over ω ∈ , each term of which depends on the nonoverlapping set of variables X ω = (X it : (i, t) ∈ ω ). Hence, each X ω is conditionally independent from the others. It also shows that the conditional distribution of each X ω is still uniform subject to the relevant constraints.
