Abstract. This paper presents an eigenvalue algorithm for accurately computing the Hausdorff dimension of limit sets of Kleinian groups and Julia sets of rational maps. The algorithm is applied to Schottky groups, quadratic polynomials and Blaschke products, yielding both numerical and theoretical results. Dimension graphs are presented for (a) the family of Fuchsian groups generated by reflections in 3 symmetric geodesics; (b) the family of polynomials f c (z) = z 2 +c, c 2 [,1, 1=2]; and (c) the family of rational maps f t (z) = z=t + 1=z, t 2 (0, 1]. We also calculate H.dim (Λ) 1.305688 for the Apollonian gasket, and H.dim (J( f )) 1.3934 for Douady's rabbit, where f (z) = z 2 + c satisfies f 3 (0) = 0.
Introduction.
Conformal dynamical systems such as Kleinian groups and rational maps are a rich source of compact sets in the sphere with fractional Hausdorff dimension. The limit sets and Julia sets of these dynamical systems have been much studied, although few concrete values for their dimensions have been determined.
In this paper we present an eigenvalue algorithm for accurately computing the Hausdorff dimension of limit sets and Julia sets in the case of expanding dynamics. We apply the algorithm to Schottky groups, quadratic polynomials and Blaschke products, obtaining both numerical and theoretical results.
In more detail, we consider the following examples.
1. Schottky groups. Our first examples (x3) are Kleinian groups generated by reflections in circles. Let Γ be the Fuchsian group generated by reflections in three disjoint symmetric circles, each orthogonal to S 1 and meeting S 1 in an arc of length 0 2 = 3. Since the limit set of this group is contained in S 1 , we have 0 H.dim (Λ(Γ )) 1. Using the eigenvalue algorithm, we graph the dimension of the limit set as varies. We also obtain results on the asymptotic behavior of the dimension:
H.dim (Λ(Γ )) log 2 12 , 2 log 1 rabbit, and we calculate H.dim J( f c ) 1.3934. 6 . Blaschke products. Any proper holomorphic map f (z) of the unit disk to itself can be expressed as a Blaschke product. Like a Fuchsian group, the Julia set of such an f is contained in the unit circle.
In x6 we conclude with two families of such mappings, reminiscent of the Fuchsian examples (1) and (2) above. For convenience we replace the unit disk with the upper half-plane.
In the first family,
0 t 1, the dynamics on the Julia set is highly expanding for t near 0, while z = 1 becomes a parabolic fixed-point for f t when t = 1. A similar transition occurs in the family Γ , when the generating circles become tangent at = 2 = 3.
We present a graph of H.dim (J( f t )), and show (see [25] , [18, Theorem 2.1] ). Thus our dimension calculations also yield information on the bottom of the spectrum of the Laplacian. Similarly for the Apollonian 3-manifold of example (3) (Here i 7 ! j means ( f i (P i ) P j ) 0.) From this combinatorial data the algorithm determines a transition matrix
with y ij 2 P i f ,1 i (P j ). An estimate (P) for the dimension of is then found by setting the spectral radius (T ) = 1, and solving for . This estimate is improved by refining the partition; at most O(N) refinements are required to obtain N digits of accuracy.
For a Schottky group, a Markov partition is given simply by the disjoint disks bounded by the generating circles.
For a polynomial f (z) of degree d, a Markov partition P = h(P i , f )i can be defined using the boundary values
of the Riemann mapping conjugating z d to f c (z) on the basin of infinity. This exists whenever f is expanding and the Julia set is connected. Although is often many-to-one, we show in x4 that ( (I) (I 0 )) = 0 for disjoint intervals I, I 0 S 1 (except when f is a Chebyshev polynomial). Then the partition can be defined by P i = (I i ), where hI i i gives a Markov partition for z 7 ! z d on S 1 .
Notes and references. The present paper evolved from the preprint [17] written in 1984; many of the results of that preprint appear in x2 and x3 below.
Bowen applied the machinery of symbolic dynamics, Markov partitions and Gibbs states to study the Hausdorff dimension of limit sets in [4] . Bodart and Zinsmeister studied H.dim J(z 2 + c) using a Monte-Carlo algorithm [3] . See also [28] and [23] for calculations for quadratic polynomials.
This paper belongs to a three-part series. Parts I and II study the continuity of Hausdorff dimension in families of Kleinian groups and rational maps [18] , [19] . The bibliographies to parts I and II provide further references.
Notation. A B means A=C B CB for some implicit constant C;
A B means A=B ! 1.
Markov partitions and the eigenvalue algorithm.
In this section we define Markov partitions for conformal dynamical systems equipped with invariant densities. We then describe an algorithm for computing the dimension of the invariant density in the expanding case. For rational maps and Kleinian groups, this computation gives the Hausdorff dimension of the Julia set or the limit set.
Definitions.
A conformal dynamical system F on S n = R n f1g is a collection of conformal maps
An F-invariant density of dimension is a finite positive measure on S n such that
whenever f j E is injective, E U( f ) is a Borel set and f 2 F. Here the derivative is measured in the spherical metric, given by
More formally, a density of dimension is a map from conformal metrics to measures such that
We have implicitly identified with ( ); however (2.1) holds with respect to any conformal metric , so long as we use the measure ( ) and take derivatives in the -metric.
A Markov partition for (F, ) is a nonempty collection P = h(P i , f i )i of connected compact blocks P i S n , and maps f i 2 F defined on P i , such that:
Our Markov partitions will always be finite. A Markov partition is expanding if there is a smooth conformal metric on S n and a constant such that
whenever x 2 P i and f i (x) 2 P j for some j.
The refinement
is the new Markov partition defined by
In other words, each block is subdivided by the pullback of P; the maps remain the same on the subdivided blocks.
PROPOSITION 2.1. If P is an expanding Markov partition, then the blocks of R n (P) have diameter O( ,n ), 1.
Proof. Since each block P j of P is connected, any two points in P j can be joined by a smooth path of uniformly bounded length L, contained in the range of f i whenever i 7 ! j. Under f ,1 i , this path shrinks by ,1 in the -metric, so points in R ij are at most distance ,1 L apart. Iterating, we find the -diameter of the blocks of R n (P) is at most ,n L, and since the metric and the spherical metric are comparable we are done.
The eigenvalue algorithm. Next we give an algorithm for computing the dimension of the density . Suppose we are given a Markov partition P = h(P i , f i )i, and sample points x i 2 P i . The algorithm computes a sequence of approximations (R n (P)) to and proceeds as follows:
(2) Compute the transition matrix
(3) Solve for (P) 0 such that the spectral radius satisfies
Here (T ) ij = T ij denotes T with each entry raised to the power .
(4) Output (P) as an approximation to .
(5) Replace P with its refinement R(P), define new sample points x ij = y ij 2 R ij , and return to step (1) .
We expect to have (P) . In fact the transition law (2.1) implies m i = (P i ) is an approximate eigenvector for T ij with eigenvalue = 1. That is,
This argument can be used to prove the algorithm converges in the expanding case. Proof. First suppose P is expanding in the spherical metric. Let P = h(P i , f i )i and P ij = P i f ,1 i (P j ). Define S ij and U ij as the minimum and maximum of j f 0 i (x)j ,1 over P ij when i 7 ! j, and set S ij = U ij = 0 otherwise. Then by expansion we have
for some constant . In particular (T ) is a strictly decreasing function of , so there is a unique solution to (T ) = 1.
We claim

S m m U m
where m i = (P i ). In fact
and similarly for U. Thus
by the theory of nonnegative matrices [12, Ch. XIII].
Since f is C 2 , we also have
Similarly (T + ) 1. By continuity, the solution to (T ) = 1 lies between these two exponents, so
By Proposition 2.1, the blocks of R n (P) have diameter O( ,n ), and thus j (R n (P)) , j = O( ,n ). In particular O(N) refinements suffice to insure an error of less than 10 ,N .
For the general case, in which we have expansion for a metric 6 = , note that the above argument works if we replace T by
But for a fine partition, y ij x i and thus e T MTM ,1 for the diagonal matrix with M ii = (x i )= (x i ). Since ( e T) = (MTM ,1 ), we obtain exponentially fast convergence to in the general case as well.
Practical considerations.
To conclude this section we make some remarks on the practical implementation of the eigenvalue algorithm. 2. In most applications the dynamics is eventually surjective, so the matrix T is primitive (T n 0 for some power n). In this case the Perron-Frobenius theory shows the spectral radius (T ) and its unique associated eigenvector can be found by iterating T on an arbitrary positive vector. Then (T ) = 1 can be solved by Newton's method.
3. As in the proof above, the same algorithm yields rigorous upper and lower bounds for the dimension by replacing T ij with upper and lower bounds for
These bounds are sometimes quite conservative. The accuracy of the calculations presented below was estimated by observing the change in (P) under refinement. These calculations should therefore be regarded as empirical results, at least to the full accuracy given.
4. In practice the algorithm is modified to adaptively refine only those blocks of the partition that exceed a critical diameter r. The reason is that best results are obtained if all the blocks are nearly the same size; otherwise, accurate calculations with small blocks are destroyed by the errors larger blocks introduce.
5. The number of nonzero entries per row of the transition matrix T remains constant as P is refined, so using sparse matrix methods T requires storage O(jPj) instead of jPj 2 .
6. In practice we have
R n and we compute j f 0 i j in the Euclidean metric.
Schottky groups.
In this section we consider Kleinian groups Γ Isom (H 3 ) generated by reflections.
Let This means if 2 Γ(C) is the generator of a maximal parabolic subgroup, and = lim n 2 Γ(C n ), then n ! 1 radially, where n is the derivative of n at its attracting or parabolic fixed-point. Now after conjugation in Γ(C), we can assume = i j is a product of reflections through a pair of tangent circles C i , C j 2 C. Thus n = i,n j,n , the product of reflections through circles C i,n , C j,n 2 C n . If these circles are disjoint, then n acts on H 3 by a pure translation along the common perpendicular to H(C i,n ) and H(C j,n ), and thus n 2 R . Otherwise the circles are tangent and n = 1. In either case n ! 1 radially as was to be verified.
The real-analyticity of dimension on the space of convex cocompact groups is due to Ruelle [22] ; see also [1] .
To discuss a Markov partition for Γ(C) we first need an invariant density. See [24] , [18, Theorem 3.1] .
expanding Markov partition for Γ(C) and its canonical density .
Proof. Let
1 bounded by C i . By our description of the fundamental domain of Γ(C) it is clear that the limit set Λ of Γ(C) is contained in S P i . By invariance, Λ is actually a Cantor covered by the successive refinements of P. In particular Λ is disjoint from the generating circles C i .
We now verify the axioms for a Markov partition.
(1) Since (C i ) = 0, we have i 7 ! j only if i 6 = j; and since the circles in C are disjoint, we have
1 is invertible, so it is a homeomorphism near P i . (4,5) By assumption P i P j = ; if i 6 = j, and ( f (P i )) = P i7 !j (P j ) by (1) and the fact that Λ S P i .
Finally P is expanding because in the Euclidean metric, j 0 i j 1 on int P i , and i (P j ) int P i is compact for each j.
By Theorems 2.2 and 3.2 we have: Since the circles are orthogonal to S 1 , we can consider Γ as a group of isometries of H 2 = ∆ (the unit disk). The hyperbolic plane is tiled under this action by translates of a fundamental hexagon with sides alternating along C and along S 1 . The tiles accumulate on the limit set Λ S 1 , which is the full circle for = 2 = 3 and a Cantor set otherwise (Figure 2) .
The orientable double cover X of H 2 =Γ is a pair of pants with Z=3 sym- metry. The surface X 2 = 3 is the triply-punctured sphere, of finite volume; for 2 = 3 the volume of X is infinite. Figure 3 displays the function H.dim (Λ ), with measured in degrees. This graph was computed with the eigenvalue algorithm of x2, using the Markov partition coming from the disks bounded by the circles C ; the calculation is justified by Corollary 3.4. The dotted line in the graph shows an asymptotic formula (3.1) for the dimension discussed below. THEOREM 3.5. As ! 0 we have
while for ! 2 = 3 we have
Proof. Let P = h(P i , i )i with P i = D(C i ), i = 1, 2, 3. Then 1 (P 1 ) P 2 t P 3 , and similarly for the other blocks of P.
For small the reflections i are nearly linear on P i i (P j ), i 6 = j, so (P) already provides a good approximation to , by the proof of Theorem 2.2. To compute (P), note the distance d between the centers of any pair of circles C i and C j is p 3, and the radius of each circle is approximately r = = 2. Therefore
inside P j , i 6 = j, and the transition matrix satisfies 
Now for near 2 = 3, the convex core of X is bounded by three short simple geodesics of equal length L . These short geodesics control the least eigenvalue of the Laplacian; more precisely, calculation with cross-ratios shows, for
and we obtain (3.2).
Example: Hecke groups. As a second 1-parameter family, for 0 r 1 let C r = hC 1 , C 2 , C 3 i consist of the circle jzj = r and the lines Re z = 1 (union z = 1). Let Λ r be the limit set of Γ r = Γ(C r ). In this case Γ r preserves the upper half-plane H , and the orientable doublecover X r of H =Γ r is a pair of pants with one cusp and two infinite-volume ends.
The cusp corresponds to z = 1 in the fundamental domain for Γ r (Figure 4 ).
The group Γ r is closely related to the Hecke group
and the group
studied in [18, x8] , where R = 2=r. All three groups are commensurable; more precisely, there is a single hyperbolic surface Y r that finitely covers H =Γ r , H =G R and H =H R . Thus the limit sets of all three groups have the same dimension. THEOREM 3.6. As r ! 0 we have
while for r ! 1 we have
Proof. For r small the limit set Λ r is a Cantor set, consisting of f1g union isometric pieces Λ r (n) concentrated near z = 2n, n 2 Z. We have
where 2 Γ r denotes reflection through the circle of radius r. Letting denote the canonical measure for Γ r in the Euclidean metric, we find
But (Λ r (n)) = (Λ r (0)), so we obtain
where is the Riemann zeta-function. From this equation we find H.dim (Λ r ) ! 1=2, and then the more precise estimate (3.3) follows from the expansion
near s = 1. Equation (3.4) is proved by the same spectral argument as (3.2).
The proof of (3.3) just given is essentially an application of the eigenvalue algorithm to an infinite Markov partition.
Example: The Apollonian gasket. The well-known Apollonian gasket Λ is the limit set of Γ(C) for a configuration of 4 mutually tangent circles. The gasket can also be constructed by starting with 3 tangent circles, repeatedly packing new circles into the complementary triangular interstices, and taking the closure ( Figure 5 ).
The eigenvalue algorithm also serves to compute H.dim Λ 1.305688. A sample adaptively refined Markov partition is shown in Figure 5 ; note that the blocks vary widely in size, due to the slow expansion near points of tangency.
Since Γ(C) is geometrically finite but not convex cocompact, some additional remarks are needed to justify the algorithm in this case. For concreteness we assume the sample points x i are chosen in the center of each circle C i . The argument is based on continuity of H.dim Γ(C) and the fact that the circles become disjoint under a computationally imperceptible perturbation. In more detail, one observes that the normalized eigenvector m i for T ij converges, under refinement of the Markov partition, to an invariant density for Γ(C) of dimension = lim (R n (P)). By analyzing the behavior near parabolic points, one finds (as in the proof of continuity of dimension, [18, Theorem 1.4]) that has no atoms. Thus is the canonical density and = H.dim Λ, by Theorem 3.2.
Notes.
1. Doyle has shown there is a constant 0 , independent of the number of circles, such that
for all configurations of circles bounding disjoint disks [10] . A similar result was proved earlier for reflections through disjoint spheres in S n 1 , n 3, by Phillips and Sarnak [21] . These authors also made numerical estimates for the dimension of the limit set of Schottky groups acting on S 2 by counting orbits.
We originally developed the eigenvalue algorithm to investigate of the value of 0 for H 3 [17] . 3. The dimension estimate for Hecke groups can be generalized to higher dimensions as follows. Let Γ r be generated by a lattice of translations L acting on R n , together with an inversion in the sphere of radius r. Then for r ! 0, we find H.dim Λ r = n 2
+ vol (B(r))
vol (R n =L)
The proof uses the zeta function
The special case L = Z[i] (the Gaussian integers), r = 1=2, has been studied by Gardner and Mauldin in connection with complex continued fractions [13] . They prove the limit set satisfies 1 H.dim (Λ) 2. These bounds also follow from the general theory of geometrically finite groups with cusps [18, Corollaries 2. 
Markov partitions for polynomials.
In this section we construct, via external angles, a Markov partition for expanding polynomials. 
External angles. For a polynomial f (z), the filled Julia set K( f ) is defined
as the set of z 2 C such that f n (z) does not converge to infinity. When J( f ) is connected, there is a Riemann mapping
from the complement of the unit disk to the complement of the filled Julia set. Composing with a rotation, we can arrange that
and this normalization is unique up to replacing Φ(z) with Φ( z) where d,1 = 1.
When f is geometrically finite, J( f ) is locally connected and Φ extends to a continuous map
also obeying (4.1) [8, Exposé X] (see also [20, x17], [27] ). The point (z) 2 J( f ) is said to have external angle z; a given point may have many external angles.
In this section we will show: 
under the identification S 1 = R =Z, and is the canonical density for f .
COROLLARY 4.3.
The eigenvalue algorithm applied to P computes H.dim J( f ).
Chebyshev polynomials. The Chebyshev polynomial T d (z) is defined by
Thus the Julia set of
To show P is a Markov partition, the main point is checking (P i P j ) = 0. And since f is geometrically finite, almost every x 2 E belongs to the radial Julia set. This means there are infinitely many n 0 and radii r n ! 0 such that f n : B(x, r n ) ! U n is univalent with bounded distortion, and B( f n (x), r 0 ) U n [19, Theorem 1.2] . In other words B(x, r n ) can be expanded by the dynamics to a region of definite size.
Choose x satisfying both (4.2) and the radial expansion property above, and define E n F n U n by
Since transforms by j( f n ) 0 (z)j , where = H.dim (J( f )), the Koebe distortion theorem and (4.2) imply
Consider a maximal path (J n ) (I) B(x, r n ) passing through x. That is, let J n be a component of I ,1 (B(x, r n )) with x 2 (J n ). Then for n large, this path begins and ends in @B(x, r n ), so diam (J n ) r. Let I n = p n (J n ) where
since (I n ) = f n ( (J n )) begins and ends in @U n .
We claim D(I n ) ! 1. To see this, note that injectivity of f n j B(x, r n ) implies injectivity of p n j ,1 (B(x, r n )). Thus every point in (I n ) E n has an external angle outside I n , and we conclude that
.
But (I n )
F n , and from (4.3) we have ( (I n )) 0 for all n. Since 
Now we show f (z) is conjugate to T d (z). Since
j I 1 is injective and p n (I 1 ) = S 1 for some n, we see = f n p ,n is locally injective outside a finite subset of S 1 (corresponding to critical values of f n ). Thus J( f ) is homeomorphic to a finite graph. Any vertex of J( f ) of degree 3 or more would give rise to vertices of degree at least 3 along an entire inverse orbit, so there are no such vertices and J( f ) is homeomorphic to a circle or an interval. In the circle case is a homeomorphism, contrary to our assumption that D(I) 0. Thus J( f ) is an interval with a pair of endpoints E C . After an affine conjugacy we can assume E = f,1, 1g. Let : C ! C be the degree two covering, branched over E, given by (z) = (z + z ,1 )=2. By total invariance of J( f ), f ,1 (E) , E consists entirely of critical points of order 2. Thus f lifts to a rational map g : C ! C satisfying f ((z)) = (g(z)). Any degree d rational map sending C to itself has the form g(z) = z d , and it follows easily that f is conjugate to the Chebyshev polynomial T d (z).
Proof of Theorem 4.2. (Polynomial partition) We verify the axioms for a
Markov partition in x2.
(2) By expansion, f is a local homeomorphism near J( f ). We have P ij = P i f ,1 (P j ) = (I ij ) for an arc I ij S 1 of length 2 = d 2 ; since z d is injective on I ij , f is a homeomorphism on a neighborhood of P ij .
(3,4,5) Clearly (P i ) 0 by (1), and (P i P j ) = 0 for i 6 = j by Theorem
Finally expansion of f implies there is a conformal metric such with j f 0 j 1 on J( f ) [16, Theorem 3.13], so P is an expanding Markov partition. For sample points, we take
where c = c (0) is the ' -fixed point' of f c . Then f 2 (x i ) = c , and the sample points for all refinements of P are also contained in the inverse orbit of c .
The same algorithm also serves to compute H.dim J( f c ) when the Julia set is a Cantor set. In this case an expanding Markov partition can be constructed using equipotentials in the basin of infinity. is expanding. The point c = 1=4 is parabolic; that is, f c has a parabolic cycle (z = 1=2), so it is geometrically finite but not expanding.
As c decreases from 1=4 along the real axis, the map f c undergoes a sequence of period-doubling bifurcations at parabolic points c n converging to the Feigen- algorithm, is plotted in Figure 8 . One striking feature is the discontinuity at the parabolic point c = 1=4, studied in detail by Douady, Sentenac and Zinsmeister [9] . This discontinuity is due to the "parabolic implosion" that results for c = 1=4 + . The Julia sets for c = 0.25 and c = 0.26 are compared in Figure 9 . As c increases past 1=4, the parabolic point at z = 1=2 bifurcates into a pair of repelling fixed-points, off the real axis. The Julia set disintegrates discontinuously into a Cantor set as previously bounded orbits escape to infinity. It is likely at H.dim J( f c ) oscillates as c ! 1=4 from above; see [9] .
The map f c is expanding for c 2 ( , 3=4 for c near 0 [22] . This quadratic approximation is plotted as a dotted line in Figure 8 .
A second parabolic bifurcation occurs as c decreases past ,3=4, but H.dim J( f c ) is continuous there. In this case the parabolic fixed-point gives rise to an attracting cycle of order two, instead of a pair of repelling points. It seems likely that the dimension fails to be real-analytic at c = ,3=4 or any other parabolic bifurcation.
Notes.
1. The results of a Monte-Carlo algorithm for computing H.dim J( f c ) are presented in [3] .
2. A treatment of the relationship between the thermodynamic formalism and conformal dynamics, leading up to Ruelle's formula, is given in [29] . 3. Ruelle's formula is extended in [28] , which also includes some numerical calculations. A Blaschke product behaves in many ways like a finitely-generated Fuchsian group; for example, its Julia set is contained in the unit circle, and f is always geometrically finite. In this section we consider two 1-parameter families of quadratic Blaschke products that are reminiscent of the Schottky groups studied in x3. [22] ).
The Julia set of f 1 (z) = z , 1=z is b R . Indeed, z = 1 is a parabolic point with two petals, repelling along the real directions at z = 1. Since any point in the Fatou set of f 1 must lie in the basin of z = 1, no such point can be real.
For t 1, z = 1 is an attracting fixed-point of f t with multiplier t, both critical points converge to 1 and f t is expanding. The Julia set is a Cantor set, on which f t is topologically conjugate to the shift ( (Z=2) N , ) .
It is easy to construct an expanding Markov partition for f t , and therefore H.dim J( f t ) can be computed by the eigenvalue algorithm of x2. The results are plotted in Figure 10 . The dotted line in the graph shows the asymptotic formula (6.1) below.
The family f t , t 2 (0, 1] can be compared to the family of Schottky groups Γ , 2 (0, 2 = 3] studied in x3, with a similar graph plotted in Figure 3 . Both graphs display the variation of dimension as one moves from a highly expanding regime to a parabolic limit.
We will establish: THEOREM 6.1. As t ! 0, we have
Proof. For t small the Julia set J( f t ) is concentrated near the two repelling fixed-points fx 1 , x 2 g of f t , with jx i j p t. Let P be the Markov partition whose blocks fP 1 , P 2 g are intervals of length t centered at fx 1 , x 2 g. We have f (P i ) P 1 P 2 , and f t is nearly linear on each block, so (P) already provides a good approximation to , by the proof of Theorem 2. Remark. It would be interesting to find asymptotic formulas for the case of Blaschke products with H.dim J( f ) near 1, akin to Theorems 3.5 and 3.6. One approach would be to relate the dimension of J( f ) to the least eigenvalue of the Laplacian on the Riemann surface lamination associated to f . (This lamination is discussed in [26] ; see also [14] .)
A. Appendix. Dimension data.
Markov partitions. Table 11 shows, for certain individual calculations, the size of the Markov partition jPj used to determine . These partitions were
constructed by adaptive refinement of a given partition until max diam P i r was achieved; the value of r is in column 3. Often some blocks of the partition were much smaller than r, especially in the presence of parabolic dynamics.
Schottky groups.
The numerical values used to produce the graph of H.dim Λ in Figure 3 are presented in Table 12 . The Markov partitions were refined to achieve max diam P i 10 ,6 , and jPj ranged from 6 to 600,000.
Quadratic polynomials. The values used for the graph of H.dim J( f c ) in Figure 8 are shown in Table 13 . The Markov partitions were determined by r = 10 ,4 , and jPj varied in the range 50,000 to 500,000.
Blaschke products. The values used for the graph of H.dim J( f t ) in Figure   10 are shown in Table 14 . The Markov partitions were determined by r = 10 ,4 , and jPj ranged from 4 to 30,000. 
