Abstract Many distance or similarity measures have been proposed for time series similarity search. However, none of these measures is guaranteed to be optimal when used for 1-Nearest Neighbor (NN) classification. In this paper we study the problem of selecting the most appropriate distance measure, given a pool of time series distance measures and a query, so as to perform NN classification of the query. We propose a framework for solving this problem, by identifying, given the query, the distance measure most likely to produce the correct classification result for that query. From this proposed framework, we derive three specific methods, that differ from each other in the way they estimate the probability that a distance measure correctly classifies a query object. In our experiments, our pool of measures consists of Dynamic Time Warping (DTW), Move-Split-Merge (MSM), and Edit distance with Real Penalty (ERP). Based on experimental evaluation with 45 datasets, the best-performing of the three proposed methods provides the best results in terms of classification error rate, compared to the competitors, which include using the Cross Validation method for selecting the distance measure in each dataset, as well as using a single specific distance measure (DTW, MSM, or ERP) across all datasets.
Introduction
Collections of time series data are produced in vast quantities and in a wide range of application domains. Such time series data contain valuable information, which can be extracted using efficient knowledge discovery methods. A fundamental task in knowledge discovery is 1-Nearest Neighbor (NN) classification. According to this task, given a dataset of time series belonging to certain categories/classes (also known as training time series) and an unclassified query time series, we identify its class by looking at the class of its nearest neighbor. The nearest neighbor is found by computing the distance between the query and all time series in the dataset via a distance measure, and then selecting the time series with the smallest distance. In such a setting, the key challenge is to define or choose an appropriate distance measure that is expected to retrieve the correct class label for a given query.
Several distance and similarity measures have been developed for performing whole sequence matching between two time series [27] , such as Dynamic Time Warping (DTW) [17] , Edit Distance on Real sequence (EDR) [8] , Edit distance with Real Penalty (ERP) [7] , Time Warp Edit Distance (TWED) [22] , and Move-Split-Merge (MSM) [25] . Moreover, alternative methods have been developed for the same problem, that focus on global or local structural sim-ilarity, such as SpaDe [9] , Shapelets [29] , DFT [1] , Bag-Of-Patterns [20] , and SAX [19] . Nonetheless, none of these methods is guaranteed to be optimal for the task of NN classification. In other words, some measure or method may fail to correctly classify some queries, while some other measure or method may be successful with these queries, and vice versa.
We will now illustrate the previous observation with a motivating example.
The UCR time series repository [15] provides a collection of 45 time series datasets from a variety of application domains. More information about these datasets can be found in Section 5.1. Suppose that we have a pool of distance measures to choose from, consisting for example of DTW and MSM. Our main question is the following: given a query time series, that we want to classify, which of these two measures is more likely to classify the query correctly under nearest neighbor classification? Unfortunately the answer to this question is not straightforward.
In Figure 1 we present, for each of the 45 datasets in the UCR repository, the number of time series where the class of the NN for DTW is different than that of MSM (red diamond). We also show, for these datasets, how many time series are classified correctly by either DTW or MSM (blue cross and green circle, respectively). Finally, we show the number of time series misclassified by both DTW and MSM (black asterisk). We note that, in each dataset, there are several objects where DTW and MSM produce different class labels. In some of those cases DTW gives the right answer, in some of those cases MSM gives the right answer. Neither of the two distances has a clear advantage.
The more distance measures we have available to choose from, the higher the chance that at least one of those distance measures correctly classifies the given query. Figure 2 illustrates results of our study when more distance measures are added to our pool. Specifically, we show for each dataset the number of misclassified time series when the pool consists of only DTW (blue Fig. 1 An example that illustrates the challenging nature of our problem. We used 45 datasets from the UCR time series repository [15] (x axis). On the y axis we show the number of time series for each dataset that are classified correctly by either DTW or MSM, or misclassified by both, when the class of the Nearest Neighbor object is different between DTW and MSM. It can be seen that the number of time series correctly classified by DTW is comparable to that of MSM. When MSM is also added to the pool, the numbers of time series misclassified by both MSM and DTW drop to 413 and 179, respectively. Finally, when ERP is also included in the pool, the numbers of time series that are misclassified by all three measures drop further to 342 and 145, respectively, for the same datasets.
The typical way of performing nearest neighbor classification is to choose a specific distance measure, and use that distance measure to classify every single test object. However, by looking at Figures 1 and 2 , we note that different On the y axis we show the number of time series for each dataset that are misclassified by all measures in the pool. It can be seen that as the number of measures in the pool increases (from 1 to 3), the number of time series that are still incorrectly classified by all measures in the pool decreases for most of the datasets, or remains the same.
distance measures oftentimes disagree with each other. In such cases, a natural question that arises is whether we can obtain a method that can automatically choose, given a query object, the distance measure that produces the correct answer for that query object. If we had such a method, and it worked perfectly, then we would only misclassify objects for which all distance measures produce a wrong answer. For example, with such a perfect method, the error rates attained for the 45 datasets of Figure 2 would correspond to the red circles, as opposed to the higher rates attained when simply using a single distance measure in all cases. This is exactly the challenging problem that we study in this paper: given a pool of distance measures and a query time series, how to identify the most appropriate distance measure for NN classification for that query. Note that the focus of this paper is not to find the best distance measure or "golden" standard method for time series NN classification, but the most suitable one for a given query in a predefined pool of measures.
More precisely, the novelty of our paper can be summarized by the following four key contributions:
-To the best of our knowledge, there exists no relevant work towards selecting the best measure, given a query and a pool of measures, for time series NN classification.
-We propose a framework for solving the aforementioned problem, where the selection of the appropriate distance measure is performed by measuring, for each distance measure, the likelihood that the distance measure will produce the correct result for a query. The framework is also querysensitive, i.e., the selected distance measure can be different for each query.
-Within this framework we propose three methods, that employ different schemes for measuring the likelihood that a distance measure will correctly classify a specific query object. All three methods measure this likelihood based on the concept of the T -neighborhood of a query: this T -neighborhood is a set of training objects that are similar to the query in some specific property. The three methods differ from each other in that each method uses a different property to identify training objects similar to the query.
-We provide an extensive experimental evaluation of the proposed methods on a large collection of 45 time series datasets from the UCR repository [15] . In this evaluation, out of the three proposed methods, the method that produces the best performance in terms of classification results is called homogeneity-based. This method also outperforms all competitors in a statistically significant manner.
Related Work
Several methods and time series representations have been proposed for time series similarity search [27] . The most common measure for computing the distance between time series is DTW [17] , which can be used to compare sequences that may vary in time or speed. Several variants of DTW have also been proposed, such as constrained DTW (cDTW) [24] , EDR [8] , and ERP [7] . The most attractive property of these algorithms is that they are robust to misalignments along the temporal axis, i.e., to differences in the speed in which observations evolve across time. The first variant, cDTW, avoids the matching of elements that are temporally far away from each other, by bounding the difference of the sequences' indices. ERP is more robust to noisy data compared to EDR, while both can be used for pruning purposes since they satisfy the triangle inequality. Some of these methods, such as DTW and cDTW, have been shown to achieve high accuracy in applications such as time series mining and classification [8, 14] .
A novel measure for time series, called MSM, was proposed recently [25] .
MSM is metric and uses three fundamental operations, Move, Split, and Merge, which can be applied in some sequence to transform any time series into any other time series. In addition, it is invariant to the choice of origin, as opposed to ERP. Another widely used measure for finding the similarity between two sequences is the Longest Common SubSequence (LCSS) [5, 6] . As its name implies, LCSS finds the largest number of elements that are common in both sequences, and it allows for gaps on both sequences during their alignment.
The Edit distance [18] , which is a metric measure, can be used to find the distance between two strings. It is defined as the minimum number of edit operations needed to transform one string into the other, with the allowable operations being insertion, deletion, and substitution of a single character.
The Edit distance with several variations has also been used for time series matching, for example in music retrieval [16, 26] . Finally, TWED [22] is a metric distance measure whose goal is to find a sequence of edit operations (deleting an element from any time series and matching two elements) allowing for the simultaneous transformation of two time series so as to superimpose them with minimal cost. Additionally, TWED is an elastic measure supporting local time shifting using timestamp differences between compared points. All the above measures could be used in our pool of measures for NN classification.
Another recent line of research has been focusing on identifying discriminant time series subsequence patterns, known as Shapelets [29] and variants [13, 21, 23, 28] . Shapelets are mainly used for time series classification, since due to their construction they are expected to be more informative and representative of some class. Other time series representations that capture global or local structural characteristics include SpaDe [9] , DFT [1] , and SAX [19] . The proposed method is orthogonal to these classification methods; these methods could be employed for NN classification in time series databases, and hence can be added in the pool of measures from which the proposed framework selects the best one for each query.
In order to deal with the curse of dimensionality when performing NN classification, a linear discriminant analysis has been proposed [12] to estimate an effective metric for computing neighborhoods. Based on centroid information, local decision boundaries are determined, the neighborhoods are shrunk in directions orthogonal to these boundaries, and any NN classifier can be performed on the modified neighborhoods. Similarly to this approach, Domeniconi et al. [11] propose an adaptive NN classification method to minimize estimation bias in high dimensions. Based on Chi-squared distance analysis, a flexible metric, which depends on query locations in the feature space, is estimated for computing neighborhoods that are constricted along the most influential feature dimensions. Both of these methods are designed for patterns that are represented as vectors in Euclidean space, and thus they are not applicable to time series, which is the focus of this work. Furthermore, they do not select the most appropriate query-based measure from a pool of measures, rather they try to find the most influential dimensions. Finally, Athitsos et al. [2] proposed a method for approximate nearest neighbor retrieval by mapping objects from the original space to a real vector space using a set of reference objects. The query-sensitive nature of that work is that the distance measure used in the vector space is a weighted Lp-norm, where the weights are learned via boosting during an expensive pre-processing step. In our work, we tackle a much different problem, that of classifying a time series by selecting the most appropriate distance measure for the given query out of a pool of measures. Fig. 3 Illustration of the 1-NN classification task. Given a query Q and a collection of time series T , the class of the retrieved 1-NN (closest) time series will be the class of Q. The score given by a scheme function f scheme for Q.
Background
The T -neighborhood classification vector for some dist x . P distx E The 1-NN classification error probability for some dist x . dist min
The measure with the lowest classification error probability. V
T
The set of T -neighborhood classification vectors for all measures. pval(V T , α) The p-value computed by ANOVA with significance threshold α.
In this section we introduce some background definitions and formulate the problem studied in this paper. For the convenience of the reader, in Table 1 we present the notation used throughout the paper.
Let X = (x 1 , . . . , x |X| ) and Y = (y 1 , . . . , y |Y | ) be two time series, where
A time series can be seen as a variable evolving over time, sampled at regular time intervals. Examples of time series are shown in Figure 3 . Given a distance measure dist, the dis-tance between X and Y is defined as a function d dist (X, Y ). Additionally, L = {dist 1 , . . . , dist n } defines a pool of distance measures, where each dist x , x = 1, . . . , n, is a distance measure.
Problem Setting. Given a collection of time series T = {X 1 , . . . , X N }, a pool of distance measures L, and a query time series Q, we want to identify the distance measure dist x ∈ L that is most suitable to perform NN classification for Q.
An illustration of the 1-NN classification task is given in Figure 3 . The class of the retrieved 1-NN will be the class assigned to Q. In this paper we explore three time series distance measures, which are used to construct our pool L.
These measures are: Dynamic Time Warping (DTW) [17], Edit distance with
Real Penalty (ERP) [7] , and Move-Split-Merge (MSM) [25] . The selection of these measures is based on the following three rationales: (1) DTW is extensively used for time series matching and has been shown to provide excellent classification accuracy results [27] , (2) ERP is a variant of DTW and Edit
Distance that fixes the non-metric property of DTW, and (3) MSM is a metric distance measure that has been proposed very recently and is shown to outperform ERP and DTW in terms of NN classification accuracy for several datasets. These three measures are described next in more detail.
It should be noted that we do not make any claim that these are the best measures among all existing ones. Our aim is to demonstrate that the proposed framework can achieve very competitive performance to existing measures in terms of NN classification accuracy, since instead of using only a single distance measure it exploits the strengths of each measure in the pool and identifies the most appropriate one for a given query. Hence, other measures could be used alternatively without any change in the framework. Initialization:
Main Loop:
Output:
Edit distance with Real Penalty
ERP [7] is a metric distance measure with quadratic time complexity that can be seen as a variant of the L 1 -norm, EDR, and DTW. The main advantage over DTW is that it satisfies the triangle inequality. Specifically, while DTW replicates the value of the previous element when a gap is introduced in either time series, ERP applies a nonnegative constant penalty g for computing the distance between the gap and the corresponding element from the other time series. In the case of non-gap elements, the matching penalty is simply their
computing values for the Cost array, where G(x i , y j ) is defined as follows:
and y j are not gaps,
The distance d ERP (X, Y ) is now defined as follows:
Initialization:
Output: 
The distance d MSM (X, Y ) is now defined as follows:
.
Query-sensitive Measure Selection
In this section we propose a framework for solving the problem studied in this paper, as defined in Section 3, and also three methods that are based on this framework.
Measure-selection Framework
The proposed framework consists of two steps: the offline and the online step.
Offline step
This is a preprocessing step and is performed only once per dataset and per distance measure. Given a set of N training time series T = {X 1 , . . . , X N } (also referred to as training objects) and a distance measure dist x , we first compute the distance of each time series X i ∈ T to all other time series X j ∈ T , resulting in the following set of distances:
Next, for each X i ∈ T we determine its closest time series o i based on dist x , i.e.,
Then, we treat each X i as a query and determine whether it was correctly classified by dist x using the 1-NN classifier, i.e., by comparing the class label of training object o i with the actual class label of X i . The result of this comparison is stored in cr i :
The last step of off-line preprocessing has to do with defining a property of each training object, that can be used at the online stage to identify, given a query object, the "most similar" training objects. This way, we can use for the query object the distance measure that gives the best classification accuracy in those "most similar" training objects. As explained in Section 4.2, we have used three different schemes for defining such a property. For the purposes of the description of the off-line preprocessing step, in this subsection, we will consider the scheme for defining such a property as a black box.
In particular, we use the term "scheme function", and notation f scheme , as a black box for a function that, given a time series X and the pairwise distances of X to all objects in the training set T using dist x , produces a score s based on these distances. Note that, if X i is already part of the training set, we only consider the remaining N − 1 objects in T . The score s i of training object X i is computed as follows:
Further details about schemes and their functions are discussed in Section 4.2.
As a result, given dist x , for each X i ∈ T we store three values: o i , s i , and cr i . Effectively, this produces three arrays of size N : Since the offline step is performed for each distance measure dist x ∈ L, the corresponding rearranged arrays are denoted as o distx , s distx , and cr distx , respectively.
Online step
Given a query object Q, the online step consists of measuring, for each distance measure dist x , the likelihood that dist x will correctly classify Q, based on how accurately dist x classifies training objects similar to Q. Similarity between the query and training objects is measured based on scheme function f scheme , which was used in the off-line preprocessing step to compute a score s i for each training object X i .
Distance computation. First, for each distance measure dist x ∈ L, the distances of Q to all training objects X j ∈ T are computed, resulting in the following set:
Similarly to the offline step, the closest training time series is identified, i.e.,
and the score of the scheme function is recorded, i.e.,
The challenge now is to determine the class of Q by deciding which distance measure to "trust" for our NN classifier.
Query classification. To identify the training objects most similar to the query Q, we identify the position of Q s in each s distx (computed in the offline step) as follows:
In other words, we identify the position p in s distx with value equal to Q s .
If Q s does not appear exactly in s distx , then p corresponds to the position of the last value that is smaller than Q s (except for the last case).
The proposed framework is based on the premise that objects given similar
scores by the scheme function should have similar classification results for a given distance measure. Given a distance measure dist x , the position of Q s in array s distx is used to identify the most similar training objects, which constitute the neighborhood of Q according to the scheme that is being used.
We note that, since scores s i and Q s depend on the distance measure dist x , the neighborhood of Q is different for each distance measure.
In order to properly define this neighborhood, we must decide how large the neighborhood needs to be. To decide the size of the neighborhood, we define a parameter T . This parameter T depends on the query, and thus can be different for different queries. However, given a query Q, T is the same for all distance measures. This way, the neighborhoods of Q defined for all distance measures have the same size. From now on we will use the term "T -neighborhood" to denote this neighborhood of Q, that is defined based on the scheme function and the choice of parameter T .
We will postpone the discussion of how to choose T for a few paragraphs.
Once T has been defined, we select T − 1 training time series from the left and T from the right side of pos(
itself. This results in 2 * T time series in total (for each dist x ∈ L). In case that there are less than T − 1 or T training time series on the left or right side of pos(Q s , s distx ), respectively, we fill out the remaining time series from its other side, so that there are always 2 * T time series. The classification result for each of the 2 * T time series can be directly retrieved from cr distx .
At this point, for each distance measure dist x ∈ L we can extract the following vector of classification result values:
Using vectors v distx for all dist x ∈ L, we compute the classification error probability for each distance measure as follows:
Next, we select the distance measure dist min with the lowest such probability and use that measure for the NN classification task for the given query:
Finally, Q is assigned the class of the closest training time series, as defined by dist min .
The intuition for creating vectors v distx and computing the error probabil-
for each measure dist x ∈ L for a given T is the following: given two measures dist i and dist j , if there are more misclassified training time series in the T -neighborhood of Q using dist i than in the T -neighborhood of Q using dist j , then this leads in a higher value of P dist i E . More precisely, the T -neighborhood for dist i does not provide a good guarantee for correct classification of Q, in contrast to dist j that classifies more training objects around Q correctly according to the selected scheme. Consequently, dist j is more suitable for Q, since it is less likely to produce wrong classification.
Defining the T -neighborhood. An appropriate value for T is chosen for all distance measures dist x ∈ L based on statistical significance testing. Specifically, we use the ANalysis Of VAriance (ANOVA) test [10] , which is a generalization of the t-test when more than two groups are analyzed.
First, for each T ∈ [1, N/2 ], we construct the corresponding set of vec-
Note that the vectors are constructed around pos(Q s , s distx ) as described in the previous section. Next, we perform ANOVA with statistical significance threshold α, which produces a p-value:
Using Equation 12, we assign our final threshold T with the value that corresponds to the smallest p-value:
The rationale here is that this way of determining the T -neighborhood gives the most statistically significant NN classification accuracy results when using the set of measures in L and the training time series for all possible neighborhoods of Q. T is then used for the computation of the classification error probabilities (Eq. 10), and will hence determine the most appropriate measure (Eq. 11) for the given query Q.
It has to be mentioned that if more than one T values provide the same lowest probability, the smallest one is chosen to define the query neighborhood.
Furthermore, in cases where the number of training time series to the left or right of pos(Q s , s distx ) in some s distx array is less than T −1 or T , respectively, then the remaining number of objects is filled in from the opposite side, so that there are always 2 * T objects in each v distx vector. This is required in order to perform ANOVA on vectors of equal size, and for all values of T .
In Figure 4 we illustrate the main steps of the proposed framework. 
Methods
We present three methods that can be used within our framework for constructing the neighborhood of training objects for a given query. Each method is characterized by a scheme, which is a technique for computing the values in the array s and the value of Q s used in the framework. Each scheme uses a function f scheme to compute these values. Note that we first describe a basic scheme that is used as a building block by the two main schemes.
Scheme 0: Basic
This basic scheme constructs s and Q s based exclusively on distances. The intuition here is the following: if a query Q is very close to its NN, then we can be more confident that Q indeed belongs to the class of its NN. If we find that Q is very close to its NN for one distance measure dist x and not for the others, then we have a reason to trust dist x more than the other measures, for the specific query. The neighborhood of a query is thus created by the training objects for which the distance from their closest object is close to the distance of the query to its closest training object.
More specifically, in the offline step, after the computation of the set of distances D distx Xi,T of the training objects X i ∈ T for all distance measures dist x ∈ L, we apply the scheme function f 0 as follows:
In other words, the value s i returned by the scheme function is the distance of X i to its closest time series o i . In a similar manner, during the online step, Q s is computed for each dist x using the scheme function as follows:
As it can be seen from the above equation, Q s corresponds to the distance of Q to its closest training object. The remaining steps of the online step proceed as described in the previous section.
Scheme I: Distance ratio-based
This technique for constructing s is an extension of the basic scheme. It is computed by using the ratio of distance from the closest object to the distance from the next closest object with a different class. The intuition behind this scheme is this: if a query Q is much closer to its nearest neighbor, which has a certain class, than to the closest object of a different class, then we are more confident that Q indeed belongs to the class of the nearest neighbor. If this happens for one distance measure dist x and not for the others, then we have a reason to trust dist x more than the other measures, for the specific query Q.
In particular, for each X i the scheme identifies its closest object o i by
Xi,T , and the corresponding objects are scanned until an object of a different class than that of o i is found; let us call this object X l and let l be the index of this object in
The value produced by the corresponding scheme function f I is given below:
Finding this ratio for all training objects and then sorting these ratios in ascending order ends up in array s distx .
During the online step, D distx Q,T is sorted resulting in D distx Q,T . Then, the value of Q s is computed as the ratio of its distance from the closest training object Q o to its distance from the first object that has a different class than that of Q o , say Q l with l being the index of Q l in D distx Q,T :
Based on the intuition for this method, ideally, if Q s is small then its Tneighborhood will comprise objects with low ratios, and these objects (or most of them) are not misclassified. Consequently, in such a case there is higher probability of classifying the query correctly.
Scheme II: Homogeneity-based
Using the same notation as in the previous method, another approach is to count the number of objects from o i to X l and from Q o to Q l , respectively.
We note that objects o i and Q o are included in the counting, while objects X l and Q l are not. Hence, the scheme function f II for a training object X i is defined as follows:
And similarly, for the query Q:
So, essentially, we count the number of objects that belong to the same class as that of the NN. By doing so, we are in practice measuring the homogeneity of an object's neighborhood. Each s distx thus consists of the sorted (in ascending order) homogeneity values of all training objects under measure dist x .
An ideal situation would be to obtain a high value for Q s making it lie within several objects with high homogeneity values in s distx . This would imply that all of these objects have many neighbors of the same class, and if this class is the correct one for all objects (or for most of them) then the probability of the query being classified correctly would increase.
Since our framework follows a statistical analysis based on the significance produced by ANOVA, there may be scenarios where, although Q s may be small for the Distance ratio-based or high for the Homogeneity-based scheme in the ideal situations described above, the T -neighborhood with the highest statistical significance may be large. This means that the neighborhood of the query may even include objects that are misclassified. This fact shows that there is a tradeoff between getting a "good" value for the selected scheme and a "proper" relatively small value for T .
It has to be noted that all of the aforementioned scheme-based measure selection methods are based on the following concept: objects of the same class create regions well separated from objects of other classes. This inter-class dissimilarity, however, is not always the case, since there may be outlier objects making the classification task harder whatever the classifier may be.
Experiments

Experimental Setup
Datasets. We experimented on the 45 time series datasets available on the UCR time series archive [15] . The number of training and test time series ("train size", "test size"), the length of each time series ("seq. length"), and the number of classes ("class num.") for each dataset are shown in Table 2 .
We should note that these datasets do not include objects with missing values.
Methods. We have applied the three proposed methods, i.e., Basic, Distance ratio-based, Homogeneity-based, on a pool of measures L consisting of DTW, ERP, and MSM (described in Sections 3.1, 3.2, and 3.3). For comparison, we also evaluate the performance of the following competitors:
-MSM: Using MSM as the distance measure in all datasets.
-DTW: Using DTW as the distance measure in all datasets.
-ERP: Using ERP as the distance measure in all datasets.
-Cross Validation: Using cross-validation to choose, separately for each dataset, which distance measure to use (among MSM, DTW, and ERP)
for that dataset.
We designed the Cross Validation method as follows: (1) for each dataset we first computed the classification accuracy (percentage of time series correctly classified) for DTW, ERP, and MSM on the training set using leave-oneout cross validation, and (2) Regarding the parameters of the measures, MSM has one free parameter, namely c, which is the cost of every Split and Merge operation. For each of the datasets, the value for c was chosen from the set {0.01, 0.1, 1}, using leave-oneout cross-validation on the training set and comparing the three classification accuracies. In addition, it has been shown that no greater value of c may achieve good classification results, while these values are sufficient to produce very competitive classification accuracies compared to DTW and ERP [25] . For DTW the L p used was the Euclidean distance, and the penalty g of ERP was set to 0 [7, 25] . Finally, for the statistical significance testing, the significance threshold α of ANOVA was set to 0.05.
Evaluation Measures. Since the task at hand is NN classification, for each dataset, we evaluate all of the aforementioned methods in terms of classification error rate, which is defined as the percentage of the test time series that are misclassified using the NN classifier.
At this point we note that if in our framework there are ties among the measures in the minimum error probability (computed by Eq. 10) for a query,
we select the measure with the smallest classification error rate on the training set. In case of further tie we use all measures involved in the tie, by taking the average classification result of these measures (recall that 0 corresponds to correct classification, whereas 1 to misclassification). For example, if for a query the minimum error probability is the same for both MSM and ERP, the respective error rates on the training set are the same, and MSM misclassifies the given query while ERP correctly classifies it, then the classification result for this query is considered to be 0.5.
Apart from the classification error rate, we evaluated the efficiency of the Homogeneity-based method, which is the one that yields at least as good or better classification accuracies as the baseline method on the largest number of datasets compared to the other proposed methods. In particular, we analyzed the runtimes for all of its parts, which are reported in Figure 6 .
The framework and the proposed methods were implemented in Matlab, while DTW, MSM, and ERP were implemented in Java. The experiments were performed on a PC 64-bit running Linux, a Dual-Core AMD Opteron(tm)
Processor 8220 SE at 2.8GHz using a single threaded implementation.
Training and Test Sets. For several datasets given in [15] we observed that the error rates on the training and test sets were very different for each of the distance measures, showing that the training set was not representative of the test set. For example, for the training set of the FaceAll dataset the error rate for DTW was 6.79%, for MSM 1.07%, and for ERP 2.5%, while for the test set the error rates were much different, i.e., 19.23%, 18.88%, and 20.2%, respectively. For the training set of OSU the error rates for DTW and ERP were 33% and 30.5%, while for the test set they were 40.91% and 39.7%, respectively. Another example is the GunPoint dataset, for which the error rate of DTW on the training set was 18% and of ERP it was 8%, whereas for the test set it was just 9.33% for DTW and 4% for ERP. The differences are also apparent in the Fish dataset, where DTW had error rates 26.29% and 16.57% for the training and test set, MSM had 13.71% and 8%, and ERP achieved 17.14% and 12%.
Since measure selection is about learning statistics for each dataset, we had to be fair on selecting the train and test time series. Thus, based on the iid (independent identically distributed) criterion, for each dataset, all time series originally provided as training and test sets in [15] were merged, and then for each class half of them were randomly picked and included in the training set while the remaining ones were put in the test set. More formally, assuming that the number of time series of a class is M , M/2 randomly selected time series comprise the training set, while the rest M − M/2 objects form the test set. Following this procedure, and, for example, for the aforementioned datasets, the error rates achieved on the training and test sets for all measures were much closer to one another, implying that the training sets are much more representative of the test sets compared to the original split. For the FaceAll dataset DTW achieved 3.30% and 3.90% error rates, MSM 1.16% and 1.06%, and ERP 1.52% and 1.86%, and for the OSU dataset DTW had error rates 33.18% and 35.14%, and ERP 30% and 31.98% for the training and test set, respectively. With regard to the GunPoint dataset, the error rates for DTW were 8% for both training and test sets, and for ERP they were 2% and 3%. Finally, referring to the Fish dataset MSM achieved 11.43% and 10.29%
error rates for the training and test sets, DTW 25.71% and 23.43%, and ERP 17.71% and 14.29%. The sizes of the two sets for each dataset are shown in columns "train size" and "test size" of Table 2 , respectively.
The datasets we used for our experiments are available here:
http://vlm1.uta.edu/~akotsif/query_sensitive_measure_selection. 
Experimental Results
Classification Accuracy. The performance of the proposed methods in terms of classification accuracy is shown in Tables 3 and 4 , and Figure 5 .
The classification error rates of all proposed methods and competitors are shown in Table 3 . For each dataset, the classification error rates for MSM, DTW, and ERP for both the training and test sets are shown, along with the c value used for MSM on that dataset. As mentioned in Section 5.1, the value of c that was chosen is the one providing the smallest classification error rate for the training set. In cases where more than one values of c provided the same error rate, in Table 3 we present all of these values, and we randomly picked the one shown in italics. All rates shown are in percent and the numbers in bold indicate the smallest error rates for each dataset when comparing the proposed methods and Cross Validation. The last column of Table 3 ("All Miscl.") presents the number of test time series per dataset that are not classified correctly by any distance measure. This is important, because these objects cannot be classified correctly by any distance measure selection scheme. Table 4 summarizes the experimental results. One key conclusion is that, out of the three proposed methods, the Homogeneity-based method performs the best. A second key conclusion is that the Homogeneity-based also performs better than all four competitors.
Looking at the results of Table 4 in more detail, we first note that the DTW and ERP methods performed the weakest. All three of our proposed methods outperform DTW and ERP in at least 35 out of the 45 datasets, and these results are statistically significant with a p value less than 0.001. However, the Basic method performs somewhat worse than Cross Validation and MSM.
There are actually somewhat more datasets where these competitors are more accurate than the Basic method, than datasets were the Basic method is These experimental results also emphasize the importance of choosing the scheme function for our framework. There is a significant difference in performance between the best performing scheme (Homogeneity-based) and the other two schemes (Basic and Distance ratio-based). This result also points to a direction for future work, namely to design schemes performing even better than the Homogeneity-based scheme.
In Table 5 Runtime. In Figure 6 , for each dataset, we present the average runtimes of a query for all parts of the Homogeneity-based method: MSM, DTW, ERP Computation, selecting the "best" T ("Homogeneity-based scheme"), and determining the most suitable distance measure ("Remaining Time").
Adding up the runtimes of all parts gives the total time, which is also shown.
It can be clearly seen that, for any dataset, the bottleneck of total runtime is the computation of distances for the three measures. DTW takes more time than MSM and ERP for all datasets, which is obvious, e.g., for datasets 22, Table   2 indicates). Comparing the proposed methods, since the framework is the same for all of them, the average DTW, MSM, and ERP distance computation times for all queries of each dataset are essentially the same for all methods. In addition, the "Remaining Time" part is negligible for all of them. As a result, the only part that basically differentiates the Homogeneity-based method and the rest is the procedure for finding the "best" value for T . However, since the total runtime is dominated by the distance computations, all proposed methods have approximately the same total runtime per query.
Finally, regarding the baseline Cross Validation method, the total runtime for a query depends on whether there is a clear distance measure winner Fig. 6 Average runtimes per query, for each dataset, for all parts of the Homogeneitybased measure selection method: the computations of MSM, DTW, ERP, Homogeneitybased scheme, and the final measure selection part. The total average runtime per query for each dataset (summing up all of the above parts) is also shown.
these measures contribute to the total runtime for a query, which is the sum of the distance computation times of the query to all training time series for the tied measures. Hence, if, in the worst case, all measures in the pool need to be evaluated for the query, then the total runtime of Cross Validation is approximately the same as that of our methods.
An astute reader may argue that the runtime comparison of Homogeneitybased against Cross Validation is unfair since we could alternatively have used existing speedup methods for DTW [3] , or even powerful pruning techniques such as cDTW with the LB Keogh lower bound [14] . Nonetheless, we argue that any speedup achieved by each method used by Cross Validation is also equally beneficial for the methods that are based on our framework. This is due to the fact that our framework is using the exact same set of dis-tance measures, and thus any speedup obtained by Cross Validation can essentially be exploited by our framework as well.
Conclusions and Future Work
In this paper we studied the problem of selecting, given a query, the most appropriate time series distance measure out of a pool of such measures, so as to perform time series NN classification. We demonstrated that the problem is important and challenging, and proposed a novel framework to solve it, based on the behavior of each distance measure on what we call the T -neighborhood of the query, i.e., a set of training objects similar to the query according to some property. Based on this framework, we proposed three specific schemes for identifying the T -neighborhood of the query, namely the Distance-based, Distance ratio-based, and Homogeneity-based schemes.
In our experiments, the proposed Homogeneity-based method produced state-of-the-art performance. Based on classification error rates on 45 datasets, the Homogeneity-based method outperformed all competitors (namely, the individual distance measures DTW, MSM, and ERP, as well as the standard measure-selection method of Cross Validation) in a statistically significant manner.
For future work, we plan to investigate adding additional measures to the set of measures used in our pool. We believe that including additional measures will make our methods achieve even smaller classification error rates.
Finally, we shall explore new schemes for defining the T -neighborhood, as well as alternative statistical tests.
