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Modular Anti-Inverses of Prime Numbers and Two
Prime-Generating Algorithms Based Upon Them
Shaheen R. Tonse
Abstract. It is well known that for any prime number p the integers {2,3,4,...p-2} group into pairs (called “inverse pairs” or
“modular inverses”) for which the product of each pair is ≡ +1 (mod p). In a similarly way they also form pairs (we call “anti-
inverses”) such that the product is ≡ −1 (mod p). Further, we find that for all primes that are ≡ +1 (mod 4) there are two and
only two integers a and b ∈ {2, 3, 4, ...p−2} which are self-anti-inverse, i.e. a2 ≡ b2 ≡ −1 (mod p). These serve as self-anti-inverses
uniquely to a single p. Deeper investigation of these primes and their self-anti-inverses reveals a triplet of integers (Kab, Ka, Kb)
from which p, a and b can be generated.
Two prime-generating algorithms, one based on the self-anti-inverses, and one based on the triplet of K’s, are described.
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1. Introduction
It is well known that for any prime number p the integers in Sp = {2, 3, 4, ...p − 2} group into pairs
such that the product of each pair is ≡ +1 (mod p) e.g. for p = 7, Sp = {2, 3, 4, 5} with pairs (2,4) and
(3,5). Interpreting the “+1” as identity, as such they are commonly referred to as “inverse pairs”[3].
Stated as a theorem (proof commonly available [1]):
Theorem 1.1. (Euler(proved)/Fermat(proposed)) Given a prime p and the set of numbers
Sp = {2, 3, 4, . . . , p − 2}, ∀ c ∈ Sp there exists a unique inverse d ∈ Sp and distinct from c itself,
such that cd ≡ +1 (mod p).
In a similar manner, the members of Sp also form pairs (we dub “anti-inverse pairs”) for which the
product is ≡ −1 (mod p). As with inverse pairs, for every member there exists a unique anti-inverse,
however it is not forbidden for a member to be its own anti-inverse.
We thank episciences.org for providing open access hosting of the electronic journal Hardy-Ramanujan Journal
2 english2. Anti-Inverses
In Section 2. we shall briefly re-visit inverse pairs and then focus on anti-inverse pairs, in particular
on those elements which are self anti-inverse; these are the main focus of the article. We show that
below every upper prime p (a prime which is an upper number, viz. ≡ +1 (mod 4)), there exist two
self anti-inverse elements a and b, such that a2 ≡ b2 ≡ −1 (mod p), and further for which a + b = p,
and ab ≡ +1 (mod p). e.g. for p = 13, a = 5 and b = 8. Neither a nor b occurs as a self anti-inverse
element for any upper prime other than p. Below lower primes (primes which are lower numbers,
≡ −1 (mod 4)), such self anti-inverse elements never occur.
Digging deeper, we look in detail at the three coefficients (Kab, Ka and Kb) by which p is multi-
plied to produce the three modulo relations ab ≡ +1 (mod p), a2 ≡ −1 (mod p) and b2 ≡ −1 (mod p)
respectively, e.g. ab ≡ +1 (mod p) is obtained from ab = Kabp + 1. We discuss their inter-relations,
relative magnitudes and their relations with a, b, and with the original prime p. Some of these
relations are quite interesting, e.g. 2Kab + Ka + Kb = p.
In Section 3. two algorithms that generate upper primes are described. Exploiting the one-to-one
relation between p and the self-anti-inverse a, one algorithm generates upper primes from the sequence
a = 2, 3, 4, 5, . . .. The second algorithm uses the K coefficients and steps through the sequence
Kab = 1, 3, 5, 7, . . . to generate upper primes. The performance of these algorithms is dicussed briefly.
An Appendix contains a list of symbols/notation and miscellaneous derivations.
2. Anti-Inverses
2.A. Anti-Inverse Pairs
Briefly revisiting inverse pairs to touch on two relevant points:
1. If the prime is a lower number (of form 4n − 1) then Sp = {2, 3, 4, ...p − 2} contains an even
number of pairs, and if an upper number (of form 4n+1) the number of pairs is odd. Examples
for the first few primes: 5 : (2,3)
7 : (2,4), (3,5)
11 : (2,6), (3,4), (5,9) (7,8)
13 : (2,7), (3,9), (4,10), (5,8), (6,11)
17 : (2,9), (3,6), (4,13), (5,7), (8,15), (10,12), (11,14)
2. If all the pairs, each of which separately multiplies to be ≡ +1 (mod p), are multiplied to-
gether, the new product of products will still be ≡ +1 (mod p), and can be rearranged as
2× 3× 4... × (p − 2) ≡ +1 (mod p). 1
Moving now to anti-inverse (AI) pairs :
Theorem 2.1. Given a prime p and a set of numbers below it, Sp = {2, 3, 4, . . . , p − 2},∀ c ∈ Sp
there exists a unique d ∈ Sp such that cd ≡ −1 (mod p)
Proof. Since c is less than the prime p, c and p have no common factor > 1. Therefore by the
Euclidean Algorithm [4] there are 2 integers d and q such that cd + pq = 1. Replacing d and q by
their negatives gives cd + pq = −1, therefore cd ≡ −1 (mod p). d could be greater than p, or even
< 0, but there does exist a number ≥ 1 and ≤ p− 1 which is congruent to d, so we shall proceed to
replace d by that number, which now is the anti-inverse of c. It is apparent that the new d cannot be
equal to 1 or to p − 1 as that would imply c = p − 1 or c = +1 respectively, therefore d ∈ Sp. Thus
an anti-inverse exists for each c.
Assume that d and e are both anti-inverses of c, then cd ≡ ce (mod p), and since the modulus is
prime, division is permitted, giving d ≡ e (mod p). Since both d and e are less than p they must be
equal, thus d is unique.
1Further including 1 and p− 1 to this product leads to half of Wilson’s Theorem: (p− 1)! ≡ −1 (mod p).
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The proof is almost identical to Euler’s proof for inverse pairs but now it is not forbidden for an
element to be its own AI, e.g. for p = 13: 52 ≡ 82 ≡ −1 (mod 13) i.e. 5 and 8 are self-anti-inverse
(self-AI). Glancing at the AI pairs and self-AI elements (in isolation) for a few primes below, some
have self-AI elements while others do not:
p : AI pairs and self-AI elements
5 : (2), (3)
7 : (2,3), (4,5)
11 : (2,5), (3,7), (4,8) (6,9)
13 : (2,6), (3,4), (7,11), (9,10) (5), (8)
17 : (2,8), (3,11), (5,10), (6,14), (7,12), (9,15) (4), (13)
19 : (2,9), (3,6), (4,14), (5,15), (7,8), (10,17), (11,12), (13,16)
Considering cases where there are no self-AI elements and all elements belong to AI pairs consisting
of two distinct elements and then multiplying the pairs together as we did earlier for inverse pairs,
the product is ≡ (−1)n (mod p) where n is the number of AI pairs. But this product can also be
written as 2 × 3 × 4... × (p − 2) which will still must be ≡ +1 (mod p) as it was before for inverse
pairs, therefore n must be even. This only occurs for lower primes (LP); we see a few cases in the
table above. It does not occur for upper primes (UP), which therefore must always have some self-AI
elements.
2.B. Self Anti-Inverse Elements
Lemma 2.2. Given a prime p and a subset Sp = {2, 3, 4, . . . , p − 2} of numbers below it, there are
either zero or two elements of Sp which if squared are ≡ −1 (mod p). In the case of two such self anti-
inverse elements, say a and b, for which a2 ≡ b2 ≡ −1 (mod p), they are further related by a+ b = p,
and ab ≡ +1 (mod p).
Proof. Assume that one self anti-inverse element a exists, so a2 ≡ −1 (mod p). For b = p − a ⇒
ab ≡ −aa ≡ +1 (mod p) and b2 ≡ −1 (mod p). Since (p − a) always exists and (p − a) 6= a for odd
p, the presence of a single self-anti-inverse element ensures the existence of a second.
Assume that c is a third self-anti-inverse element in Sp. Taking the product ac and squaring:
(ac) · (ac) ≡ a2c2 ≡ −1 · −1 ≡ +1 (mod p)
In general ac will not be in {1, 2, 3, . . . , (p−1)} but there is an element of {1, 2, 3, . . . , (p−1)} congruent
to ac and so which when squared would be ≡ +1 (mod p). But by Theorem 1.1 self-inverse elements
do not exist in {2, 3, . . . , (p− 2)} therefore the element must be either equal to 1 or (p− 1), implying:
if ac ≡
{
+1 then ac ≡ ab ≡ +1 (mod p) ⇒ c = b
p− 1 then ac ≡ aa ≡ −1 (mod p) ⇒ c = a
Thus c must be either equal to a or b, and a third distinct self-anti-inverse element cannot exist.
Finally the observation that there exist primes such as p = 7, 11, 19 which have zero self-anti-inverse
elements completes the proof.
Since UP cannot have zero self-AI elements, all UP must have two and only two. It also follows from
ab ≡ +1 (mod p) that all LP must have zero self-AI elements, since if they were to have 2, then the
product 2× 3× 4...× (p− 2) would be ≡ [(−1)odd number ofAI pairs × (+1)] (mod p), which would be
≡ −1 (mod p).
Narrowing our focus onto the two self-AI elements associated with every UP, they are shown below
for the first 10 UP, shown as p : (a, b), adopting from this point the convention that a is the lesser of
the two. Since a+ b = p ⇒ a < p2 < b < p:
4 english2. Anti-Inverses
5: (2, 3) 13: (5, 8) 17: (4, 13) 29: (12, 17) 37: (6, 31)
41: (9, 32) 53: (23, 30) 61: (11, 50) 73: (27, 46) 89: (34, 55)
Questions that we address:
 Does every integer {2, 3, 4, 5, . . .} serve as an a or a b for some UP? Easily answered by obser-
vation: some numbers such as 7, 18, and 21 never serve as a or b for any prime. For 7 to serve
as a self-AI for a prime p, i.e. 72 ≡ −1 (mod p), p would have to be larger than 7 and to divide
72 + 1, which does not occur.
 Can an integer {2, 3, 4, . . .} serve as an a or a b for more than one UP?
Theorem 2.3. A self anti-inverse element of an upper prime may not serve as a self anti-
inverse element for any other upper prime.
Proof. Let p be an UP with a self anti-inverse pair (a, b), taking a < b.
Let c be either a or b, whichever the case: p > c.
c2 ≡ −1 (mod p) ⇒ p is a factor of c2 + 1.
c2 + 1 may be a composite number with multiple prime factors but only a single one of these
can be greater than its square root and since
√
c2 + 1 lies between c and c+ 1, and p > c, that
prime factor is p.
Let there exist another UP q for which c is also a self-AI element. Then using the same arguments
used for p above, q > c and q is a factor of c2+1 and is greater than its square root. But this is
impossible since a composite number can have only a single prime factor greater than its square
root.
The theorem relies on p being a factor of (a2 + 1) and (b2 + 1 ). Its 3 corollaries also come into use
later:
Corollary 2.4. If c is a (the lesser self-AI element) then p is the sole prime factor of c2 + 1 greater
than
√
c2 + 1, and further, p will be greater than double the square root.
Conversely if a number of the form c2 +1 has a prime factor p > 2
√
c2 + 1 then c is the lesser of the
2 self-AI elements of p.
Proof. p > 2c ⇒ p ≥ (2c + 1)
(2c + 1)2 = 4c2 + 4c + 1 > 4c2 + 4 (∀c > 0)
But 4c2 + 4 = (2
√
c2 + 1)2 therefore (2c + 1) > 2
√
c2 + 1 ⇒ p > 2√c2 + 1.
Conversely, let p be a prime factor of (c2 + 1) and p > 2
√
c2 + 1. Then p > 2c. So we have c2 ≡ −1
(mod p) and c < p/2. Since there are only 2 integers less than p which have the first property, viz.
the two self-AI elements, and only one of those viz. the lesser self-AI element, has the second property
⇒ c = a.
Corollary 2.5. If c is b (the greater self-AI element), then p is the sole prime factor of c2+1 greater
than its square root and further, p lies between
√
c2 + 1 and 2
√
c2 + 1.
Conversely if a number of the form c2 + 1 has a prime factor p such that
√
c2 + 1 < p < 2
√
c2 + 1
then c is the greater of the 2 self-AI elements of p.
Proof. c <
√
c2 + 1 < (c + 1)
If c is b
then p > (c + 1) ⇒ p > √c2 + 1
and p < 2b ⇒ p < 2c ⇒ p < 2√c2 + 1
therefore
√
c2 + 1 < p < 2
√
c2 + 1
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Conversely, let p be a prime factor of (c2 + 1) such that
√
c2 + 1 < p < 2
√
c2 + 1.√
c2 + 1 < p ⇒ c < p. This along with c2 ≡ −1 (mod p) satisfies the requirement that c is one of
the two self-AI element of p. By corollary 2.4 the lesser of the two elements would have p > 2
√
c2 + 1,
therefore c = b, the greater of the two self-AI elements.
Corollary 2.6. If a number of the form c2+1 has no prime factor greater than its square root, then
c does not serve as a self-AI element for any prime.
Proof. Combining the the two preceding corollaries and taking their contra-positive: if c served as
self-AI element for a prime p, then p would be a factor of c2 + 1 and p >
√
c2 + 1.
Given these relations, and that every UP has two self-AI elements both unique to it, leads us to
consider an algorithm (described in subsection 3.A.) to identify the prime associated with each a as
one steps through the sequence a = {2, 3, 4, 5, . . .}.
2.C. The K Coefficients: Kab, Ka and Kb
Now we delve further into the numbers and structure behind a prime p and its two self-AI elements
a and b. Re-writing the the modulo conditions as algebraic equations:
ab ≡ +1 (mod p) ⇒ ab− 1 = Kab p (2.1)
a2 ≡ −1 (mod p) ⇒ a2 + 1 = Ka p (2.2)
b2 ≡ −1 (mod p) ⇒ b2 + 1 = Kb p (2.3)
where the three K coefficients are positive integers, we shall examine relations between themselves
and their relations with p, a and b. While one might first expect that they be more or less random, and
the exercise a waste of time, some interesting relations and inequalities are extracted with minimal
effort:
 Adding Eqns.2.1 and 2.2 ⇒ a = Kab + Ka
 Adding Eqns.2.1 and 2.3 ⇒ b = Kab + Kb
 Combining these further leads to 2Kab + Ka + Kb = p
 Squaring a = Kab + Ka
a2 = K2ab + 2KabKa +K
2
a
Kap− 1 (byEqn.2.2) = K2ab + 2KabKa +K2a
K2ab + 1 = Kap−K2a − 2KabKa
= Ka[p−Ka − 2Kab]
K2ab + 1 = KaKb
Since a+ b = p, one of a, b is odd, the other even, therefore:
 from eqn.2.1 it follows that Kab is always odd
 The LHS of eqns.2.2 and 2.3 are primitive hypoteneuses and so have no LP factors. Therefore
on the RHS of these equations neither Ka nor Kb has any LP factors, and one of them is odd
while the other contains a single factor of 2.
How do these all of these quantities compare in magnitude? Starting with two inequalities already at
our disposal:
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Table 1: a, b and the three K coefficients for the first 8 upper primes.
p a b Kab Ka Kb
5 2 3 1 1 2
13 5 8 3 2 5
17 4 13 3 1 10
29 12 17 7 5 10
37 6 31 5 1 26
41 9 32 7 2 25
53 23 30 13 10 17
61 11 50 9 2 41
 1 < a < p2 < b < (p− 1)
 Kab, Ka, Kb≥ 1
we derive further inequalities (B: Inequalities) leading to:
 Ka ≤ Kab (In general Ka < Kab. Only for p = 5 is: Ka = Kab = 1)
 (Ka,Kab) <
p
4 < Kb
 1 ≤ Ka ≤ Kab < (a,Kb) < b < p− 1
Given that every UP has unique self-AIs and that the equations 2.1-2.3 can be applied to them,
a unique triplet of K coefficients (Kab,Ka,Kb) exists for every UP. Unlike with the self-AIs, the
K coefficients are not individually unique (as we see in Table 1), however because of a = Kab + Ka
and b = Kab + Kb, those combinations of their the sums are unique since a and b are unique to a
particular p.
The K coefficients are revisited in subsection 3.B. where we describe an algorithm that iterates
through an odd sequence Kab = 1, 3, 5, 7, . . . and for each iteration, finding (Kab,Ka,Kb) combinations
that satisfy the properties and inequalities mentioned above, then determining whether 2Kab+Ka+Kb
produces an upper prime number.
3. Prime Generating Algorithms
3.A. Prime Generation from “a2 + 1”
The method is described here in sufficient detail to permit reproducability, glossing over many algo-
rithmic efficiency details, and the results are discussed. From corollary 2.4 if a is the smaller self-AI
element of p then, taking A = a2 + 1, p is its sole prime factor > 2√A, and more usefully the converse:
If A has a prime factor > 2√A then that is the prime for which a is the lesser self-AI element. As
the algorithm steps through sequence a = {2, 3, 4, 5 . . .}, for each A it searches for a factor > 2√A,
if successful the new UP is stored in a set SUP . Note a
2 + 1 is a primitive hypoteneuse [2] which
has no LP factors and so the factor search of A need only use the prime “2” and SUP from earlier
iterations of the sequence. SUP contains sufficient UP for the factorization, as shown in B: Sufficiency
of SUP for Factorization, which also tells us that once the sequence reaches some value, say ar, it is
guaranteed that all UP up to 2ar are ⊂ SUP .
That essentially describes the procedure but since the factorization has considerable computa-
tional expense even though it is quite parallelizable, the following improve efficiency by identifying
beforehand values of a that will not result in a new UP and skipping them:
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 Since an integer may only serve as an a or b for only a single UP (Theorem 2.3), once the UP
has been uncovered for a particular a, it would be wasteful to let b remain in the sequence as
it would simply give us the same UP. So upon finding a new UP p, the element b = p − a is
removed from the sequence.
 In a similar vein the following lemmas permit removal of the elements (p+ a) and (p+ b) from
the sequence as they too can never result in a new UP:
Lemma 3.1. If “a” serves as the lesser self anti-inverse element for an upper prime p, the
quantity p + a cannot serve as lesser self anti-inverse element for any other upper prime.
Proof. Let ap and (Kab,Ka,Kb) be the lesser self anti-inverse element and the K coefficients
respectively for some UP p. ⇒ a2p + 1 = Kap
Assume that p+ ap = aq serves as lesser self anti-inverse element for some other upper prime q
and let (Lab,La,Lb) be the K coefficients of q. ⇒ a2q + 1 = Laq
Laq = a
2
q + 1
= (p + ap)
2 + 1
= p2 + 2app + a
2
p + 1
= p2 + 2app +Kap
Laq = p · (p + 2ap + Ka)
p and q are prime and distinct, so p divides La, and q divides (p + 2ap +Ka).
Therefore p ≤ La. Further (see B: Inequalities), since La < q/4 ⇒ p < q/4.
Similarly q ≤ (p + 2ap + Ka). Since ap < p/2 and Ka < p/4 ⇒ q < (p + p + p/4) or q <
9p/4 ⇒ q < 9q/16, which cannot be true.
Lemma 3.2. If b serves as the greater self anti-inverse element for an upper prime p, the
quantity p + b cannot serve as lesser self anti-inverse element for any other upper prime.
Proof. Let bp and (Kab,Ka,Kb) be the greater self anti-inverse element and the K coefficients
respectively for some UP p. b2p + 1 = Kbp
Assume that p+ bp = aq serves as lesser self anti-inverse element for some other upper prime q
and let (Lab,La,Lb) be the K coefficients of q.
Laq = a
2
q + 1
= (p + bp)
2 + 1
= p2 + 2bpp + b
2
p + 1
= p2 + 2bpp +Kbp
Laq = p · (p + 2bp + Kb)
p and q are prime so p divides La, and q divides (p + 2bp + Kb).
Therefore p ≤ La. Since La < q/4 ⇒ p < q/4 ⇒ 4p < q.
Similarly q ≤ (p + 2bp + Kb). Since bp < p and Kb < p ⇒ q < (p + 2p + p) or q < 4p which
contradicts our earlier 4p < q.
8 english3. Prime Generating Algorithms
Table 2: The first few iterations of the sequence a = 2, 3, 4, . . . of the A = a2 + 1 method.
As UP are uncovered they are placed in SUP . The algorithm skipped lines a = 3, 7, and 8
which were pre-identified as a, b, (p + a) and (p + b) for p = 5, and therefore would not
uncover a new UP.
a A Existing SUP New UP b, p+a, p+b
2 5 {} 5 3, 7, 8
3 skip {5}
4 17 {5} 17 13, 21, 30
5 26 {5, 17} 13 8, 18, 21
6 37 {5, 13, 17} 37 31, 43, 68
7 skip {5, 13, 17, 37}
8 skip {5, 13, 17, 37}
9 82 {5, 13, 17, 37} 41 32, 50, 73
10 101 {5, 13, 17, 37, 41} 101 91, 111, 192
11 122 {5, 13, 17, 37, 41, 101} 61 50, 72, 111
12 145 {5, 13, 17, 37, 41, 61, 101} 29 17, 41, 46
Summarizing the whole procedure (table 2 shows this in action for the first few iterations though the
sequence): We start the algorithm at a = 2, with an empty SUP and the prime “2” to search for
factors. Then for some general value a = ar:
 Evaluate Ar = a2r + 1. Search for a prime factor of Ar that is > 2
√Ar using primes from from
SUP = {2, 5, 13, . . .} obtained from earlier iterations (and “2”). If a prime factor is found, add
it to SUP as a new UP.
 If a new UP was found, remove the elements b = (p− ar), (p+ ar) and (p+ b) = (2p− ar) from
the sequence of a’s before proceeding to the next a = ar+1
Fig. 1 shows the distribution of upper primes, plotted log-log, obtained by running the sequence
up to a = 5 · 106. The inset histogram is a subset of the data in a smaller x range, plotted on linear
axes. We know that once the sequence reaches a value, say ar, all UP up to 2ar are contained in
SUP ; with missing primes thereafter that will be filled in gradually as higher values of a are reached
in the sequence. This is visually borne out by the discontinuity in slope in the figure at x = 107, i.e.
twice a = 5 · 106.
The algorithm uncovers a new UP about 70% of the time (or ≈ 0.7 UP per iteration) in the
range a = 2 to 5 · 106, decreasing slightly from 71.2% of the time at a = 103 to 70.3% of the time
at a = 5 · 106. Of the 30% of a’s that do not uncover a new UP about half were pre-identified and
removed beforehand so that a fruitless factorization was not performed, e.g. a = 3, 7, and 8 in the
table above. The fraction of pre-identified a’s drops as a increases; however even if it hypothetically
dropped to zero, the situation might still be acceptable provided we still obtained ≈ 0.7 UP per
iteration.
3.B. Prime Generation from the K Coefficients
This method has some similarities to the “a2 + 1” method of the previous sub-section in that it
iterates through Kab (although only odd values), and a factorization is performed on K
2
ab+1 using a
set SUP of UP derived from earlier iterations. We will omit many of the algorithmic efficiency details.
The general flow (table 3 shows this in action for the first few steps) as it steps through odd values
Kab = {1, 3, 5, 7, . . .} is as follows:
 Factorise K2ab + 1 using SUP and the prime “2”. Since K
2
ab + 1 is a primitive hypoteneuse
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Figure 1: Log-log histogram distribution of upper primes in the A = a2 + 1 method,
obtained by running the sequence from a = 2 to a = 5 · 106. Inset: Subset of same data,
limited to a smaller x range and with linear axes.
100 102 104 106 108 1010 1012
Prime number values
100
102
104
106
108
1010
0 1 2
1e7
0
5000
10000
15000
it will not have any LP factors. SUP contains sufficient UP for the factorization, as shown
in B: Sufficiency of SUP for Factorization.
 Combine the prime factors to determine all possible pairs of factors of K2ab+1. SinceK
2
ab + 1 = KaKb
the factor pairs are (Ka,Kb) candidates, although not all will comply with the relations between
K coefficients.
 Designate the lesser of the two to be Ka and discard candidate pairs for which ¬(Ka < Kab).
 From previous results we know that once an UP is uncovered (i) its a and b cannot not serve
as a or b for any other UP (Theorem 2.3) and (ii) its (p + a) and (p + b) cannot serve as a
for any other UP (Lemmas 3.1and 3.2 respectively). Therefore, at a particular iteration, upon
uncovering an UP, the values a = Kab+Ka, b = Kab+Kb, p+a = 3Kab+2Ka+Kb and p+b =
3Kab + Ka + 2Kb are stored in memory. In later iterations of Kab a new UP can not result
should Kab + Ka = a equal any of those stored values or Kab + Kb = b equal stored a and b
values. Applying these restrictions, more (Ka,Kb) candidate pairs are discarded, saving further
unnecessary factorization.
 For each remaining triplet (Kab,Ka,Kb), factorize P = 2Kab+Ka+Kb with brute-force division
from SUP to search (upto
√P) for factors. If none then add P to SUP . SUP contains sufficient
UP for the factorization, as shown in B: Sufficiency of SUP for Factorization.
Fig. 2 shows the distribution of upper primes obtained by running the sequence to Kab = 5 · 106.
Examination shows that the algorithm delivers primes throughout the range. The inset histogram is
a subset of the data in a smaller x range. We expect to have all UP up to 4× maximum Kab, with
gaps in the prime distribution thereafter that will be filled in gradually as higher values of Kabare
reached, borne out by the discontinuity in slope in the figure at x = 2 · 107, i.e. 4 times Kab = 5 · 106.
The algorithm uncovers ≈ 1.5 new UP per iteration in the range range Kab = 1 to 5·106 compared
with 0.7 per iteration for the preceding a2+1 method. However, since two factorizations are required
in this method, the two methods’ performance may not differ that much. Unlike with the previous
method (and as we see in table 3) a single value of Kab can result in multiple new UP, e.g. Kab = 3
produces 13 and 17 (while Kab = 700, 107 produces 58 new UP!) About 20% of Kab do not result in
even a single U.P.
10 english4. Summary and Conclusion
Table 3: The first few iterations of the sequence Kab = 1, 3, 5, 7, . . . of the K Coefficient
method. As UP are uncovered they are placed in SUP . The lines a = 3, 7, and 8 are
omitted as they were pre-identified as a, b, (p + a) and (p + b) for p = 5.
Kab K
2
ab + 1 SUP (Ka,Kb) P New UP
1 2 {} (1,2) 5 5
3 10 {5} (1,10) 17 17
3 " " (2,5) 13 13
5 26 {5,13,17} (1,26) 37 37
5 " " (2,13) 25 –
7 50 {5,13,17,37} (1,50) 65 –
7 " " (2,25) 41 41
7 " " (5,10) 29 29
9 82 {5,13,17,29,37,41} (1,82) 101 101
9 " " (2,41) 61 61
Figure 2: Log-log histogram distribution of upper primes in the K Coefficient method,
obtained by running the sequence from Kab = 1 to Kab = 5 · 106. Inset: Subset of same
data, limited to a smaller x range and with linear axes.
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4. Summary and Conclusion
We have found that all primes p for which p ≡ +1 (mod 4) have exactly two elements in {2, 3, 4, . . . , p−
2} that are self-AI, i.e. when squared are ≡ −1 (mod p). Further, the two elements are unique to the
prime and do not serve as self-AI for any other prime. Self-AI elements never occur for primes that are
≡ −1 (mod 4). Rather than focus on finding the self-AI elements associated with a prime we chose
to invert the problem and develop an algorithm to iterate through an integer sequence 2, 3, 4, . . ., and
determine the prime associated with every integer that serves as a self-AI. In preliminary tests the
algorithm returns ≈ 0.7 primes per iteration.
We also investigated a triplet of numbers (Kab, Ka, Kb), any 2 of which are independent, that are
linked to and derived from the self-AI elements. We developed a second prime-generating algorithm
utilising the three K Coefficients. This algorithm performs similarly, but it is the author’s intuitive
opinion that the former algorithm is the more attractive of the two because of its simplicity, however
that could change with future improvements.
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Both algorithms2 were tested for relatively small numbers (a few million), for introductory pur-
poses. The interpreted computing language (Python 2.7) and platform (an 8 year old Windows 7 lap-
top) are unsuited for the more extensive testing required with very large numbers, which could be
accomplished with an optimized, compiled Fortran or C code and a distributed parallel platform.
No representations are made comparing these algorithms to existing sieve methods, however they
differ enough from sieves to warrant investigation. If observed performance level of ≈ 0.7 primes per
iteration persists at higher numbers, then possibly implementing further math-based algorithmic im-
provements to pre-identify members of the sequence that will not produce a new prime, (thus avoiding
fruitless factorizations) and using parallel programming (expected to scale well for factorization), the
results would be encouraging.
A Notation
LP: Lower Prime. A prime lower number, leaves remainder of -1 when divided by 4
UP: Upper Prime. A prime upper number, leaves remainder of +1 when divided by 4
AI pair: Anti-inverse pair. A pair of numbers belonging to the set {2, 3, . . . , (p − 2)}, and whose
product is ≡ −1 (mod p) where p is a prime.
self-AI: Self-Anti-Inverse. Either of the two elements associated with every upper prime p, and
belonging to the set {2, 3, . . . , (p− 2)}. When either is squared, the result is ≡ −1 (mod p)
a: The lesser of an upper prime’s self-AI elements
b: The greater of an upper prime’s self-AI elements
A: a2 + 1. Used in description of prime generating algorithm.
Kab: The coefficient of p required to satisfy ab ≡ +1 (mod p) i.e ab = Kabp + 1
Ka: The coefficient of p required to satisfy a
2 ≡ −1 (mod p)
Kb: The coefficient of p required to satisfy b
2 ≡ −1 (mod p)
P: 2Kab + Ka + Kb. Candidate for UP in K Coefficients prime generating algorithm.
B Miscellaneous Derivations
K Coefficient-related Inequalities
 a = Kab + Ka ⇒ Kab < a, Ka < a
 b = Kab + Kb ⇒ Kb < b
 Since a + b = p with a < p2 , let a =
p
2 −∆ and b = p2 +∆ where 12 ≤ ∆ ≤ p2 − 2, then
ab = (p2 −∆) · (p2 +∆) = p
2
4 −∆2
Starting with ab = Kabp + 1(Eqn.2.1) ⇒ Kabp = p
2
4 −∆2 − 1
⇒ Kab < p4
2code available on request
12 englishB Miscellaneous Derivations
 Kab −Ka = ab−a2−2p (from eqns. 2.1, 2.2). The difference Kab −Ka depends on the difference
ab− a2 (i.e. the difference b− a). As before express a = p2 −∆ and b = p2 +∆, where ∆ ≥ 12 .
a and b are closest when ∆ = 12 , so for a fixed p the difference (b− a) and therefore Kab −Ka
increases as ∆ is increased.
Starting with Kab − Ka = ∆·(p−2∆)−2p , setting ∆ = 12 gives Kab − Ka = p−52p , implying that
Kab = Ka for p = 5 and Kab > Ka for larger p.
Increasing either or both of p or ∆ increases the inequality of Kab over Ka.
Thus Kab ≥ Ka
 b2 > p2/4 and Kb p = b
2 + 1 ⇒ Kb p > p2/4 + 1 ⇒ Kb > p4
Sufficiency of SUP for Factorization
 A = a2 + 1: To find a factor of A which is > 2√A, we must show that SUP contains all UP at
least up to
√A/2: Assume we have reached some ar in the sequence and that Ar has a prime
factor q which we do not yet have in hand. Were such a prime q ≤ √Ar/2 to exist, its self-AI
element aq would have not been reached yet in the sequence, implying that aq ≥ ar. Since
ar <
√Ar < ar + 1 ⇒ q ≤ ar. But since aq is the lesser self-AI of q, aq < q/2 ⇒ aq < ar
which is a contradiction. Thus q cannot exist and we are assured of sufficient UP ∈ SUP for the
factor search.
 K2ab + 1: Assume we are at iteration r for which Kab is Kab(r), and that an UP q <
√
Kab(r)2 + 1
exists, which has not yet been uncovered. Since Kab(r) <
√
Kab(r)2 + 1 < Kab(r)+ 1 ⇒ q ≤
Kab(r).
Since K coefficients exist for every UP, the Kab which will generate q (call it Kab(q)) has sim-
ply not yet been reached in the sequence ∴ Kab(q) > Kab(r). But Kab(q) < q/4 ⇒ q >
4Kab(q) ⇒ q > 4Kab(r) which contradicts our earlier q ≤ Kab(r).
 P: Assume an UP q < √P exists, which has not yet been uncovered. Once again Kab(q) > Kab.
q > 4Kab(q) ⇒ q > 4Kab ⇒ q2 > 16K2ab.
q <
√P ⇒ q2 < P(= 2Kab + Ka + Kb) ⇒ q2 < 3Kab + Kb (since Ka < Kab)
Since Kb can have many values for a given Kab, it is not yet clear whether q
2 > 16K2ab and q
2 <
3Kab + Kb are contradictory, however it suffices to demonstrate it for the maximum possible
value that Kb can reach:
Since K2ab+1 = KaKb, the maximum value Kb can reach is if Ka = 1, from which K
max
b = K
2
ab+
1, therefore q2 < 3Kab+K
2
ab+1 which contradicts q
2 > 16K2ab for all values of Kab = 1, 3, 5, . . .
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