We study the de la Vallée Poussin mean for exponential weights and give a polynomial approximation on (−∞, ∞). H. N. Mhasker proved the corresponding result for Freud-type weights. Our proof is valid for Erdös-type weights.
Introduction
Let R = (−∞, ∞) and N = {1, 2, · · · , }. We consider an exponential weight w(x) = exp(−Q(x)) on R, where Q is an even and nonnegative function on R. Throughout this paper we always assume that w belongs to a relevant class F (C 2 +) (see section 2). We consider the function T defined by (1.1) T (x) := xQ ′ (x) Q(x) , x = 0. If T is bounded, then w is called the Freud-type weight, and otherwise, w is called the Erdös-type weight. The Mhaskar-Rakhmanov-Saff number (MRS number) a n for w = exp(−Q) is defined by following equation:
a u uQ ′ (a n u) (1 − u 2 ) 1/2 du, n ∈ N.
Let {p n } are orthogonal polynomials for a weight w, that is, p n (x) = p n (w 2 , x) is the polynomial of degree n such that R p n (x)p m (x)w 2 (x)dx = δ mn . The main result of this paper is the following theorem.
Theorem 1.1 Let 1 ≤ p ≤ ∞. We assume that w ∈ F (C 2 +) satisfies (1.4) T (a n ) ≤ cn 2/3−δ for some 0 < δ ≤ 2/3 and c > 0. Then there exists a constant C > 0 such that when T 1/4 f w ∈ L p (R), then
and when f w ∈ L p (R), then
For Freud-type weights, H. N. Mhaskar proved the inequality
in [3, Theorem 3.4.2] . Note that when T is bounded, then (1.4) holds evidently, so (1.7) follows from (1.5) immediately. As a corollary of (1.6), we have the following result. There exists a constant C > 0 such that for any wf ∈ L p (R),
where P n is the set of all polynomials of degree at most n. It is shown that the right hand side of (1.8) attains some P n ∈ P n , however, it is not easy to determine P n explicitly. (1.8) means that the de la Vallée Poussin mean takes the place of P n in some sense, i.e., v n (f ) is a good concrete approximation polynomial for given function f . This paper is organized as follows. The definition of class F (C 2 +) is given in Section 2. Recalling some estimates for exponential weights in Section 3, we will give a proof of Theorem 1.1 for the case of p = ∞ in Section 4. The complete proof of Theorem 1.1 is given in Section 5. We discuss the condition (1.4) and the estimate (1.8) in Section 6.
Throughout this paper C will denote a positive constant whose value is not necessary the same at each occurrence; it may vary even within a line. When we write C = C(a, b, · · · ), then C is a constant which depends on a, b, · · · only.
Definitions and notation
We say that an exponential weight w = exp(−Q) belongs to class F (C 2 +), when Q : R → [0, ∞) is a continuous and even function and satisfy the following properties:
(d) The function T defined in (1.1) is quasi-increasing in (0, ∞)(i.e. there exists C > 0 such that T (x) ≤ CT (y) whenever 0 < x < y), and there exists Λ ∈ R such that
(e) There exists C > 0 such that
, a.e. x ∈ R and there also exists a compact subinterval J(∋ 0) of R and C > 0 such that
, a.e. x ∈ R \ J.
Let w(x) = exp(−Q(x)) ∈ F (C 2 +). Suppose that Q ∈ C 3 (R) and 0 ≤ λ ≤ 3/2. If there exist C > 0 and K > 0 such that for |x| ≥ K,
then we write w ∈ F λ (C 3 +). Note that if w is the Freud-type, the last inequality holds with λ = 1.
A typical example of Freud-type weight is w(x) = exp(−|x| α ) with α > 1. INote that the Hermite polynomials are the orthogonal polynomials for the weight exp(−|x| 2 ). Let u ≥ 0, α > 0, α + u > 1, ℓ ∈ N, and we set
is an Erdös-type weight, which belongs to F λ (C 3 +) (see [1] ). We recall some notation which we use later (cf. [2] ). By definition, the partial sum of Fourier series is given by
It is known that by the Cristoffel-Darboux formula,
where γ n is the leading coefficients of p n , i.e.,
and
The MRS numbers {a n } for weight w is monotone increasing, and we see easily lim n→∞ a n = ∞ and lim n→∞ a n n = 0.
Moreover, for n ∈ N, there exists C = C(n) > 0 such that
(see [??]). We also use the following functions:
Φ n (a n ), a n < |x|, where δ n := {nT (a n )} −2/3 and
Lemmas
We recall some basic estimates.
Lemma 3.1 (infinite-finite range inequality) [2, Theorem 1.9 (a)] Let w ∈ F (C 2 +), 0 < p ≤ ∞ and P ∈ P n (n ≥ 1). Then
and hence
holds for every n ∈ N and x > 0.
Lemma 3.3 [2, Theorem 9.3] Let w ∈ F (C 2 +), and 0 < p ≤ ∞. Then there exists a constant C = C(w, p) > 0 such that for every n ∈ N and x ∈ R,
and when |x| ≤ a n , we have
Lemma 3.4 Let w ∈ F (C 2 +). Then there exist 0 < c < 1 and C = C(w) > 0 such that
for every x ∈ R.
[Proof] It is known that there exist 0 < c 0 < 1 and C = C(w) > 0 such that
and hence (3.6) holds evidently. If |x| > 1, then
Since T is quasi-increasing, (3.7) shows (3.6).
is the Erdös-type weight, then for any η > 0, there exists a constant C = C(w, η) > 0 such that
for every n ∈ N.
Lemma 3.6 [2, Lemma 3.5 (a), (b) and Lemma 3.11 (3.52)] Let w ∈ F (C 2 +). There exists a constant C = C(w) > 0 such that
and, (3.11) 1 C a n T (a n ) ≤ a 2n − a n .
Proof of Theorem 1.1 for p = ∞
We begin with the following proposition.
Proposition 4.1 Let w ∈ F (C 2 +). Then there exists a constant C = C(w) > 0 such that
for every x ∈ R and every n ∈ N.
[Proof] From Lemmas 3.2 and 3.3 for p = 2, the proposition follows immediately.
Now we give an L
∞ estimate of the de la Vallée Poussin mean.
for any wf ∈ L ∞ (R) and n ∈ N.
[Proof] Let x ∈ R and n, m ∈ N with n − 1 ≤ m ≤ 2n. We set
where χ (a,b) is the characteristic function of a set (a, b). Then
We first consider an estimate of v n (g). By the Schwarz inequality
, and since
, (2.7) and (3.4) give us
. Next, for an estimate of v n (h), we set
and denote by {b j (H)} the Fourier coefficients of H, i.e.,
Using the Christoffel-Darboux formula (2.3), we have
By (2.5) and the Schwarz inequality, we have
(2.7) and (3.4) imply
.
This together with (4.4) gives us
which completes the proof of (4.2).
The following corollary contains (1.6) for p = ∞.
Corollary 4.3 Let w ∈ F (C 2 +). Then there exists a constant
for any wf ∈ L ∞ (R).
[Proof] This follows from Theorem 4.2 and Lemma 3.2 immediately.
We give a proof of (1.5) for p = ∞.
[Proof] Let x ∈ R and n, m ∈ N such that n − 1 ≤ m ≤ 2n. As in the proof of Theorem 4.2, we set
Since v n (g), v n (h) ∈ P 2n , by Lemma 3.1, we may suppose that |x| ≤ a 2n . We shall prove that for any n ∈ N,
whenever |x| ≤ a 2n and |x − t| ≤ a n /n. If w is Freud-type, then (4.6) holds evidently. Suppose that w is Erdös-type. Then, Lemma 3.6 gives us |t| ≤ |x| + a n n ≤ a 2n + C a n T (a n ) ≤ a 4n .
Hence, by (3.10),
because T is quasi-increasing. By (1.4), (3.8) and (4.7), there exists N 0 ∈ N such that for every n ≥ N 0 , a n n = a n n 2 3
where c 0 is the constant in Lemma 3.4. Hence for any n ≥ N 0 ,
Since T is quasi-increasing, we have
by Lemma 3.4. When n ≤ N 0 , then 1 ≤ T (x) ≤ C for |x| ≤ a 2N 0 , so that (4.6) holds immediately. Now, we estimate v n (g)(x). By the Schwarz inequality and Proposition 4.1,
Next, we estimate v n (h)(x). We again set
Then as before
By the Schwarz inequality, Proposition 4.1, and the Bessel inequality, we have
By Lemma 3.4, we can take c > 0 small enough such that T (x) ≥ CT (x ± c/T (x)) for C > 0. Then we have
≤C n a n T 1/4 f w By Lemma 3.4, T (a t ) ≤ Ct 2/3−δ and |x| ≤ a 2n , we also have
Hence, if w is Erdös-type, then from Lemma 3.5, we have
and if w is Freud-type, then there exists c 1 > 0 such that
Therefore, for both cases, we have
follows. This together with (4.6) imply (4.4).
5 Proof of Theorem 1.1 for 1 ≤ p ≤ ∞
In this section we complete the proof of Theorem 1.1.
[Proof of (1.5) ] The L ∞ -norm case is Theorem 4.4. We prove the L 1 -norm case. By the duality of L 1 -norm,
Therefore, using Corollary 4.3, we have
Since the operator norms F → wv n F 1 wT 1/4 , for p = 1 and p = ∞ are bounded, the Riesz-Thorin interpolation theorem gives us sup
≤ C for every p with 1 < p < ∞. This implies (1.5).
[Proof of (1.6) ] The L ∞ -norm case is Corollary 4.3. Now, we show L 1 -norm case. Similarly as above,
by (4.5), we see
Hence by the Riesz-Thorin interpolation theorem for the operator
we have sup
for every 1 ≤ p ≤ ∞. This implies (1.6).
Corollaries and remakes
We begin with the following corollary.
Corollary 6.1 Let w ∈ F (C 2 +) and 1 ≤ p ≤ ∞ be same as in Theorem 1.1. Then there exists a constant C = C(w, p) > 0 such that for every wf ∈ L p (R) and n ∈ N, (6.1)
[Proof] By Lemma 3.1 and (1.6) in Theorem 1.1,
To discuss polynomial approximations, we define the degree of weighted polynomial approximation for wf ∈ L p (R) by (6.2) E p,n (w, f ) := inf P ∈Pn w(f − P ) L p (R) .
In the sequel, the fact that v n (P ) = P for every P ∈ P n is very important.
(iii) in [4] , we proved that there exists a constant C = C(w, p) > 0 such that for any polynomial P ∈ P n (6.6)
≤ C n a n P w L p (R) .
Since a 2n and a n are comparable, by (6.6) together with (1.5), we obtain an estimate of the derivative of v n (f ):
This suggests that the following inequality would be true:
We will discuss this estimate elsewhere.
