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Abstract
An epidemic model in a patchy environment with periodic coefficients is investigated in this paper. By
employing the persistence theory, we establish a threshold between the extinction and the uniform persis-
tence of the disease. Further, we obtain the conditions under which the positive periodic solution is globally
asymptotically stable. At last, we present two examples and numerical simulations.
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1. Introduction
It has been observed that population dispersal affects the spread of many infectious dis-
eases. In 1976, Hethcote [5] put forth an epidemic model with population dispersal between
two patches. After him, Brauer and van den Driessche [2] proposed a model with immigration
of infectives. In [10], Wang and Zhao presented a disease transmission model with population
dispersal among n patches⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
S′i = Bi(Ni)Ni −μiSi − βiSiIi + γiIi +
n∑
j=1
aijSj , 1 i  n,
I ′i = βiSiIi − (μi + γi)Ii +
n∑
j=1
bij Ij , 1 i  n,
(1.1)
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n∑
j=1
aji = 0,
n∑
j=1
bji = 0, ∀1 i  n, (1.2)
and established a threshold between the extinction and the uniform persistence of the disease for
this model. They also considered the global attractivity of the disease free equilibrium under the
condition that the dispersal rates of susceptible and infective individuals are the same in each
patch. Recently, the uniqueness and the global attractivity of the endemic equilibrium of this
model has been studied by Jin and Wang [8]. However, these authors only considered the con-
stant coefficients in model (1.1). Since the periodicity has been observed in the incidence of many
infectious diseases, such as measles, chickenpox, mumps, rubella, poliomyelitis, diphtheria, per-
tussis and influenza(see, e.g., [6]), it is more realistic to assume that all the coefficients depend
on time periodically. As mentioned in [4], the seasonality is an important factor for the spread of
infectious diseases, such as the marked change of the contact rate caused by the school system
or the weather changes (e.g., measles), the emergence of the insects caused by the seasonal vari-
ation (e.g., temperature, humidity, etc.). We will assume that these coefficients are periodic with
a common period due to the seasonal effects.
In this paper, we consider the following periodic system:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
S′i = Bi(t,Ni)Ni −μi(t)Si − βi(t)SiIi + γi(t)Ii +
n∑
j=1
aij (t)Sj , 1 i  n,
I ′i = βi(t)SiIi −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
bij (t)Ij , 1 i  n,
(1.3)
with all functions being continuous, ω-periodic in t . Here Si, Ii are the numbers of susceptible
and infectious individuals in patch i, respectively. Ni = Si + Ii is the number of the population in
patch i, Bi(t,Ni) is the birth rate of the population in the ith patch, μi(t) is the death rate of the
population in the ith patch, and γi(t) is the recovery rate of infectious individuals in the ith patch.
−aii(t),−bii(t)  0 represent the emigration rates of susceptible and infectious individuals in
the ith patch, respectively. aij (t), bij (t), j = i, represent the immigration rates of susceptible
and infectious individuals from j th patch to ith patch. Since the death rates and birth rates of the
individuals during the dispersal process are ignored in this model, we have
n∑
j=1
aji(t) = 0,
n∑
j=1
bji(t) = 0, ∀1 i  n, ∀t ∈ [0,ω]. (1.4)
We further assume that
(A1) aij (t)  0, bij (t)  0, aii(t)  0, bii(t)  0, ∀1  i = j  n, t ∈ [0,ω], and two n × n
matrices (aij (t)) and (bij (t)) are irreducible.
(A2) Bi(t,Ni) > 0, ∀(t,Ni) ∈R+ × (0,∞), 1 i  n.
(A3) Bi(t,Ni) is continuously differentiable with ∂Bi(t,Ni)∂Ni < 0, ∀(t,Ni) ∈ R+ × (0,∞), 1 
i  n.
(A4) Bui (∞) := limNi→∞ Bui (Ni) < μli , 1  i  n, where Bui (Ni) := maxt∈[0,ω] Bi(t,Ni),
μl := mint∈[0,ω] μi(t).i
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there is no immigration of susceptible and infective individuals from first group to second group
(see the definition of irreducibility in Section 2); (A2) and (A3) mean that each birth rate function
is positive and decreasing; and (A4) represents the case where each birth rate cannot exceed the
death rate when the population number is sufficiently large.
This paper is organized as follows. In Section 2, a threshold between the extinction and per-
sistence of the disease is established. In Section 3, we prove the uniqueness and the global
asymptotic stability of the positive periodic solution when susceptible and infectious individuals
have the same dispersal rates, and the global attractivity of the positive periodic solution when
the dispersal rates of susceptible and infectious individuals are very close. Finally, we present the
numerical simulations for the model with two patches.
2. Threshold dynamics
Let (Rk,Rk+) be the standard ordered k-dimensional Euclidean space with a norm ‖ · ‖. For
u,v ∈ Rk, we write u  v provided u − v ∈ Rk+, u > v provided u − v ∈ Rk+ \ {0}, and u 
 v
provided u− v ∈ Int(Rk+).
Recall that a k × k matrix (aij ) is said to be cooperative if all of its off-diagonal entries are
nonnegative; irreducible if its index set {1,2, . . . , k} cannot be split into two complementary
sets (without common indices) {m1,m2, . . . ,mμ} and {n1, n2, . . . , nν} (μ + ν = k) such that
ampnq = 0, ∀1 p  μ, 1 q  ν.
Let A(t) be a continuous, cooperative, irreducible, and ω-periodic k × k matrix function,
ΦA(·)(t) be the fundamental solution matrix of the linear ordinary differential system x′ = A(t)x,
and r(ΦA(·)(ω)) be the spectral radius of ΦA(·)(ω). It then follows from [1, Lemma 2] (see also
[7, Theorem 1.1]) that ΦA(·)(t) is a matrix with all entries positive for each t > 0. By the Perron–
Frobenius theorem, r(ΦA(·)(ω)) is the principal eigenvalue of ΦA(·)(ω) in the sense that it is
simple and admits an eigenvector v∗ 
 0. The following result is useful for our subsequent
comparison arguments.
Lemma 2.1. Let μ = 1
ω
ln r(ΦA(·)(ω)). Then there exists a positive, ω-periodic function v(t) such
that eμtv(t) is a solution of x′ = A(t)x.
Proof. Let v∗ 
 0 be an eigenvector associated with the principal eigenvalue r(ΦA(·)(ω)). By
the change of variable x(t) = eμtv(t), we reduce the linear system x′ = A(t)x to
v′ = A(t)v −μv = (A(t)−μI)v. (2.1)
Thus, v(t) := Φ(A(·)−μI)(t)v∗ is a positive solution of (2.1). It is easy to see that
eμtΦ(A(·)−μI)(t) = ΦA(·)(t).
Moreover,
v(ω) = Φ(A(·)−μI)(ω)v∗ = e−μωΦA(·)(ω)v∗ = e−μωr
(
ΦA(·)(ω)
)
v∗ = v∗ = v(0).
Thus, v(t) is a positive ω-periodic solution of (2.1), and hence, x(t) = eμtv(t) is a solution of
x′ = A(t)x. 
Let P :R2n+ →R2n+ be the Poincaré map associated with (1.3), that is,
P
(
x0
)= u(ω,x0), ∀x0 ∈R2n+ ,
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periodic solutions of (1.3), we consider
S′i = Bi(t, Si)Si −μi(t)Si +
n∑
j=1
aij (t)Sj , 1 i  n. (2.2)
Let P1 :Rn+ →Rn+ be the Poincaré map associated with (2.2), that is,
P1
(
S0
)= u1(ω,S0), ∀S0 ∈Rn+,
where u1(t, S0) is the solution of (2.2) with u1(0, S0) = S0.
If z is a nonnegative constant, we define an auxiliary matrix
M(t, z) =
⎡
⎢⎢⎣
B1(t, z) −μ1(t)+ a11(t) · · · a1n(t)
a21(t) · · · a2n(t)
...
. . .
...
an1(t) · · · Bn(t, z) −μn(t)+ ann(t)
⎤
⎥⎥⎦ .
This matrix will be used to prove the existence and the uniqueness of a positive fixed point of P1
and is different from the standard Jacobian matrix.
Let F :R1+ ×Rn+ →Rn be defined by the right-hand side of (2.2). It is easy to see that F has
the following properties:
(B1) Fi(t, S) 0 for every S  0 with Si = 0, t ∈R1+, 1 i  n;
(B2) ∂Fi
∂Sj
 0, i = j , ∀(t, S) ∈R1+ ×Rn+, and DSF(t,0) is irreducible for each t ∈R1+, S ∈Rn+;
(B3) for each t  0, F(t, ·) is strictly subhomogeneous on Rn+ in the sense that F(t,αS) >
αF(t, S), ∀S 
 0, α ∈ (0,1);
(B4) F(t,0) ≡ 0, and F(t, S) <DSF(t,0)S, ∀t  0, S 
 0.
Note that the nonlinear system (2.2) is dominated by the linear system S′ = DSF(t,0)S.
It then follows that for any S0 ∈ Rn+, the unique solution u1(t, S0) of (2.2) satisfying
u1(0, S0) = S0 exists globally on [0,∞) and u1(t, S0)  0, ∀t  0. We claim that (2.2) ad-
mits a bounded positive solution. Indeed, in view of (A4), we can choose a sufficient large
real number K such that
∫ ω
0 (μi(t) − Bi(t,K)) dt > 0, i = 1, . . . , n. Then by Lemma 2.1,
there is a positive, ω-periodic function v(t) = (v1(t), v2(t), . . . , vn(t)) such that V (t) = eμ¯t v(t)
is a solution of V ′ = M(t,K)V , where μ¯ = 1
ω
ln r(ΦM(·,K)(ω)). Let Σ(t) = ∑ni=1 Vi(t) =
eμ¯t
∑n
i=1 vi(t). By the first equation in (1.4), it easily follows that Σ ′(t)  a(t)Σ(t), ∀t  0,
where a(t) = max{Bi(t,K)−μi(t): 1 i  n}. Thus, limt→∞ Σ(t) = 0, and hence μ¯ < 0, i.e.,
r(ΦM(·,K)(ω)) < 1. Choose l > 0 large enough such that lvi(t) > K , 1 i  n, ∀t ∈ [0,ω]. Set
H(t) ≡ lv(t). If we rewrite (2.2) as S′ = F(t, S), it is easy to see that
F
(
t,H(t)
)
<M(t,K)H(t), ∀t  0, (2.3)
where (A3) is used. By the standard comparison theorem (see, e.g., [9, Theorem B.1]), it follows
that
0 < u1
(
mω, lv(0)
)
ΦM(·,K)(mω)lv(0) = r
(
ΦM(·,K)(mω)
)
lv(0)
= r(ΦM(·,K)(ω))mlv(0) < lv(0), ∀m 0,
500 F. Zhang, X.-Q. Zhao / J. Math. Anal. Appl. 325 (2007) 496–516that is, Pm1 (lv(0)) < lv(0), ∀m 0. Consequently, Pm1 (lv(0)) is bounded. In order for P1 to
admit a positive fixed point, we need to assume that
(A5) r(ΦM(·,0)(ω)) > 1.
By [11, Theorem 2.1.2], it then follows that the Poincaré map P1 has a unique positive fixed
point S∗(0) = (S∗1 (0), S∗2 (0), . . . , S∗n(0)) which is globally attractive for S0 ∈ Rn+ \ {0}. Thus,
E0 = (S∗1 (0), S∗2 (0), . . . , S∗n(0),0, . . . ,0) is the unique disease free fixed point of the Poincaré
map P .
To investigate the global dynamics of (1.3), we first show that (1.3) admits a fam-
ily of compact, positively invariant sets. For convenience, we denote the positive solution
(S1(t), . . . , Sn(t), I1(t), . . . , In(t)) of (1.3) by (S(t), I (t)).
Lemma 2.2. Let (A1)–(A5) hold. Then there is N∗ > 0 such that every forward solution inR2n+ of
(1.3) eventually enters into GN∗ := {(S, I ) ∈R2n+ :
∑n
i=1(Si + Ii)N∗}, and for each N N∗,
GN is positively invariant for (1.3).
Proof. Let N =∑ni=1 Ni , Ni = Si + Ii . By (1.3) and (1.4), we have
N ′ =
n∑
i=1
(
Bi(t,Ni)−μi(t)
)
Ni 
n∑
i=1
(
Bui (Ni)−μli
)
Ni. (2.4)
If Bui (0+) := limNi→0+ Bui (Ni) < μli , i = 1,2, . . . , n, then there exists α > 0 such that N ′(t)−αN(t), ∀t  0, and hence, Lemma 2.2 holds for any positive number N∗. Otherwise, we parti-
tion {1,2, . . . , n} into two sets P1 and P2 such that
Bui (0+) > μli, ∀i ∈ P1,
Bui (0+) μli, ∀i ∈ P2.
Without loss of generality, we suppose that P1 = {1, . . . ,m} and P2 = {m+1, . . . , n}. For i ∈ P1,
since Bui (0+) > μli and Bui (∞) < μli , (A3) implies that there is a unique ki > 0 such that
Bui (ki)−μli = 0. It follows from (A4) that there is N0 > 0 such that
(
Bui (N)−μli
)
N < −
m∑
j=1
kjB
u
j (0+)− 1, ∀N N0, 1 i  n.
Let N∗ = nN0. By the definition of N , it is easy to see that N N∗ implies Ni0 N0 for some
1 i0  n. It then follows from (2.4) that
N ′(t)
m∑
j=1
Buj (0+)kj +
(
Bui0(Ni0)−μli0
)
Ni0 < −1, if N(t)N∗,
which implies that GN , N N∗, is positively invariant and every forward orbit enters into GN∗
eventually. 
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M1(t) =
⎡
⎢⎢⎣
b¯11(t) · · · b1n(t)
b21(t) · · · b2n(t)
...
. . .
...
bn1(t) · · · b¯nn(t)
⎤
⎥⎥⎦ ,
where b¯ii (t) = βi(t)S∗i (t) − μi(t) − γi(t) + bii(t), 1 i  n. Clearly, M1(t) is irreducible and
has nonnegative off-diagonal elements.
In the case where the susceptible and infective individuals in each patch have the same dis-
persal rate, we have the following result on the global attractivity of the ω-periodic solution
(S∗(t),0).
Theorem 2.1. Let (A1)–(A5) hold and r(ΦM1(·)(ω)) < 1. If aij (t) = bij (t) for 1  i, j  n,∀t ∈ [0,ω], then limt→∞(S(t)−S∗(t)) = 0, limt→∞ I (t) = 0 for all (S0, I 0) ∈ (Rn+ \{0})×Rn+.
Proof. Let us consider a nonnegative solution (S(t), I (t)) of (1.3). We want to show that
lim
t→∞ I (t) = 0. (2.5)
By (1.3), we have
N ′i = Bi(t,Ni)Ni −μi(t)Ni +
n∑
j=1
aij (t)Nj , 1 i  n. (2.6)
By the afore-mentioned conclusion for (2.2), the Poincaré map associated with (2.6) has a unique
positive fixed point S∗(0) which is globally attractive in Rn+ \ {0}. It then follows that for any

 > 0, there holds N(t) = S(t) + I (t) < S∗(t) + 
¯, where 
¯ = (
, . . . , 
) ∈ Int(Rn+), when t is
sufficiently large. Thus, if t is sufficiently large, we have
I ′i < βi(t)
(
S∗i (t)+ 

)
Ii −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
bij (t)Ij , 1 i  n. (2.7)
It then suffices to show that positive solutions of the following auxiliary system
Iˇ ′i = βi(t)
(
S∗i (t)+ 

)
Iˇi −
(
μi(t)+ γi(t)
)
Iˇi +
n∑
j=1
bij (t)Iˇj , 1 i  n, (2.8)
tend to zero as t goes to infinity. Let M2(t) be the matrix defined by
M2(t) = diag
(
β1(t), β2(t), . . . , βn(t)
)
.
Since r(ΦM1(·)(ω)) < 1 and r(ΦM1(·)+
M2(·)(ω)) is continuous for small 
, we can fix 
 > 0
small enough such that r(ΦM1(·)+
M2(·)(ω)) < 1. By Lemma 2.1, there is a positive, ω-periodic
function v¯(t) = (v¯1(t), v¯2(t), . . . , v¯n(t)) such that ρeμ˜t v¯(t) is a solution of (2.8) for any con-
stant ρ, where μ˜ = 1
ω
ln r(ΦM1(·)+
M2(·)(ω)). ∀I 0 ∈ Rn+, we can choose a real number ρ0 > 0
such that I 0  ρ0v¯(0). By the standard comparison theorem (see, e.g., [9, Theorem A.4]), we
then get (2.5).
For any (S0, I 0) ∈ (Rn+ \ {0})×Rn+, we have N0 = S0 + I 0 ∈Rn+ \ {0}. By the global attrac-
tivity of S∗(0) for P1, it then follows that
lim
(
S(t)− S∗(t))= lim (N(t)− I (t)− S∗(t))= 0. t→∞ t→∞
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initial value I 0 is small, we still have the result on the attractivity of the ω-periodic solution
(S∗(t),0).
Theorem 2.2. Let (A1)–(A5) hold and r(ΦM1(·)(ω)) < 1. Then there exists δ > 0 such that for
every (S0, I 0) ∈ GN∗ with S0 = 0 and I 0i < δ, 1 i  n, the solution (S(t), I (t)) of (1.3) satis-fies limt→∞(S(t)− S∗(t)) = 0, limt→∞ I (t) = 0.
Proof. Let us consider an auxiliary system
S˜′i = Bi(t, S˜i)S˜i −μi(t)S˜i +
(
Bi(t,0+)+ γi(t)
)

 +
n∑
j=1
aij (t)S˜j , 1 i  n, (2.9)
where 
 > 0 is a small constant to be determined. By (A5) and the previous analysis of system
(2.2), we can restrict 
 small enough such that (2.9) admits a globally attractive and positive ω-
periodic solution S∗(t, 
). Let S
(t,N∗) be the solution of (2.9) through (N∗, . . . ,N∗) at t = 0.
We choose an integer n1 > 0 such that
S
(t,N∗) < S∗(t, 
)+ 
¯, ∀t  n1ω.
Define a matrix M1(t, 
) by⎡
⎢⎢⎣
β1(t)S
∗
1 (t, 
)−μ1(t)− γ1(t)+ b11(t) · · · b1n(t)
b21(t) · · · b2n(t)
...
. . .
...
bn1(t) · · · βn(t)S∗n(t, 
)−μn(t)− γn(t)+ bnn(t)
⎤
⎥⎥⎦ .
Since M1(t,0) = M1(t) and r(ΦM1(·,
)+
M2(t)(ω)) is continuous for small 
, we can now restrict

 small enough such that r(ΦM1(·,
)+
M2(·)(ω)) < 1. By Lemma 2.1, there is a positive ω-periodic
function v(t) = (v1(t), . . . , vn(t)) such that Iˇ (t) = eμ3t v(t) is a solution of Iˇ ′ = (M1(t, 
) +

M2(t))Iˇ , where μ3 = 1ω ln r(ΦM1(·,
)+
M2(·)(ω)). Choose k > 0 small enough such that kv(t) <

¯ for all t ∈ [0,ω].
Now we define another auxiliary system
Iˆ ′i = βi(t)N∗Iˆi −
(
μi(t)+ γi(t)
)
Iˆi +
n∑
j=1
bij (t)Iˆj , 1 i  n. (2.10)
Let Iˆ (t, δ) be the solution of (2.10) through (δ, . . . , δ) ∈ Rn at t = 0. We restrict δ > 0 small
enough such that
Iˆ (t, δ) < keμ3t v(t) kv(t) < 
¯, ∀t ∈ [0, n1ω]. (2.11)
Let (S(t), I (t)) be a nonnegative solution of (1.3) with (S0, I 0) ∈ GN∗ , S0 = 0 and I 0i < δ,
1 i  n. It then follows that S(t) 
 0, ∀t > 0. We further claim that I (t) keμ3t v(t),∀t  0.
Suppose not. By the comparison principle and (2.11), there exist q , 1  q  n, and T1 > n1ω
such that
I (t) keμ3t v(t), for 0 t  T1,
Iq(T1) = k
(
eμ3T1v(T1)
)
q
,
Iq(t) > k
(
eμ3T1v(T1)
)
, for 0 < t − T1  1. (2.12)q
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S′i < Bi(t, Si)Si −μi(t)Si +
(
Bi(t,0+)+ γi(t)
)

 +
n∑
j=1
aij (t)Sj , 1 i  n. (2.13)
It follows from the comparison principle that S(T1) < S∗(T1, 
) + 
¯. Then, for 0 t − T1  1,
we have S(t) < S∗(t, 
)+ 
¯, and hence
I ′i < βi(t)
(
S∗i (t, 
)+ 

)
Ii −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
bij (t)Ij , 1 i  n.
Since I (T1) keμ3T1v(T1), the comparison principle implies that
I (t) < keμ3t v(t), for 0 t − T1  1,
and hence,
Iq(t) < k
(
eμ3t v(t)
)
q
, for 0 < t − T1  1,
which contradicts to (2.12). This proves the claim.
By the claim above, (2.13) holds for all t  0. Thus, the comparison principle implies that
S(t) < S∗(t, 
)+ 
¯, ∀t  n1ω. By a similar argument as above, it then follows that
I (t) < keμ3t v(t), ∀t > T1.
Consequently, I (t) → 0 as t → ∞.
Since Pm(x0) = u(mω,x0), ∀x0 ∈R2n+ , we have
Pm
(
S0, I 0
)= u(mω, (S0, I 0))= (S(mω), I (mω)), ∀(S0, I 0) ∈Rn+ ×Rn+.
Given (S0, I 0) ∈ GN∗ with S0 = 0 and I 0i < δ, 1 i  n, it easily follows that S(t) ∈ Int(Rn+),∀t > 0. Let
ω = ω(S0, I 0) := {(S∗, I∗): ∃{mk} → ∞ such that lim
k→∞P
mk
(
S0, I 0
)= (S∗, I∗)
}
be the omega limit set of (S0, I 0) for P . Since limt→∞ I (t) = 0, there holds ω = ω¯ × {0}.
We claim that ω¯ = {0}. Assume that, by contradiction, ω¯ = {0}. limn→∞ Pn(S0, I 0) =
(0,0), then limt→∞ S(t) = 0. By assumption (A5), we can choose a small η > 0 such that
r(ΦM(·,0)−ηE(ω)) > 1, where E = diag(1, . . . ,1). It follows that there exists t¯ > 0 such that
Bi
(
t,Ni(t)
)− βi(t)Ii(t) Bi(t,0+)− η, ∀t  t¯ , 1 i  n.
Then S(t) = (S1(t), . . . , Sn(t)) satisfies
S′i (t) >
(
Bi(t,0+)− η
)
Si −μi(t)Si +
n∑
j=1
aij (t)Sj , ∀t  t¯ , 1 i  n. (2.14)
Let p(t) = (p1(t), . . . , pn(t)) be the positive ω-periodic function such that eμ4tp(t) is a solution
of the linear system
Sˆ′i =
(
Bi(t,0+)− η
)
Sˆi −μi(t)Sˆi +
n∑
aij (t)Sˆj , 1 i  n, (2.15)j=1
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α > 0 such that S(t¯ ) αp(0). Then the comparison theorem implies that
S(t) αeμ4(t−t¯ )p(t − t¯ ) αeμ4(t−t¯ ) min
t−t¯0
p(t − t¯ ), ∀t  t¯ ,
and hence limt→∞ Si(t) = ∞, 1  i  n, a contradiction. Note that for any S0 ∈ Rn+, we have
u(t, (S0,0)) = (u1(t, S0),0), ∀t  0. It then follows that
Pm
(
S0,0
)= (Pm1 (S0),0), ∀S0 ∈Rn+,m 0.
Since ω is an internal chain transitive set for P , and hence, ω¯ is an internal chain transitive set
for P1. Let
Ws
(
S∗(0)
) := {S0 :Pm1 (S0)→ S∗(0): m → ∞}.
Since ω¯ = {0} and S∗(0) is globally attractive for P1 inRn+\{0}, we have ω¯∩Ws(S∗(0)) = ∅. By
[11, Theorem 1.2.1], we then get ω¯ = {S∗(0)}, and hence ω = {(S∗(0),0)}. Thus, limt→∞(S(t)−
S∗(t)) = 0 and limt→∞ I (t) = 0. 
The following result shows that actually r(ΦM1(·)(ω)) is a threshold parameter for the extinc-
tion and the uniform persistence of the disease. When r(ΦM1(·)(ω)) > 1, the model (1.3) admits
at least one positive periodic solution, and the disease is uniformly persistent.
Theorem 2.3. Let (A1)–(A5) hold and r(ΦM1(·)(ω)) > 1. Then system (1.3) admits at least one
positive periodic solution, and there is a positive constant 
 such that for all (S0, I 0) ∈ Rn+ ×
Int(Rn+), the solution (S(t), I (t)) of (1.3) satisfies
lim inf
t→∞ Ii(t) 
, 1 i  n.
Proof. Define
X =R2n+ , X0 =Rn+ × Int
(
R
n+
)
, ∂X0 = X \X0.
We first prove that P is uniformly persistent with respect to (X0, ∂X0). By the form of (1.3), it
is easy to see that both X and X0 are positively invariant. Clearly, ∂X0 is relatively closed in X.
Furthermore, system (1.3) is point dissipative (see Lemma 2.2). Set
M∂ =
{(
S0, I 0
) ∈ ∂X0: Pm(S0, I 0) ∈ ∂X0, ∀m 0}.
We now show that
M∂ =
{
(S,0): S  0
}
. (2.16)
Obviously, {(S,0): S  0} ⊆ M∂ .
For any (S0, I 0) ∈ ∂X0 \ {(S,0): S  0}, we partition {1,2, . . . , n} into two sets Q1 and Q2
such that
I 0j = 0, ∀j ∈ Q1,
I 0i > 0, ∀i ∈ Q2,
where Q1 and Q2 are nonempty. ∀j ∈ Q1, i ∈ Q2, we have
I ′j (0) bjiIi(0) > 0.
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plies (2.16). It is clear that there are two fixed points of P in M∂ , which are M0 = (0,0) and
M1 = (S∗(0),0).
Choose η > 0 small enough such that r(ΦM1(·)−ηM2(·)(ω)) > 1. Let us consider a perturbed
system of (2.2)
Sˆ′i = Bi(t, Sˆi + δ)Sˆi −
(
μi(t)+ βi(t)δ
)
Sˆi +
n∑
j=1
aij (t)Sˆj , 1 i  n. (2.17)
As in our previous analysis of system (2.2), we can choose δ > 0 small enough such that
the Poincaré map associated with (2.17) admits a unique positive fixed point S∗(0, δ) which
is globally attractive in Rn+ \ {0}. By the implicit function theorem, it follows that S∗(0, δ)
is continuous in δ. Thus, we can fix a small number δ > 0 such that S∗(t, δ) > S∗(t) − η¯,
∀t  0, where η¯ = (η, . . . , η). By the continuity of solutions with respect to the initial val-
ues, there exists δ∗0 > 0 such that for all (S0, I 0) ∈ X0 with ‖(S0, I 0) − Mi‖  δ∗0 , we have
‖u(t, (S0, I 0))− u(t,Mi)‖ < δ, ∀t ∈ [0,ω], i = 0,1. We now claim that
lim sup
m→∞
d
(
Pm
(
S0, I 0
)
,Mi
)
 δ∗0 , i = 0,1.
Suppose, by contradiction, that lim supn→∞ d(Pm(S0, I 0),Mi) < δ∗0 for some (S0, I 0) ∈ X0
and i. Without loss of generality, we can assume that d(Pm(S0, I 0),Mi) < δ∗0 , ∀m  0. Then,
we have ‖u(t,Pm(S0, I 0))− u(t,Mi)‖ < δ, ∀m 0, ∀t ∈ [0,ω]. For any t  0, let t = mω+ t ′,
where t ′ ∈ [0,ω) and m = [ t
ω
] is the greatest integer less than or equal to t
ω
. Thus, we get∥∥u(t, (S0, I 0))− u(t,Mi)∥∥= ∥∥u(t ′,Pm(S0, I 0))− u(t ′,Mi)∥∥< δ, ∀t  0.
Let (S(t), I (t)) = u(t, (S0, I 0)). It then follows that 0 Ii(t) δ, ∀t  0, ∀1 i  n. Then for
t  0, we have
S′i  Bi(t, Si + δ)Si −
(
μi(t)+ βi(t)δ
)
Si +
n∑
j=1
aij (t)Sj , 1 i  n. (2.18)
Since the fixed point S∗(0, δ) of the Poincaré map associated with (2.17) is globally attractive
and S∗(t, δ) > S∗(t)− η¯, there is T > 0 such that S(t) S∗(t)− η¯ for t  T . As a consequence,
for t  T , there holds
I ′i  βi(t)
(
S∗i (t)− η
)
Ii −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
bij (t)Ij , 1 i  n. (2.19)
Since r(ΦM1(·)−ηM2(·)(ω)) > 1, it is easy to see that limt→∞ Ii(t) = ∞, i = 1,2, . . . , n, which
leads to a contradiction.
Note that S∗(0) is globally attractive in Rn+ \ {0} for P1. By the afore-mentioned claim,
it then follows that M0 and M1 are isolated invariant sets in X, Ws(M0) ∩ X0 = ∅, and
Ws(M1) ∩ X0 = ∅. Clearly, every orbit in M∂ converges to either M0 or M1, and M0 and M1
are acyclic in M∂ . By [11, Theorem 1.3.1] for a stronger repelling property of ∂X0, we conclude
that P is uniformly persistent with respect to (X0, ∂X0). Thus, [11, Theorem 3.1.1] implies the
uniform persistence of the solutions of system (1.3) with respect to (X0, ∂X0). By [11, The-
orem 1.3.6], P has a fixed point (S¯(0), I¯ (0)) ∈ X0. Then S¯(0) ∈ Rn+ and I¯ (0) ∈ Int(Rn+). We
further claim that S¯(0) ∈ Rn+ \ {0}. Suppose that S¯(0) = 0. By the second equation in (1.4), we
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By the first equation in (1.3) and the irreducibility of the cooperative matrix (aij (t)), it follows
that u(t, (S¯(0), I¯ (0))) ∈ Int(Rn+), ∀t > 0. Then (S¯(0), I¯ (0)) is a componentwise positive fixed
point of P . Thus, (S¯(t), I¯ (t)) is a positive ω-periodic solution of (1.3). 
3. The positive periodic solutions
In the case where the dispersal rate of susceptible individuals and infective individuals are
equal, we are able to prove the uniqueness and global asymptotic stability of the positive ω-
periodic solution under the condition that r(ΦM1(·)(ω)) > 1.
Theorem 3.1. Let (A1)–(A5) hold and r(ΦM1(·)(ω)) > 1. If aij (t) = bij (t) for 1  i, j  n,∀t ∈ [0,ω], then system (1.3) admits a unique positive ω-periodic solution which is globally
asymptotically stable in Rn+ × (Rn+ \ {0}).
Proof. By (1.3), when aij (t) = bij (t), we have⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
S′i = Bi(t,Ni)Ni −μi(t)Si − βi(t)SiIi + γi(t)Ii +
n∑
j=1
aij (t)Sj , 1 i  n,
I ′i = βi(t)SiIi −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
aij (t)Ij , 1 i  n.
(3.1)
Then we obtain
N ′i = Bi(t,Ni)Ni −μi(t)Ni +
n∑
j=1
aij (t)Nj , 1 i  n. (3.2)
By the afore-mentioned conclusion for (2.2), the Poincaré map associated with (3.2) has a unique
positive fixed point S∗(0) which is globally attractive for N ∈Rn+ \ {0}. Then (3.1) is equivalent
to the following system:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
N ′i = Bi(t,Ni)Ni −μi(t)Ni +
n∑
j=1
aij (t)Nj , 1 i  n,
I ′i = βi(t)(Ni − Ii)Ii −
(
μi(t)+ γi(t)
)
Ii +
n∑
j=1
aij (t)Ij , 1 i  n.
(3.3)
Since limt→∞(N(t)−S∗(t)) = 0, the second equation of (3.3) has the following limiting system:
I˜ ′i = βi(t)
(
S∗i (t)− I˜i
)
I˜i −
(
μi(t)+ γi(t)
)
I˜i +
n∑
j=1
aij (t)I˜j , 1 i  n. (3.4)
Let F1 :R1+ × Rn+ → Rn be defined by the right-hand side of (3.4). Clearly, F1 satisfies
(B1)–(B4). Let P2 :Rn+ →Rn+ be the Poincaré map associated with (3.4), that is,
P2
(
I 0
)= u2(ω, I 0), ∀I 0 ∈Rn+,
where u2(t, I 0) is the solution of (3.4) with u2(0, I 0) = I 0. We claim that (3.4) admits a bounded
positive solution.
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M2(t,Z) =
⎡
⎢⎢⎣
a¯11(t) · · · a1n(t)
a21(t) · · · a2n(t)
...
. . .
...
an1(t) · · · a¯nn(t)
⎤
⎥⎥⎦ ,
where a¯ii (t) = βi(t)(S∗i (t)−Z)−μi(t)−γi(t)+aii(t), 1 i  n. We can choose a sufficiently
large real number Z > 0 such that
∫ ω
0 (βi(t)(S
∗
i (t) − Z) − μi(t) − γi(t)) dt < 0, 1  i  n.
By Lemma 2.1, there is a positive, ω-periodic function v(t) = (v1(t), v2(t), . . . , vn(t)) such
that V (t) = eμ5t v(t) is a solution of V ′ = M2(t,Z)V , where μ5 = 1ω ln r(ΦM2(·,Z)(ω)). Let
Σ(t) = ∑ni=1 Vi(t) = eμ5t ∑ni=1 vi(t). By the first equation in (1.4), it easily follows that
Σ ′(t) b(t)Σ(t), ∀t  0, where b(t) = max{βi(t)(S∗i (t)−Z)−μi(t)−γi(t): 1 i  n}. Thus,
limt→∞ Σ(t) = 0, and hence μ5 < 0, i.e., r(ΦM2(·,Z)(ω)) < 1. Choose l > 0 large enough such
that lvi(t) > Z, ∀t ∈ [0,ω], i = 1,2, . . . , n. Set H(t) ≡ lv(t). If we rewrite (3.4) as I˜ ′ = F1(t, I˜ ),
it is easy to see that
F1
(
t,H(t)
)
<M2(t,Z)H(t), ∀t  0. (3.5)
By the standard comparison theorem (see, e.g., [9, Theorem B.1]), it follows that
0 < u2
(
mω, lv(0)
)
ΦM2(·,Z)(mω)lv(0) = r
(
ΦM2(·,Z)(mω)
)
lv(0)
= r(ΦM2(·,Z)(ω))mlv(0) < lv(0), ∀m 0.
That is, Pm2 (lv(0)) < lv(0),∀m  0. Consequently, Pm2 (lv(0)) is bounded. Since
r(ΦM2(·,0)(ω)) = r(ΦM1(·)(ω)) > 1. By [11, Theorem 2.1.2], it then follows that the Poincaré
map P2 has a unique positive fixed point I¯ (0) which is globally attractive for I 0 ∈Rn+\{0}. Thus,
the Poincaré map P associated with (3.1) admits a unique fixed point (S∗(0)− I¯ (0), I¯ (0)). It then
follows from Theorem 2.3 that the unique fixed point is positive. We denote it by (S¯(0), I¯ (0)).
Let P3 :X :=R2n+ →R2n+ be the Poincaré map associated with (3.3), that is,
P3
(
x0
)= u3(ω,x0), ∀x0 ∈R2n+ ,
where u3(t, x0) is the solution of (3.3) with u3(0, x0) = x0. Thus, we have
Pm3
(
N0, I 0
)= u3(mω, (N0, I 0)), ∀(N0, I 0) ∈Rn+ ×Rn+.
Let (N0, I 0) ∈ (Rn+ \ {0})× (Rn+ \ {0}) be fixed. It then follows that(
N(t), I (t)
)= u3(t, (N0, I 0)) ∈ Int(Rn+)× Int(Rn+), ∀t > 0.
Let ω = ω(N0, I 0) be the omega limit set of (N0, I 0) for P3. Since limt→∞(N(t)− S∗(t)) = 0,
there holds ω = {S∗(0)} × ω˜. We claim that ω˜ = {0}. Assume that, by contradiction, ω˜ = {0}.
Then limm→∞ Pm3 (N0, I 0) = (S∗(0),0), that is, limt→∞(N(t) − S∗(t)) = 0, limt→∞ I (t) = 0.
Since r(ΦM1(·)(ω)) > 1 , we can choose a small η > 0 such that r(ΦM1(·)−ηE(ω)) > 1, where
E = diag(1, . . . ,1). It follows that there exists t¯ > 0 such that
βi(t)
(
Ni(t)− Ii(t)
)
 βi(t)S∗i (t)− η, ∀t  t¯ , 1 i  n.
Then I (t) = (I1(t), . . . , In(t)) satisfies
I ′i >
(
βi(t)S
∗
i (t)− η
)
Ii −
(
μi(t)+ γi(t)
)
Ii +
n∑
aij (t)Ij , ∀t  t¯ , 1 i  n. (3.6)j=1
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of the linear system
Iˆ ′i =
(
βi(t)S
∗
i (t)− η
)
Iˆi −
(
μi(t)+ γi(t)
)
Iˆi +
n∑
j=1
aij (t)Iˆj , 1 i  n, (3.7)
where μ6 = 1ω ln(r(ΦM1(·)−ηE(ω))) > 0. Since I (t¯ ) ∈ Int(R+n ), we can choose a small number
α > 0 such that I (t¯ ) αq(0). Then the comparison theorem implies that
I (t) αeμ6(t−t¯ )q(t − t¯ ) αeμ6(t−t¯ ) min
t−t¯0
q(t − t¯ ), ∀t  t¯ ,
and hence limt→∞ Ii(t) = ∞, 1  i  n, a contradiction. Note that for any I 0 ∈ Rn+, we have
u3(t, (S∗(0), I 0)) = (S∗(t), u2(t, I 0)), ∀t  0. It then follows that
Pm3
(
S∗(0), I 0
)= (S∗(0),Pm2 (I 0)), ∀I 0 ∈Rn+,m 0.
Since ω is an internal chain transitive set for P3, ω˜ is an internal chain transitive set for P2. Let
Ws
(
I¯ (0)
) := {I 0: lim
m→∞
(
Pm2
(
I 0
))= I¯ (0)}.
Since ω˜ = {0} and I¯ (0) is globally attractive for P2 in Rn+ \ {0}, we have ω˜ ∩Ws(I¯ (0)) = ∅. By
[11, Theorem 1.2.1], we then get ω˜ = {I¯ (0)}, and hence ω = {(S∗(0), I¯ (0))}, which implies that
the positive fixed point (S¯(0), I¯ (0)) of P is globally attractive in Rn+ × (Rn+ \ {0}). It follows that
system (1.3) admits a unique positive ω-periodic solution (S¯(t), I¯ (t)) such that limt→∞(S(t) −
S¯(t)) = 0 and limt→∞(I (t)− I¯ (t)) = 0, ∀(S0, I 0) ∈Rn+ × (Rn+ \ {0}).
It remains to prove the stability of (S¯(t), I¯ (t)) for (1.3), which is equivalent to the stability of
(N¯(t), I¯ (t)) := (S¯(t)+ I¯ (t), I¯ (t)) for (3.3). The associated Jacobian matrix is
A(t) =
[
A1(t) 0
A2(t) A3(t)
]
,
where
A1(t) =
⎡
⎢⎢⎢⎣
a∗11(t) a12(t) · · · a1n(t)
a21(t) a
∗
22(t) · · · b2n(t)
...
...
. . .
...
an1(t) an2(t) · · · a∗nn(t)
⎤
⎥⎥⎥⎦
with a∗ii (t) = ∂Bi(t,Ni)∂Ni |Ni=N¯i N¯i +Bi(t, N¯i)−μi(t)+ aii(t),
A2(t) = diag
(
β1(t)I¯1, β2(t)I¯2, . . . , βn(t)I¯n
)
,
and
A3(t) =
⎡
⎢⎢⎢⎣
b∗11(t) a12(t) · · · a1n(t)
a21(t) b
∗
22(t) · · · b2n(t)
...
...
. . .
...
an1(t) an2(t) · · · b∗nn(t)
⎤
⎥⎥⎥⎦
with b∗ (t) = βi(t)N¯i − 2βi(t)I¯i −μi(t)− γi(t)+ aii(t).ii
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A1(t) <
⎡
⎢⎢⎢⎣
a¯∗11(t) a12(t) · · · a1n(t)
a21(t) a¯
∗
22(t) · · · b2n(t)
...
...
. . .
...
an1(t) an2(t) · · · a¯∗nn(t)
⎤
⎥⎥⎥⎦ := C1(t)
with a¯∗ii (t) = Bi(t, N¯i)−μi(t)+ aii(t), and
A3(t) <
⎡
⎢⎢⎢⎣
b¯∗11(t) a12(t) · · · a1n(t)
a21(t) b¯
∗
22(t) · · · b2n(t)
...
...
. . .
...
an1(t) an2(t) · · · b¯∗nn(t)
⎤
⎥⎥⎥⎦ := C3(t)
with b¯∗ii (t) = βi(t)N¯i − βi(t)I¯i − μi(t) − γi(t) + aii(t). The comparison principle implies
that ΦA1(·)(t)ΦC1(·)(t), ΦA3(·)(t)ΦC3(·)(t), and hence ΦA1(·)(ω)ΦC1(·)(ω), ΦA3(·)(ω)
ΦC3(·)(ω). By [9, Theorem A.4], we have μ(ΦA1(·)(ω)) < μ(ΦC1(·)(ω)) and μ(ΦA3(·)(ω)) <
μ(ΦC3(·)(ω)). Notice that (N¯1(t), . . . , N¯n(t)) is a positive ω-periodic solution of the system
N ′ = C1(t)N . Then we have
ΦC1(·)(t)
⎛
⎜⎝
N¯1(0)
...
N¯n(0)
⎞
⎟⎠=
⎛
⎜⎝
N¯1(t)
...
N¯n(t)
⎞
⎟⎠ .
It follows that
ΦC1(·)(ω)
⎛
⎜⎝
N¯1(0)
...
N¯n(0)
⎞
⎟⎠=
⎛
⎜⎝
N¯1(ω)
...
N¯n(ω)
⎞
⎟⎠=
⎛
⎜⎝
N¯1(0)
...
N¯n(0)
⎞
⎟⎠ ,
and hence μ(ΦC1(·)(ω)) = 1. On the other hand, (I¯1(t), . . . , I¯n(t)) is a positive ω-periodic solu-
tion of the system I ′ = C3(t)I . Thus, we obtain
ΦC3(·)(t)
⎛
⎜⎝
I¯1(0)
...
I¯n(0)
⎞
⎟⎠=
⎛
⎜⎝
I¯1(t)
...
I¯n(t)
⎞
⎟⎠ .
It follows that
ΦC3(·)(ω)
⎛
⎜⎝
I¯1(0)
...
I¯n(0)
⎞
⎟⎠=
⎛
⎜⎝
I¯1(ω)
...
I¯n(ω)
⎞
⎟⎠=
⎛
⎜⎝
I¯1(0)
...
I¯n(0)
⎞
⎟⎠ ,
and hence μ(ΦC3(·)(ω)) = 1. Consequently, we have
μ
(
ΦA(·)(ω)
)= max{μ(ΦA1(·)(ω)),μ(ΦA3(·)(ω))}< 1,
which implies the stability of (N¯(t), I¯ (t)). 
At last, we prove the global attractivity of positive periodic solution in the case where {bij (t)}
is very close to {aij (t)}. Let Λ0 be the set of all continuous and ω-periodic n×n matrix functions
satisfying aij (t) > 0, i = j , aii(t) < 0 and ∑nj=1 aji(t) = 0.
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{bij (t): 1  i, j  n} ∈ Λ0, M1λ(t) be the matrix M1(t) with parameter λ, and M1λ0(t)
be the matrix M1λ(t) with λ = λ0. If r(ΦM1λ0 (·)(ω)) > 1, then there exists 
 > 0 such
that for any λ with ‖λ − λ0‖  
, system (1.3) admits a unique positive ω-periodic solu-
tion (S¯λ1(t), S¯λ2(t), . . . , S¯λn(t), I¯λ1(t), . . . , I¯λn(t)) such that limt→∞(Si(t) − S¯λi(t)) = 0 and
limt→∞(Ii(t)− I¯λi(t)) = 0 for every (S0, I 0) ∈Rn+ × Int(Rn+).
Proof. There exist 
0 > 0, η > 0, such that r(ΦM1λ(·)(ω)) > 1 and r(ΦM1λ−ηM2 (·)(ω)) > 1 when-
ever ‖λ− λ0‖ 
0. We fix a sufficiently small δ > 0 such that the Poincaré map associated with
(2.17) admits a unique positive fixed point S∗(0, δ), which is globally attractive in Rn+ \ {0} and
S∗(t, δ) > S∗(t) − η¯. Let u(t, (S0, I 0), λ) be the solution of (1.3) with parameter λ and initial
value (S0, I 0) ∈ X. By the continuity of solutions with respect to initial values and parame-
ter λ, there exist positive numbers δ∗0 and 
∗0 such that ‖u(t, (S0, I 0), λ) − u(t,Mi,λ0)‖ < δ,
∀t ∈ [0,ω], ‖(S0, I 0) − Mi‖  δ∗0 and ‖λ − λ0‖  
∗0 , i = 0,1. Let 
∗ = min{
0, 
∗0 }. By the
argument similar to that of the claim in the proof of Theorem 2.3, it follows that for any λ with
‖λ− λ0‖ 
∗, and all (S0, I 0) ∈Rn+ × Int(Rn+), there holds
lim sup
m→∞
d
(
Pmλ
(
S0, I 0
)
,Mi
)
 δ∗0 , i = 0,1,
where Pλ is the Poincaré map associated with (1.3) with parameter λ. Moreover, Lemma 2.2
implies that solutions of (1.3) in X are uniformly bounded and ultimately bounded for each
λ ∈ Λ0. It follows that P has a global attractor Aλ ⊂ X0 for each λ ∈ Λ0. Let Λ1 = Λ0 ∩
{λ: ‖λ− λ0‖ 
∗}. Then there exists a bounded and closed set G∗ in Rn+ × Rn+, such that
∪λ∈Λ1Aλ ⊂ G∗. Hence, by [11, Theorem 1.4.2], there exists a δ0 > 0 such that for any λ ∈ Λ1,
lim inf
m→∞ d
(
Pmλ
(
S0, I 0
)
, ∂X0
)
 δ0.
Since
⋃
λ∈Λ1 P(Aλ) =
⋃
λ∈Λ1 Aλ ⊂ G∗ = G∗ ⊂ X0,
⋃
λ∈Λ1 P(Aλ) is compact. By applying[11, Theorem 1.4.1] on the perturbation of a globally stable fixed point, we complete the
proof. 
4. Numerical simulations
In order to simulate the periodic solutions, we consider the case that the patch number is 2.
For simplicity, we assume that the contact rate βi(t), i = 1,2, is ω-periodic with the expression
β1(t) = β2(t) = m sin(pt) + q , and other parameters are independent of time t . Then ω = 2πp ,
and assumption (1.4) is equivalent to that a12 = −a22, a21 = −a11, b12 = −b22, b21 = −b11.
Thus, (1.3) reduces to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
S′1 = B1(N1)N1 − (μ1 − a11)S1 − β(t)S1I1 + γ1I1 − a22S2,
S′2 = B2(N2)N2 − (μ2 − a22)S2 − β(t)S2I2 + γ2I2 − a11S1,
I ′1 = β(t)S1I1 − (μ1 + γ1 − b11)I1 − b22I2,
I ′ = β(t)S I − (μ + γ − b )I − b I .
(4.1)2 2 2 2 2 22 2 11 1
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r2 = r , c1 = c2 = c, μ1 = μ2 = μ, γ1 = γ2 = γ , a11 = a22 = b11 = b22 = −θ < 0. Then (4.1)
reduces to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
S′1 = r − (μ+ θ − c)S1 −
(
m sin(pt)+ q)S1I1 + (c + γ )I1 + θS2,
S′2 = r − (μ+ θ − c)S2 −
(
m sin(pt)+ q)S2I2 + (c + γ )I2 + θS1,
I ′1 =
(
m sin(pt)+ q)S1I1 − (μ+ γ + θ)I1 + θI2,
I ′2 =
(
m sin(pt)+ q)S2I2 − (μ+ γ + θ)I2 + θI1.
(4.2)
It is easy to verify that conditions (A1)–(A5) are satisfied. In this case, (S∗1 (0), S∗2 (0)) can be
obtained explicitly as
S∗1 (0) = S∗2 (0) =
r
μ− c .
Under all assumptions above, we get
M1(t) =
[(
β(t) r
μ−c −μ− γ − θ θ
θ β(t) r
μ−c −μ− γ − θ
)]
=
[(−μ− γ − θ θ
θ −μ− γ − θ
)]
+
[(
β(t) r
μ−c 0
0 β(t) r
μ−c
)]
.
Let A be a 2 × 2 constant matrix, and α(t) be a continuous ω-periodic function. Note that if
x(t) is a solution of x′ = (A+ α(t)I )x, then y(t) = e
∫ t
0 −α(s) dsx(t) satisfies
y′(t) = e
∫ t
0 −α(s) ds(x′ − α(t)x)= e∫ t0 −α(s) dsAx(t) = Ae∫ t0 −α(s) dsx(t) = Ay(t).
Thus, we have φA+α(·)I (t) = e
∫ t
0 α(s) dseAt .
By the above observation, it follows that
r
(
ΦM1(·)(ω)
)= e rμ−c ∫ ω0 β(t) dt e−(μ+γ )ω.
Fix μ = 0.2, c = 0.1, θ = 1, γ = 4, m = 1, p = 2π , q = 0.1, r = 1. Since ω = 1, we have
r
(
ΦM1(·)(1)
)
< 1.
By Theorem 2.1, system (1.3) has a positive ω-periodic solution such that limt→∞(S(t) −
S∗(t)) = 0 and limt→∞ I (t) = 0 for all (S0, I 0) ∈Rn+ ×Rn+. Our numerical simulations in Fig. 1
confirm this result.
Fix μ = 2, c = 1, θ = 1, γ = 0.1, m = 1, p = 2π , q = 1, r = 10. We then have ω = 1 and
r(ΦM1(·)(1)) > 1. By Theorem 3.1, system (1.3) has a unique positive ω-periodic solution such
that limt→∞(S(t)− S¯(t)) = 0 and limt→∞(I (t)− I¯ (t)) = 0 for all (S0, I 0) ∈Rn+ × (Rn+ \ {0}).
Our numerical simulations in Fig. 2 confirm this result.
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