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Qing Zou† and Mathews Jacob‡
Abstract. The learning of generative models for multi-dimensional signals is a key problem in several
machine learning tasks, with wide-ranging applications. Similarly, the learning of functions of multidimensional
datasets is a key problem in several applications. Deep learning methods provide powerful tools to address the
above problems, but the theoretical underpinnings of these methods are still emerging. In this paper, we focus on
the above problems when the signals follow a restrictive signal model. In particular, we consider signals living on
a union of smooth band-limited surfaces in high dimensions. We show that an exponential mapping transforms
the data to a union of low-dimensional subspaces. Using this relation, we introduce a sampling theoretical
framework for the recovery of smooth surfaces from few samples and the learning of functions living on smooth
surfaces. The low-rank property of the features is used to determine the number of measurements needed to
recover the surface. Moreover, the low-rank property of the features also provides an efficient approach, which
resembles a neural network, for the local representation of multidimensional functions on the surface. The direct
representation of such a function in high dimensions often suffers from the curse of dimensionality; the large
number of parameters would translate to the need for extensive training data. The low-rank property of the
features can significantly reduce the number of parameters, which makes the computational structure attractive
for learning and inference from limited labeled training data.
Keywords. level set; surface recovery; function representation; image denoising; neural networks
1 Introduction
The learning and exploitation of the extensive structure in real-world multidimensional datasets is a key problem
in machine learning. For example, surface embedding methods model the data as points on smooth surfaces
in high-dimensional spaces for visualization [36]. Deep-learned generative models are widely used to learn and
exploit the structure in applications [15]. A popular hypothesis in machine learning is the manifold assumption
[10, 40], which assumes that the data as points are lying close to a smooth low dimensional manifold. Another
key problem in machine learning is to learn functions or mappings of high dimensional signals (e.g. denoising [48]
and classification [7]). The representations of these functions using conventional linear models suffer from the
curse of dimensionality. Specifically, the extensive number of parameters translate to the need for large amounts
of training data, which makes these representations impractical in applications. While deep learning methods
offer fast and efficient alternatives, the impact of the structure of the signals as well as the complexity of the
specific function on the performance of the learning process are relatively less understood.
We focus on the representation of points and functions on smooth band-limited surfaces in this work. The
main focus of this work is to introduce a sampling theory for (a) recovering surfaces in high dimensional spaces,
and (b) local representation of functions that live on surfaces, from few measurements. Popular approaches to
represent surfaces include (a) explicit representations using triangle mesh/graphs [6, 46], and (b) implicit level
set representations [22,35]. In this work, we follow the latter approach because of its flexibility in dealing with
arbitrary topologies. We model the surface or union of surfaces as the zero level set of a multidimensional band-
limited function ψ. A more band-limited function will translate to a smoother surface and hence the support or
bandwidth of ψ can be viewed as a measure of the complexity of the surface. We define an exponential lifting of
each point on the surface to obtain a feature vector; we show that the exponential features of any point on the
surface will be annihilated by the inner product with the coefficients of ψ, which implies that the exponential
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features live in a subspace. This property provides a bridge between the complex union of surfaces representation
and the well-studied union of subspaces model. Specifically, the non-uniform mapping translates the surface
model to a subspace model. We use the low-rank property of the feature matrix to estimate the surface from
few of its samples. Sampling conditions which will guarantee the recovery of the surface with probability 1,
when the surface is irreducible or when it is the union of several irreducible surfaces, are introduced.
We also use the above property to efficiently represent and recover band-limited multidimensional functions
living on the surfaces. We show that such representations are linear in the lifted feature space. Specifically, the
low-rank nature of the exponential features provides an elegant approach to locally represent the function using
considerably lower number of parameters. In particular, we show that the feature vectors of a few anchor points
on the surface span the space, which allows us to efficiently represent the function as the interpolation of the
function values at the anchor points using a Dirichlet kernel. The significant reduction in the number of free
parameters offered by this local representation makes the learning of the function from finite samples tractable.
We note that the computational structure of the representation is essentially a one-layer kernel network. Note
that the approximation is highly local; the true function and the local representation match only on the surface,
while they may deviate significantly on points which are not on the surface. This work is related to kernel
methods, which are widely used for the approximation of functions [4,9,24]. It is well-known that an arbitrary
function can be approximated using kernel methods, and the computational structure resembles a single hidden
layer neural network. Our work has two key distinctions with the above approaches (a) unlike most kernel
methods that choose infinite bandwidth kernels (e.g. Gaussians), we restrict our attention to a band-limited
kernel. (b) we focus on a restrictive data model, where the data samples are localized or close to the zero set of
a band-limited function. These two restrictions enable us to represent band-limited functions on such smooth
surfaces exactly, as opposed to classical methods that can only approximate functions. The analysis shows the
quite significant benefit in representing complex functions, when the data have a simple structure. In addition,
it also shows how the composition of lower bandwidth functions as in a multi-layer network can enable the
efficient representation of high bandwidth function.
This work builds upon our prior work [30, 31, 50], where we considered the recovery of planar curves from
several of the samples. This work extends the above results in three important ways (i). The planar results
are generalized to the high dimensional setting. (ii). The worst-case sampling conditions are replaced by high-
probability results, which are far less conservative, and are in good agreement with experimental results. (iii).
The sampling results are extended to the local representation of functions.
1.1 Terminology and Notation
We introduce some commonly used terminologies and notations throughout the paper. We term the zero level
set of a trigonometric polynomial as a surface. Usually, the lower-case Greek letters ψ, η, etc. are used to
represent the trigonometric polynomials. The calligraphic letter S or S[ψ] is used to represent the zero level
sets of the trigonometric polynomials and hence the surfaces. The bold lower-case letters x denotes the real
variable in [0, 1)n and sometimes the points on the surface. The indexed bold lower-case letters xi represent
the samples on the surface. The upper-case Greek letters Λ,Γ ⊂ Zn are used to denote the support of the
trigonometric polynomials. In other words, the upper-case Greek letters are the coefficients index set. The
coefficients set is shown as {ck : k ∈ Λ}. The cardinality of support Λ is given by |Λ|, which will serve as a
measure of the complexity of the surface. The notation Γ	 Λ indicates the set of all the possible shifts of the
set Λ within the set Γ. The specific Greek letter Φ (sometimes subscripts are used to identify the corresponding
support) is used to represent the lifting map (feature map) of the point on the surface. The notation Φ(X)
denotes the feature matrix of the sampling set X.
2 Implicit surface representation
In this work, we use the level set representation to describe a (hyper-)surface. We model a (hyper-)surface S in
[0, 1)n;n ≥ 2 as the zero level set of a function ψ:
S[ψ] = {x ∈ Rn|ψ(x) = 0}. (1)
For example, when n = 2, S is a (hyper-)surface of dimension 1, which is a curve. We note that the level set
representation is widely used in image segmentation [22]. The normal practice in image segmentation is the
non-parametric level set representation of a time-dependent evolution function ψ.
2
2.1 Parametric level set representation of surfaces
Several authors have recently proposed to represent the level set function ψ as a linear combination of basis
functions ϕk(x) [5, 44]. These schemes argue that the reduced number of parameters translate to fast and
efficient algorithms. Motivated by these schemes, we represent ψ(x) as
ψ(x) =
∑
k∈Λ
ck ϕk(x). (2)
Since the level set function is the linear combination of some basis functions, we term the corresponding zero
level set as parametric zero level set. We now focus on specific parametric representations, depending on the
choices of the basis functions.
Note that lower dimensional (hyper-)surfaces can be represented as the intersection of multiple (hyper-
)surfaces. For example, we can represent an n−2 dimensional surface as the intersection of two n−1 dimensional
surfaces S[ψ1] and S[ψ2]:
S[ψ1, ψ2] = {x ∈ Rn|ψ1(x) = ψ2(x) = 0}. (3)
2.2 Shift invariant surface representation
A popular choice for the basis functions is the shift invariant representation, where compactly supported basis
functions such as B-splines are used. Specifically, the basis functions are shifted copies of a template ϕ, denoted
by:
ϕk(x) = ϕ
(x
T
− k
)
(4)
Here T is the grid spacing, which controls the degrees of freedom of the representation. The number of B-
splines in the above representation is 1/Tn − 1. One may also choose a multi-resolution or sparse wavelet
surface representation, when the basis functions are shifted and dilated copies of a template. This approach
allows the surface to have different smoothness properties at different spatial regions.
2.3 band-limited surface representation
In this paper, we focus on the band-limited surface representation [27], where the level set function ψ is expressed
as a Fourier series:
ψ(x) =
∑
k∈Λ
ck exp(j2pik
Tx), x ∈ [0, 1)n. (5)
This choice is motivated by the close connection of the above representation with polynomials, as discussed
below, as well as the existence of fast algorithms using the fast Fourier transform. In the above representation,
the set Λ denotes the support of the Fourier coefficients c = {ck : k ∈ Λ}; its cardinality |Λ| is the number of free
parameters in the surface representation. The band-limited representation (5) is an important model in both
mathematical theories and engineering applications. It is commonly used in digital image processing [28,42,50],
biomedical image processing [27,33,43], and geophysics [34].
As mentioned above, there is a close connection between the representation (5) and polynomials [27]. We
will make use of the one-to-one correspondence between the representation (5) and the complex polynomials.
We consider the mappings νi : [0, 1)→ {z ∈ C : |z| = 1}:
νi(xi) = exp(j2pixi) =: zi (6)
to study the properties of the zero sets of (5). With this transformation, the representation (5) simplifies to the
complex polynomial denoted as P[ψ], which is of the form
P[ϕ](z) =
∑
k∈Λ
ck
n∏
i=1
zkii . (7)
Since the mapping involves powers of zi, where zi are specified by the trigonometric mapping (6), we term the
expansion in (5) as a trigonometric polynomial.
3
2.3.1 Minimal/Irreducible band-limited surface
We note that the function ψ(x) with support Λ in (5) can be expressed with a larger support Γ ⊃ Λ in the
Fourier domain as
ψ(x) =
∑
k∈Γ
c˜k exp(j2pik
Tx), x ∈ [0, 1)n, (8)
where in this case the coefficients set c˜ is the zero-filled version of the vector c, denoted by c˜ ∈ C|Γ|:
c˜k =
{
ck if k ∈ Λ
0 else
. (9)
When the support Γ is larger than the minimal one, we observe that the representation of the surface is
not unique. In particular, multiple level-set functions of the form (8) can correspond to the same surface S[ψ]
denoted by (1) and (5). For example, the zero set of ψ will remain unchanged when multiplied by any function,
whose magnitude is non-zero everywhere. An example of special importance is
ϕ1 = ϕ · exp(j2pikT0 x); k0 ∈ Γ	 Λ, (10)
whose zero sets are identical to S[ψ]. Note that multiplying ψ by an exponential results in shifting its coefficients;
any shift of the coefficients in (9) such that the non-zero coefficients stay within Γ will yield the same surface.
The notation Γ 	 Λ in (10) denotes the set of shifts of k0 such that the shifted support Λ + k0 is still within
Γ. See Fig. 3 for an illustration. We note that the shifting process translates to multiplying the polynomial in
(7) by a monomial, resulting in an increased degree. The following result shows that for each S, there exists a
unique ψ satisfying (1), whose coefficient set {ck : k ∈ Λ} has the smallest support, which we term it as the
minimal trigonometric polynomial .
Proposition 1. For every (hyper-)surface S given by the zero level set of (8), there is a unique (up to scaling)
minimal trigonometric polynomial ψ, which satisfies ψ(x) = 0;∀x ∈ S. Any other trigonometric polynomial ψ1
that also satisfies ψ1(x) = 0;∀x ∈ S will have supp(ψ1) ⊇ supp(ψ). Here, supp(ψ) denotes the support of the
Fourier coefficients of ψ.
The proof of this result is given in Appendix 8.1.
We refer to the ψ of the form (5) with the minimal support Λ that satisfy
ψ(x) = 0; ∀x ∈ S (11)
as the minimal trigonometric polynomial of the surface S. In other words, when ψ is the minimal trigonometric
polynomial of a surface S, it does not have a factor that never vanishes on [0, 1)n or only vanishes at some
isolated points. Specifically, if a polynomial has a factor that never vanishes on [0, 1)n, one can remove this factor
and obtain a polynomial with a smaller support. Note from (7) that the minimal trigonometric polynomial will
correspond to P[ψ] being a polynomial with the minimal degree.
We note that the support Λ of the minimal polynomial of the surface S grows with the complexity of
S; a more oscillatory surface with a lot of details correspond to a high support minimal polynomial, while a
simple and highly smooth surface correspond to a low support minimal polynomial. We hence consider |Λ| as a
complexity measure of the surface. Furthermore, we note that the surface model can approximate an arbitrary
closed surface with any degree of accuracy, as long as the support is large enough [27]. See Fig. 1 for an
illustration in 3D.
We note that the mapping ν = (ν1, · · · , νn) defined by (6) is a bijection from [0, 1)n onto the complex unit
torus CTn = {(z1, · · · , zn) : |zi| = 1, i = 1, · · · , n}. Hence,
ψ(x) = 0 ⇔ P[ψ][z] = 0 on CTn, where zi = νi(xi), i = 1, · · · , n, (12)
which implies that there is a one-to-one correspondence between the zero sets of ψ and the zeros of P[ψ] on the
unit torus. Accordingly, we can study the algebraic properties of trigonometric polynomials and their zero sets
by studying their corresponding complex polynomials under the mapping ν. Following the steps of [27], we can
then define the irreducibility of a trigonometric polynomial.
Definition 2. A trigonometric polynomial ψ(x) is said to be irreducible, if the corresponding polynomials P[ψ]
is irreducible as a polynomial in C[z1, · · · , zn]. A polynomial p is irreducible over a field of complex numbers, if
it cannot be expressed as the product of two or more non-constant polynomials with complex coefficients.
Definition 3. A surface is termed as irreducible, if it is the zero set of an irreducible trigonometric polynomial.
4
(a) 17× 17× 17 coefficients (b) 25×25×25 coefficients (c) 33× 33× 33 coefficients
Figure 1: Illustration the fertility of our level set representation model in 3D. The three examples show that
our model is capable to capture the geometry of the shape even though the shape has complicated topologies,
which demonstrated that the representation is not restrictive.
When ψ can be written as the product of several irreducible components ψ =
∏m
i=1 ψi, then S[ψ] is essentially
the union of irreducible surfaces:
S[ψ] =
m⋃
i=1
S[ψi]. (13)
3 Lifting and feature spaces
We now use the parametric level set representation of surfaces to show that the points on these surfaces satisfy
certain annihilation properties. Consider the non-linear lifting mapping ΦΓ : Rn → C|Γ|:
ΦΓ(x) =
 ϕk1(x)...
ϕk|Γ|(x))
 (14)
of each point in the original domain [0, 1]n. We can view ΦΓ(x) as the feature vector of the point x, analogous
to the ones used in kernel methods [38]. Here, |Γ| denotes the cardinality of the set Γ. We denote the set
VΓ(S) = {ΦΓ(x)|x ∈ S} (15)
as the feature space of the surface S. Since any point on a surface S satisfies (1), the feature vectors of points
from S satisfy
cTΦΓ(x) = 0, ∀x ∈ S, (16)
where c is the coefficients vector in the representation of ψ in (5). The above relation implies that c is orthogonal
to all the feature vectors of points living on S.
3.1 Shift invariant representation
We consider ϕk = β
p
(
x
T − k
)
to be the pth-degree tensor-product B-spline function. Note that βp(x) is support
limited in [−(p+ 1)/2, (p+ 1)/2]n. If the support of ϕk(x) does not overlap with S, we have ϕk(x) = 0;∀x ∈ S.
Hence, we have
iTk ΦΓ(x) = 0, ∀x ∈ S (17)
where ik is the indicator vector. Note that all of these indicator vectors are linearly independent. The number
of basis vectors whose support does not overlap with S is dependent on the area of S as well as the support of
ψ. Thus, the dimension of VΓ(S) is a measure of the area of the surface S, and satisfies
dim (VΓ(S)) ≤ |Γ| − (P + 1) = A, (18)
where P is the number of basis functions whose support does not overlap with S.
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Figure 2: Illustration of the annihilation relations (16) in 2D. We assume that the curve is the zero level set of
a band-limited function ψ(x), shown in the top left. The Fourier coefficients of ψ, denoted by c, are support
limited in Λ, denoted by the red square in the figure in the bottom right. Each point on the curve satisfies
ψ(xi) = 0. Using the representation of the curve specified by (1), we thus have c
TΦΛ(xi) = 0. Note that ΦΛ(xi)
is the exponential feature map of the point xi, whose dimension is specified by the cardinality of the set Λ.
This means that the feature map will lift each point in the level set to a |Λ| dimensional subspace whose normal
vector is specified by c, as illustrated by the plane and the red vector c in the top right. Note that if more than
one closed curve are presented, each curve will be lifted to a lower dimensional subspace in the feature space, as
shown by the two lines in the plane, and the lower dimensional spaces will span the |Λ| dimensional subspace.
(Figure courtesy of Q. Zou, reprint from [50] with permission from IEEE).
3.2 band-limited surface representation
We now consider the case of an arbitrary point x on the zero level set of ψ(x). Using (8), the lifting is specified
by:
ΦΓ(x) =

exp(j2pikT1 x)
exp(j2pikT2 x)
...
exp(j2pikT|Γ|x)
 . (19)
We note from (19) that the lifting ΦΓ can be evaluated with different supports Γ ⊃ Λ. When the set Γ
corresponds to the support of the minimal polynomial (Γ = Λ), we term the corresponding lifting as the
minimal lifting. We now show that the feature space VΛ(S) is a lower dimensional space, or equivalently
contained in a subspace of C|Λ|.
3.2.1 Irreducible surface with minimal lifting (Γ = Λ)
We first focus on the case where ψ is an irreducible trigonometric polynomial and the support of the lifting is
specified by Λ, which is the support of the minimal polynomial. The annihilation relation (16) implies that c is
orthogonal to the feature vectors ΦΛ(x). This implies that
dim(VΛ) ≤ |Λ| − 1. (20)
3.2.2 Irreducible surface with non-minimal lifting (Γ ⊃ Λ)
We now consider the setting where the non-linear lifting is specified by ΦΓ(x), where Γ ⊃ Λ. Because of the
annihilation relation, we have
c˜T ΦΓ(x) = 0,
where c˜ is the zero filled coefficients in (8). Since the zero set of the function ψk0(x) = ψ(x) · exp(j2pikT0 x) is
exactly the same as that of ψ, we have∑
k
ck−k0 exp(j2pik
Tx) = 0; ∀x ∈ S[ψ]. (21)
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This implies that any shift of c˜ within Γ 	 Λ, denoted by d˜k = ck−k0 will satisfy d˜T ΦΓ(x) = 0. It is
straightforward to see that d˜ and c˜ are linearly independent for all values of k0. We denote the number of
possible shifts such that the shifted set Λ + k0 is still within Γ (i.e, Λ + k0 ⊆ Γ ) by |Γ	 Λ|:
Γ	 Λ = {l ∈ Γ | l− k ∈ Γ,∀k ∈ Λ}. (22)
This set is illustrated in Fig. 3 along with Γ and Λ. Since the vectors ck−k0 are linearly independent and are
Local function representation
Inner products with
anchor patches, followed
by non-linearity
Single layer neural network  
 
  ⇤
Figure 3: The non-minimal filter support Γ (green) is illustrated along with the minimal filter support Λ (red).
The set Γ	 Λ (blue) contains all indices at which Λ can be centered, while remaining inside Γ.
orthogonal to any feature vector ΦΓ(x) on S[ψ], the dimension of the subspace is bounded by
dim(VΓ) ≤ |Γ| − |Γ	 Λ|. (23)
3.2.3 Union of irreducible surfaces with Γ ⊃ Λi
When ψ =
∏m
i=1 ψi, each irreducible surface S[ψi] will be mapped to a subspace of dimension |Γ| − |Γ 	 Λi|.
This implies that the non-linear lifting transforms the union of irreducible surfaces to the well-studied union of
subspace model [14,23,25].
4 band-limited surface recovery from samples
We now consider the recovery of the surface S from its samples xi; i = 1, · · · , N . As discussed in the introduction,
this is an important problem in the recovery of shapes from point clouds as well as in segmentation problems.
According to the analysis in the previous section, if the sampling point xi is located on the zero level set of
ψ(x), we will then have the annihilation relation specified by (16). Notice that equation (16) is a linear equation
with c as its unknowns. Since all the samples xi; i = 1, .., N satisfy the annihilation relation (16), we have
cT [ΦΓ(x1) · · · ΦΓ(xN )]︸ ︷︷ ︸
ΦΓ(X)
= 0. (24)
We call ΦΓ(X) the feature matrix of the sampling set X = {x1, · · · ,xN}. We propose to estimate the coefficients
c, and hence the surface S[ψ] using the above linear relation (24). Note that S[ψ] is invariant to the scale of c;
without loss of generality, we reformulate the estimation of the surface as the solution to the system of equations
cT ΦΓ(X) = 0; ‖c‖F = 1. (25)
4.1 Sampling theorems
The above estimation scheme yields a unique solution, if the matrix ΦΛ(X) has a unique null-space basis vector.
We will now focus on the number of samples N and its distribution on S[ψ], which will guarantee the unique
recovery of S[ψ]. We will consider different lifting scenarios introduced in Section 3 separately. As we will see,
in some cases considered below, the null-space has a large dimension. However, the minimal null-space vector
(coefficients with the minimal support) will still uniquely identify the surface, provided the sampling conditions
are satisfied.
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4.1.1 Irreducible surfaces with minimal lifting
Suppose ψ(x) is an irreducible trigonometric polynomial with support Λ. Consider the lifting which is specified
by the minimal support Λ. We see from (20) that rank (ΦΛ(X)) ≤ |Λ| − 1. The following result shows when the
inequality is replaced by an equality.
Proposition 4. Let {x1, · · · ,xN} be N independent and random samples on the surface S[ψ], where ψ(x) is
an irreducible (minimal) trigonometric polynomial with support Λ. The feature matrix ΦΛ(X) will have rank
|Λ| − 1 with probability 1, if
N ≥ |Λ| − 1.
The above proposition guarantees that the solution to the system of equations specified by (25) is unique (up
to scaling) when the number of samples exceed N = |Λ| − 1 with unit probability. The proof of this proposition
can be found in Appendix 8.2. With Proposition 4, we obtain the following sampling theorem.
Theorem 5 (Irreducible surfaces of any dimension). Let ψ(x),x ∈ [0, 1]n, n ≥ 2 be an irreducible trigonometric
polynomial whose support is given by Λ. The zero level set of ψ(x) is denoted as S[ψ]. If we are randomly given
N ≥ |Λ| − 1 samples on S[ψ], then with probability 1 that we can uniquely recover the surface S[ψ].
The above theorem generalizes the results in [50] to any dimension n ≥ 2. When n = 2, then S is a planar
curve. In this setting, if the support of ψ is given by Λ = k1 × k2. Then by this sampling theorem, we get
perfect recovery with probability one, when the number of random samples on the curve exceeds k1 · k2 − 1.
Note that the degrees of freedom in the representation (5) is k1 · k2 − 1, when we constrain ‖c‖F = 1. This
implies that if the number of samples exceed the degrees of freedom, we get perfect recovery. Note that these
results are significantly less conservative than the ones in [50], which required a minimum of (k1 +k2)
2 samples.
We note that the results in [50] were the worst case guarantees, and will guarantee the recovery of the curve
from any (k1 + k2)
2 samples. By contrasts, our current results are high probability results; there may exist a
set of N ≥ k1 · k2 − 1 samples from which we cannot get unique recovery.
We note that the current work is motivated by the phase transition experiments (Fig. 5) in [50], which
shows that one can recover the curve in most cases when the number of samples exceeds k1 · k2 − 1 rather than
the conservative bound of (k1 + k2)
2. We also note that it is not straightforward to extend the proof in [50] to
the cases beyond n = 2. Specifically, we relied on Bezout’s inequality in [50], which does not generalize easily
to high dimensional cases.
4.1.2 Union of irreducible surfaces with minimal lifting
We now consider the union of irreducible surfaces S[ψ], where ψ has several irreducible factors ψ(x) =
ψ1(x) · · ·ψM (x). Then we have S[ψ] =
⋃M
i=1 S[ψi]. Suppose the support of ψ(x) is given by Λ and the
support of each factor ψi(x) is given by Λi. We have the following result for this setting.
Proposition 6. Let ψ(x) be a trigonometric polynomial with M irreducible factors, i.e.,
ψ(x) = ψ1(x) · · ·ψM (x). (26)
Suppose the support of each factor ψi(x) is given by Λi and the support of ψ is Λ. Assume that {x1, · · · ,xN}
are N random samples on S[ψ] that are chosen independently. Then with probability 1 that the feature matrix
ΦΛ(X) will be of rank |Λ| − 1 if
1. each irreducible factor is sampled with Ni ≥ |Λi| − 1 points, and
2. the total number of samples satisfy N ≥ |Λ| − 1.
The proof of this result can be seen in Appendix 8.2.3. Based on this proposition, we have the following
sampling conditions.
Theorem 7 (Union of irreducible surfaces of any dimension). Let ψ(x) be a trigonometric polynomial with M
irreducible factors as in (27). If the samples x1, .,xN satisfy the conditions in Proposition 6, then the surface
can be uniquely recovered by the solution of (25) with probability 1.
Unlike the sampling conditions in Theorem 5 that does not impose any constraints on the sampling, the
above result requires each component to be sampled with a minimum rate specified by the degrees of freedom of
that component. We illustrate the above result in Fig. 6 in 2D (n = 2), where S is the union of two irreducible
curves with support of 3× 3, respectively. The above results show that if each of the curves are sampled with
at least eight points and if the total number of samples is no less than 24, we can uniquely identify the union of
curves. The results show that if any of the above conditions are violated, the recovery fails; by contrast, when
the number of randomly chosen points satisfy the conditions, we obtain perfect recovery.
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(a) Curve (b) Recovery #1 (c) Recovery #2
(d) original ψ(x, y) (e) ψ(x, y) with 7 samples (f) ψ(x, y) with 8 samples
Figure 4: Illustration of Theorem 5 in 2D. The irreducible curve given by (a) is the original curve, which is
obtained by the zero level set of a trigonometric polynomial whose support is 3× 3. According to Theorem 5,
we will need at least 8 samples to recover the curve. In (b), we randomly choose 7 samples (the red dots) on the
original curve (the gray curve). The blue dashed curve shows the recovered curve from this 7 samples. Since
the sampling condition is not satisfied, the recovery failed. In (c), we randomly choose 8 points (the red dots).
From (c), we see that the blue dashed curve (recovered curve) overlaps the gray curve (the original curve),
meaning that we recover the curve perfectly. In (d) - (f), we showed the original trigonometric polynomial, the
polynomial obtained from 7 samples and the polynomial obtained from 8 samples.
(a) Surface (b) Recovery #1 (c) Recovery #2
Figure 5: Illustration of Theorem 5 in 3D. The irreducible surface given by (a) is the original surface, which is
given by the zero level set of a trigonometric polynomial whose support is 3 × 3 × 3. According to Theorem
5, we will need at least 26 samples to recover the surface. In (b), we randomly choose 25 samples (the blue
dots) on the original surface (the gray part). The red surface is what we recovered from the 25 samples. Since
the sampling condition is not satisfied, the recovery failed. In (c), we randomly choose 26 points (the blue
dots). From (c), we see that the red surface (recovered surface) overlaps the gray surface (the original surface),
meaning that we recover the surface perfectly.
4.1.3 Non-minimal lifting
In Section 4.1.1, we introduced theoretical guarantees for the perfect recovery of the surface in any dimensions.
The sampling theorems introduced in Section 4.1.1 and 4.1.2 assume that we know exactly the support of the
surface or the union of surfaces. However, in practice, the true support of the surface is usually unknown.
We now consider the recovery of the surface, when the support is over-estimated, or equivalently the lifting is
performed assuming Γ ⊃ Λ. As discussed in Section 3.2.2, the dimension of VΓ is upper bounded by |Γ|−|Γ	Λ|,
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(a) Curve (b) 7 + 17 (c) 8 + 16
(d) 17 + 7 (e) 16 + 8 (f) 8 + 8
Figure 6: Illustration of Theorem 7. The original curve (a) is given by the zero set of a reducible trigonometric
polynomial with support 5 × 5, which is the product of two trigonometric polynomials with support 3 × 3.
According to the sampling theorem, we totally need at least 24 samples and each of the component need to be
sampled for at least 8 samples. We first choose 7 samples (red dots) on the first component and 17 samples
(red circles) on the second one. The gray curve in (b) is the original curve and the blue dashed curve is what
we recovered from the 7 + 17 = 24 samples. Since the sampling condition is not satisfied, the recovery failed. In
(c), we choose 8 samples (red dots) on the first component and 16 samples (red circles) on the second one. From
(c), we see that the gray curve (the original curve) overlaps the blue dashed curve (recovered curve), meaning
that we recovered the curve successfully. In (d), we choose 17 samples on the first component and 7 samples
on the other one. From (d), we see that the recovery is not successful. In (e), we have 16 samples on the first
component and 8 samples on the second one. The original curve overlaps the recovered one. So we recovered
it perfectly. Lastly, we choose 8 samples on each of the component and we failed to recover the curve as shown
in (f). Note that the recovered curves pass through the samples in all cases.
which implies that
rank(ΦΓ(X)) ≤ |Γ| − |Γ	 Λ|,
where Γ	 Λ represents the number of valid shifts of Λ within Γ as discussed in Section 3.2.2.
The following two propositions show when the inequality in the rank relation above can be an equality and
hence we can recover the surface.
Proposition 8 (Irreducible surface with non-minimal lifting). Let {x1, · · · ,xN} be N random samples on the
surface S[ψ], chosen independently. The trigonometric polynomial ψ(x) is irreducible whose true support is Λ.
Suppose the lifting mapping is performed using support Γ ⊃ Λ.Then rank(ΦΓ(X)) = |Γ|−|Γ	Λ| with probability
1, if
N ≥ |Γ| − |Γ	 Λ|.
The proof of this proposition can be found in Appendix 8.2.4.
Proposition 9 (Union of irreducible surfaces with non-minimal lifting). Let ψ(x) be a trigonometric polynomial
with M irreducible factors, i.e.,
ψ(x) = ψ1(x) · · ·ψM (x). (27)
Suppose the support of each factor ψi(x) is given by Λi and the support of ψ is Λ. Let Γi ⊃ Λi be the non-
minimal support of each factor ψi(x) and Γ ⊃ Λ is the support of the non-minimal lifting. Assume {x1, · · · ,xN}
are N random samples on S[ψ] that are chosen independently. Then with probability 1 that the feature matrix
ΦΛ(X) will be of rank |Γ| − |Γ	 Λ| if
1. each irreducible factor is sampled with Ni ≥ |Γi| − |Γi 	 Λi| points, and
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2. the total number of samples satisfy N ≥ |Γ| − |Γ	 Λ|.
We prove this result in Appendix 8.2.5. Note that in practice, when non-minimal lifting mapping is per-
formed, we then randomly sample approximately |Γ| − |Γ 	 Λ| positions on S. This random strategy ensures
that the samples are distributed to the factors, roughly satisfying the conditions in Proposition 9.
4.1.4 Surface recovery algorithm for the non-minimal setting
The two propositions in Section 4.1.3 show that ΦΓ(X) has |Γ 	 Λ| null space vectors ni ↔ µi, when the
non-minimal lifting with support Γ is performed. The following result from [50] shows the property of these
null space vectors.
Proposition 10 (Proposition 9 in [50]). The coefficients of the trigonometric polynomials of the form
θk(x) = exp(j2pil
Tx)ψ(x), ∀k ∈ Γ	 Λ.
is a null space vector of ΦΓ(X).
Note that the coefficients of θk(x) correspond to the shifted versions of the coefficients of ψ and hence are
linearly independent. We also note that any such function is a valid annihilating functions for points on S.
When the dimension of the null-space is Γ	Λ, these corresponding coefficients form a basis for the null-space.
Therefore, we have that any function in the null-space can be expressed as
η(x) =
∑
k∈Γ	Λ
αk ψ(x) exp(j2pik
Tx) (28)
= ψ(x)
∑
k∈Γ	Λ
αk exp(j2pik
Tx)︸ ︷︷ ︸
γ(x)
= ψ(x)γ(x), (29)
where αk and γ are arbitrary coefficients and function, respectively. Note that all of the functions obtained by
the null-space vectors have ψ as a common factor.
Accordingly, we have that ψ(x) is the greatest common divisor of the polynomials µi(x)↔ ni, where ni are
the null-space vectors of ΦΓ(X), which can be estimated using singular value decomposition (SVD). Since we
consider polynomials of several variables, it is not computationally efficient to find the greatest common divisor.
We note that we are not interested in recovering the minimal polynomial, but are only interested in finding the
common zeros of µi(x). We hence propose to recover the original surface as the zeros of the the sum of squares
polynomial
γ(x) =
|Γ	Λ|∑
i=1
|µi(x)|2.
Note that rank guarantees in Propositions 8.2.4 and 8.2.5 ensure that the entire null-space will be fully
identified by the feature matrix. Coupled with Proposition 10, we can conclude that the recovery using the
above algorithm (SVD, followed by the sum of squares of the inverse Fourier transforms of the coefficients) will
give perfect recovery of the surface under noiseless conditions.
4.2 Surface recovery from noisy samples
The analysis in Section 4.1.3 shows that when the support of the surface is small, the feature matrix is low
rank. In practice, the sampling points are usually corrupted with some noise. We denote the noisy sampling
set by Y = X + N, where N is the noise. We propose to exploit the low-rank nature of the feature matrix to
recover it from noisy measurements. Specifically, when the sampling set X is corrupted by noise, the points will
deviate from the original surface, and hence the features will cease to be low rank.
We pose the denoising as:
X∗ = arg min
X
||X−Y||2 + λ||Φ(X)||∗ (30)
where we use the nuclear norm of the feature matrix of the sampling set as a regularizer. Unlike traditional
convex nuclear norm formulations, the above scheme is non-convex.
We adapt the kernel low-rank algorithm in [31] to the high dimensional setting to solve (30). This algorithm
relies on an iteratively reweighted least squares (IRLS) approach [11,26] which alternates between the following
two steps:
X(n) = arg min
X
||X−Y||2 + λtrace[K(X)P(n−1)], (31)
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(a) The original curve (b) The sampling points
(c) 1st null-space function (d) 2nd null-space function (e) sum-of-squares polynomial
Figure 7: Illustration of the sampling fashion for non-minimal Fourier support. We consider the curve as shown
in (a), which is given by the zero level set of a trigonometric polynomial of support 5 × 5. We choose the
non-minimal support Γ as 11 × 11. According to the sampling condition for non-minimal Fourier support,
we sampled on 72 random locations. We randomly chose two null-space vectors for the feature matrix of the
sampling set, which gave us functions (c) and (d). We can see that all of these functions have zeros on the
original zero set, in addition to processing several other zeros. The sum of squares function is shown in (e),
showing the common zeros, which specifies the original curve.
and
P(n) =
[
K(X(n)) + γ(n)I
]−1/2
(32)
where γ(n) = γ
(n−1)
η and η > 1 is a constant. Here, K(X) = ΦΓ(X)TΦΓ(X). We use the kernel-trick to
evaluate K (X), thus eliminating the need to explicitly evaluating the features. Each entry of the matrices
K (X) correspond to inner-products in feature space:
(K (X))(i,j) = Φ(xi)HΦ(xj)︸ ︷︷ ︸
κ(xi,xj)
(33)
which can be evaluated efficiently using the nonlinear function κ (termed as kernel function) of their inner-
products in Rn. The dependence of the kernel function on the lifting is detailed in Section 5.3.
The details of the above minimization algorithms can be found in [50] in the context of curve denoising; the
present work extends the above result to the multidimensional setting. Once the denoised null-space matrix is
obtained, we use the sum of square approach described in Section 4.1.3 to recover the original surface.
We illustrate this approach in the context of recovering 3D shapes from noisy point clouds in Fig. 8. The
data sets are obtain from AIM@SHAPE [1]. We note that the direct approach, where the null-space of the
original noisy feature matrix, often results in perturbed shapes. By contrast, the nuclear norm prior is able
to regularize the recovery, thus yielding shapes that are closer to the original shapes. The parameters of the
algorithm are tabulated in Table 1.
Name of surface # samples # denoise iteration λ in (30) chosen support
Torus 200 3 0.8 7× 7× 7
Cat 1500 15 1.4 31× 31× 31
Duck 1800 20 1.2 27× 27× 27
Table 1: The parameters chosen for the surfaces recovery in Fig. 8.
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(a) Torus (b) 200 samples (c) Recovery #1 (d) Recovery #2
(e) Cat (f) 1500 samples (g) Recovery #1 (h) Recovery #2
(i) Duck (j) 1800 samples (k) Recovery #1 (l) Recovery #2
Figure 8: Illustration of the points cloud denoising algorithm and surface recovery algorithm with unknown
support. The first column shows the three original surfaces. The second column indicates the number of
samples that we used to recover the surfaces. The third column corresponds to the surface recovery without
using the points cloud denoising algorithm (30) beforehand. The last column gives the recovered surfaces using
the denoising algorithm (30) beforehand. The parameters for the recovery of these three surfaces, including
the number of iterations used in the denoising algorithm, the balancing parameter λ in (30), and etc., in the
recovery algorithm are reported in Table 1.
5 Recovery of functions on surfaces
One of the main tasks in machine learning is to learn a function using given input and output data pairs [19].
It is of paramount importance in control [8], communications [49], dynamical system identification [20] and has
wide applications in language processing [18], image classification [12] and speech recognition [37].
The problem can be formulated as estimating a nonlinear function y = f(x), x = (x1, x2, · · · , xn), given
input and output data pairs (xi, yi). A challenge in the representation of such high dimensional function is the
large number of parameters and the increasing of the dimensions, which is also termed as the curse of dimensions.
Kernel methods [29], random forests [39] and neural networks [47] provide a powerful class of machine learning
models that can be used in learning highly nonlinear functions. These models have been widely used in many
machine learning tasks [17].
We now show that the results shown in the previous sections provide an attractive option to compactly
represent functions, when the data lies on a smooth surface or manifold in high dimensional spaces. We note that
the manifold assumption is widely assumed in a range of machine learning problems [10,13]. We now show that
if the data lie on a smooth surface in high dimensional space, one can represent the multidimensional functions
very efficiently using few parameters. We now consider the representation of a band-limited multidimensional
function:
f(x) =
∑
k∈Γ
βk exp(j2pik
Tx) = βTΦΓ(x), (34)
where x ∈ Rn. The number of free parameters in the above representation is |Γ|, where Γ ⊂ Zn is the support of
the function. Note that |Γ| grows rapidly with the dimension n. The large number of parameters needed for such
a representation makes it difficult to learn such functions from few labeled data points. Fortunately, natural
datasets often lie on simpler constructs in high dimensional space. We assume that we are only interested in
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the points on the union of irreducible surfaces as in (13), where the support of ψ is given by Λ ⊂ Γ.
5.1 Compact representation of features using anchor points
We use the upper bound of the dimension of the feature matrix in (23) to come up with an efficient representation
of functions of the form 34. The dimension bound (23) implies that the features of points on S[ψ] lies in a
subspace of dimension r = |Γ| − |Γ	Λ|, which is far smaller than |Γ| especially when the dimension n is large;
one can then find r basis vectors in the feature space that span VΓ(S). However, there is no guarantee that
these basis vectors are mappings of some points on S.
We now show that it is possible to find a set of N ≥ r anchor points a1, · · · ,aN ∈ S[ψ], such that the feature
space VΓ(S) is in span{ΦΓ(a1), · · · ,ΦΓ(aN )}. This result is a Corollary of Proposition 9.
Corollary 11. Let ψ(x) be a trigonometric polynomial with M irreducible factors as in (27). Suppose Γi ⊃ Λi
is the non-minimal support of each factor ψi(x) and Γ ⊃ Λ is the total support. Let {a1, · · · ,aN} be N randomly
chosen anchor points on S[ψ] satisfying
1. each irreducible factor S[ψi] is sampled with Ni ≥ |Γi| − |Γi 	 Λi| points, and
2. the total number of samples satisfy N ≥ |Γ| − |Γ	 Λ|.
Then,
VΓ(S) ⊆ span {ΦΓ(ai); i = 1, · · · , N} (35)
with probability 1.
As discussed in Section 4.1.3, if we randomly choose N ≥ |Γ|−|Γ	Λ| = r points on S[ψ], the feature matrix
will satisfy the conditions in Corollary 11 and hence (35) with high probability. This relation implies that the
feature vector of any point x ∈ S[ψ] can be expressed as the linear combination of the features of the anchor
points ΦΓ(ai); i = 1, · · · , N :
ΦΓ(x) =
N∑
i=1
αi(x) ΦΓ(ai) (36)
=
[
ΦΓ(a1) · · · ΦΓ(aN )
]︸ ︷︷ ︸
Φ(A)
α1(x)...
αN (x)

︸ ︷︷ ︸
α(x)
(37)
Here, αi(x) are the coefficients of the representation. Note that the complexity of the above representation is
dependent on N , which is much smaller than |Γ|, when the surface is highly band-limited. We note that the
above compact representation is exact only for x ∈ S[ψ] and not for arbitrary x ∈ Rn; the representation in
(37) will be invalid for x /∈ S[ψ].
However, this direct approach requires the computation of the high dimensional feature matrix, and hence
may not be computationally feasible for high dimensional problems. We hence consider the normal equations
and solve for α(x) as
α(x) =
Φ(A)HΦ(A)︸ ︷︷ ︸
K(A)

† (
Φ(A)HΦΓ(x)
)︸ ︷︷ ︸
kA(x)
, (38)
where (·)† denotes the pseudo-inverse.
We note that Corollary 11 guarantees Φ(A) to have full column rank as N = r. However, the condition
number of this matrix may be poor, depending on the choice of the anchor points. It may be worthwhile to
choose the anchors such that the condition number of Φ(A) is low, which will reduce the noise amplification in
(38). One may pose this as an optimization problem; we will discuss it in detail in a later section.
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5.2 Representation and learning of functions
Using (34), (37), and (38), the function f : Rn → Rm can be written as
f(x) = βT Φ(A) K (A)† kA(x) (39)
=

f(a1)︷ ︸︸ ︷
βT ΦΓ(a1), . . . ,
f(aN )︷ ︸︸ ︷
βT ΦΓ(aN )

︸ ︷︷ ︸
F
K (A)† kA(x)︸ ︷︷ ︸
α(x)
(40)
Here, f(x) is an M × 1 vectors, while F is an M ×N matrix. K(A) is an N ×N matrix and kA(x) is an N × 1
vector. Thus, if the function values at the anchor points, specified by f(ai); i = 1, · · · , N are known, one can
compute the function for any point x ∈ S[ψ].
We note that the direct representation of a function f : Rn → R in (34) requires |Γ| parameters, which can
be viewed as the area of the green box in Fig. 3. By contrast, the above representation only requires |Γ|	|Γ : Λ|
anchor points, which can be viewed as the area of the grey region in Fig. 3. The more efficient representation
allows the learning of complex functions from few data points, especially in high dimensional applications.
We demonstrate the above local function representation result in a 2D setting in Fig. 9. Specifically, the
original band-limited function is with support 13×13. The direct representation of the function has 13×13 = 169
degrees of freedom. Now, if we only care about points on a curve which is with support 3 × 3, then the same
function living on the curve can be represented exactly using 48 anchor points, thus significantly reducing the
degrees of freedom. However, note that the above representation is only exact on the curve. We note that the
function goes to zero as one moves away from the curve.
The choice of anchor points depends on the geometry of the surface, including the number of irreducible
components. While a random choice of anchor points satisfies (35) with high probability; the choice of the
anchor points controls the condition number of Φ(A) and needs to be chosen carefully for robust representation
of functions. By contrast, one often does not have perfect control on the data pairs (xi,yi = f(xi)) themselves.
For arbitrary training samples, we can estimate the unknowns F in (40) from the linear relations
[y1, ..yP ]︸ ︷︷ ︸
Y
= F [α(x1), . . . ,α(xP )]︸ ︷︷ ︸
Z
(41)
as F = YZH
(
ZZH
)†
. The above recovery is exact when we have N = r achor points because Z has full column
rank in this case. The reason why Z has full column rank is due to (37) and (38). Equation (37) suggests that
rank(Z) ≥ N , while equation (38) shows rank(Z) ≤ N . Therefore, we have rank(Z) = N , indicating that Z
has full rank in this case. When N > r, the F is obtained using the pseudo-inverse, which is based on the least
square approximation.
5.3 Efficient computation using kernel trick
We use the kernel-trick to evaluate K (A) and kA(x), thus eliminating the need to explicitly evaluating the
features of the anchor points and x. Each entry of the matrix K (A) is computed as in (33), while the vector
kA(x) is specified by:
(kA(x))i = ΦΓ(ai)
HΦΓ(x)︸ ︷︷ ︸
κ(ai,x)
, (42)
which can be evaluated efficiently as nonlinear function κ (termed as kernel function) of their inner-products in
Rn. We now consider the kernel function κ for specific choices of lifting.
Using the lifting in (19), we obtain the kernel as
κ(x,y) =
∑
k∈Γ
exp(j2pikT (y − x)).
Note that the kernel is shift invariant in this setting. Since κ : Rn → R is an n dimensional function, evaluating
and storing it is often challenging in multidimensional applications. We now focus on approximating the kernel
efficiently for fast computation.
We consider the impact of the shape of the support set Γ on the shape of the kernel. Specifically, we consider
sets of the form
Γ = {k ∈ Zn, ||k||q ≤ d} (43)
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Figure 9: Illustration of the local representation of functions in 2D. We consider the local approximation of the
band-limited function in (b) with a support of 13 × 13, living on the band-limited curve shown in (a). The
support of the curve is 3 × 3. The curve is overlaid on the function in (b) in yellow. The restriction of the
function to the vicinity of the curve is shown in (c). Our results suggest that the local function approximation
requires 132 − 112 = 48 anchor points. We randomly select the points on the curve, as shown in (d). The
interpolation of the function values at these points yields the global function shown in (e). The restriction of
the function to the curve in (f) shows that the approximation is good.
where d denotes the size of the support. The integer q specifies the shape of Γ [45], which translates to the
shape of the kernel
kqd,n(x) :=
∑
k∈Zn,||k||q≤d
exp(j2pikTx), (44)
We term the q = 1 case as the diamond Dirichlet kernel. If q = 2, we call it the circular Dirichlet kernel. We
call the Dirichlet kernel the triangular Dirichlet kernel if q = ∞. See Figure 10 for the support and Figure 11
to see the associated kernel.
(a) q = 1 (b) q = 2 (c) q =∞
Figure 10: Support of the set Λ with different q values.
We note from the above figures that the circular Dirichlet kernel (q = 2) is roughly circularly symmetric,
unlike the triangular or diamond kernels. This implies that we can safely approximate it as
κ(x,y) ≈ g(‖x− y‖2) (45)
where g : R+ → R. We note that this approximation results in significantly reduced computation in the
multidimensional case. The function g may be stored in a look-up table or computed analytically. We use this
approach to speed up the computation of multidimensional functions in Section 6.
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(a) Gaussian kernel (b) Dirichlet with q = 2 (c) Dirichlet with q =∞
Proposed
Sigmoid
ReLU
Tanh
(d) Plot of γ
Figure 11: Visualization of kernels in R2 and the non-linear function γ with some commonly used activation
functions.
An additional simplification is to assume that x and y are unit-norm vectors. In this case, we can approximate
g(||xi − yi||22) = g(||xi||22 + ||yi||22 − 2〈xi,yi〉) ≈ g(2− 2〈x,y〉) =: γ(〈x,y〉), (46)
where γ(z) = g(1 − z/2). Here, we term γ as the activation function. While we do not make this simplifying
assumption in our computations, it enables us to show the similarity of the computational structure of (39) to
current neural network. The plot of this activation function, along with commonly used activation functions, is
shown in Figure 11 (d).
6 Relation to neural networks
We now focus on the computation of an arbitrary function in (39) and will show its equivalence with neural
networks.
f(x) = [f1, . . . , fn]︸ ︷︷ ︸
F
K (A)†
g(‖x− a1‖
2)
...
g(‖x− an‖2)

︸ ︷︷ ︸
kA(x)
(47)
≈ F K(A)†︸ ︷︷ ︸
F˜
γ (〈x,a1〉)...
γ (〈x,an〉)
 (48)
In the second step, we used the approximation in (46). The computation involves the inner product of the
input signal x with templates ai; i = 1, .., n, followed by the non-linear activation function γ to obtain kA(x).
These terms are then weighted by the fully connected layer K (A)†, followed by weighting by the second fully
connected layer F˜. See Fig. 12 for the visual illustration.
6.1 Illustration in a denoising application
We now illustrate the proposed network in the context of a toy-problem: the denoising of MNIST data [21].
Specifically, we consider the learning of a function f : Rp2 → R, which predicts the denoised center pixel of a
patch from the noise p× p patch. The function f in p2 dimensional space is associated with a large number of
free parameters; learning of these unknowns are challenging due to the curse of dimensionality. In this work,
we assume that the points (image patches) are lying on a band-limited surface. Then the result in the previous
section offers a work-around, which suggests that the function can be expressed as the linear combination of
the features of “anchor-patches”, weighted by p. In our experiments, we choose the patch size to be 7× 7.
We propose to learn the anchor patches ai and the function values f(ai) from exemplar data using stochastic
gradient descent. Note that the learned representation is valid for any patch, and hence the proposed scheme
is essentially a convolutional neural network. The difference of our structure in (48) with the commonly used
convolutional neural networks (CNN) structure is the activation function γ. We replaced the ReLU non-
linearity in a network with a single hidden layer with the proposed function γ and trained the algorithm on the
MNIST dataset with added noise. We also trained a ReLU network with the same parameters for comparison.
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(a) One layer network (b) Two layers network
Figure 12: Computational structure of function evaluation. (a) corresponds to (39) to compute the band-limited
multidimensional function f on S[ψ]. The inner-product between the input vector x and the anchor templates
on the surface are evaluated, followed by non-linear activation functions γ to obtain the coefficients αi(x). These
coefficients are operated with the fully connected linear layers K†A and F(A). The fully connected layers can be
combined to obtain a single fully connected layer F˜. Note that this structure closely mimics a neural network
with a single hidden layer. (b) uses an additional quadratic layer, which combines functions of a lower support
to obtain a function of a higher support.
Figure 13: Comparison of our learned denoiser using Dirichlet activation function and the ReLU network. The
testing results show that the denoising performance using the proposed activation function is comparable to the
performance using ReLU. The six rows in the figure correspond to the original images, the noisy images, the
denoised images using the proposed one-layer network, the denoised images using one layer ReLU network, the
denoised images using the proposed two-layer network and the denoised images using two-layer ReLU network.
The averaged PSNR of the denoised images using the proposed one-layer network, one layer ReLU network,
the proposed two-layer network and the two-layer ReLU network are 19.6753 dB, 20.0254 dB, 20.8576 dB
and 17.4818 dB respectively. From the quantitative results, we can see that our proposed one-layer network
performs almost the same as the one-layer ReLU network. For the proposed two-layer network, the performance
is getting better from both quantitative and visual points of view. For the two-layer ReLU network, visually
the performance is better than that of the one-layer ReLU network. But the PSNR is getting worse. The main
reason that causes the low PSNR for the two-layer ReLU network is the change of the pixel values on each
hand-written digits.
Besides, we applied our two-layer network and the two-layer ReLU network on the MNIST dataset as well. The
comparison of the testing results is shown in Figure 13.
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The convergence of the training loss of the proposed models are shown in Figure 14. We note that the final
training errors of both single layer networks are comparable. We observe that both of the proposed schemes
(one-layer and two-layer) converged rapidly to a low error, while the ReLU network took more iterations to
converge. Note that our proposed activation function has support size d as a parameter, indicated by (44).
We reported the impact of the support on the denoising performance in Fig. 14 (d). From the table, we can
see that the higher support usually produces better performance. But support will not significantly affect the
performance.
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(d) Variation of the PSNR of the denoised results with the support of the kernel
Figure 14: Comparison of the training loss for the proposed networks and ReLU network, and the variation of
the PSNR of the denoised results with the support of the kernel. (a) shows the training loss of the proposed
one-layer network and the one-layer ReLU network. We can see that the training loss of the proposed model
decreases faster than the ReLU network. After certain number of epochs, the training loss curves of both
the proposed one-layer network and the ReLU network are very similar. (b) compares the training loss of the
proposed two-layer network with the two-layer ReLU network. We can find that the proposed two-layer network
performs slightly better than the two-layer ReLU network. In (c), the training losses of the proposed one-layer
network and the proposed two-layer network are compared. We can see that the two-layer network is better than
the one-layer network, which demonstrates the necessity for going in-depth. In (d), we reported the variation
of the PSNR (dB) of the denoised results with the support of the kernel. In the experiments, we choose the
support d to be 7, 11 and 15 respectively and we then compared the performance. We did the testing on the
first 100 testing images in the MNIST dataset obtained from TensorFlow. From the reported average PSNR,
we can find that higher support usually gives better PSNR, while the effective is not significant.
6.2 Relation to denoising auto-encoders
We note that the space of band-limited functions of the form (34) can reasonably approximate lower order
polynomials in Rn for sufficiently high support Γ [41]. In particular, let us assume that there exists a set of
coefficients β such that
x ≈ x˜ =
∑
k∈Γ
βk exp(j2pik
Tx) (49)
In this case, the above results imply that one can exactly represent any point on the surface S[ψ] as
x ≈ [a1, ..,an]︸ ︷︷ ︸
A
K (A)† kA(x)︸ ︷︷ ︸
α(x)
(50)
We note that the resulting network is hence essentially an auto-encoder. Specifically, the inner-products between
the feature vectors of x and the anchor point ai denoted by α(x) can be viewed as the latent features or compact
code. As described previously, the coefficients α = K(A)†kA(x) captures the geometry of the surface, while
the top layer A is the decoder that recover the signal from its latent vectors.
We note that the surface recovery algorithms in Section 4 follow a null-space approach, where we identify
the null-space of the feature space or equivalently the annihilation functions from the samples of the surface.
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Specifically, the sum of squares of the null-space functions in Section 4.1.4 provides a measure of the error in
projecting the feature vector to the null-space of the feature matrix.
γ(x) =
|Γ	Λ|∑
i=1
|µi(x)|2 =
|Γ	Λ|∑
i=1
|nTi ΦΓ(x)|2 (51)
= ‖N ΦΓ(x)‖2 (52)
where ni are the null-space vectors. The projection energy is zero if the point x is on S and is high when it is
far from it.
By contrast, the auto-encoder approach can be viewed as a signal subspace approach, where we project the
samples to the basis vectors specified by the feature vectors of the anchors ΦΓ(ai). We illustrate this approach in
Figure 15. Specifically, we trained a two layer neural network described by (50). We assumed the non-linearity
to be specified by (46) and trained the network parameters (A as well as the weights of the inner-products)
using stochastic gradient descent. The training data corresponds to randomly drawn points on the surface. To
ensure that the network learns a projection, we trained the network as a denoising auto-encoder; the inputs
correspond to samples on the surface corrupted with Gaussian noise, while the labels are the true samples.
Once the training is complete, we plot the approximation error
E(x) = ‖x− FK(A)†kA(x)‖2 = ‖
(
I− FK(A)†kA
)︸ ︷︷ ︸
R
(x)‖2 (53)
as a function of the input point in Fig. 15.
We trained the network using the exemplar curve shown in Fig. 7. We randomly choose 1000 points on the
curve as the training data and 250 features are chosen in the middle layer. The support of the Dirichlet kernel
is chosen to be 15. The trained network is then used to learn the curve. The learned results are shown in Fig.
15. From which one can see that the proposed learning framework performs well. We note that the projection
error is close to zero on the surface, while it is high away from it. Note that this closely mimics the plot in
Fig. 7. Once trained, the surface can be estimated in low-dimensional settings as the zero set of the projection
error as shown in Fig. 15.(b), which closely approximates the true curve in (c). We note that R can be viewed
as a residual denoising auto-encoder. Once trained, this network can be used as a prior in inverse problems as
in [2]. We have used the null-space network in Section 6. We have also used the null-space prior (51) in our
prior work [32], where the null-space basis was learned as described in Section 4.2.
(a) Learned curve (b) Contour line (c) Original curve
Figure 15: Illustration of the surface learning network using the curve in Fig. 7. (a) and (b) are the learned
results. We compared the learned curve (blue curve) with the original curve (red curve) in (c). From which we
see that the two curves are almost the same, indicating that the learned network performs well.
6.3 Benefit of depth and pooling
As noted above, the representation using anchor points reduces the degrees of freedom significantly compared
to the direct representation. However, we note that the number of parameters needed to represent a high
bandwidth function in high dimensions is still high. We now provide some intuition on how the low-rank tensor
approximation of functions and composition can explain the benefit of common operations in deep networks.
We now consider the cases when the band-limited multidimensional function f : Rn → R in (34) can be
approximated as
f(x) =
(∑
wi fi(x)
)2
. (54)
20
Clearly, the Fourier support of f is almost twice that of fi : Rn → R, showing the benefit of adding layers.
While an arbitrary function with the same support as f cannot be represented as in (54), one may be able to
approximate it closely. The new layer will have a quadratic non-linearity Q, if the function has the form (54).
Note that one may use arbitrary non-linearity in place of the quadratic one in (54).
Similarly, one may perform a low-rank tensor approximation of an arbitary N dimensional function f : Rn →
R. Specifically, the approximation involves the sum of products of 1-D functions.
f(x1, .., xN ) ≈
r∑
i=1
h
(i)
1 (x1) · h(i)2 (x2) . . . h(i)N (xN ), (55)
where hi : R → R. The above sum of products can also be realized by taking weighted linear combination of
1-D functions, followed by a non-linearity as in (54). This allows one to have a hierarchical structure, where
lower dimensional functions are pooled together to represent a multidimensional function.
In image processing applications, the functions to be learned are shift-invariant. This allows one to learn
functions of small image patches (e.g. 3×3) of a specified dimension at each layer. The functions on nearby pixels
in the output thus correspond to information from different 3×3 neighborhoods. The low-dimensional functions
from non-overlapping 3× 3 neighborhoods could be combined with downsampling as in (55) to represent a high
dimensional function (e.g. 9 × 9) neighborhoods. The process can be repeated to improve the efficiency of
representation.
7 Conclusion
In this work, we considered a data model, where the signals are localized to a surface that is the zero level-set
of a band-limited function ψ. The support of the function can be seen as a complexity measure of the surface.
We show that the non-linear features of the samples, obtained by an exponential lifting, satisfies an annihilation
relation. Using the annihilation relation, we developed theoretical sampling guarantees for the unique recovery
of the surface. Our main contribution here is to prove that with probability 1, the surface can be uniquely
recovered using a collection of samples, whose number is equal to the degrees of freedom of the representation.
When the true support of the surface is unknown, which is usually the case, we introduced a method using the
SoS polynomial to specify the surface. We also introduced the way to get back the samples when the original
samples are corrupted by noise.
We then use this model to efficiently represent arbitrary band-limited functions f of points living on the
surface. We show that the exponential features of the points on the surface live in a low-dimensional subspace.
This subspace structure is used to represent the f efficiently using very few parameters. We note that the com-
putational structure of the function evaluation mimics a single-layer neural network. We applied the proposed
computational structure to the context of image denoising.
8 Appendix
8.1 Proof of Proposition 1
As we mentioned in Section 2.3.1, if we have a (hyper-)surface S which is given by the zero level set of a
trigonometric polynomial, then there will be a minimal polynomial which defines S (Proposition 1). To prove
this result, we need to following famous result.
Lemma 12 (Hilbert’s Nullstellensatz [3]). Let K be an algebraically closed field (for example C). Suppose
I ⊂ K[x1, · · · , xn] is an ideal of polynomials, and Z(I) denotes the set of common zeros of all the polynomials
in I. Let I(Z(I)) represents the ideal of polynomials in K[x1, · · · , xn] vanishing on Z(I). Then, we have
I(Z(I)) =
√
I,
where
√
I denotes the radical of I, specified by the set
√
I =: {p|pn ∈ I, for some n ∈ Z+} (56)
Remark 1. We say a set I ⊂ K[x1, · · · , xn] is an ideal, if I is closed under the addition operation (e.g.
addition“+”), satisfies the associative property, has a unit element 0, and a valid inverse for every element in
I. For the operation multiplication (e.g. “·”), we have r · p ∈ I and p · r ∈ I for any r ∈ K[x1, · · · , xn]
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Remark 2. An important property of the radical of the ideal I is that I ⊂ √I. Note that setting n = 1 in (56)
will yield I.
Remark 3. The above lemma states that the set of all polynomials that vanish on the common zeros Z(I) of
the polynomials in I is given by
√
I ⊃ I. Specifically, if we are given another polynomial η(x) that also vanishes
on the common zero set Z(I), then there must be positive integer n such that ηn(x) ∈ I.
We denote the ideal generated by a function f by (f) = {µ|µ = fγ}, where γ is an arbitrary polynomial.
The identity in this ideal is the zero polynomial. In particular, (f) is the family of all functions that have f as
a factor. We note that the set of common zeros of all the functions in (f), denoted by Z[(f)] is the same as the
zero set of f , denoted by Z[f ].
Lemma 13. Let f, g be two polynomials in C[x1, · · · , xn] with the same zero set. Then the two polynomials
must have (up to scaling) the same factors.
Proof. Suppose Z[f ] = Z[g] = Z is the zero set of f and g. Since Z[f ] = Z[(f)], we have Z[(f)] = Z[(g)] = Z.
By the Hilbert’s Nullstellensatz, we have
I(Z(f)) =
√
(f), I(Z(g)) =
√
(g).
Since Z(f) = Z(g), we then have I(Z(f)) = I(Z(g)) and hence √(f) = √(g). As mentioned above, we have
I ⊂ √I for any ideal I. Therefore, we have (f) ⊂ √(f) and (g) ⊂ √(g). This implies that f ∈ √(f) and
g ∈√(g). Because we have √(f) = √(g), we can obtain that f ∈√(g) and g ∈√(f). By which we have that
there exist m,n ∈ Z and p, q ∈ C[x1, · · · , xn] such that
fn = p · g, gm = q · f.
Therefore, we can obtain that the irreducible factors of g are of f as well and vice versa, which proves the
desired conclusion.
With this conclusion, we can now prove Proposition 1.
Proof of Proposition 1. The proof of the existence and uniqueness about ψ is same as the proof of Proposition
A.3 in [27] and thus we omit them here.
In this proof, we show that supp(ψ) ⊆ supp(ψ1). Note that the algebraic surface X = {p = P[ψ] = 0} is the
union of irreducible surfaces Xj = {pij = 0} ⊂ Cn. Define
ν(x1, · · · , xn) = (ej2pix1 , · · · , ej2pixn).
Let Sj = ν−1(Xj ∩ CTn). Then we have a decomposition of S as the union of surfaces Sj . If ψ1 is another
trigonometric polynomial with S as the zero level set as well. Then ψ1 vanishes on each Sj . Let q = P[ψ1].
Then we have q = 0 on the infinite set ν(Sj), by which we can infer that q and p will have the same zero set
using Theorem 14. Then by Lemma 13, we have p | q, which implies that supp(ψ) ⊆ supp(ψ1).
8.2 Proof of results in Section 4
The key property of surfaces that we exploit is that the dimension of the intersection of two band-limited surfaces
of dimension k is strictly lower than k, provided their level set functions do not have any common factors. Hence,
if we randomly sample one of the surfaces, the probability that the samples fall on the intersection of the two
surfaces is zero. This result enables us to come up with the sampling guarantees. We will now show the results
about the intersections of the zero sets of two trigonometric surfaces.
8.2.1 Intersection of surfaces
We will first state a known result about the intersection of the zero sets of two polynomials (non-trigonometric)
whose level set functions do not have a common factor.
Theorem 14 ( [16],pp.115, Theorem 14). Let S[ψ] and S[η] be two surfaces of dimension n− 1 over a field K,
which are the zero sets of the polynomials ψ : Kn → K and η : Kn → K, respectively. If ψ and η do not have a
common factor, then
dim
(S[ψ] ∩ S[η]) < n− 1.
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The above result is a generalization of the two dimensional case (C2) in [27], where Be´zout’s inequality was
used to prove the result. Specifically, the result in [27] suggests that the intersection of two curves consists of
a set of isolated points, if their potential function does not have any common factor. Theorem 14 generalizes
the above result to n > 2; it suggests that the intersection of two surfaces with dimension k is another surface,
whose dimension is strictly less than k. For instance, the intersection of two 3-D surfaces which are given by
the zero level set of some polynomials, could yield 2D curves or isolated points. We now extend Theorem 14 to
trigonometric polynomials using the mapping ν specified by (6).
Lemma 15. Let S[ψ] and S[η] within [0, 1]n ⊂ Rn be two surfaces of dimension n − 1 over R, which are the
zero level sets of the trigonometric polynomials ψ and η. Suppose ψ and η do not have a common factor, then
dim(S[ψ] ∩ S[η]) < n− 1.
Proof. Let ν = (ν1, · · · , νn) be defined by (6). We now would like to prove the result by way of contradiction.
Suppose
dim(S[ψ] ∩ S[η]) = dim(S[ψ]) = dim(S[η]) = n− 1.
This implies that ν(S[ψ]∩S[η]) will have the same dimension of ν(S[ψ]) and ν(S[η]). However, this is impossible
according to Theorem 14. Therefore, we have the desired result.
Based on this lemma, we can directly have the following Corollary.
Corollary 16. Suppose ψ(x), η(x),x ∈ [0, 1]n are two trigonometric polynomials as in Lemma 15. Consider
the n − 1 dimensional Lebesgue measure on S[ψ]. Then this Lebesgue measure of the intersection of the zero
level sets of the trigonometric polynomials is zero, i.e.,
m(S[ψ] ∩ S[η]) = 0.
The Lebesgue measure can be viewed as the area of the n−1 dimensional surface. For example, when n = 3,
S[ψ] and S[η] are 2-D surfaces, while their intersection is a 1-D curve or a set of isolated points with zero area.
8.2.2 Proof of Proposition 4
Proof. We note that N ≥ |Λ| − 1 is a necessary condition for the matrix to have a rank of |Λ| − 1. We now
assume that the surface is sampled with N ≥ |Λ| − 1 random samples, chosen independently, denoted by
xi; i = 1, · · · , N ∈ S[ψ]. Since c ↔ ψ is a valid non-trivial null-space vector for the feature matrix ΦΛ(X)
formed from these samples, we have rank (ΦΛ(X)) ≤ |Λ| − 1. The polynomial ψ(x) = cTΦΛ(x) is the minimal
irreducible polynomial that defines the surface.
We now prove the desired result by contradiction. Assume that these exists another linearly independent
null-space vector d↔ η or equivalently the rank of ΦΛ(X) is strictly less than |Λ|−1. Since c and d are linearly
independent and ψ(x) is the minimal polynomial, we know that ψ(x) and η(x) will not share a common factor.
Also note that xi ∈ S[ψ]∩S[η]. However, since ψ(x) and η(x) do not share a common factor, the probability of
each sample to be at the intersection of the two polynomials (xi ∈ S[ψ]∩S[η]) is zero by Corollary 16. Therefore,
with probability 1 that such d does not exist, meaning that with probability 1 that the feature matrix will be
of rank |Λ| − 1 when N ≥ |Λ| − 1.
8.2.3 Proof of Proposition 6
Proof. We note that N ≥ |Λ| − 1 is a necessary condition for the matrix to have a rank of |Λ| − 1. We
now assume that the surface is sampled with N random samples xi; i = 1, · · · , N satisfying the conditions
in Proposition 6. The minimal polynomial ψ(x) = cTΦΛ(x) that defines the surface can be factorized as
ψ(x) = ψ1(x) · ψ2(x) · · ·ψM (x).
We will prove the result by contradiction. Assume that these exists another linearly independent null-space
vector d↔ η, or equivalently the rank of ΦΛ(X) is less than |Λ| − 1. Since c and d are linearly independent, ψ
and η should differ by at least one factor. Without loss of generality, let us assume that η(x) = µ(x)
∏M−1
i=1 ψi(x),
where µ is an arbitrary polynomial of support ΛM . Besides, µ and ψM does not share a factor. Using the result
of Proposition 4, we see that the probability of µ and an irreducible ψM vanish at |Λi|− 1 independently drawn
random locations is zero. If multiple factors are shared, the same argument can be extended to each one of the
factors independently.
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8.2.4 Proof of Proposition 8
Proof. We note that N ≥ |Γ| − |Γ 	 Λ| is a necessary condition for the matrix to have the specified rank. We
now assume that the surface is sampled with N ≥ |Γ| − |Γ 	 Λ| random samples, chosen independently. We
note that c↔ ψ specified by (8), as well as the |Γ	 Λ| translates of c within Γ, are valid linearly independent
null-space vectors of ΦΛ(X). We thus have
rank (ΦΛ(X)) ≤ |Γ| − |Γ	 Λ| (57)
We will show that the rank condition can be satisfied with probability 1 by contradiction. Assume that
these exists another linearly independent null-space vector d↔ η or equivalently the rank of ΦΛ(X) is less than
|Γ| − |Γ 	 Λ|. Since d are linearly independent with c and its translates within Γ, we cannot express d as the
linear combinations of the the other null-space vectors. Specifically, we have
η(x) 6=
∑
k∈Γ	Λ
αk ψ(x) exp(j2pik
Tx) (58)
= ψ(x)
∑
k∈Γ	Λ
αk exp(j2pik
Tx)︸ ︷︷ ︸
γ(x)
= ψ(x)γ(x). (59)
Here αk is an arbitrary coefficients and hence γ is an arbitrary polynomial. The linear independence property
implies that η(x) cannot have ψ(x) as a factor. Since ψ(x) is the minimal polynomial, this also means that η
and ψ does not have any common factor.
Consider now the random sampling set xi; i = 1..|Γ| − |Γ	 Λ|. We have
cTΦΛ(xi) = d
TΦΛ(xi) = 0, i = 1, · · · , |Λ| − 1.
This implies that xi ∈ S[ψ]∩S[η]. However, since ψ(x) and η(x) do not share a common factor, the probability
of each sample to be at the intersection of the two polynomials (xi ∈ S[ψ] ∩ S[η]) is zero by Corollary 16.
Therefore, we have rank (ΦΛ(X)) = |Γ| − |Γ	 Λ| with probability one.
8.2.5 Proof of Proposition 9
Proof. We note that N ≥ |Γ| − |Γ 	 Λ| is a necessary condition for the matrix to have the specified rank.
We now assume that the surface is sampled with N random samples satisfying the sampling conditions in
Proposition 9. The minimal polynomial ψ(x) = cTΦΛ(x) that defines the surface can be factorized as ψ(x) =
ψ1(x) · ψ2(x) · · ·ψM (x).
Assume that there exists another linearly independent null-space vector d ↔ η or equivalently the rank of
ΦΛ(X) is less than |Γ|− |Γ	Λ|. Similar to the above arguments, if η and ψ does not have any common factors,
the rank condition is satisfied with probability 1. Similar to Section 8.2.3, linear independence implies that η(x)
cannot be a factor of ψ; there is at least one factor ψi that is distinct. Based on Proposition 8, these factors
cannot vanish on more than |Γi| − |Γi 	 Λi| common samples.
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