Most supercomputers are shipped with both a CPU and a GPU. With the powerful parallel computing capability of GPUs, heterogeneous computing architecture produces new challenges for system software development and application design. Because of the significantly different architectures and programming models of CPUs and GPUs, conventional optimization techniques for CPUs may not work well in a heterogeneous multi-CPU and multi-GPU system. We present a heterogeneous parallel LU factorization algorithm for heterogeneous architectures. According to the different performances of the processors in the system, any given matrix is partitioned into different sizes of basic column blocks. Then, a static task allocation strategy is used to distribute the basic column blocks to corresponding processors uniformly. The idle time is minimized by optimized sizes and the number of basic column blocks. Right-looking ahead technology is also used in systems configured with one CPU core to one GPU to decrease the wait time. Experiments are conducted to test the performance of synchronization and load balancing, communication cost, and scalability of the heterogeneous parallel LU factorization in different systems and compare it with the related matrix algebra algorithm on a heterogeneous system configured with multiple GPUs and CPUs.
Introduction
Traditional computer architecture primarily depends on homogeneous computing resources to manage complexity and to facilitate programming productivity and portability. However, homogeneous computing is not a good choice for supplying the performance demanded by emerging applications because of their inherent inefficiency and the stringent power and thermal constraints imposed by the fabrication technologies [1, 2] . Heterogeneous parallel computing has undergone great development in the past few years and will be increasingly important in future computing architectures [3, 4] . Currently, computer architects, programmers, and researchers have turned from the CPU versus GPU debate into a CPU and GPU paradigm where the best features of both can be intelligently combined to achieve even further computational gains [5] [6] [7] [8] . Computer architecture is transitioning from the multicore era into the heterogeneous era [9, 10] . Most supercomputers are shipped with CPUs and GPUs. However, heterogeneous computing systems have introduced new challenges to algorithm design and system software development because of the significantly different architectures and programming models of CPUs and GPUs. Conventional optimization techniques for CPUs may not work well in a heterogeneous system with multiple CPUs and GPUs [11, 12] . Hence, it is necessary to present novel techniques to exploit the computing potentiality of heterogeneous computing. This paper presents a parallel block LU factorization algorithm based on a basic column block uniform allocation strategy for heterogeneous computing architecture. According to the different performances of different processors, the matrix is partitioned into different-sized basic column blocks that are allocated to corresponding processors by using a cyclic distribution strategy. The experiment tests the algorithm performance including parallel execution time, The remainder of this paper is organized as follows: Section 2 reviews related works. Section 3 presents the proposed algorithm for heterogeneous computing architecture. Section 4 gives the experimental results, followed by a brief conclusion in Section 5.
Related Works
Gaussian elimination is commonly used to solve dense linear algebra systems and is widely employed in scientific and engineering models [13] [14] [15] . LU factorization routines are included in almost all popular linear algebra libraries, such as the Linear Algebra Package (LAPACK), the Scalable Linear Algebra Package (ScaLAPACK), and Matrix Algebra on GPU and Multicore Architectures (MAGMA). As de facto standard software for high-performance dense linear algebra computations, LAPACK and ScaLAPACK have been developed for shared-memory and distributed-memory architectures [16] . LAPACK [17] is a software library for solving systems of simultaneous linear equations, least-squares solutions of linear systems of equations, eigenvalue problems, and singular value problems. It is designed to be efficient on a wide range of modern high-performance computers and provides the associated matrix factorizations. ScaLAPACK [18] is a continuation of the LAPACK project for distributedmemory message-passing MIMD computers and networks of workstations supporting PVM and MPI. However, they do not apply to heterogeneous systems with GPUs. MAGMA [19] is a collection of linear algebra libraries for hybrid manycore and GPU systems. MAGMA uses a hybridization methodology where algorithms of interest are split into tasks of varying granularity, and their execution is scheduled over the available hardware components. To improve the performance of the algorithm, small nonparallelizable tasks are often scheduled on the CPU, and larger more parallelizable tasks are often scheduled on the GPU. Their exploitation of parallelism is based on the availability of parallel BLAS. CUBLAS [20] and CULA [21] have implemented the standard BLAS and LAPACK subroutine libraries, respectively, on multiple GPUs. For the works on performance optimization for matrix factorization, Volkov et al. [22] implemented the right-looking algorithm for LU, Cholesky, and QR for GPUs. Van De Velde [23] presented an LU decomposition algorithm for multicomputers with implicit pivoting. Kurzak et al. [24] used partial pivoting for multicore systems to accelerate LU factorization. A partial pivoting strategy is introduced to LU factorization in popular linear algebra libraries such as LAPACK. The LU factorization with partial pivoting is a pivotal numerical decomposition for the solution of dense systems of linear equations appearing in scientific and engineering applications [25] . Tomov et al. [19] presented an LU factorization with fewer pivots for hybrid manycore and GPU systems. Deisher et al. [26] described an algorithm by using a dynamic load balancing strategy on a multicore platform. Architecture-specific optimizations are carefully designed and used to obtain higher performance. A load balancing method was proposed in [27] to utilize all processors updating the trail matrix. Choi et al. [28] developed a parallel Cholesky block factorization algorithm, but it cannot be used in heterogeneous systems with multiple CPUs and multiple GPUs. Wang et al. [29] optimized the load distribution on a heterogeneous system with CPU and GPU. Lastovetsky and Reddy [30] developed a static data distribution for dense matrix factorization. In these works, the researchers did not take advantage of the computing capability of both CPUs and GPUs. A row block cyclic distribution Cholesky factorization algorithm was described in [31] for heterogeneous multiple CPUs and multiple GPUs architectures. To take advantage of the computing capability of both CPUs and GPUs, the matrix is partitioned into different-sized row blocks based on the performance of the CPU and GPU and then statically allocated to corresponding processors. Dong et al. [32] designed the Cholesky factorization and QR factorization for multicores and multiple GPUs systems. The heterogeneous algorithm with different tile sizes is designed to address processor heterogeneity, and a static data distribution is used to realize load balancing. However, those studies did not include the LU factorization.
Considering the capability of both CPUs and GPUs, load balancing, communication cost, scalability, etc., we present a heterogeneous parallel LU factorization based on a basic column block cyclic uniform distribution strategy for heterogeneous architectures. The experiment results show that the performance of our algorithm can compete with the related hybrid algorithms in MAGMA.
Heterogeneous Parallel LU Block Factorization Algorithm

LU Factorization of Matrices with Different Size Blocks.
Given an × matrix A to be partitioned into × blocks:
where the submatrix is of size × ( = 1, ⋅ ⋅ ⋅ , ). LU factorization of matrix uses a series of Gaussian eliminations to form = , where is a permutation matrix, L is a unit lower triangular matrix, and U is an upper triangular matrix. Generally, the column block LU factorization algorithm will be implemented in n iterations, and no extra storage is required for and because they will overwrite the corresponding blocks of the original matrix A actually. Assume that after the (k-1)-th iteration,
The k-th iteration will involve the following operation steps.
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(1) Use Gaussian eliminations on (
Obviously, ( ) = . (2) Apply row interchanges to the left column blocks and the right column blocks on the submatrix ( ( −1) ⋅ ⋅ ⋅ ( −1) ) according to permutation matrix ; i.e.,
and
according to
(4) Update the rest of matrix A; i.e.,
. . .
And the submatrix block (
) will be written as (
).
Matrix Partition and Data Distribution.
Given an × matrix A to be partitioned into different size column blocks based on the different performance of the processors in the system, the one-dimensional column block cyclic uniform allocation strategy will be used to distribute the matrix data. Assume that the system has p processors involved in computing LU factorization, and the performance ratio of these p processors is 1 : ⋅ ⋅ ⋅ :
, and m are integer, processors 1 , ⋅ ⋅ ⋅ , will be allocated with ⋅ 1 , ⋅ ⋅ ⋅ , ⋅ matrix columns, respectively. Provided the best size of column blocks is 1 , ⋅ ⋅ ⋅ , for processors
computing a submatrix with sizes
× , respectively, these submatrices will be partitioned into
/ column blocks, and we call these column blocks the basic column block. Then, according to the numbers of column block
/ and the sizes of the basic column blocks 1 , ⋅ ⋅ ⋅ , , the column blocks of matrix A are circularly allocated to processors 1 , ⋅ ⋅ ⋅ , . Obviously, the numbers and sizes of the column blocks are determined by the performance of the processors and the matrix size. The k-th column block is allocated to processor , where is determined by k as shown in Figure 1 shows an example of the matrix partition and data distribution in a system with three processors. Suppose the performance ratio of three processors 1 
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Design. Suppose that an × matrix is partitioned into × different blocks and that the corresponding basic column blocks have been allocated to all processors. Then, a heterogeneous parallel LU factorization algorithm based on the basic column blocks uniform data allocation contains n iterations, and the k-th iteration will be designed as follows.
Step 1. The process which is allocated with the k-th column block of A based on (8) factorizes the k-th column block by
Step 2. The process broadcasts and ( ( ) ⋅ ⋅ ⋅ ( ) ) to every process .
Step 3. The process runs row exchange on the left columns and right columns of the k-th column block belonging to it. In addition, every other process runs a row exchange on all columns belonging to it.
Step 4. Every process computes its corresponding ( < ≤ ) according to (6) .
Step 5. Every process updates the corresponding column blocks based on (7). In the actual implementation of the algorithm, we will use the LAPACK routines dgetrf(), dlaswp(), dtrsm(), and dgemm() for CPU cores and the CUBLAS routines cublasDswap, cublasDtrsm(), and cublasDgemm() for GPUs to factorize the double precision matrix. We denote the submatrix composed of all column blocks distributed to process p as S. These routines can be described as follows.
(1) Assuming that the k-th column block of A is the -th column block of in the current process , then (4) Routine dgemm(
), rest( )) updates the corresponding column blocks of the remaining part of matrix A for all CPU or GPU processes . For process , right( ) is the blocks which is allocated to and satisfied with < ≤ , and rest( ) is the blocks which is allocated to and satisfied with < ≤ and < ≤ . Assume that all the basic column blocks of matrix A have been distributed to the corresponding processes and form submatrix S in process . The heterogeneous parallel LU factorization algorithm based on a basic column block uniform allocation strategy for a multiple CPU and/or multiple-GPU system can be described as in Algorithm 1.
In a CPU/GPU hybrid heterogeneous system, the rightlooking ahead strategy can also be used to reduce the wait time. For every GPU, a CPU core is assigned as a match. In the k-th iteration, after broadcasting the related data, the corresponding GPU first runs cublasDswap(), cublasDtrsm(), and cublasDgemm() on the (k+1)-th column block so that its matching CPU core can run dgetrf() on the (k+1)-th column block ahead of time. In this way, it will be completely parallel for GPU runs cublasDswap(), cublasDtrsm(), and cublasDgemm() on the other column blocks in the k-th iteration and CPU core runs dgetrf() on the (k+1)-th column block in the (k+1)-th iteration. The wait time for synchronization will be reduced further.
Experimental Results
We tested the heterogeneous parallel LU factorization algorithm on an AMAX XG-48201GK that contained two CPUs and eight GPUs. Table 1 shows the main hardware resources in our experiments.
Parallel Execution Time.
Each iteration of the heterogeneous parallel LU factorization algorithm based on basic block uniform allocation includes three section computation times. For the k-th iteration of the algorithm, the first section is factorization of the current column block run by the current process to form (3); in the second section, the current process broadcasts related data obtained from the first section to all processes; and in the third section, all processes swap corresponding rows and compute the corresponding column blocks based on (6) and (7) . The smaller the size of the column block is, the lower the execution time of the first section is. However, a smaller column block means more iterations n, which will lead to an execution time increase. Hence, the size of the column block is neither too large nor too small. For different performance processors, the size of the column block will be different to achieve better parallel performance. Figure 3 shows the parallel execution time of a 16-core system when the size of the column block changes from 4 to 256. For a 16-core system, the algorithm has better performance when the size of the block is between 8 and 32, and the best size is approximately 8 for N=8192, 12288, and 16384. Figure 4 shows the parallel execution time of an 8-GPU system related to the sizes of the column block. For an 8-GPU system, the algorithm has better performance when the size of the block is between 64 and 128 for N=16384, 24576, and 32768.
Parallel execution time of the algorithm is related to the load balancing strategy, synchronization, communication, etc. We compare our algorithm with the two representative LU factorization algorithms, "magma dgetrf" and "magma dgetrf mgpu" in MAGMA. The magma dgetrf is a hybrid CPU/GPU routine where the matrix is initially in the CPU host memory, and the magma dgetrf mgpu is a hybrid CPU /multiple-GPU routine where the matrix is distributed across multiple GPUs' device memories. Both of them are the rightlooking Level 3 BLAS version of the algorithm to compute an LU factorization of a general M×N matrix A using partial pivoting with row interchanges. Figure 5 shows the parallel performance comparison of our algorithm with magma dgetrf and magma dgetrf mgpu for different size matrices in different computational capability systems. The parallel execution time gradually decreases when the GPU is added, from 1 GPU to 8 GPUs for a larger matrix. However, the parallel execution time does not change evidently for magma dgetrf mgpu and our algorithm when the matrix size is smaller, such as N=8192, and even increases evidently for magma dgetrf when the matrix size is less than 16384. The main reason is that the cost of the data transfer between the CPU and GPU accounts for a considerable proportion of the parallel execution time for a smaller matrix that does not have sufficient computational capability. However, when the matrix size is larger than 32768, the cost of data transfer, compared with computation time, is trivial, and the runtime is reduced obviously when the GPU is added. However, the algorithm magma dgetrf mgpu returns the error "cannot allocate memory on GPU device" when the size of the matrix is greater than 32768, and only 1 GPU is used, as shown in Figure 5(d) . 
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Synchronization and Load Balancing.
Because of the triangular decrease in computing tasks, we use static basic column block cyclic uniform allocation strategy to achieve load balancing. Since the first step of every iteration is run by a single processor and then the operation is broadcasting related data, the wait time would be considerable for a system with more processors. The right-looking ahead strategy can be used for CPU-GPU system to reduce the processors' wait time further. To evaluate the wait time for synchronization and the load balancing, we define Average idle ratio as follows:
If an algorithm has a smaller Average idle ratio, it would have better load balancing performance and a lower wait time for synchronization. The best is the Average idle ratio equal to 0, which means no synchronization wait time and the best load balancing, and the worst is the Average idle ratio approach to 1.
In our experiment, we test our algorithm in different computing configurations. Figure 6 shows the smaller Average idle ratio of the algorithm in different multicore systems. The Average idle ratios are less than 10% for an 8-core configuration and less than 15% for a 16-core configuration. The Average idle ratios of the algorithm in the system configured with 8 cores or 16 cores decrease when the matrix sizes change from 8192 to 36384, and the matrix values are less than 5% when the size of the matrix is larger than 20480. The reason is that when the matrix is larger, the parallel execution will be larger and the synchronization wait time will be smaller and can be ignored. Obviously, the algorithm runs on a 16-core system with larger Average idle ratios than on an 8-core system. Generally, when the CPU cores increase, the parallel execution time will decrease, and the synchronization wait time will increase. In contrast with that for a multicore system, the Average idle ratio is larger for a multi-GPU system, as shown in Figure 7 . Most of the Average idle ratios of the algorithm are more than 20% in the system configured with 2 GPUs, 4 GPUs, or 8 GPUs. Because of the powerful parallel computing capability of the GPU, the synchronization wait time accounts for a considerable proportion of the computing time even if the matrix is larger, such as N=36384. However, when a right-looking ahead strategy is introduced, the Average idle ratio of the algorithm decreases to below 10%.
The Average idle ratio also changes with the sizes of the column block. Figure 8 shows the relationship between the Average idle ratio and the sizes of the column block in an 8-core system and a 16-core system. Figure 8(a) shows that the Average idle ratio gradually increases when the sizes of the column block change from 4 to 256 in an 8-core system. column block ( ⋅ ⋅ ⋅ ) and the permutation vector . The total transferred data of all iterations is approximately broadcasting a permutation vector P and half a matrix A. In our experiments, we test the ratio of the average communication time to parallel execution time, which is defined as follows: Figure 9 shows the communication ratio of the algorithm run on a system with an 8-core configuration and a 16-core configuration. Evidently, the communication ratio is larger for a 16-core system than for an 8-core system. When the matrix size changes from 8192 to 36864, the communication ratio decreases from 3.6% to below 1.5% for the 16-core system and 1.1% to below 0.5% for the 8-core system. The increase in the calculation is more than the increase in the communication followed by an increase in the matrix size. Compared with parallel execution time, the communication time is trivial for larger matrices in 8-core or 16-core systems. Figure 10 shows that the communication ratio decreases when the matrix size changes from 8192 to 36384 and increases when the system configuration changes from 2GPU or 4GPU to 8GPU for a given matrix. However, the communication ratio is greater than 4% even for a larger matrix in a multiple-GPU system because of the powerful parallel computing capability of GPUs.
Scalability.
Scalability is often used to evaluate the capability of an algorithm to solve potentially larger problems and the acceleration of an algorithm to solve a specific problem when more computing resources are available. First, we fix a matrix size to test how this changes the parallel execution time when computing resources gradually increase. Then, we measure the parallel execution time by increasing the matrix size and adding computing resources to test the scalability. In Figure 11 , the x-axis represents the computing resources from 1 GPU to 8 GPUs, the y-axis shows the sizes of a double precision matrix from 8192 to 36384, and the z-axis is the parallel execution time in seconds on a logarithmic scale. When the sizes are larger than 16384, the parallel execution time decreases evidently when the computing resources are added from 1 GPU to 8 GPUs for a larger matrix such as N>20480. However, the parallel execution time has no evident decrease for a smaller matrix such as N=8192 because the workloads provided are insufficient for more GPUs to compute.
Theoretically, the calculation of the algorithm is directly proportional to the matrix size on a logarithmic scale. Figure 12 shows the parallel execution time of the algorithm when the computing resources change from 1 GPU to 8 GPUs and the matrix sizes change from 4096 to 32768 simultaneously. The curve follows a nearly straight line in a logarithmic scale when N is larger than 12288.
However, when the matrix size is smaller, such as 4096 or 8192, the curve does not follow this straight line. The reason could be that the smaller size matrix has insufficient calculations to take advantage of the GPU's computation capability.
Conclusions
Heterogeneous parallel computing has undergone great development in the past few years and will be increasingly important in future computing architectures. Traditional homogeneous computing is not a good choice for the heterogeneous system with GPUs because of the GPU's powerful computing capability and different architecture. Computer architecture is transitioning from the multicore era into the heterogeneous era, which poses new challenges for algorithm design and software optimization. In this paper, we present a parallel LU factorization based on a basic column block cyclic uniform allocation strategy for heterogeneous architectures. First, any given matrix is partitioned into different sizes of column blocks according to the different performance of the processors in the system. Then, the one-dimensional static basic column block distribution strategy is used to distribute the matrix data. Right-looking ahead technology is also used in the system configured with one CPU core to one GPU to diminish the wait time. The idle time is further minimized by optimized sizes and the numbers of column blocks. Experiments on parallel execution time show that the algorithm performance can compete with the related algorithm of MAGMA. The experimental results also show the good performance of the algorithm on scalability, load balancing, and communication cost for heterogeneous systems. The Average idle ratios of the algorithm in the multicore systems are less than 5%, and the communication ratios are less than 1.5% when the size of the matrix is larger. However, the communication ratio is greater than 4% even for larger matrices in a multiple-GPU system because of the powerful parallel computing capability of GPUs. Future research should attempt to further diminish the communication cost and wait time for systems with more GPUs.
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