Abstract. High-throughput gene expression technologies such as microarrays have been utilized in a variety of scientific applications. In this article, we develop multivariate techniques for visualizing gene regulatory networks using independent components analysis (ICA) techniques. A desirable feature of the ICA method is that it approximates a biological model for the gene expression. The methods are outlined and illustrated with application to yeast gene expression data.
Introduction
With the emergence of the systems biology approach to modelling the regulatory networks of organisms [1, 2] , identification of coordinated patterns of gene expression in whole genomes of model organisms gives insight into the fundamental biological processes that underlie basic functions, such as development and growth. In this setting, we are not interested in studying the behavior of individual genes but rather that of groups of genes.
One major development that has allowed scientists to consider systems biology approaches to studying behavior of organisms is DNA microarrays. These highthroughput assays allow for the simultaneous monitoring of mRNA transcript levels for thousands of genes. Given the availability of gene expression datasets from microarray experiments, one natural goal in modelling the data has been to discover genetic networks that delineate regulatory mechanisms. Due to the current state of experimental variability in microarray data, it does not currently appear to be possible to construct genetic networks from the original data themselves unless external biological knowledge, such as information on upstream promoter elements [3] or functional annotation [4] , is available. The aim is instead to identify a first-stage global topological map of regulation that can later be analyzed on a more local basis in greater detail.
There has been recent work describing methods for reverse engineering genetic networks using microarray data. Examples include [5] [6] [7] . These methods can be broadly grouped into two categories based on whether or not dimension-reduction methods are used. In this article, we focus on methods for studying networks which rely on dimension-reduction strategies.
Most genetic network reconstruction methodologies that have been developed have relied on principal components [7] [8] [9] [10] . With this technique, the matrix representing the covariance matrix of gene expression profiles across the samples is decomposed using the singular value decomposition into three matrices, one representing the factor loadings, the second the matrix of singular values and the third the associated eigenvectors. While the method is computationally efficient and optimally reconstructs the data in an L 2 sense [11] , there is no a priori reason biologically to believe that the Euclidean distance is the relevant metric in analyzing such data.
In this article, we propose a general approach for the analysis of gene expression datasets that arise in time-course studies. The goal is to study the structure of coordinated gene expression profiles over time and to infer "network modules" from such data. We define this term later in the paper. A key assumption found in bioinformatics studies of network databases regarding the sparsity of networks, will also be utilized. This observation was used in [5] to develop a method for genetic network reconstruction using robust regression techniques. Our incorporation of sparsity into the modelling procedure leads to the development of alternative methods based on independent components analysis techniques [12, 13] and hard thresholding procedures. Independent components analysis was first proposed in [12] for the analysis of gene expression data; we extend this technique to a broader framework that yields some geometric intuition regarding network structure in gene expression data. We will be using data from a recent gene expression study in yeast published in [14] to illustrate the ideas. The format of the paper is as follows. In Section 2, we describe the relevant biological background and a model for the analysis of gene expression data from microarray time course experiments. One of the outputs of the model-based analysis in this section are estimated modes of expression, which we also define later. In Section 3, we then develop a method for studying the interrelationship between these modes that incorporates the sparse network topology found in biological databases. The proposed methods are then applied to the yeast time-course data in Section 4. We conclude with some discussion in Section 5.
Background and Model

Biological Motivation
The basis for the development of the methodologies in the paper is the study of biological regulatory networks. The focus of biology historically has been to understand observed phenomena on the level of individual molecules. However, most biological processes and activities arise from interactions among many different types of molecules. In [15] , the concept of network modules was formulated. Network modules are groups of cells and molecules that interact among each other in order to perform various biological functions. The interactions can include protein-protein interactions and protein-DNA interactions, among others. Because actual cellular activity occurs at the level of the module, this is the unit that should be examined when studying biological phenomena [15] .
There are several examples of network modules in the literature; in vitro experimentation has shown that processes such as DNA replication and glycolysis participate in such units. We make two points about these modules that will be relevant to the modelling approach taken later. First, they function in a relatively autonomous manner. This has been shown in the in vitro experiments referred to earlier in the paragraph. Another argument for the modules being independent is evolutionary. If the modules were not independent, then alterations or disruptions in individual cells and/or molecules would lead to global disruption of cellular processes, which is not evolutionary favorable. As argued in [15] , the existence of modular structures leads to greater evolutionary plasticity. The second point about modules is that while they function in an autonomous fashion, cells and molecules can be involved in multiple modules.
Much recent work has focused on identification of network modules. We focus on two recent studies. In the first, reported in [16] , computational methods based on microarray and sequence data were used to predict the existence of transcriptional regulatory modules that control gene expression in yeast. The second study [17] , also performed on yeast, predicted the existence of 50 regulatory modules using both microarray and sequence data. The method we describe is fundamentally different from those in two respects. First, we will only be using the gene expression data and not rely on sequence data. These methods would be hindered by both the availability of sequence in higher eukaryotes as well as the relatively poor accuracy in predicting transcription factor binding sites in higher eukaryotes.
In addition to the biological literature described above, there have been theoretical studies that lead to the implication of modular structures in gene networks. One such work has been put forth by Thieffry and Romero [18] . They model gene regulatory networks using Boolean models. Based on the framework, they show analytically that regulatory networks should consist of small and relatively independent feedback circuits, analogous to the network modules described above.
Data and Model
Let a T denote the transpose of the vector a. At the ith
denote the p ×1 gene expression profile vector (i.e. X i j is the gene expression measurement of the jth gene, j = 1, . . . , p). We suppose that the data have already been preprocessed and normalized.
Based on the discussion in Section 2.1, we will assume that the same expression profiles are generated by a combination of independent latent network modules. Suppose further that the effect of the modules on gene expression can be approximated by linear functions. We can then formulate the following model for the gene expression profiles:
where X is the n × p matrix whose ith row is X i , A is a n × n matrix of mixing coefficients and S is an n × p matrix. The components of A and S are assumed to be unknown. The intuition behind the model is that the observed gene expression profiles (X ) represent a mixture based on linear combinations (A) of source signals (S) that are assumed to be independent. The source signals correspond to the network modules described in Section 2.1. The rows of matrix A represents the expression modes of the network at the separate time points.
The model in (1) is similar to factor analysis models. As has been shown elsewhere [13] , the model in (1) is well defined if the components of S are nonnormal. This is because for the multivariate normal distribution, all linear transformations are multivariate normal as well. This makes A in (1) nonidentifiable. Thus, the ICA is a nonnormal factor analysis model, in contrast to principal components analysis, which is based on a Gaussian latent variable model [11] . The emphasis on interesting directions being based on nonnormality also links ICA with projection pursuit methods [19, 20] . Many authors have argued that the normality assumption is not adequate for gene expression data [21, 22] .
There are several methods of estimation in the ICA model, including negentropy maximization, mutual information minimization, and maximum likelihood estimation. A survey of estimation methods available for (1) can be found in [13] . For numerical implementation of maximum likelihood estimation in (1), we will be utilizing the FastICA algorithm. Further details can be found in [23] . We first start by whitening the covariance of X such that the transformed data have mean zero and identity covariance matrix. The method is based on a fixed point iteration approach to finding a maximizer of E{G(W TX )}, where W corresponds to S,X represents the whitened data and G is a function measuring independence or equivalently nongaussianness. The solution is found by a combination of NewtonRaphson-type search methods and Gram-Schmidt-type orthogonalization.
Based on the maximum likelihood estimation procedure, estimates of A and S are obtained. We now use these estimates to explore the structure of the gene expression time series. One quantity of interest is the similarity between the expression profiles of a gene in the original space (corresponding to the columns of X) to the structural axes defined by the reduced space (corresponding to the rows of A). For the gth gene (g = 1, . . . , p) and ith structural axis of A, this is done by taking the absolute value of the dot product of the gth column of X and ith row of A, appropriately normalized. We will refer to this quantity as the response coefficient and denote it R gi . We can use the response coefficient for the gth gene to calculate a measure of its overall contribution to the expression information over the time points:
Based on the values of V g , we can determine what genes show the most similarity to the structural axes defined by model (1) .
It is also important to graphically explore the columns of A as well. This shows the time profiles of the network modules, the hidden regulatory factors. Large positive and negative values of the modules suggest that they are in an activating or repressing state. Because of the multiplicative nature of the model (1), it is not possible to determine the correct sign on the estimates of A and S.
We mention in passing that this approach has some connections to that performed in [24] . However, our approach is fundamentally different in one major respect. The model we formulated was based on the biological considerations described in Section 2.1, and the independent components are interpretable as network modules. In [24] , the authors use singular value decomposition to estimate structural axes without consideration of an underlying model based on biological observations. On a more statistical level, their method focuses on analyzing second moments in the data, while our estimation procedure involves higher order moments.
Graph-Theoretic Algorithm for Mode Analysis
The next stage of analysis involves relating the network mixing coefficients (the rows of A) to each other.
Ghosh
What has typically been used is a linear model approach [7, 10] . In particular, the following linear model has been formulated for the modes:
where M is an n × n time-invariant matrix. The matrix M describes the connectivity between modes. Several versions of the model in (2) have been suggested by other authors [7, 10] . Estimation of a solution for M has been typically done using a numerical method such as simulated annealing. We take an alternative approach to that presented in (2) . Before describing the algorithm, we first discuss the biological motivation behind it. In a variety of bioinformatics investigations [25, 26] , authors have found that the large-scale organization of biological networks mirrors systems found in other disciplines. Namely, the topology consists of a small percentage of highly connected nodes and a majority of sparsely connected nodes. Thus, we want to incorporate this inherent sparseness into the modelling procedure.
We first start by utilizing a graph-theoretic algorithm for modelling the dependencies among the expression modes. The distance between the modes can be represented by a n × n pairwise dissimilarity matrix D = [d i j ] based on a distance metric defined on R n × R n . We use the Euclidean distance here. The number d i j represents the distance between modes i and j. From a graph-theoretic point of view, the matrix D is a representation of an N-complete graph with varying edge lengths between nodes of the graph.
We then incorporate the a priori biological sparsity in the network by use of the hard-thresholding method; we will set dissimilarities above a certain cutoff value to zero. To determine the critical values, we permute the rows of A and recompute the distance matrix D. We do this K times. We then set the d i j value equal to zero if the observed distance is greater than the 90th percentile of the permutation distribution. When we zero out an entry in the dissimilarity matrix, it corresponds to deletion of the edge connecting the two vertices from the graph.
While the calculation of pairwise dissimilarity matrix is also important for hierarchical clustering of gene expression data, our purpose is for quantifying the dependencies among expression modes. Note that this is an algorithmic approach which does not correspond to an underlying model. However, our end product is a connectivity matrix for the expression modes, analogous to M in (2). Furthermore, the numerical algorithm used is much simpler than that proposed by previous authors and incorporates the observations of previous authors [25, 26] in a natural way.
Application: Yeast Cell-Cycle Data
The proposed methodologies are applied to data from a recently published microarray study examining the gene expression behavior of the yeast genome during the cell cycle [14] . We provide some brief details of the study. Three sets of techniques were used synchronizing the yeast culture samples: α-factor arrest, elutriation and arrest of a cdc15 temperature-sensitive mutant. We analyzed the three datasets separately. These datasets consist of measurements taken on 6113 genes at 24, 18 and 14 time points, respectively. We took the following steps for preprocessing the data:
1. We removed genes with MAX/MIN > 5 or with more than 10% missing data. 2. Missing values were imputed using median imputation across genes. 3. The remaining ratios were transformed using a logarithmic transformation (base 2).
For the three experiments, this yielded a total of 4785, 5564 and 5748 genes, respectively. We first applied the independent components analysis to each dataset and determined the genes that had the largest response coefficient values for each microarray experiment. The modes for the three experiments are shown in Figs. 1-3 . The plots show that there are some common aspects in the structures of the time profiles for the expression modes. For example, there appears to be a common activation around t = 120 minutes across the modes for the α-factor arrest data; this is seen in Fig. 1 . Similar examples can be seen in the elutriation and cdc15 datasets as well.
We next determined the top 20 genes for each experiment based on the response coefficient value; these are given in Tables 1-3 . The genes that we have found are different from those reported in [24] for the three experiments. However, their expression modes were based on principal components, while we use independent components analysis. This underscores the ability of the independent components analysis method of finding structures that are nonnormal. While many of the genes are of unknown function, there are genes listed Figure 1 . Time profiles of expression modes from independent components analysis of α-factor arrest yeast cell cycle data. These were estimated using independent components analysis and correspond to the columns of A. that are involved in cell structure, translation (e.g., ribosomal proteins), and other cell functions.
To determine if the modes found were of biological interest and if they were consistent across Figure 3 . Time profiles of expression modes from independent components analysis of cdc15 yeast cell cycle data (see Fig. 1 ). studies, we took the top 200 genes for each expression mode based on the response coefficient and then did a database search in the Stanford yeast microarray database (http://www.yeastgenome.org/) for the category of Gene Ontology [27] function term that appeared most frequently in the list. These results are summarized in Tables 4-6 . Based on these results, we find that there is some consistency in the terms found across modes and across studies in terms of distributions of functions. Two limitations here is that we are considering the modal function keyword and that the search is on 200 genes.
We then applied the permutation-based algorithm to find the graphs connecting the modes; they are presented in Figs. 4-6 . The plots of the adjacency matrices show how we have incorporated sparsity in the network using hard thresholding of the distance matrix. Based on the plots, we find that most modes have few, if any connections, but that there are a few modes with multiple connections. Examples of such modes include mode 3 for the α-factor dataset, mode 15 in the elutriation dataset, and mode 14 for the cdc15 data. Combining the information presented here with that in Tables 4-6 , we find suggestive evidence that the connections appear to be consistent across studies. In particular, the modes with the highest connections tend to have transcription-related function. Figure 4 . Plot of adjacency matrix for expression modes in α-factor dataset using permutation-based method; solid cell denotes connection, while an empty cell indicates no connection. This was found using the method in Section 3. 
Discussion
With the explosion of transcription information available in microarray experiments, one goal researchers have taken is to reconstruct genetic networks using these data. However, because of the limited sample sizes and the experimental variation, reconstructing entire gene regulatory pathways seems like an overly ambitious task. We focus on a more immediate task, identifying dominant dynamic modes and studying their interrelationships.
For the first goal, we have utilized independent components analysis. The utility of this method is founded on the notion that the interesting linear structures exist in nonnormal directions. In addition, the modes have direct biological interpretation as latent variables that regulate expression. The use of independent components-based methods can provide complementary results to those given by singular value based techniques.
In order to study the dependencies among modes, we have utilized a graph-theoretic algorithm. The advantage of this approach is that it provides a natural approach to incorporate an a priori biological assumption of network sparsity through hard thresholding of pairwise dissimilarities. This method offers simpler alternatives to previous methods for addressing issues of inferring latent genetic networks and their dependencies from gene expression data [7, 10] . The thresholding method described here is not model-based. One alternative we are currently developing for studying the dependencies between expression modes over time (i.e. the columns of A) involves a curve registration algorithm [28] . Here, our data consists of the trajectories for the n expression modes, A i (t) (i = 1, . . . , n), observed at n time points. We formulate the following model:
where y(t) is a template function to which A i (i = 1, . . . , n) will be aligned to, and i (t) is a zero-mean stochastic process. The h i (t) represent time-warping functions to which the features of A i (t) will be aligned to; they represent the objects that are of interest. Modes with similar time-warping functions are likely to correspond to groups that are coregulated. We will communicate these results in a separate report. While permutation-based approaches have been used for hypothesis testing here, it would also be desirable to develop model-based approaches for inference using the independent components model (1). This is also currently an area of ongoing research.
