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Abstract
The methodology to design an aircraft longitudinal path-tracking controller is shown in this paper. First a thorough modelling
process which involves the estimation of the aerodynamic and propulsion system structure and parameters is carried out. Next
the Lyapunov based backstepping methodology is applied to design a non-linear controller for the aircraft longitudinal dynamics.
The procedure used ensures convergence of the system to a reference and robustness in presence of modelling errors. The derived
controller delivers manipulated inputs for a real plant and takes into account subsystem and model constraints. Finally, the perfor-
mance of the controlled system tracking a realistic path is demonstrated in front of parameter uncertainty, unmodelled dynamics
and adverse initial conditions.
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1. Introduction
Lately, unmanned air vehicles (UAVs) have been called to
revolutionize the world of surveillance, security, fire-fighting
and many other civil applications. This fact entails the ne-
cessity of flying over populated areas and in a non-segregated
airspace. The laws that order the flight of UAVs in the civil
airspace are not yet fully developed but organizations as the
Joint Aviation Authorities, Eurocontrol and the European Avi-
ation Safety Agency have set some guidelines for the future
regulations, agreeing that the minimum requirements will be
at least as restrictive as the present requirements for civil air-
crafts in terms of safety, security and usage of the airspace [3].
Therefore, high levels of integrity and reliability are required
to an UAV system in order to accomplish with the future es-
tablished requirements. This leads to the necessity of control
techniques that allow to determine the stability of the system
under a consistent proven mathematical framework.
The backstepping technique [7, 8] applies a recursive pro-
cedure to the model of a dynamic system in order to stabilize
it. The state space representation of the system needs to be
compatible with the strict-feedback form. Through Lyapunov
theory, an input profile is defined to take the system to a de-
sired stable state. The principal benefit of backstepping is that it
can be used in combination with adaptive techniques. Adaptive
backstepping expands the domain of application to also deal
with non-affine systems, in presence of modelling errors, ex-
ternal perturbations or even dramatic modifications of its dy-
namic equations (appropriate to model system external dam-
age). Another useful improvement, named command filtered
virtual control technique, can be added to incorporate in the
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controller the knowledge about the actuator rate and magni-
tude limitations. It also simplifies the controller derivation pro-
cess through an important effort saving related to the analytical
mathematical development.
There is an increasing interest in the use of backstepping
based techniques for the design of controllers for aircrafts and
especially UAVs (see for example [4], [5], [13], [6] and [10],
among others). In [4] backstepping was used to design an adap-
tive longitudinal flight controller that took into account the mag-
nitude, rate and bandwidth constraints in the system’s interme-
diate states and in the control surfaces. This work was extended
later to control the airspeed and the flight-path angles of a tail-
less UAV [5]. In [12] a similar technique is used to develop a
controller for velocity, angle of attack and roll around the sta-
bility axis of an F-16/MATV. In this case the aerodynamic non-
linear force and moment coefficients were parameterized by a
neural network. In [13] a trajectory controller was derived for
an F16 dynamic model. The aerodynamic forces and moments
were approximated in this case by a B-spline neural network to
cover the full flight envelope.
In some of the previous works it was supposed that the es-
timation of the input operator g(x) was constant and full rank
(recalling the affine non-linear general system description, x˙ =
f (x)+g(x)u, g(x) is the equivalent to the input matrix B in linear
systems). That supposition is not realistic, taking into account
the uncertain nature of the aerodynamic actions. In other cases
where the adaptation process was used to cope with parameter
uncertainty, the projection method was used to avoid the nullity
of every column of g(x), although linear independence between
columns was not possible to guarantee.
However, the longitudinal problem addressed here reduces
the estimation of g(x) to a scalar. Therefore, the linearity de-
pendence problem does not exist any more. In addition, the
robustness of the controller in front of non-modelled terms and
erroneous parameters is theoretically demonstrated and next the
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controller is tested by simulation with adverse initial conditions.
It is shown that this control technique is suitable in cases when
it is known beforehand that the model used to design the con-
troller may be deficient.
The controllers proposed in the literature are often designed
to produce output signals that are not direct inputs of the sys-
tem, such as aerodynamic forces, moments or thrust forces in
the case of aircrafts. When all the subsystem dynamics are not
taken into account (i.e. the engine dynamics or servomotors)
the resulting control laws may be sketchy and the simulation
results may not show the real performance of the system.
In this paper, a realistic longitudinal model of the TX-1570
UAV is derived in the second section. This is accomplished with
the Newton rigid-body equations of motion, an aerodynamic
model obtained from simulation data and a semi-empirical model
of the propulsion system. Next, the adaptive and robust back-
stepping procedure with command filtered virtual control modi-
fications is used to derive a tracking controller. The controller is
composed of velocity and path angle sub-controllers that sup-
ply real inputs of the system (voltage and elevator deflection
signals), compatible with actuator operating ranges and model
limits. Finally, simulation results show the tracking capabilities
of the controller given a proposed path and the nice parame-
ter adaptation controller skills. The controlled system can cope
with initial modelling deviations introduced on purpose to test
the robustness of this technique.
2. Modelling of the fixed-wing aircraft TX-1570
2.1. System description
The vehicle considered, called TX-1570 (Fig.1), is a fixed-
wing aircraft inspired from the commercial design of a high-
wing trainer of 1570 mm of span. The system is equipped with
an EMax GT4020 brushless motor and with an APC-16 × 10E
propeller. The aircraft is also equipped with a 400 mAh 4-cell
lithium polymer battery that supplies up to υmax = 14.8 V to
the aircraft electronic circuit and propulsion system.
Figure 1: TX-1570 Aircraft.
The elevator presents a range of deflection δe ∈ [−30, 30] deg.
The servos that move the control surfaces are the High-Tech
HS-7235MH, whose maximum deflection is larger than the one
required by the elevator and their maximum turn-rate is ωs =
10.48 rad s−1.
The main geometric characteristics of the TX-1570 used by
the definition for the longitudinal model are given in Table. 1.
Table 1: TX-1570 Aircraft Characteristics.
Parame-
ter
Value Units Description
c 0.287 m Mean Aerodynamic Chord
b 1.570 m Wing span
S w 0.451 m2 Wing area
xcg 0.0957 m Center of gravity longitudinal
position
m 2.89 kg Mass
Iy 0.189 kg m2 y-Moment of inertia
2.2. Equations of motion
The equations of motion for a conventional fixed-wing air-
craft can be derived through the rigid-body Newton equations
in a non-inertial reference frame. When the motion is restricted
to a longitudinal flight and the equations are applied over the
body axes, the expressions become simpler because the inertia
matrix becomes constant in time and the coupling between lat-
eral and longitudinal inputs-outputs is removed. However, the
resulting equations remain non-linear,
V˙ =
1
m
(Ft cos(α) − D − mg sin(γ)) , (1)
γ˙ =
1
mV
(Ft sin(α) + L − mg cos(γ)) , (2)
α˙ = q − 1
mV
(Ft sin(α) + L − mg cos(γ)) , (3)
q˙ =
M
Iy
, (4)
being V the velocity modulus, γ the path angle, α the angle of
attack and q the pitch rate. g represents the gravity vector, Ft
the thrust and L, D and M are the aerodynamic lift, drag and
pitching torque, respectively. Fig. 2 illustrates the mentioned
variables.
In order to complete the model, the external forces and torques
have to be formulated as a function of the states V , γ, α and q
and the inputs υ and δe.
2.3. Aerodynamic model
The drag (D) and lift (L) forces, formulated in wind axis,
and the pitching moment (M), formulated in body axis, have
traditionally been expressed as a function of their non-dimensional
aerodynamic coefficients, cD, cL and cM . This way it is possible
2
  
 
 
    
 
xb
x
x
zz b
w
h
h
VF
mg
L
D
t
 
 
  
 
 
D
J
T
 M
Figure 2: Definition of directions, angles, forces and torques for control. The
subscript w refers to the wind axis reference frame, the subscript b refers to the
body axis reference frame and the subscript h refers to the local horizon axis
reference frame.
to obtain the variation of aerodynamic actions with respect to
the flight conditions, resulting in:
D = 12ρV
2S cD(Re, α, α˙, q, q˙, δe),
L = 12ρV
2S cL(Re, α, α˙, q, q˙, δe),
M = 12ρV
2S cM(Re, α, α˙, q, q˙, δe),
where ρ denotes the air density, S represents the wing platform
area and Re is the Reynolds number. cD , cL and cM are the aero-
dynamic coefficients for drag force, lift force and pitch moment,
respectively.
In this paper the aerodynamic coefficients have been esti-
mated with the help of the open-source tool XFLR5 [1]. This
program allows the estimation of the aerodynamic coefficients
considering several steady flight conditions using potential meth-
ods. Therefore, the dependency of the coefficients on α˙ and q is
not modelled. XFLR5 combines the potential theory with vis-
cous estimations based on 2D profiles by means of XFOIL. The
TX-1570 UAV aerodynamic model has been calculated by a 3D
panel method, with a variation of α in the range of [−10, 10] deg
and at a mean velocity of 19 m s−1, which is supposed to be rep-
resentative of a mean Re by several elevator deflection configu-
rations in a range of [−30, 30] deg. The output results have been
completed with an estimation of the parasite drag for the body
[11, sec. 3.1.1], which is valid in the range [1.8 · 106, 3 · 106] of
the Reynolds number based on the length of the body.
The extracted data has been fitted through a linear regres-
sion process with a significance test for every parameter and for
the whole model. The modified coefficient of determination, R¯,
has also been obtained as a quality estimator for the fitting. The
results are shown in Eq. (5).
cL = 0.246 + 4.2113α + 0.4755δe,
cD = 0.048 + 0.1067α + 0.3456αδe + 0.5067α2 + .1180δ2e ,
cM = −0.0086 − 0.8203α + 1.037δe.
(5)
Figs. 3-5 show the simulated points and the fitted surface as
a function of the angle of attack and the elevator deflection.
2.4. Propulsion Model of TX1570 UAV
The aircraft propulsion system produces a thrust force vec-
tor that has a fixed direction with respect to the aircraft, and it
is assumed to lie in the plane of symmetry of the aircraft.
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Figure 3: Adjustment cL vs. α and δe.
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Figure 4: Adjustment cD vs. α and δe.
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Figure 5: Adjustment cM vs. α and δe.
The propulsion model of the TX1570 UAV consists of a
combination of the engine model and the propeller model.
The TX-1570 has a single DC brushless electric motor with
3
an internal resistance Rm of mOhm, a no load current i0 of 2 A
and a constant KV of 620 rpmV−1. The torque created by the
motor and transmitted to the axis is given by:
Qm =
((
υ − Ω
KV
)
1
Rm
− i0
)
1
KV
(6)
where υ is the input voltage and Ω is the angular velocity.
The modelling of the aerodynamic forces that appear over
the propeller has been approximated by recently published, [2],
experimental data. In those experiments the values of thrust
(Ft) and power consumption (Ph) are given as a function of the
Reynolds number, the inflow velocity (V) and the angular speed
of the blade (Ω). The thrust and power are related to the non-
dimensional variables cT (λ,Re) and cP(λ,Re) by
Ft(Re,Ω,V) = 12ρ (ΩR)
2 piR2cT (λ,Re),
Ph(Re,Ω,V) = 12ρ (ΩR)
3 piR2cP(λ,Re),
(7)
where ρ represents the density of the air, R is the radius of the
helix and λ is the advance ratio λ = V
ΩR .
Coefficients cT and cP were studied for the propeller APC-
16 × 10E chosen for the TX-1570 aircraft. They were consid-
ered in a wide range of Reynolds numbers that contemplates
the possible operating speeds, proving to be sufficiently close
to neglect the effect of the Reynolds number (see Fig. 6).
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Figure 6: Experimental data cT y cP Propeller-16×10E, with polynomial fitting.
The thrust and power coefficients have been successfully
approximated by a third order polynomial equation under a lin-
ear regression process
cT = 0.01828 − 0.03389λ − 0.16113λ2 + 0.09414λ3,
cP = 0.00275 − 0.00830λ − 0.08221λ2 + 0.05676λ3. (8)
The individual models of the motor and the propeller are
combined to predict the behaviour of the propulsion subsystem.
The energy balance on the shaft establishes that the power de-
livered by the engine must be absorbed by the propeller. When
the power balance is reached, the propeller and the shaft turn at
the same speed of equilibrium Ωeq. Therefore, the equilibrium
of the angular velocity depends on the flight velocity and the in-
put voltage and can be found by solving the implicit equation:
c0 + c1Ω + c2Ω2 + c3Ω3 = 0,
where the constants c0, c1, c2 and c3 are defined as
c0 = 12ρpiR
2cP3 V
3 c1 = 12ρpiR
2cP2 V
2R − υKV Rm + i0KV
c2 = 12ρpiR
2cP1 VR
2 + 1K2V Rm
c3 = 12ρpiR
2cP0 R
3
After calculating the equilibrium angular velocity Ωeq the
parameter λeq = VΩeqR is known and then the thrust can be re-
calculated according to Eq. (7). This process has been repeated
for every combination of υ and V after a discretization of υ ∈
[0, 15] V and V ∈ [12, 30] m s−1 to derive the model. Finally
a linear regression that represents the global model has been
carried out to produce a continuous model.
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Figure 7: Fitting of the thrust surface.
Ft(V, υ) = −0.7881 + 0.3815υ− 0.0128Vυ− 0.0077V2 + 0.12υ2
(9)
Again, the fitting proved to be significant for the model and
for each one of its parameters. The estimator quality can be
seen in Fig. 7 where the discrete data and the fitting surface are
shown. The model has been calculated for a reference density
ρ0 = 1, 225 kgm−3 therefore it is implicitly assumed that the
variation of Ft with the density is obtained through Ft(ρ) =
Ft
ρ
ρ0
.
3. Controller derivation
This section describes the control law derivation for the lon-
gitudinal dynamics of the TX-1570 UAV in presence of error
modelling and unmodelled linear and/or non-linear dynamics.
The control objective consists in solving the tracking prob-
lem for V and γ through the manipulation of the inputs υ and
δe in the dynamic system represented by Eqs. (1-4). Two sepa-
rate controllers are designed to solve this problem: the first one
is in charge of following Vre f (Eq. (1)) by producing a suitable
voltage signal and the second one cares for γre f to be tracked
(Eqs. (2-4)) by generating a δe command signal.
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3.1. Velocity module control
The thrust model presented in section 2.4 is used to repro-
duce the real dynamics of the aircraft in the simulation results.
As this model is not affine with respect to the input command
and thus backstepping cannot be directly applied, it has been
approximated by an an affine model to derive the controller.
Ft ≈ cT0 + cT1 V + cT2υ + cT3 V2.
In addition, a simplification on the drag coefficient model
has been done neglecting its dependence with respect to the el-
evator deflection
cD ≈ cD0 + cD1α + cD2α2.
The approximation in the models introduce some inaccu-
racy that is compensated by the adaptive and robust terms present
in the control law derived next. It must be noted that this is
done at the expense of the controller and illustrates the fact that
despite a perfect model is difficult to attain, the controller per-
forms well.
With these assumed approximations, Eq. (1) can be rewrit-
ten as
V˙ = f 0V + ϕ
T
fV θV +
(
g0V + ϕ
T
gV θV
)
υ + φTV∆V , (10)
where ∆V is a vector of bounded unknown polynomial func-
tions, φV is the set of parameters of those functions, selected as
φTV =
[
V V2 α α2 υ
]
,
and the rest of terms reproduce the results of the modelling pro-
cess
ϕTfV =
[
a aV 0 aV2 b bα bα2
]
, ϕTgV = [0 0 a 0 0 0 0] ,
θTV0 =
[
c0T0 c
0
T1
c0T2 c
0
T3
c0D0 c
0
D1
c0D2
]
,
θTV =
[
∆c0T0 ∆c
0
T1
∆c0T2 ∆c
0
T3
∆c0D0 ∆c
0
D1
∆c0D2
]
,
f 0V = ϕ fV θV0 − g sin(γ), g0V = ϕgV θV0 ,
a = cos(α)m , b = − ρV
2S
2m .
If an error θ˜ in the estimation value of the parameters θ is
considered, θ˜V = θV − θˆV , the velocity dynamics can be ex-
pressed as
V˙ = f 0V +ϕ
T
fV θˆV +
(
g0V + ϕ
T
gV θˆV
)
υ+φTV∆V +
(
ϕTfV + ϕ
T
gVυ
)
θ˜V . (11)
The voltage can be written as
υ = υ0 +
(
υ − υ0
)
,
in order to take into account the magnitude and rate limits im-
posed by the physical actuators. υ0 is the virtual control action,
used from now on as the control action. The requested input
voltage υ is obtained by filtering υ0 with a second order filter
with internal limits to produce the desired restrictions. This
filter is described in [5], and it is characterized by the natural
frequency ωn and the damping ζ.
Figure 8: Second order filter scheme. The saturators are used to introduce the
rate and magnitude limits.
Fig. 8 represents a generic filter that is used both here and in
the attitude controller derivation. Signals x0 and xc in the filter
are assigned to signals υ0 and υ in the controller, respectively.
x˙c is not used.
Accordingly, the equation that describes the dynamics of
velocity is given by
V˙ = f 0V + ϕ
T
fV
θˆV +
(
g0V + ϕ
T
gV θˆV
)
υ0 +
(
g0V + ϕ
T
gV θˆV
) (
υ − υ0
)
+φTV∆V +
(
ϕTfV + ϕ
T
gVυ
)
θ˜V .
Velocity tracking is the main objective, therefore it is con-
venient to define the velocity tracking error
zV = V − Vre f , (12)
and the compensated error
z¯V = V − Vre f − ξV .
ξV is the output of a stable filter that is necessary when the com-
mand filtered virtual control technique is used, as it can be seen
in the following.
A control Lyapunov function (CLF) can be defined as
WV =
1
2
z¯2V +
1
2
θ˜TVΓ
−1
V θ˜V
its time derivative is
W˙V = z¯V ˙¯zV − θ˜TVΓ−1V ˙ˆθV
if θV is assumed to be constant.
In view of the above, there are three free variables υ0, ξ˙V
and the adaptation law ˙ˆθV that can be chosen to make W˙V ≤ 0.
When the virtual control action and the dynamics of ξV are
selected as
υ0 =
1
g0V + ϕ
T
gV θˆV
(
− f 0V − ϕTfV θˆV + V˙re f − kVzV − φTVκVφV z¯V
)
(13)
and
ξ˙V = −kVξV + g0V
(
υ − υ0
)
(14)
and the adaptation law is defined as,
˙ˆθV = Proj
(
ΓV
(
ϕ fV z¯V + ϕgV z¯Vυ
))
, (15)
the derivative of the CLF becomes
W˙V = z¯V
(
−kV z¯V + φTV∆V − φTVκVφV z¯V
)
= −kV z¯2V + z¯VφTV (−κVφV z¯V + ∆V )
= −kV z¯2V −
(
z¯VφTV − ∆
T
V
2 κ
−1
V
)
κV
(
z¯VφV − κ−1V ∆V2
)
+
∆TV
2 κ
−1
V
∆V
2 ,
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leading to
W˙V ≤ −kV z¯2V +
∆TV
2
κ−1V
∆V
2
.
Since W˙V < 0 outside the ΩV compact region, defined by
ΩV =
{
z¯V | 4kV z¯2V ≤ ∆TVκ−1V ∆V
}
,
and WV is radially unbounded, the compensated errors are glob-
ally uniformly ultimately bounded, with ultimate bound the bound-
ary of ΩV . Therefore ΩV represents an asymptotic stable set. It
must be noted that this region can be done arbitrarily small by
selecting sufficiently high values for κV > 0 and kV > 0. As ξV
is the output of a stable filter, it tends to zero for a large enough
value of kV , then zV is bounded and therefore the tracking is
accomplished within a certain tunable margin. This argumenta-
tion also holds to demonstrate the boundedness of the θV .
The projection operator, chosen as in [9], is used to preserve
the controllability, avoiding the situation where g0V = −ϕTgV θˆV in
which the virtual control action becomes infinity.
Proj(τ) =

(
I − ∇ f ∇ f T∇ f T ∇ f f
)
τ, if f ≥ 0 and f Tτ > 0
τ, in any other case
with
f = f (θˆ) =
|θˆ|2 − (θmax − )2
2θmax − 2 ,
being θmax the boundary value for the parameter vector at which
the denominator of the virtual control action has the singularity,
and  is the distance to θmax to start applying the projection
operator.
3.2. Attitude control
The aim of this controller is to generate the appropriate
δe input command to track the prescribed flight-path reference
γre f .
Eqs.(2)-(4), describe the dynamics of the flight-path angle
in strict feedback form and they can be equivalently rewritten
as
γ˙ = f 0γ + βγϕ
T
fγθ +
(
g0γ + βγϕ
T
gγθ
)
α + φTγ∆γ, (16)
α˙ = f 0α + βαϕ
T
fαθ + q + φ
T
α∆α, (17)
q˙ = f 0q + βqϕ
T
fqθ +
(
g0q + βqϕ
T
gqθ
)
δe + φ
T
q ∆q, (18)
where
cL = cL0 + cLαα + cLδe δe, cM = cM0 + cMαα + cMδe δe,
θT0 =
[
c0L0 c
0
Lα
c0Lδe c
0
M0
c0Mα c
0
Mδe
]
,
θT =
[
∆cL0 ∆cLα ∆cLδe ∆cM0 ∆cMα ∆cMδe
]
,
βγ =
ρVS
2m , βα = − ρVS2m ,
βq =
ρV2S c
2Iy
, ϕ fγ =
[
1 0 δe 01×3
]T
,
ϕ fα =
[
1 α δe 01×3
]T
, ϕ fq =
[
01×3 1 α 0
]T
,
f 0γ =
Ft sin(α)
mV + βγϕ
T
fγ
θ0 − g cos(γ)V , f 0α = − Ft sin(α)mV + βαϕTfαθ0 + g cos(γ)V ,
f 0q = βqϕ
T
fq
θ0, ϕgγ =
[
0 1 01×4
]T
,
ϕgq =
[
01×5 1
]T
, g0γ = βγϕ
T
gγθ0,
g0q = βqϕ
T
gqθ0, φγ = φα = φq = [1 α δe]
T .
It can be seen that γwould track a pre-established path, γre f ,
if a specific α = αc was given. Eq. (17) can be used to generate
αc if the correct angular velocity q = qc is given, and finally the
velocity qc can be achieved by means of Eq. (18) through the
input δe.
Introducing the error θ˜ = θ − θˆ, and the virtual control ac-
tions α0, q0 and δ0e through
α = α0 +
(
αc − α0
)
+ zα,
q = q0 +
(
qc − q0
)
+ zq,
δe = δ
0
e +
(
δe − δ0e
)
,
(19)
where zγ = γ − γc is the path angle tracking error, zα = α −
αc is the angle of attack tracking error and zq = q − qc is the
pitch velocity tracking error. The dynamics of the compensated
errors defined by
z¯γ = γ − γre f − ξγ,
z¯α = α − αc − ξα,
z¯q = q − qc − ξq,
can be expressed as
˙¯zγ = f 0γ + βγϕ
T
fγ
θˆ +
(
g0γ + βγϕ
T
gγ θˆ
)
α0 +
(
g0γ + βγϕ
T
gγ θˆ
)
(αc − α0)
+
(
g0γ + βγϕ
T
gγ θˆ
)
zα + φTγ∆γ − γ˙re f − ξ˙γ + βγϕTfγ θ˜ + βγϕTgγ θ˜α
˙¯zα = f 0α + βαϕ
T
α θˆ + q
0 + (qc − q0) + zq − α˙c − ξ˙α + φTα∆α
+βαϕ
T
α θ˜
˙¯zq = f 0q + βqϕ
T
fq
θˆ +
(
g0q + βqϕgq θˆ
)
δ0e +
(
g0q + βqϕgq θˆ
) (
δe − δ0e
)
+φTq ∆q + βqϕ
T
fq
θ˜ + βqϕgq θ˜δe
First backstepping step
In order to accomplish a partial stabilization of the compen-
sated error z¯γ, the first unbounded and positive semi-definite
CLF is proposed
W1 =
1
2
z¯2γ
and its derivative is
W˙1 = z¯γ ˙¯zγ = z¯γ
(
f 0γ + βγϕ
T
fγ
θˆ +
(
g0γ + βγϕ
T
gγ θˆ
)
α0
+
(
g0γ + βγϕ
T
gγ θˆ
)
(αc − α0) +
(
g0γ + βγϕ
T
gγ θˆ
)
zα
+ φTγ∆γ − γ˙re f − ξ˙γ + βγϕTfγ θ˜ + βγϕTgγ θ˜α
)
.
6
αc and α˙c can be obtained using the 2nd order filter in Fig. 8. If
α0, is chosen as
α0 =
1
g0γ + βγϕTgγ θˆ
(
− f 0γ − βγϕTfγ θˆ + γ˙re f − kγzγ − φTγ κγφγ z¯γ
)
−ξα,
(20)
and in addition
ξ˙γ = −kγξγ +
(
g0γ + βγϕ
T
gγ θˆ
)
(αc − α0), (21)
the derivative of the proposed CLF becomes
W˙1 = z¯γ
(
−kγ z¯γ +
(
g0γ + βγϕ
T
gγ θˆ
)
z¯α + φTγ∆γ − φTγ κγφγ z¯γ
+βγϕ
T
fγ
θ˜ + βγϕ
T
gγ θ˜α
)
.
W˙1 is partially negative semi-definite, with the exception of the
terms z¯γ
(
g0γ + βγϕ
T
gγ θˆ
)
z¯α and z¯γβγθ˜T
(
ϕ fγ + ϕgγα
)
.
Second backstepping step
The second step involves the stabilization of zγ and zα. It is
done by augmenting the proposed CLF by a term that considers
the z¯α states.
W2 = W1 +
1
2
z¯2α
Its time derivative is
W˙2 = W˙1 + z¯α ˙¯zα
= W˙1 + z¯α
(
f 0α + βαϕ
T
fα
θˆ + q0 + (qc − q0)
+zq − α˙c − ξ˙α + φTα∆α + βαϕTfα θ˜
)
.
In order to partially stabilize the system, q0 is chosen as
q0 = − f 0α −βαϕTfα θˆ+ α˙c−kαzα−φTακαφαz¯α−
(
g0γ − βγϕTgγ θˆ
)
z¯γ−ξq
(22)
q0 is also filtered, returning the magnitude and rate limited pair
qc and q˙c. Defining
ξ˙α = −kαξα + (qc − q0), (23)
the resulting derivative of W2 is
W˙2 = z¯γ
(
−kγ z¯γ + φTγ∆γ − φTγ κγφγ z¯γ + βγϕTfγ θ˜ + βγϕTgγ θ˜α
)
+z¯α
(
−kαz¯α + φTα∆α − φTακαφαz¯α + z¯q + βαϕTfα θ˜
)
.
In this process some of the terms that make W˙1 non negative
semi-definite have been canceled and new terms that make W˙2
non negative semi-definite have appeared. Those terms will be
canceled in the next backstepping step.
Third backstepping step
Finally, the third step determines the elevator deflection, δe,
and the adaptation law of θˆ to globally stabilize the system. In
this case, the CLF can be augmented again to include the z¯q
state and the error in the parameter vector θ˜
W3 = W2 +
1
2
z¯2q +
1
2
θ˜T Γ−1θ˜, (24)
whose derivative is
W˙3 = W˙2 + z¯q ˙¯zq − θ˜T Γ−1 ˙ˆθ
= W˙2 + z¯q
(
f 0q + βqϕ
T
fq
θˆ +
(
g0q + βqϕgq θˆ
)
δ0e
+
(
g0q + βqϕgq θˆ
) (
δe − δ0e
)
+ φTq ∆q + βqϕ
T
fq
θ˜ + βqϕgq θ˜δe
)
−θ˜T Γ−1 ˙ˆθ.
(25)
δ0e is chosen to partially stabilize the system,
δ0e =
1
g0q + βqϕTgq θˆ
(
− f 0q − βqϕTfq θˆ − z¯α + q˙c − kqzq − φTq κqφqz¯q
)
,
(26)
and then it is filtered by the second order filter to limit its mag-
nitude and rate, producing the input δe. Stable dynamics for ξq
are defined by
ξ˙q = −kqξq +
(
g0q + βqϕgq θˆ
) (
δe − δ0e
)
, (27)
and are substituted in Eq. (25),
W˙3 = −kγ z¯2γ − kαz¯2α − kqz¯2q + z¯γ
(
φTγ∆γ − φTγ κγφγ
)
+z¯α
(
φTα∆α − φTακαφα
)
+ z¯q
(
φTq ∆q − φTq κqφq
)
+θ˜T
(
−Γ−1 ˙ˆθ + βγϕ fγ z¯γ + βγϕgγ z¯γα + βαϕ fα z¯α
+βqϕ fq z¯q + βqϕgq z¯qδe
)
.
Then the adaptation law of θˆ can be chosen as
˙ˆθ = Proj
(
Γ
(
βγϕ fγ z¯γ + βγϕgγ z¯γα + βαϕ fα z¯α + βqϕ fq z¯q + βqϕgq z¯qδe
))
,
(28)
where the projection operator averts g0q = −βqϕTgq θˆ or g0γ =
−βγϕTγg θˆ, preventing to lose control over variables α0 and δ0e .
The definition of ˙ˆθ finally makes W˙3 negative semi-definite
outside the region
Ω =
{
{z¯γ, z¯α, z¯q} | 4
(
kγ z¯2γ + kαz¯
2
α, kqz¯
2
q
)
≤ ∆Tγ κ−1γ ∆γ+
∆Tακ
−1
α ∆α + ∆
T
q κ
−1
q ∆q
}
,
whose dimension can be done small enough by selecting high
enough values for the controller gains kγ,α,q > 0 and κγ,α,q >
0. Since in addition W3 is positive definite and radially un-
bounded and ξγ,α,q tends to zero by design, global uniform ul-
timate boundedness for the errors and boundedness for the pa-
rameter vector θ is guaranteed.
The final controller diagram, in which the derived control
actions are implemented, is shown in Fig.9.
4. Simulation results
Results of applying the derived controller by simulation are
presented below. The initial values of the simplified model cho-
sen to derive the controller are:
θ0 = [0.5, 4, 0.8, −0.02, −2, −2]T
θ0V = [−2, −2, 30, −2, 0.2, 0.4, 0.5]T
7
Figure 9: Controller scheme.
To make the simulation more realistic, the initial conditions
applied to the aircraft are considered different from the refer-
ences:
V0 = 18 m/s γ0 = 2 deg
α0 = −2 deg q0 = 2.86 deg/s
The references have been chosen attempting to show up the
coupling between the response of tracking when the two con-
trollers work simultaneously. These references are presented in
Fig. 10. The derivative of the path angle reference has been set
to 0 to avoid singularities, expecting that the adaptive control
will be able to keep down the input discrepancies.
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Figure 10: References as input for the controller.
The vectors containing the parameters of the incremental
models, θˆ and θˆV , have been initially set to zero.
The parameters chosen for tuning the controllers are given
in Table 2.
Table 2: Controller Parameters
kv = 3 κV = 20I5
kγ = 2.5 κγ = 100I3
kα = 8 κα = 200I3
kq = 15 κq = 300I3
ωnυ = 300 rad/s ωnα = 10.7 rad/s
ωnq = 31.8 rad/s ωnδ = 126.8 rad/s
ζυ = 0.7 ζα = 0.7
ζq = 0.7 ζδ = 0.7
Γ = 200I6 ΓV = 100I7
θmax = min
(
g0γ
βγ
,
g0q
βq
)
θVmax =
g0V
a
ε = θmax2 εV =
θVmax
2
Figs. 11 and 12 show the tracking performance and the track-
ing errors. The maximum error in V is 0.11 m/s at t = 240.47 s,
where the setpoint of the flight-path angle returns to 0 after be-
ing at -10 deg. This error represents less than the 1.5% of the
the maximum excursion of V . The largest errors in V appear
when γre f changes abruptly.
The maximum settling time of γ (at 2% of the output) is
1.86 s at time t = 150 s when both γre f and Vre f change.
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Figure 11: Tracking and error tracking of velocity reference.
In Fig. 13 the controller outputs are shown. It is impor-
tant to note that the control actions satisfy the servo velocity
restrictions, the maximum elevator’s deflection restriction and
the battery’s voltage supply restriction.
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Figure 12: Tracking and error tracking of path angle reference.
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Figure 13: Output of the controller.
Figs. 14 and 15 show the evolution of α and q. It can be
observed that α agrees with the limits of the model.
Finally, Figs. 16 and 17 show the evolution of the incre-
mental models of the parameters of cL, cM , Ft and cD. It is no-
ticeable that those parameters reach a stationary value. This is
apparent for cL and cM but in the case of Ft and cD it is the non-
linear damping terms that makes them reach a constant value
after a transient period.
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Figure 14: α performance and errors.
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Figure 15: q performance and errors.
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Figure 16: Incremental model for cL and cM .
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Figure 17: Incremental model for Ft and cD.
An additional study was also carried out to validate the con-
troller when the model of the aircraft that runs in simulation
includes the lateral/directional dynamics, concluding that the
controller proposed here maintains performance even for ex-
tremely adverse coupling effects.
5. Conclusions
This paper introduces a clear and systematic process to cre-
ate a non-linear controller with reliable proofs and high-performance
from the modelling process up to the controller derivation.
A comprehensible model of the longitudinal dynamics for
the TX-1570 has been derived in the first section of the pa-
per through the definition of a model for the propulsion system
based on aerodynamic propeller data, a DC-motor model and
a steady-state aerodynamic model. The resulting model is not
redundant in control terms and therefore controllability needs
to be ensured. An adaptive robust backstepping technique with
command filtered virtual control has been applied to derive two
controllers in cascade that guarantee the aircraft to track veloc-
ity and flight-path angle references within a certain adjustable
margin. The projection operator has been implemented in the
adaptation procedure of the controller parameters avoiding los-
ing controllability. Finally a simulation exploits the potential
of the proposed control technique demonstrating good tracking
performance of the controlled aircraft.
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