Adaptive control for enhanced performance of devices and algorithms by Li, Yang
c© 2019 Yang Li





Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mechanical Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019
Urbana, Illinois
Doctoral Committee:





The objective of this dissertation is to explore the use of adaptive feedback control algo-
rithms in control-based continuation of periodic solutions of a priori unknown dynamical
systems under continuous variations in system parameters, independently of their stability.
The control-based continuation paradigm applies a numerical continuation algorithm to a
reference input of the control block that ensures that the family of periodic orbits of the
original plant persists and is stabilized by the presence of control feedback. Provided that
such a reference input can be found in the absence of a system model, the control-based
continuation paradigm can be applied to black-box models and physical experiments.
Although the control-based continuation technique has been explored for more than a
decade, the feedback design of choice in the literature is a linear controller, e.g., a proportional-
derivative control law with fixed control gains. In the absence of a detailed system model,
such a control design requires careful tuning of the control gains and offers no guaranteed
performance bounds. This dissertation aims to remedy this shortcoming by considering the
application of suitably formulated adaptive control formulations. To this end, several can-
didate nonlinear adaptive control strategies are investigated for both continuous-time and
discrete-time systems. Rigorous proofs for the predicted response when applied to unknown
linear systems are accompanied by extensive numerical validation. Extensions to nonlinear
systems are considered through a combination of theory and simulation.
In the case of continuous-time systems, a control formulation inspired by the L1 adaptive
control framework is found to be robust to time delays in the control input with a time-delay
margin that is independent of the adaptive gain (in contrast to a proposed model-reference
adaptive control design). Since time delay is ubiquitous in physical systems, and unmodeled
dynamics can be equivalently represented by a delay in the plant input, delay robustness
ii
is an important feature also for control-based continuation. This dissertation reviews an
analysis of delay robustness for an L1 adaptive control strategy applied to a particular
class of systems with unknown matched nonlinearities, jointly authored with Kim Doang
Nguyen and Harry Dankowicz. These results extend beyond the control-based continuation
framework, including potential applications in robotics and vehicle dynamics.
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This chapter introduces the background of the research described in this dissertation, reviews
the relevant literature, and enumerates the research tasks. It is known that the persistence
of periodic orbits of dynamical systems under variations in system parameters follows, gener-
ically, from the Implicit Function Theorem. The control-based continuation technique aims
to trace families of periodic orbits of incompletely modeled dynamical systems as a sys-
tem parameter varies. In the existing literature on control-based continuation, candidate
controllers are typically linear and non-adaptive, without guaranteed performance bounds
and requiring large tuning effort. To remedy these shortcomings, this dissertation focuses
on integrating adaptive control strategies with the control-based continuation paradigm in
ways that ensure guaranteed bounds on system states and control inputs and that minimize
the tuning effort.
1.1 Control-based Continuation
The analysis of periodic orbits is an important ingredient in the study of dynamical systems
[1, 2, 3, 4, 5]. A classical example is frequency-response analysis of the behavior of a linear,
time-invariant system under harmonic excitation [6]. Given an explicit model, such analysis
may be performed in closed form, providing insight into the dependence of the form and
stability of such orbits on model and excitation parameters. For nonlinear systems, analyt-
ical results are generally unavailable apart from the expected persistence (by the Implicit
Function Theorem) of periodic orbits as points along finite-dimensional, smooth embed-
ded manifolds of some vector space. In such cases, alternatives to closed-form analysis are
provided by continuation techniques [7].
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Continuation techniques are premised on the (at least local) association of the a priori
unknown periodic orbits with a root manifold of a zero function F : Rn → Rm, for some
n ≥ m ≥ 1. Provided that a point on such a manifold has been located by whatever means,
a nonlinear solver may be employed to locate a nearby point on the manifold, since the
manifold can be locally parameterized by its tangent space at the original point. Convergence
is ensured provided that the desired distance to the nearby point is below some threshold and
is accelerated by initialization with a predictor, typically a point in the original tangent plane
at the desired distance from the original point (sometimes referred to as pseudo-arclength
continuation [8]).
When a system model is available, periodic orbits may be associated with solutions to
discretized boundary-value problems [9] or with fixed points of Poincaré return maps [10,
11]. In the former case, each orbit is typically approximated by a member of a finitely-
parameterized function class that satisfies a finite set of conditions expressed in terms of the
governing vector field. In the latter case, a single initial condition suffices to characterize the
orbit, while the value of the zero function is obtained through numerical integration (often
referred to as shooting [12, 13]). Neither alternative is available when a system model is
unavailable.
An interesting example of a situation in which a model is not explicitly known, yet nom-
inally available in the form of a forward integrator, is the study of a dynamical system
represented by a physical experiment [14, 15, 16]. In this case, provided that the period
is known and initial conditions may be assigned with great accuracy, periodic orbits may
be located and tracked under variations in system parameters by again defining the zero
function in terms of integration (i.e., a run of the experiment) by a full period. A more
challenging circumstance arises when the experimentalist lacks access to the full state and
therefore is unable to set initial conditions at will [10]. To their rescue comes the method of
control-based continuation[17, 18, 19].
Control-based continuation as an experimental paradigm for tracking periodic solutions
of nonlinear dynamical systems under variations in system parameters has been explored
for more than a decade [20, 21]. Rather than require access to the system state q(t), the
technique associates each periodic orbit q∗(t) with a finitely-parameterized periodic reference
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input r(t) to a feedback-controlled version of the original dynamical system with control
input u(t) that approximately preserves the existence (but changes the stability) of the
periodic orbit of the uncontrolled system. Here, the zero function is defined in terms of a
finite-dimensional parameterization of the steady-state control input uss(t), which must be
uniquely determined by the reference input, independently of initial conditions, and vanish
when and only when the reference input equals the desired periodic orbit (sometimes referred
to as non-invasiveness).
Since the control-based continuation algorithm only relies on manipulation of the reference
input r(t), it does not require knowledge of the dynamical system nor access to initial
conditions, e.g., q(0). It follows that the technique may be applied to black-box simulation
models with unknown dynamics [20] as well as physical experiments [22, 23, 24, 25]. It also
does not matter whether the sought periodic orbits are stable or unstable, since the feedback
design (when properly tuned) ensures asymptotic stability of a unique periodic response for
each reference input sufficiently close to the sought solution. This condition, together with
the required convergence of the control input to 0 when and only when the reference input
coincides with the sought periodic orbit, constitute minimal requirements for any feedback
strategy used in control-based continuation. For a given candidate control strategy, one
must show that r(t) ≈ q∗(t) implies that u(t)→ uss(t), for some periodic signal uss(t), and
that uss(t) = 0 if and only if r(t) = q
∗(t). In the latter case, since the steady-state control
input equals 0, q(t) is expected to also converge to q∗(t).
Throughout the available literature, control-based continuation has been implemented us-
ing various forms of linear control, e.g., proportional-derivative (PD) controllers [22, 26, 27].
With appropriate manual selection of feedback gains, these controllers satisfy the necessary
conditions on the control input, but lack robustness to time delays and disturbances, without
guaranteed bounds on their transient performance. In particular, for u(t) = k>(q(t)− r(t))
for some vector k, if q∗(t) is an isolated periodic orbit of the uncontrolled system that is locally
asymptotically stable for the controlled system with suitable gain k, then both conditions
for non-invasiveness are automatically satisfied. As discussed in [23, 24, 27], careful tuning
is required to achieve satisfactory performance in the presence of measurement noise and ex-
ternal disturbances. Fast transient responses may be achieved using large control gains, but
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such a choice makes the systems sensitive to various forms of instability [6]. Regular updates
to the control gains after each successful continuation step, e.g., using least-squares estima-
tion of the linearized dynamics [10], may ensure successful application of the control-based
continuation algorithm along the entire solution manifold, but do not provide guaranteed
bounds on the system response.
1.2 Adaptive Control
As an alternative to linear, non-adaptive control designs, adaptive feedback control strategies
are proposed in this dissertation that require a minimum of tuning during continuation
with only limited knowledge of the system model. These strategies aim to compensate for
such incomplete knowledge by self-tuning the control parameters based on feedback from
the system response. Adaptive control strategies apply far outside of the present context
[28, 29, 30, 31, 32, 33, 34, 35] and are developed here, to our knowledge for the first time,
for the control-based continuation paradigm.
Physical devices unavoidably involve unmodeled dynamics and time-varying factors [36]
and are affected by sensor noise and uncertainties from the environment [37]. Precise mod-
eling of physical devices can be very challenging, or even impossible. For example, in the
agricultural area, modeling the dynamics of a seed planter traversing a field is complicated
and fraught with uncertainty [38, 39, 40]. The planter itself has a large numbers of parts with
irregular geometry, and the distribution of the mass on each part is generally not uniform.
Physical coupling between the parts increases the mathematical complexity. Additionally,
rough and irregular terrain, and unexpected disturbances from the surrounding environment
make the system modeling even more difficult.
Unmodeled dynamics is an important source of instability in dynamical systems. For
guaranteed performance, a control design is required to be robust to such effects. In addition,
time delay is ubiquitous in physical systems, such as robotic manipulators [41], flying robots
[42], and networked robots [43]. The cause of time delay may come from the inherent
properties of such systems. For example, delay may be due to the discrete sampling of a
continuous signal by sensors, and heavy computations in a CPU [44]. In some cases, small
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delay is purposely injected into the control loop to stabilize a plant and to alleviate the
effects of uncertain dynamics [45, 46]. However, in most systems, time delay in the control
loop causes instability [47]. As discussed in [48], unmodeled dynamics can be equivalently
represented by a delay in the plant input. The time-delay margin may be loosely defined
as the maximum delay in the control loop that the system can tolerate without becoming
unstable [47].
In the presence of time delay, the evolution of the system states not only depends on their
current values, but also on their histroy. The governing differential equations are described
by delay differential equations. For time-delay systems, the system state evolves in an infinite
dimensional function space, in contrast to the finite-dimensional state of an ordinary differ-
ential equation. It is far from a trivial exercise to extend results from the finite-dimensional
case to that of infinite dimensions [41]. In linear time-invariant systems, the time-delay
margin can be computed from the frequency response, e.g., using Bode and Nyquist plots
[6, 49]. In nonlinear systems, however, the time-delay margin may be estimated, at best, on a
case-by-case basis. For example, the authors in [50, 51] use Lyapunov–Krasovskii functionals
and Padé approximants to study the the time-delay margin of a model reference adaptive
controller.
Adaptive control is a special type of nonlinear feedback control where the behavior of the
controller is updated in response to changes in the dynamics [52, 53, 54, 55]. The concept of
adaptive control emerged in the early 1950s, motivated by flight control [52, 56]. Adaptive
control strategies were developed for systems with unmodeled dynamics, time-varying fac-
tors, and uncertainties. For such systems, the ordinary constant-gain linear feedback control
cannot guarantee satisfactory performance in a global sense. While a numerical model go-
ing unstable might cause the simulation to interrupt with the report of overflow, it is very
dangerous when a physical system goes unstable. Therefore, a more sophisticated regulator,
such as adaptive control is needed.
Continuous-time adaptive control algorithms are generally described by differential equa-
tions. The structure of the controllers varies significantly among different types of adaptive
strategies. An adaptation component is included in the control strategy to update the control
parameters based on feedback from the system response. The updated control parameters
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are then fed to a control law to generate the control effort.
Model reference adaptive control (MRAC) [57, 58, 59] was first proposed by Whitaker
at MIT in 1950s [60, 61]. This strategy adjusts the control of the system dynamically by
comparing the output of the system and a reference model which represents the desired
dynamics of the system [52, 59]. This control structure is composed of the following parts:
a reference system, a feedback control law with adjustable parameters, and an adaptation
law to update control parameters. MRAC has been shown to be able to stabilize a class
of unknown systems to a reference trajectory, and tolerate a certain amount of unmodeled
dynamics and disturbances [59]. The key task is to determine the adaptation law, and one
main approach is the MIT rule [52, 60]. There are two ways of designing the adaptation law,
known as direct MRAC and indirect MRAC. The former method directly adjusts the control
parameters, while the latter estimates the plant parameters and uses those for control design
[62]. A shortcoming of MRAC is a lack of robustness to fast adaptation, with the time-delay
margin of MRAC decaying to zero as the adaptation gain grows beyond all bounds [50, 51].
To remedy the shortcoming that MRAC lacks robustness at fast adaptation, the L1 adap-
tive control theory was proposed by Hovakimyan and Cao in 2006 [63, 64]. This recent
adaptive control strategy aimed to address the performance and robustness issues in adap-
tive control systems, while enabling fast adaptation without sacrificing robustness [56]. This
control strategy consists of three main elements: a state predictor, adaptation laws, and a
control law with a low-pass filter. The state predictor and the adaptation laws create esti-
mates of the unknown dynamics of the system, and the control law compensates accordingly
within the filter bandwidth. The inherent low-pass filter structure minimizes the effect of
noise in the control channel, which is a potential cause of instability. This control architec-
ture decouples adaptation from the robustness, which is a notable difference from MRAC.
The L1 adaptive control algorithm has been applied in dynamical systems in the presence of
fast uncertainties with satisfactory performance. For example, the L1 adaptive control has
been implemented in flight control [28, 65, 66], and in robotic systems [36, 67, 68, 69].
In contrast to continuous-time systems, discrete-time systems are generally described as
iterated maps, where the system evolution and control design depend on the states and
control inputs in the current and/or previous steps [70, 71, 72, 73, 74, 75, 76]. Many dynam-
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ical systems are naturally modeled as discrete maps, because of their inherent properties.
For example, the signal measured by sensors is discrete, and the control input to actua-
tor motors in a robotic system is generally piecewise constant [77, 78]. Some categories of
continuous-time systems can also be represented as discrete-time systems. For example, the
Poincaré map is an iterated map, defined by the sequential traversals of system trajectories
with a lower-dimensional subspace, known as a Poincaré section [10, 79, 80]. As illustrated
in [81, 82], discrete-time adaptive control strategies have been used to stabilize periodic
orbits of continuous-time systems by reference to a corresponding Poincaré map. As in
the case of continuous-time adaptive control strategies, discrete-time controllers include an
adaptation law. In this dissertation, we mainly consider the class of discrete systems in the
single-input-single-output form in terms of the unit-delay operator.
The discrete-time model-reference adaptive control strategies aim to drive the output of
the unknown system toward the dynamics of a reference model, whose behavior represents
the desired dynamics of the system [83, 84, 85]. The literature on discrete-time MRAC
research can be dated back to the work by Landau and Béthoux around the early 1970’s
[29, 86]. The adaption laws used to estimate the unknown coefficients are often governed
by a gradient method or a least-squares implementation. Discrete-time MRAC has been
shown to guarantee bounded system response and satisfactory tracking performance [87].
The robustness of this control scheme to unmodeled dynamics has been explored as well
[88, 89].
Another important discrete-time adaptive control strategy is pole-placement adaptive con-
trol. This controller aims to place the poles of the closed-loop system inside the unit circle
of the complex plane to stabilize the system [78, 90, 91]. The adaption law in this strategy
is generally formulated as a gradient scheme. In the works by Wen and Hill [92, 93], the
global boundedness of this control strategy has been proved, and the controller is shown
robust to certain amount of unmodeled dynamics. In the recent works by Miller [94, 95, 96],
the adaptation law is modified to achieve an exponential stabilization, and the new control
strategy is able to tolerate some amount of unmodeled dynamics as well.
There exist several challenges to the application of adaptive control to control-based con-
tinuation. First, typical adaptive controllers do not guarantee a unique steady-state periodic
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response of the control input that is independent of initial conditions. Indeed, the litera-
ture mostly focuses on the boundedness of the system states [36, 56, 74] and the tracking
performance to some reference signal. It is typically challenging to track a periodic refer-
ence signal with zero steady-state error [56, 58], even in the absence of noise. The adaptive
controllers in the existing literature are mostly shown to track a constant reference signal
with zero steady-state error, and only guarantee the close tracking to a time-varying signal
within some tolerance [63, 64]. Indeed, the dynamical systems in the control-based contin-
uation paradigm generally involve unknown time-dependent terms, which makes the zero
tracking to a periodic signal even more challenging. Finally, we note that the convergence
of the adaptation parameters to a constant or periodic steady-state response is not typically
a requirement of adaptive control strategies. Convergence of the control input to a periodic
steady-state response is then not likely [97]. In order to achieve such convergence, persistent
excitation is often assumed [98, 99].
1.3 Outline of this Dissertation
This dissertation aims to design adaptive control strategies for unknown dynamical systems
in the scope of control-based continuation. Throughout the dissertation, several classes of
continuous-time and discrete-time systems are considered, and different adaptive control
strategies are proposed accordingly. These control strategies are inspired from the classic
adaptive control designs, with suitable modification to make this applicable to the control-
based continuation paradigm. Under these control algorithms, the closed-loop systems are
shown to admit a bounded response, with a periodic steady-state response that is uniquely
determined by the reference input. Where necessary, the adaptive estimates of the unknown
parameters are shown to converge to their true values under suitable conditions. Numerical
simulations are used to illustrate the implementation of these control strategies.
Specifically, Chapter 2 proposes two adaptive feedback control strategies for a class of lin-
ear systems with matched uncertainty. The candidate strategies are based on modifications
to the classical model-reference adaptive control paradigm [52, 58, 59], as well as the more
recently developed L1 adaptive control design [28, 65, 68, 100]. Both strategies are formu-
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lated in terms of an adaptive gain Γ, but the latter formulation also includes a bandwidth
k governing a low-pass filter design for the control input. Notably, while larger values of Γ
ensure closer tracking for both designs between the system state and a reference/predictor
state, the time-delay margin of the model reference adaptive control implementation decays
to 0 as the adaptation gain grows beyond all bounds [50, 51]. In contrast, the proposed L1
control design is anticipated to support fast adaptation without sacrificing robustness [56].
In Chapter 3, we discuss discrete-time adaptive control strategies that are applicable
in control-based continuation. Specifically, two adaptive control strategies are formulated
as special cases of classical model-reference adaptive control [85, 87] and pole-placement
adaptive control [92, 94, 96]. These are shown to ensure bounded responses and control
inputs, and to satisfy the minimum requirements for successful continuation. The tuning
effort of the control parameters is significantly reduced compared with linear non-adaptive
control algorithms.
The control design for nonlinear systems is more challenging, as the more complicated
dynamics may result in unbounded response in finite time for poorly designed control for-
mulations [101, 102]. Tuning a PD controller for a nonlinear system is more difficult than in
the linear case. Since the design of such a controller relies on the linearization of the nonlin-
ear system about the sought steady state, its performance is only guranteed in a local sense
[103, 104]. Since the linearized model may change significantly over a range of parameter
values, it is typically necessary to update the control parameters during continuation. In
Chapter 4, we propose and investigate two model-reference adaptive control strategies for
particular classes of nonlinear systems: with known structure but unknown coefficients or
with unknown nonlinearity that is uniformly bounded with uniformly bounded first deriva-
tives.
Chapter 5 discusses several candidate adaptive control algorithms for different categories
of systems, whose applicability is supported by numerical simulations although complete
rigorous proofs are not available. These include a modified version of model-reference adap-
tive control for continuous-time systems, linear and nonlinear, as well as two L1 adaptive
controllers borrowed from the literature [56]. We also discuss an adaptive control strategy
for discrete-time systems that uses the cancellation technique. This chapter serves as the
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first step of exploring control designs for systems with more complicated dynamics.
Chapter 6 reviews the delay robustness of an L1 adaptive controller for a class of systems
with unmodeled nonlinearities, described in a jointly authored publication with Dr. Nguyen
and Prof. Dankowicz. In this chapter, a delay-dependent stability condition is formulated
theoretically, and the closed-loop system is shown to admit a guaranteed bounded response,
provided that this condition is satisfied. Numerical simulations verify the results.
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CHAPTER 2
CONTROL-BASED CONTINUATION IN LINEAR
SYSTEMS
2.1 Introduction
In the context of a class of linear systems with matched uncertainties, this chapter demon-
strates the successful integration of adaptive control feedback in control-based continuation.
Specifically, the chapter proposes two novel adaptive control designs for the feedback sig-
nals used in the control-based continuation paradigm to track families of periodic orbits of
periodically excited dynamical systems, including black-box simulation models and physical
experiments. The proposed control designs rely on modifications to the classical model-
reference adaptive control framework and the more recent L1 adaptive control architecture
introduced in Chapter 1, in which an additional low-pass filter is used to ensure guaranteed
transient performance and robustness to time delays in the control input even in the limit
of arbitrarily large adaptive gains. In contrast to the proportional control formulations that
have been used in the literature on control-based continuation, the proposed control designs
achieve stable performance with a minimum of parameter tuning.
For the chosen class of linear systems, the control designs are shown to ensure that the
control input stabilizes the sought periodic orbits of the uncontrolled system and vanishes
along these orbits, provided that an a priori unknown reference input is chosen appropri-
ately. Numerical results obtained using the coco software package [9] demonstrate how the
combination of a nonlinear solver (Newton’s method) with the pseudo-arclength parameter
continuation scheme can be used to track the correct choice for the reference input under
variations in a model parameter.
The remainder of this chapter is organized as follows. In Section 2.2, the candidate
adaptive control strategies are introduced and shown to satisfy the required conditions of
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a feedback control design for control-based continuation under suitable conditions on the
reference input. Numerical simulations that verify the predicted behaviors are described in
Section 2.3. The integration of these adaptive control designs with a parameter continuation
algorithm is discussed in Section 2.4. The results of an implementation in the coco software
package are shown in Section 2.5. Several concluding remarks are presented in Section 2.6.
Appendix A provides summary proofs of (guaranteed) bounds on various signals in the
control design and, in the case of L1, the deviations from the solutions to a nonadaptive
reference system.
2.2 Problem Formulation
In this section, we illustrate the development of two candidate adaptive control formulations,
characterized by their ability to stabilize an a priori unknown periodic response of a partially-
unknown, periodically-excited, linear dynamical system, such that the control input vanishes
identically along this response, provided that a periodic reference input is chosen to equal
the desired response of the uncontrolled system. Importantly, under suitable conditions on
the reference input, even when this deviates from the desired periodic response, the steady-
state control input is periodic and uniquely determined by the reference input. Of the two
formulations, the L1 control design is shown to satisfy guaranteed performance bounds on
the state and control input. Numerical results in the next section also demonstrate the
increased robustness of the L1 design to time delays in the control input, even for very large
adaptive gains.
2.2.1 Control framework
Consider the linear system





where A ∈ Rn×n is a known constant Hurwitz matrix, b is a known constant vector, θ is
an unknown constant vector, and σ is a known periodic function of period T . We assume
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throughout that (A, b) is a controllable pair. Suppose that there exists a unique periodic







and stability is determined by the matrix A+ bθ>. If this is also Hurwitz, then the periodic
solution q∗ is globally asymptotically stable.










is also periodic with period T and identically equal to 0
if and only if r = q∗. By definition the periodic function x∗ = q∗ − r satisfies this equation
and is globally asymptotically stable if A+ bθ> is Hurwitz. In the special case that r = q∗,
it follows that x∗(t) is identically equal to 0.
We consider the introduction of a scalar control input u as shown below:
q̇ = Aq + b
(
u+ θ>q + σ
)
(2.4)
with the aim of having u determined by q and r, such that u converges to a periodic steady-
state signal that is uniquely determined by r and equals 0 if and only if r = q∗, in which





x+ bu+ g (2.5)
and it follows that the selection of u needs to ensure that u(t) → 0 if and only if g(t) ≡ 0
and that x(t)→ 0 in this case.




A+ b (θ − k)>
)
x+ g. (2.6)
It follows that u(t) → 0 if g(t) ≡ 0 provided that A + b (θ − k)> is Hurwitz, and that
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x(t) → 0 in this case. Since A is Hurwitz, this is true, for example, if k = θ. Under the
assumption that (A, b) is a controllable pair, the poles of A + b (θ − k)> may be placed at
arbitrary locations in the left-half plane, ensuring convergence to 0 at any desired rate.
On the other hand, if g 6= 0 then x(t) cannot converge to 0. It is still possible that u(t)→ 0
in the event that x(t) converges to a signal in the orthogonal complement of k, in violation
of our articulated objective. Suppose, for example, that k = θ and that g(t) = γ exp(iωt)
for some nonzero γ. It follows that
x(t)→ (iω − A)−1 γ exp(iωt) (2.7)
and, consequently, that
u(t)→ 0⇔ θ> (iω − A)−1 γ = 0. (2.8)
But this is true if and only if θ and A>θ are both orthogonal to (A2 + ω2)
−1
γ, the exception
rather than the rule.
2.2.2 Model-reference adaptive control
Of course, in the absence of knowledge about θ, pole placement is not possible and the
selection of k is trial-and-error at best. As an alternative, suppose that θ is known to lie
within a ball B of Euclidean radius R and centered on θc, and consider a model reference
adaptive control design
u = −θ̂>x. (2.9)
Here, k is replaced by a function of time θ̂(t) that is in turn governed by an adaptive law of
the form
˙̂
θ = −Γe>Pbq, (2.10)
where Γ > 0 is the adaptation gain and P is a positive definite matrix that satisfies the
algebraic Lyapunov equation PA + A>P = −Q for some positive definite matrix Q. The
prediction error e = xm − x is defined in terms of the reference state xm governed by the
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differential equation
ẋm = Axm + bθ̃
>r + g, (2.11)
where θ̃ = θ̂ − θ is the estimation error. It follows that
ė = Ae+ bθ̃>q. (2.12)
Notably, while θ̃ appears explicitly in (2.11), terms involving θ cancel out of the sum of the
last two terms, ensuring that (2.10) and (2.11) are implementable.







V̇ = −e>Qe ≤ 0 (2.14)
and, consequently,












‖θ̃(t)‖2 ≤ 2R. (2.17)
As shown in Appendix A.1, since A is Hurwitz, it follows that xm, x, and u are bounded
functions of time.
By the above analysis, e and ė are both bounded. This implies that V̈ is bounded and, by
Barbalat’s lemma, that V̇ (t)→ 0, which in turn implies that e(t)→ 0, i.e., that xm(t)→ x(t)
and, consequently, ˙̃θ(t) → 0. Moreover, since ë is bounded, it follows that ė(t) → 0 and,
consequently, θ̃>(t)q(t)→ 0.
Now suppose that the reference input r is chosen so that the signal q(t) is persistently
15




is bounded from below by a positive number α for all t [105]. By the mean-value theorem
and the observation that ˙̃θ(t)→ 0, it follows that
∫ t+T
t





θ̃(t) + ε(t), (2.19)
where ε(t)→ 0 as t→∞. Consequently,
∫ t+T
t
θ̃>(τ)q(τ)q>(τ)θ̃(τ) dτ − ε(t) ≥ α‖θ̃(t)‖22. (2.20)
Since the left-hand side converges to 0 and the right-hand side is bounded from below by 0,
it follows that θ̃(t)→ 0.
Since θ̃(t)→ 0 and ˙̃θ is bounded, the classical result of Desoer [106] and Solo [107] applied






implies that x(t) and, consequently, u(t) both converge to periodic steady-state responses
that are uniquely determined by g and that x(t) → 0 if and only if g ≡ 0. Generically, we
again expect that u(t) 9 0 when g 6= 0.
2.2.3 L1 adaptive control
As shown in the next section, the model reference adaptive control design in the previous
section suffers from sensitivity to time delays in the control input for large values of Γ.






, u(0) = 0 (2.22)
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, θ̂(0) ∈ B, (2.23)
the prediction error x̃ = x̂− x, and





Here, the projection operator ProjB,ν [56, 108] ensures that θ̂(t) ∈ B for all t and
(θ̂ − θ)>(ProjB,ν(θ̂, y)− y) ≤ 0, (2.25)
as long as ‖θ − θc‖ ≤ R/(1 + ν). Moreover, while θ̃ appears explicitly in (2.24), terms
involving θ again cancel out of the sum of the last two terms, ensuring that (2.22), (2.23),
and (2.24) are implementable.
As with the error signal e in the previous section, it follows that
˙̃x = Ax̃+ bθ̃>q. (2.26)






V̇ ≤ −x̃>Qx̃ ≤ 0 (2.28)
and, consequently,











By the analysis in Appendix A.1, since A is Hurwitz, it follows that x̂, x, and u are bounded
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functions of time, provided that the bandwidth k is chosen sufficiently large to satisfy the
stability condition (A.5).
By the above analysis, x̃ and ˙̃x are both bounded. This implies that V̈ is bounded and, by
Barbalat’s lemma, that V̇ (t)→ 0, which in turn implies that x̃(t)→ 0, i.e., that x̂(t)→ x(t)
and, consequently, ˙̃θ(t) → 0. Moreover, since ¨̃x is bounded, it follows that ˙̃x(t) → 0 and,
thus, θ̃>(t)q(t) → 0. Assuming again that q(t) is persistently exciting, we conclude that
θ̃(t)→ 0.











, u(0) = 0, (2.32)
implies that x(t) and u(t) converge to periodic steady-state responses that are uniquely
determined by g and that x(t)→ 0 if and only if g ≡ 0, provided that k satisfies the stability




is Hurwitz. Outside of exceptional circumstances, we again expect that u(t) 9 0 when
g 6= 0.
In contrast to the model reference adaptive control formulation, the L1 control design
has guaranteed transient and asymptotic performance that can be expressed in terms of
deviations of x and u from the corresponding states of a nonadaptive reference system with
predictable dynamics. Uniform bounds on these deviations, as well as their asymptotic
convergence to 0, are derived in Appendix A.2.
18
2.3 Numerical Simulations
In this section, we explore the predictions from Section 2.2 regarding the boundedness of
prediction and estimation errors, and the convergence of θ̃(t) to 0 under suitable conditions on
the reference input r. We put particular emphasis on the comparison between the sensitivity
of the model reference and L1 adaptive control designs to time delays in the control input.




 , b =
0
1




and σ(t) = sinωt for different values of ω. Since A + bθ> has a pair of complex conjugate
eigenvalues with positive real part, the unique periodic solution q∗(t) is unstable under the
system dynamics in the absence of control. Here,
q∗1(t) =
2ω cosωt+ 4(1− ω2) sinωt
4ω4 − 7ω2 + 4
, (2.35)
q∗2(t) =
4ω(1− ω2) cosωt− 2ω2 sinωt
4ω4 − 7ω2 + 4
(2.36)
imply that q∗(t) is persistently exciting since the integral in (2.18) is independent of t and
positive definite with smallest eigenvalue equal to
4π
4ω4 − 7ω2 + 4
min (ω, 1/ω) . (2.37)
We restrict attention to functions r chosen so that ṙ − Ar is parallel to b for all time.
Suppose, for example that ω = 1 and consider the two choices r(t) = q∗(t) and
r(t) =
cos t+ sin t
cos t− sin t
 , (2.38)
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cos t+ sin t
 , (2.39)




−2 cos t+ 3 sin t
3 cos t+ 2 sin t
 , (2.40)





















−25 cos t+ 53 sin t
53 cos t+ 25 sin t
−69 cos t− 55 sin t
 , (2.42)
respectively. Notably, θ>x(t) 6= 0 for x(t) in (2.40) or (2.42). Indeed, it is straightforward
to show that this is the case for every nonzero function g, independently of the assumption
on r. For later reference, we finally note that the integral in (2.18) is independent of t and
positive definite with smallest eigenvalue equal to 149π/52 and 1332π/425 for x(t) in (2.40)
or (2.42), respectively. We, consequently, expect that q(t) is persistently exciting also for r
in (2.38) with either control design.
Suppose that q(0) = 0, B = B(0, 2), and θ̂(0) = −θ. Figures 2.1 and 2.2 shows the
corresponding time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
20
model reference adaptive control design with




Similarly, Figs. 2.3 and 2.4 show the corresponding time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2,
and ‖u(t)‖2 obtained using the L1 adaptive control design with the same values for Γ and
P and with k = 10 and ν = 0.1. As seen in Fig. A.1 in the appendix, the latter value
satisfies the stability condition (A.5) with L = 2 and also ensures that the matrix in (2.33)
is Hurwitz. These time histories are consistent with the behavior predicted by the analysis
in the previous section. This includes the boundedness and convergence of e(t) and θ̃(t) to
0, independently of the choice of r. Moreover, in Fig. 2.2, ‖x(t)‖2 → 5
√
13/26, consistent
with the prediction in (2.40). Similarly, in Fig. 2.4, ‖x(t)‖2 →
√
3434/85, consistent with
the prediction in (2.42). Finally, Fig. 2.5 shows the time histories of the smallest eigenvalue
for the integral in (2.18) for each of the control designs with r in (2.38). Notably, these
converge to the values predicted from the closed-form solutions in (2.40) and (2.42).

























Figure 2.1: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the model
reference adaptive control design when r(t) = q∗(t). The predicted bounds on ‖e(t)‖2 and
‖θ̃(t)‖2 approximately equal 4.8 and 4, respectively.
While the observed differences are small between the behavior using the model reference
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Figure 2.2: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the model
reference adaptive control design with r(t) given in (2.38). The predicted bounds on ‖e(t)‖2
and ‖θ̃(t)‖2 again approximately equal 4.8 and 4, respectively.
adaptive control design and that obtained using L1 adaptive control when Γ = 1, the latter
exhibits greater robustness to the introduction of a time delay τ in the control input in (2.5)
for large Γ. As an example, Fig. 2.6 shows the response with the L1 adaptive control design
when r(t) = q∗(t), Γ = 100, and τ = 0.1. The prediction error ‖x̃(t)‖2 and the estimation
error ‖θ̃(t)‖2 still converge to 0, but at much slower rates compared to the case of no delay.
In contrast, with these values of Γ and τ , the model-reference adaptive control design results
in unbounded response. Indeed, for this value of Γ, the model reference adaptive control
design can only tolerate τ ≈ 0.002 without going unstable, while the L1 control design is able
to tolerate as much as 0.14. The system response for the model reference adaptive control
strategy with τ = 0.002 is given in Fig. 2.7. Comparison with Fig. 2.6 shows that the L1
controller not only tolerates much larger input delay, but also filters out the high frequency
components that are visible in Fig. 2.7.













































Figure 2.3: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
L1 adaptive control design when r(t) = q∗(t). The predicted bounds on ‖x̃(t)‖2 and ‖θ̃‖2
approximately equal 4.8 and 4, respectively.
and σ(t) = sinωt for different values of ω. Since A + bθ> has a positive real eigenvalue,
the unique periodic solution q∗(t) is unstable under the system dynamics in the absence of
control. Here,
q∗1(t) =
10ω (17ω2 − 2)
25ω6 + 89ω4 − 124ω2 + 100
cosωt
− 50 (ω
4 − 2ω2 + 4)
25ω6 + 89ω4 − 124ω2 + 100
sinωt, (2.45)
q∗2(t) = −
5 (5ω5 + 6ω3 − 14ω)
25ω6 + 89ω4 − 124ω2 + 100
cosωt
− 5 (2ω
4 − 21ω2 + 10)
25ω6 + 89ω4 − 124ω2 + 100
sinωt, (2.46)
q∗3(t) = −
50 (ω5 − 2ω3 + 4ω)




25ω6 + 89ω4 − 124ω2 + 100
sinωt. (2.47)
In this case, q∗(t) is not persistently exciting, since the integral in (2.18) is independent of t
but only positive semi-definite with smallest eigenvalue equal to 0.
We again restrict attention to functions r chosen so that ṙ−Ar is parallel to b for all time.
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Figure 2.4: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the L1
adaptive control design with r(t) given in (2.38). The predicted bounds on ‖x̃(t)‖2 and
‖θ̃(t)‖2 again approximately equal 4.8 and 4, respectively.
Suppose, for example that ω = 1 and consider the two choices r(t) = q∗(t) and
r(t) =











− sin t+ 2 cos 2t
 . (2.48)
In the latter case, we purposely include a second harmonic in order to render q(t) persistently
exciting. Indeed, along the corresponding steady-state solution, the integral in (2.18) is
independent of t and positive definite with smallest eigenvalue approximately equal to 0.24
and 0.40 for the model-reference and L1 adaptive control design, respectively. It follows
similarly from the explicit steady-state solutions to ẋ = Ax+ g and (2.41) that θ>x(t) 9 0
in either case for r(t) in (2.48).
Suppose again that q(0) = 0, B = B(0, 2), and that θ̂(0) = −θ. Figures 2.8 and 2.9 shows
the corresponding time histories obtained using the model reference adaptive control design
24























Figure 2.5: The smallest eigenvalue of the integral in (2.18) as a function of t, with r given
in Eqn. (2.38), for the model reference and L1 adaptive control design, respectively. These
converge to the predicted numerical values of 9.00 and 9.80.
with






The corresponding results obtained using the L1 adaptive control design with the same values
for Γ and P and with k = 10 and ν = 0.1 are shown in Figs. 2.10 and 2.11. The selected
value of k again satisfies the stability condition (A.5) in the appendix with L = 2 and also
ensures that the matrix in (2.33) is Hurwitz. Notably, while θ̃(t) 9 0 when r(t) = q∗(t),
the addition of the second harmonic in (2.48) achieves the desired convergence. Even in
the former case, however, θ̂(t) converges to a constant such that the limiting dynamics
have a stable equilibrium at x(t) ≡ 0 and u(t) ≡ 0. The time histories of the smallest
eigenvalue of the integral in (2.18) with r(t) given in (2.48) is shown in Fig. 2.12. We again
note convergence to the predicted values. Since these are smaller than those obtained in
the previous example, we expect potentially slower convergence of θ̃(t) to 0. The longer
timescales in Figs. 2.9 and 2.11 are consistent with this observation.
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Figure 2.6: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the L1
adaptive control design when r(t) = q∗(t), Γ = 100, and with a time delay τ = 0.1 in
the control input u in (2.5). While ‖x̃(t)‖2 approaches 0 already within the displayed time
window, ‖θ̃(t)‖2 does so only after much larger elapsed time.
Finally, consider again the system given by (2.44), but with σ(t) = sinωt+cos 2ωt. Then,
q∗1(t) =
10ω (17ω2 − 2)
25ω6 + 89ω4 − 124ω2 + 100
cosωt
− 50 (ω
4 − 2ω2 + 4)
25ω6 + 89ω4 − 124ω2 + 100
sinωt
− 50 (4ω
4 − 2ω2 + 1)




400ω6 + 356ω4 − 124ω2 + 25
sin 2ωt, (2.50)
q∗2(t) = −
5 (5ω5 + 6ω3 − 14ω)
25ω6 + 89ω4 − 124ω2 + 100
cosωt
− 5 (2ω
4 − 21ω2 + 10)
25ω6 + 89ω4 − 124ω2 + 100
sinωt
− 5 (16ω
4 − 42ω2 + 5)
2 (400ω6 + 356ω4 − 124ω2 + 25)
cos 2ωt
+
5ω (40ω4 + 12ω2 − 7)
400ω6 + 356ω4 − 124ω2 + 25
sin 2ωt, (2.51)
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Figure 2.7: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model reference adaptive control design when r(t) = q∗(t), Γ = 100, and with a time delay
τ = 0.002 in the control input u in (2.5). While ‖x̃(t)‖2 approaches 0 already within the
displayed time window, ‖θ̃(t)‖2 does so only after much larger elapsed time. High frequency
oscillations are a precursor to instability at slightly higher values of τ .
q∗3(t) = −
50 (ω5 − 2ω3 + 4ω)








400ω6 + 356ω4 − 124ω2 + 25
cos 2ωt
+
100ω (4ω4 − 2ω2 + 1)
400ω6 + 356ω4 − 124ω2 + 25
sin 2ωt (2.52)
imply that q∗(t) is persistently exciting since the integral in (2.18) is independent of t and
positive definite with smallest eigenvalue shown in Fig. 2.13 as a function of ω.
We again restrict attention to functions r chosen so that ṙ − Ar is parallel to b for all












respectively. Since σ(t) contains two different harmonics, we expect that the response q(t)
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Figure 2.8: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model-reference adaptive control design when r(t) = q∗(t). The predicted bounds on ‖e(t)‖2
and ‖θ̃(t)‖2 approximately equal 6.1 and 4, respectively.
is persistently exciting in all three cases.
Suppose again that q(0) = 0, B = B(0, 2), and that θ̂(0) = −θ. Then, Figs. 2.14, 2.15,
and 2.16 show the corresponding time histories obtained using the model-reference adaptive
control design with the same control parameter choices as in the previous example. Similarly,
Figs. 2.17, 2.18, and 2.19 show the results obtained using the L1 adaptive control design.
The corresponding time histories of the smallest eigenvalue of the integral in (2.18) for the
model reference and L1 adaptive control design, respectively, are shown in Fig. 2.20 and 2.21
for r(t) given in (2.48) and (2.53), respectively. The small limiting values of these eigenvalues
are consistent with the relatively slow convergence of θ̃(t) to 0.
2.4 Control-based Continuation
The discussion of the model-reference and L1 adaptive control designs in Section 2.2 shows
that the a priori unknown periodic response q∗ of the periodically forced dynamical system
(2.1) may be obtained indirectly by appropriate selection of a reference trajectory r provided
that this selection results in u(t) → 0. In this case, under generic conditions, r must equal
q∗. Moreover, for r away from q∗, the deviation of the steady-state control input from 0 is
28


























Figure 2.9: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model-reference adaptive control design with r(t) given in (2.48). The predicted bounds on
‖e(t)‖2 and ‖θ̃(t)‖2 again approximately equal 6.1 and 4, respectively.
a measure of the “error” in r and guides corrections to r that bring it closer to q∗.
Since u is scalar, we obtain a one-to-one relationship between the nonzero Fourier coeffi-
cients of the steady-state control input and those of r by restricting attention to r chosen
so that ṙ − Ar is parallel to b. We make sure to include sufficient numbers of harmonics
in r to make likely that q is persistently excited (even if q∗ is not) and u(t) 9 0 when
r 6= q∗. A nonlinear root-finding algorithm, e.g., Newton’s method, may now be employed
to iteratively locate an approximation to q∗ that ensures that the steady-state control input
lies within a given tolerance from 0.
The composition of such a root-finding scheme with a pseudo-arclength predictor yields a
parameter continuation algorithm for tracking periodic solutions of (2.1) under continuous
parameterized variations in σ and/or its period, even with the model uncertainty given
by the unknown θ, independently of the stability of such solutions. In each step of such
an algorithm, a candidate r is proposed by a tangent extrapolation from a previously found
solution for a nearby σ and Newton iterations achieve the desired correction to a new solution.
Since r remains close to q∗, g is close to 0 for all iterations.
In contrast to the linear controller u = −k>x, the adaptive control design ensures stable
performance and convergence without any tuning of the control gains (but the bandwidth
29




























Figure 2.10: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the L1
adaptive control design when r(t) = q∗(t). The predicted bounds on ‖x̃(t)‖2 and ‖θ̃(t)‖2
approximately equal 6.1 and 4, respectively.
k must satisfy the θ-independent stability condition (A.5) in the L1 design). Notably, after
the location of an approximate trajectory q∗ for one choice of σ, θ is closely approximated by
the limiting value of θ̂. In subsequent simulations, provided that θ̂(0) and q(0) are initialized
using their final values from the previous run, θ̂ remains close to θ independently of whether
q(t) is persistently exciting or not. This ensures close tracking by x of the reference state
xm for model-reference adaptive control and of the state predictor x̂ for L1 adaptive control.
Indeed, for the latter control design, the result in the appendix shows that x can be made
to track the nonadaptive reference state xref to within desired tolerance.
2.5 A coco Implementation
We illustrate the proposed methodology using an implementation in the coco parameter
continuation software [9]. Here, in each iteration, and when approximating derivatives with
respect to the Fourier coefficients of r, the Matlab integrator ode45 is used to simulate the
closed-loop transient dynamics for 10 periods, followed by a sampling of the control input
during one additional period of simulation. Convergence of the Fourier coefficients of r is
achieved when the corresponding Fourier coefficients of u lie within a given tolerance from
30



























Figure 2.11: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
L1 adaptive control design with r(t) given in (2.48). The predicted bounds on ‖x̃(t)‖2 and
‖θ̃(t)‖2 again approximately equal 6.1 and 4, respectively.
0. In the results reported below, the relative and absolute integrator tolerances were set at
10−8 and 10−10, respectively, while the Newton iterations converge according to the default
implementation in coco for a tolerance of 10−6. The step size along the families of solutions
is adaptively determined by coco, given reasonable limits.
The result in Fig. 2.22 shows the successful application of the control-based continuation
algorithm to the system defined by (2.34) and with σ(t) = sinωt under variations in ω. Here,
the closed-form solutions in (2.35)-(2.36) are represented by the solid curves, while circles
and crosses denote points located using each of the two adaptive control formulations with
Γ and P given in (2.43) and k = 10. Throughout the analysis, we consider
r(t) = A cosωt+B sinωt (2.54)
with A and B determined using iterations of the Newton method applied to the conditions
that the Fourier coefficients corresponding to cosωt and sinωt, obtained from a discrete
Fourier transform of the samples of the control input u(t), should vanish.
Figure 2.23 shows similar results for the 3rd-order system given in (2.44), with σ = sinωt
under variations in ω, Γ and P given in (2.49), and k = 10. As before, the solid curves
31





















Figure 2.12: The smallest eigenvalue of the integral in (2.18) as a function of t, with r
given in (2.48), for the model reference and L1 adaptive control design, respectively. These
converge to the predicted numerical values of 0.24 and 0.40.
represent exact predictions obtained from the closed-form solutions (2.45)-(2.47). Here,
r(t) = A1 cosωt+B1 sinωt+ A2 cos 2ωt+B2 sin 2ωt (2.55)
with A1, B1, A2, and B2 determined using iterations of the Newton method applied to the
conditions that the Fourier coefficients corresponding to cosωt, sinωt, cos 2ωt, and sin 2ωt,
obtained from a discrete Fourier transform of the samples of the control input u(t), should
vanish. Of course, since σ(t) is harmonic, we expect that A2 and B2 will both equal 0 along
the family of solutions. Their inclusion in the convergence to an initial point on the solution
curve ensures that q(t) is persistently exciting and that θ̂(t) → θ(t) during this part of the
computation.
Interestingly, even this is not necessary, as the Newton iterations converge and the same
solution branches are obtained also with A2 = B2 = 0 throughout the analysis when con-
sidering only terms of frequency ω in u(t). In this case, even though q(t) is not persistently
exciting, the steady-state behavior of θ̂(t) ensures convergence of x(t) and u(t) to 0 if and
only if g ≡ 0.
Finally, for the 3rd-order system given in (2.44), but with σ(t) = sinωt+ cos 2ωt, we have
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Figure 2.13: The smallest eigenvalue of the integral in (2.18) as a function of ω, for q(t) =
q∗(t) in (2.50)-(2.52).
no choice but to include arbitrary harmonics of frequencies ω and 2ω. The comparisons
between the solution branches predicted from (2.50)-(2.52), and those obtained using control-
based continuation under each of the adaptive control schemes are shown in Fig. 2.24.
As suggested in Section 2.2.3 and verified numerically in Section 2.3, the L1 control design
is robust to time delays, even for large values of the adaptation gain. Indeed, equivalent
results to those shown in Fig. 2.22 are obtained with the L1-based continuation algorithm
with Γ = 100 and τ = 0.1 even though the delay potentially slows down the predicted
temporal convergence (cf. Fig. 2.5). Inspection of the coco log files associated with each
run shows quadratic convergence in all cases.
2.6 Conclusions
This chapter has demonstrated that the control-based continuation paradigm may be ex-
tended from linear feedback to nonlinear adaptive control formulations, provided that the
reference trajectory is introduced appropriately into the control design. Notably, each of the
proposed architectures mirrors standard formulations in the literature, albeit with suitable
modifications that ensure that the feedback design satisfies the desired steady-state behav-
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Figure 2.14: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model-reference adaptive control design when r(t) = q∗(t). The predicted bounds on ‖e(t)‖2
and ‖θ̃(t)‖2 equal 6.1 and 4.0, respectively.
ior. Specifically, in contrast to the standard formulations, we include σ(t) and r(t) in the
designs for the reference model and the state predictor, respectively. As illustrated using
numerical simulations and the implementation in coco, there is little or no need for tuning
of control parameters (other than, in the case of L1 adaptive control, the bandwidth k) to
ensure successful continuation along the entire solution manifold.
Further modification is possible in order to achieve different filter properties or increase
the rate of the prediction error dynamics in the L1 controller. For example, (2.22) may be
replaced by the frequency domain relationship
u(s) = −C(s)η̂(s), (2.56)
where η̂(s) is the Laplace transform of η̂(t) , θ̂>(t)x(t), for some BIBO-stable and strictly
proper transfer function C(s) with DC gain C(0) = 1, and where C(s) satisfies the stability
condition (A.5) in Appendix A. In this case, boundedness and convergence again follow
from a Lyapunov-function-based analysis. Similarly, as discussed in [56] and [41], the state
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Figure 2.15: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model-reference adaptive control design when r(t) is given in Eqn. (2.48). The predicted
bounds on ‖e(t)‖2 and ‖θ̃(t)‖2 equal 6.1 and 4.0, respectively.
predictor dynamics (2.24) may be modified to include an additional term proportional to x̃:




+ g −Kspx̃, (2.57)
where Ksp can be used to modify the rate of convergence of x̃ to 0.
Of course, since the class of systems considered here is linear and with matched uncer-
tainties, there remains additional work to demonstrate that the adaptive control paradigm
also extends to inherently nonlinear problems with a greater degree of model uncertainty.
Since both of the underlying control techniques apply to such systems outside of the con-
text of control-based continuation, we expect that suitable modifications would ensure their
applicability also to this context. A first step in this direction is reported in Chapter 4.
Similarly, ongoing parallel work shows that existing adaptive control strategies for affine,
discrete-time dynamical systems with periodic inhomogeneities can be suitably modified
to allow for control-based continuation along families of periodic orbits of maps. Such
techniques could then be used to achieve control-based continuation also in the continuous-
time case by making reference to appropriately defined Poincaré maps. This work is reported
in the next chapter.
35

























Figure 2.16: Time histories for ‖e(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
model-reference adaptive control design when r(t) is given in Eqn. (2.53). The predicted
bounds on ‖e(t)‖2 and ‖θ̃(t)‖2 equal 6.1 and 4.0, respectively.




























Figure 2.17: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the L1
adaptive control design when r(t) = q∗(t). The predicted bounds on ‖x̃(t)‖2 and ‖θ̃(t)‖2
approximately equal 6.1 and 4.0, respectively.
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Figure 2.18: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
L1 adaptive control design with r(t) given in (2.48). The predicted bounds on ‖x̃(t)‖2 and
‖θ̃(t)‖2 approximately equal 6.1 and 4.0, respectively.


























Figure 2.19: Time histories for ‖x̃(t)‖2, ‖θ̃(t)‖2, ‖x(t)‖2, and ‖u(t)‖2 obtained using the
L1 adaptive control design with r(t) given in (2.53). The predicted bounds on ‖x̃(t)‖2 and
‖θ̃(t)‖2 approximately equal 6.1 and 4.0, respectively.
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Figure 2.20: The smallest eigenvalue of the integral in (3.49) as the function of t, for the
system defined in Eqn. (2.44) with σ(t) = sin t+ cos 2t and r(t) given in Eqn. (2.48), under
the model reference and L1 adaptive control design, respectively. These converge to the
predicted numerical values of 0.24 and 0.41.





















Figure 2.21: The smallest eigenvalue of the integral in (3.49) as the function of t, for the
system defined in Eqn. (2.44) with σ(t) = sin t+ cos 2t and r(t) given in Eqn. (2.53), under
the model reference and L1 adaptive control design, respectively. These converge to the
predicted numerical values of 0.20 and 0.35, respectively.
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Figure 2.22: Comparison between the predicted (solid) solution branches for the second-
order system defined in (2.34) and those obtained using control-based continuation with the
model reference (circles) and L1 (crosses) adaptive control designs, respectively, implemented
in the coco parameter continuation software.
















Figure 2.23: Comparison between the predicted (solid) solution branches for the second-
order system defined in (2.44) with σ(t) = sinωt and those obtained using control-based
continuation with the model reference (circles) and L1 (crosses) adaptive control designs,
respectively, implemented in the coco parameter continuation software.
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Figure 2.24: Comparison between the predicted (solid) solution branches for the second-order
system defined in (2.44) with σ(t) = sinωt+ cos 2ωt and those obtained using control-based
continuation with the model reference (circles) and L1 (crosses) adaptive control designs,






This chapter proposes a methodology for integrating adaptive control with the control-
based continuation paradigm for a class of uncertain, linear, discrete-time systems. The
proposed strategies aim to stabilize the closed-loop dynamics with convergence toward a
known reference input, such that the dynamics approach the open-loop fixed point if the
reference input is chosen to make the steady-state control input equal 0. Analogously to
the results in Chapter 2, this enables the tracking of a parameterized branch of open-loop
fixed points using methods of numerical continuation without specific knowledge about the
system.
We implement two different adaptive control strategies: model-reference adaptive control
and pole-placement adaptive control. Both implementations achieve the desired objectives
for the closed-loop dynamics and support parameter continuation. These properties, as well
as the boundedness of system states and control inputs, are guaranteed provided that certain
stability conditions are satisfied.
The remainder of this chapter is organized as follows. In Section 3.2, we describe the class
of uncertain dynamical systems and analyze the two proposed adaptive control algorithms.
Section 3.3 discusses the persistent excitation condition which is required for the convergence
of the parameter estimates to their true values. Different numerical examples are shown in
Section 3.4 to illustrate the performance of these controllers at a fixed system parameter
value. In Section 3.5, the control-based continuation problems for the discrete-time systems
are formulated, and the results of a numerical implementation are shown. Finally, Section 3.6
gives concluding remarks and possible directions for further work. Rigorous proofs of the
41
predicted performance of the proposed adaptive control designs are included in Appendix B.
3.2 Problem Formulation
Consider a class of discrete-time systems of the form
A(z−1, ω)qk = γ(ω), (3.1)
where qk ∈ R denotes the system state at time k ∈ N, γ(ω) is an unknown function of the
system parameter ω, and





is a polynomial of degree n in the inverse shift operator z−1 with unknown coefficients that
are also parameterized by ω.
Suppose that
∑n
i=1 ai(ω) 6= −1 for all values of ω. It follows that there exists a unique
family of fixed points q∗(ω) = γ(ω)/(1 +
∑n
i=1 ai(ω)) which are asymptotically stable if
znA(z−1, ω) is Schur stable and unstable otherwise.
The objective of the control-based continuation paradigm is to employ control feedback in
order to trace q∗(ω) under variations in ω without explicit knowledge of γ(ω) or A(z−1, ω).
To this end, for a given value of ω, let r denote a reference input and define yk , qk − r. It
follows that
A(z−1, ω)yk = g(ω, r), (3.3)
where g(ω, r) , −A(z−1, ω)r+γ(ω). In the special case that r = q∗(ω), g(ω, r) equals 0. Ad-
ditionally if znA(z−1, ω) is Schur stable, the unique fixed point at the origin is asymptotically
stable.
To stabilize the fixed point regardless of its natural stability, consider the modified dy-
namics
A(z−1, ω)qk = B(z
−1, ω)uk + γ(ω), (3.4)
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or, equivalently,
A(z−1, ω)yk = B(z
−1, ω)uk + g(ω, r), (3.5)






with unknown coefficients that are also parameterized by ω. We aim to define u in terms of
q and r such that, as k → ∞, uk converges to a steady-state value uniquely determined by
r and equal to 0 if and only if r = q∗(ω) (g(ω, r) = 0), in which case qk → q∗(ω) (yk → 0).
As an example, consider a control scheme
K(z−1)uk = −J(z−1)yk (3.7)
















yk = g(ω, r). (3.9)
It follows that yk converges to a steady-state value, uniquely parameterized by r and equal







is a stable transfer function, and that uk converges to a steady-state value uniquely parame-
terized by r and equal to 0 if and only if g(ω, r) = 0 if, in addition, znK(z−1) is Schur stable.
In the special case that ji = −ai(ω) and ki = bi(ω), it follows that yk ≡ g(ω, r). Provided
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Since the polynomials A(z−1, ω) and B(z−1, ω) are assumed unknown, the determination
of J(z−1) and K(z−1) is at best trial and error. Next, we consider the use of adaptive control
strategies that ensure desired convergence also with only limited model knowledge.
3.2.1 Model-reference adaptive control
We consider first the application of a model-reference adaptive control design described in
[87] with suitable modifications to ensure that yk and uk both converge to steady-state values
that are independent of initial conditions and that uk → 0 only when g(ω, r) = 0.
To this end, following [87, 92], let S(z−1) , 1 − z−1 be the one-step difference operator
and define
Ā(z−1, ω) , A(z−1, ω)S(z−1), (3.12)
B̄(z−1, ω) , B(z−1, ω)S(z−1). (3.13)
It follows that
Ā(z−1, ω)yk = B̄(z
−1, ω)uk, (3.14)
since S(z−1)g(ω, r) = 0. Introduce the notation











B̄(z−1, ω) = B̄′(z−1, ω)z−1. (3.17)
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Next, let {ˆ̄ai,k}n+1i=1 and {ˆ̄bi,k}n+1i=1 denote the k-th step adaptive estimates of {āi(ω)}n+1i=1 and
{b̄i(ω)}n+1i=1 , respectively, and let ˆ̄Ak, ˆ̄Bk, and ˆ̄B′k be the corresponding operator polynomials.
Given an operator polynomial





such that zn+1E(z−1) is Schur stable, the control input is now obtained from
ˆ̄B′k(z
−1)uk +Gk(z















ā1(ω) · · · ān+1(ω) b̄1(ω) · · · b̄n+1(ω)
)>
(3.22)
and collect the k-th step adaptive estimates in the vector ˆ̄θk. Furthermore, let
φk ,
(





−1)yk − ˆ̄Bk−1(z−1)uk. (3.24)
It follows that
εk = yk − φ>k−1 ˆ̄θk−1 = −φ>k−1 ˜̄θk−1, (3.25)
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where ˜̄θk , ˆ̄θk − θ̄(ω). Moreover, using (3.19) and (3.21), we obtain
E(z−1)yk+1 = εk+1 (3.26)
and, using (3.14),
E(z−1)B̄′(z−1, ω)uk = Ā(z
−1, ω)εk+1. (3.27)
Provided that εk → 0, it follows that yk → 0, since zn+1E(z−1) is Schur stable. If, addition-
ally, znB(z−1, ω) is Schur stable, then uk − uk−1 must also converge to 0. Substitution into
(3.5) then implies that uk → −g(ω, r)/
∑n
i=1 bi(ω) consistent with the desired properties of
the control strategy.






for some positive constants α and β. If α < 2, standard results reviewed in Appendix B






The former conclusion implies that the coefficients {gi,k}ni=0 are uniformly bounded in time.
Moreover, provided again that znB(z−1, ω) is Schur stable, there exist c1 ≥ 0 and c2 > 0,
such that
‖φk−1‖ ≤ c1 + c2 max
0≤l≤k
|εl|. (3.30)
Combined with (3.29) this yields the desired convergence of εk to 0 and, again, the bound-
edness of yk and uk.
46
3.2.2 Pole-placement adaptive control
Building on [92, 109], we next consider an alternative control formulation that replaces the
requirement that znB(z−1, ω) be Schur stable with the requirement that A(z−1, ω)S(z−1)
and B(z−1, ω) be coprime, which also guarantees that
∑n
i=1 bi(ω) 6= 0. To this end, given an
operator polynomial





such that z2n+1A∗(z−1) is Schur stable, the control input is now obtained from
Lk−1(z
−1)S(z−1)uk = −Pk−1(z−1)yk (3.32)
for some
Lk(z

















in terms of the operator polynomials Âk and B̂k constructed from the k-th step adaptive
estimates {âi,k}ni=1 and {b̂i,k}ni=1 of {ai(ω)}ni=1 and {bi(ω)}ni=1, respectively.
Next, let θ(ω) , (a1(ω), · · · , an(ω), b1(ω), · · · , bn(ω))> and collect the k-th step adaptive
estimates in the vector θ̂k. Furthermore, let
φk ,
(





−1)ȳk − B̂k−1(z−1)ūk, (3.37)
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where ȳk , S(z−1)yk and ūk , S(z−1)uk. It follows that
εk = ȳk − φ>k−1θ̂k−1 = −φ>k−1θ̃k−1, (3.38)
where θ̃k , θ̂k − θ(ω). With the notation
ψk ,
(















































Using (3.35), it is straightforward to show that the characteristic equation for the coefficient
matrix in (3.45) equals z2n+1A∗(z−1), i.e., that the matrix is Schur stable with eigenvalues
that are independent of k. Suppose, in fact, that the homogeneous version of (3.45) can
be shown to be exponentially stable. It then follows by standard theory that εk → 0
implies that ψk → 0, i.e., that yk → 0 and uk − uk−1 → 0, which again implies that
uk → −g(ω, r)/
∑n
i=1 bi(ω) consistent with the desired properties of the control strategy.
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To achieve this outcome, assume that θ belongs to a convex, closed set B, such that ÂkS
and B̂k are coprime when θ̂k ∈ B, and rely on the modified gradient-based adaptive scheme




for some positive constants α and β, and where proxB maps its argument to the closest point






Furthermore, the adaptive scheme ensures that the homogeneous version of (3.45) is expo-
nentially stable, from which follows the existence of some c1 ≥ 0 and c2 > 0, such that
‖ψk−1‖ ≤ c1 + c2 max
0≤l≤k
|εl|. (3.48)
Combined with (3.47) this yields the desired convergence of εk to 0 and boundedness of yk
and ūk.
3.3 Persistent Excitation
The control designs considered in the previous section ensure that uk converges to a unique
steady-state for each choice of r, independently of initial conditions or the limiting behavior
of parameter estimates ˆ̄θk and θ̂k, respectively. Convergence of these to θ̄(ω) and θ(ω),
respectively, is therefore not a necessary outcome of the control formulation.
While εk → 0 in both cases, we are unable to conclude that the estimation error converges
to 0, since half of the components of φk always converge to 0. To guarantee that the esti-








for some K > 1 are uniformly (in k) bounded away from 0 [110].
Persistent excitation may be achieved in either control design through the suitable intro-
duction of a bounded excitation trajectory y∗k. For example, in the model-reference adaptive





for (3.19), such that
E(z−1)y∗k = z
−1H(z−1)xk (3.51)






Similarly, in the pole-placement controller, where partial knowledge of θ can be used to
constrain the location and size of B, we substitute
Lk−1(z
−1)S(z−1)uk = −Pk−1(z−1)(yk − y∗k) (3.53)
for (3.32). In each case, minor modifications to the proofs reviewed in the appendix establish
the desired convergence of εk to 0, but with a non-vanishing limit for yk.
As discussed in a later section, in an implementation of the control-based continuation
paradigm, one may choose to introduce a nontrivial trajectory y∗k during an initial transient,
after which y∗k remains identically equal to 0 in order to determine the choice of r that
ensures that uk → 0 as k →∞.
3.4 Numerical Simulations
We proceed to investigate the predicted performance of the two adaptive control strategies
on several model examples, including discrete-time models obtained from the period-maps
of two continuous-time systems. For each example, initial conditions are chosen somewhat
arbitrarily, with comparisons made to the case of complete model knowledge in order to
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evaluate the influence of nonzero initial estimation errors. In the application of the pole-
placement adaptive control strategy, we note that Âk(z
−1)S(z−1) and B̂k(z
−1) are coprime
for n = 1 provided that b̂1 6= 0 and for n = 2 provided that






+ b̂22 6= 0. (3.55)
In this section, we choose B accordingly.
Consider the second-order discrete-time system
qk+1 = 2qk + qk−1 + uk + 0.3uk−1 + 2ω
2 (3.56)
with unstable fixed point at q∗(ω) = −ω2 in the absence of control. In the notation of
Section 3.2, θ =
(




−3 1 1 1 −0.7 −0.3
)>
.
Let ω = 1. The closed-loop response using the model-reference adaptive control strategy
with α = β = 1, e1 = 0.7, e2 = −0.14, e3 = −0.12, ˆ̄θ0 =
(
−4 2 2 2 −1 0
)>
, q−2 =
q−1 = 0, q0 = 2, u−2 = u−1 = u0 = 0, and r = 0 is shown in the bottom two panels of
Fig. 3.1. (Here and below, we use the Matlab stairs function [111] to graph the discrete-
time response). It is seen that both εk → 0 and yk → 0 as k →∞, while uk and ˜̄θk do not.
As predicted, ‖ ˜̄θk‖ is non-increasing, and uk settles to the value −2/1.3 ≈ 1.54. The case
when ˆ̄θ0 = θ̄ is shown for comparison in the top panel of Fig. 3.1. In this case, εk ≡ 0 and
convergence is governed entirely by the poles of z3E(z−1). For the same initial conditions,
the system response when r = q∗ is shown in Fig. 3.2. In this case, εk, yk, and uk all converge
to 0, as expected.
Next, consider the pole-placement adaptive control strategy with B of radius 0.7 and cen-
tered on
(
−1.9 −1.2 1.3 −0.2
)>
and with the roots of z5A∗(z−1) at 1/2, 2/5, −3/5, 2/3,
and −3/4. With θ̂0 =
(
−1.8 −1.4 1.6 −0.7
)>
and otherwise identical initial conditions
as in Fig. 3.1, the system responses when r = 0 and r = q∗ are shown in the bottom two
panels of Figs. 3.3 and 3.4, respectively, and agree with expectations. In particular, in each
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Figure 3.1: Time histories of |εk| (left vertical axis), ‖ ˜̄θk‖ (right vertical axis), |yk|, and |uk|
for the system in (3.56) with ω = 1 obtained using the model-reference adaptive control
strategy when r = 0. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.
of the top panels, θ̂0 = 0 implies convergence governed entirely by the poles of z
5A∗(z−1).
The initial estimation error is clearly reflected in the large transient response.
In neither case does the estimation error go to 0. To achieve such convergence, for example,
in order to better constrain the set B, we let r = 0 and consider the introduction of a target
trajectory
y∗k = sin(kπ/2) + cos(kπ/3), (3.57)
in the pole-placement control design. The post-transient response is shown in Fig. 3.5 and
exhibits slow but steady convergence of θ̃k to 0. The time history for the smallest eigenvalue
of the matrix in (3.49) with K = 6 is included in the bottom panel of Fig. 3.5. The relatively
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Figure 3.2: Time histories of |εk| (left vertical axis), ‖ ˜̄θk‖ (right vertical axis), |yk|, and |uk|
for the system in (3.56) with ω = 1 obtained using the model-reference adaptive control
strategy when r = q∗. The top panel shows the result with complete model knowledge,
while the two bottom panels correspond to a nonzero initial estimation error.
slow convergence of θ̃k may be attributed to the relative closeness of this eigenvalue to 0.
Next, consider the dynamics of the continuous-time system
q̇(t)− 2
1 + ω2




with unstable periodic orbit
q∗(t) =
−ω cos 2πt+ πω(1 + ω2) sin 2πt
1 + π2(1 + ω2)2
(3.59)
in the absence of control. With qk , q(k) and u(t) ≡ uk on the interval [k, k + 1), it follows
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Figure 3.3: Time histories of |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk|, and |uk|
for the system in (3.56) with ω = 1 obtained using the pole-placement adaptive control
strategy when r = 0. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.
that
qk = −a(ω)qk−1 + b(ω)uk−1 + γ(ω), (3.60)
where
a(ω) = −e2/1+ω2 , b(ω) = −1 + ω
2
2
(a(ω) + 1), (3.61)
and
γ(ω) = − ω(a(ω) + 1)
1 + π2(1 + ω2)2
. (3.62)
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Figure 3.4: Time histories of |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk|, and
|uk| for the system in (3.56) with ω = 1 obtained using the pole-placement adaptive control
strategy when r = q∗. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.





1 + π2(1 + ω2)2
. (3.63)







−e− 1, e, e− 1, 1− e
)>
. (3.64)
The closed-loop response using the model-reference adaptive control strategy with α =
β = 1, e1 = 1, e2 = 1/4,
ˆ̄θ0 =
(
−4 3 2 −2
)>
, q−1 = 0, q0 = γ(1), u−1 = u0 = 0,
and r = 0 is shown in Fig. 3.6. As anticipated, ‖ ˜̄θk‖ is non-increasing, εk, yk → 0, and
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Figure 3.5: Post-transient time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis),
|yk|, |uk|, and the smallest eigenvalue of the matrix in (3.49) with K = 6 for the system in
(3.56) with ω = 1 obtained using the pole-placement adaptive control strategy when r = 0
and y∗k is given in (3.57).
|uk| → 1/(1 + 4π2) ≈ 0.025 as k →∞. For the same initial conditions, the system response
when r = q∗ is shown in Fig. 3.7. As expected, in this case uk → 0.
Consider again the pole-placement adaptive control strategy, this time with B of unit ra-




and with the roots of z3A∗(z−1) at 1/2, 2/5, and −3/5.
With otherwise identical initial conditions as in Fig. 3.6, the system responses when r = 0
and r = q∗ are shown in Figs. 3.8 and 3.9, respectively, and again agree with expectations.
As suggested previously, we may use a target trajectory to better constrain B in the pole-
placement control design. As seen in Fig. 3.10 with r = 0 and otherwise identical initial
conditions, the choice y∗k = 0.5 sin(kπ/2) results in φk being persistently exciting (with
K = 2) and θ̃k → 0 as k →∞.
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Figure 3.6: Time histories for |εk| (left vertical axis), ‖ ˜̄θk‖ (right vertical axis), |yk|, and
|uk| for the system in (3.58) with ω = 1 obtained using the model-reference adaptive control
strategy when r = 0. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.







 (1 + u(t)) sinωt. (3.65)
with unstable periodic orbit
x∗1(t) =
16ω cosωt+ 4(101− 4ω2) sinωt
16ω4 − 792ω2 + 10201
, (3.66)
x∗2(t) =
4ω(101− 4ω2) cosωt− 16ω2 sinωt
16ω4 − 792ω2 + 10201
(3.67)
in the absence of control. With xk , x(2kπ/ω) and u(t) ≡ uk on the interval [2kπ/ω, 2(k +
57




































Figure 3.7: Time histories for |εk| (left vertical axis), ‖ ˜̄θk‖ (right vertical axis), |yk|, and
|uk| for the system in (3.58) with ω = 1 obtained using the model-reference adaptive control
strategy when r = q∗. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.
















































Figure 3.8: Time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk|, and
|uk| for the system in (3.58) with ω = 1 obtained using the pole-placement adaptive control
strategy when r = 0. The top panel shows the result with complete model knowledge, while

















s(4ω2 − 99) + 20(1− c)
80ω4 − 3960ω2 + 51005
, (3.71)
b2 = 2ω
(101 + 4ω2) s + 10(101− 4ω2)(1− c)
80ω4 − 3960ω2 + 51005
, (3.72)
and















As long as 10/ω /∈ Z, the system can then be expressed in the form of (3.4) for qk = x1,k
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Figure 3.9: Time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk|, and
|uk| for the system in (3.58) with ω = 1 obtained using the pole-placement adaptive control
strategy when r = q∗. The top panel shows the result with complete model knowledge, while
the two bottom panels correspond to a nonzero initial estimation error.
with n = 2,
a1(ω) = −a11 − a22, a2(ω) = a11a22 − a12a21, (3.74)
b1(ω) = b1, b2(ω) = a12b2 − a22b1, (3.75)
and γ(ω) = b1(ω) + b2(ω), from which we obtain
q∗(ω) =
16ω
16ω4 − 792ω2 + 10201
. (3.76)
Let ω = 6, in which case (to two decimals) a1 = −1.69, a2 = 2.85, b1 = −0.12, and
b2 = 0.21. In this case, z
2B(z−1) is not Schur stable (one root is located at −b2/b1 ≈ 1.69),
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Figure 3.10: Time histories of |εk|, ‖θ̃k‖, |yk|, and |uk| for the system in (3.58) with ω = 1
obtained using the pole-placement adaptive control strategy when y∗k = 0.5 sin(kπ/2) and
r = 0.
so we no longer expect the model-reference adaptive control design to achieve the desired
objective. This is confirmed by the response with α = β = 1, e1 = 0.7, e2 = −0.14,
e3 = −0.12, ˆ̄θ0 =
(
−3 5 −3 −0.1 0.3 −0.2
)>
, q−2 = q−1 = 0, q0 = γ(6), u−2 = u−1 =
u0 = 0, and r = 0, shown in Fig. 3.11. The control effort quickly goes unbounded.
On the other hand, the pole-placement adaptive control strategy still exhibits a satisfactory
behavior with a properly chosen B, since the polynomials A(z−1)S(z−1) and B(z−1) are
coprime for ω = 6. Indeed, with B of radius 1.414 and centered on
(
−2 3 1 1
)
, the roots
of z5A∗(z−1) at 1/2, 2/5, −3/5, 2/3 and −3/4, θ̂0 =
(
−2 3 −0.1 0.2
)>
, and otherwise
identical initial conditions as in Fig. 3.11, the system responses when r = 0 and r = q∗ are
shown in Figs. 3.12 and 3.13.
As before, we may attempt to improve our parameter estimation by introducing a non-
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Figure 3.11: Time history for |uk| for the system in (3.65) with ω = 6 obtained using the
model-reference adaptive control strategy when r = 0.
trivial target trajectory in the control design. For example, the choice y∗k = 0.01 sin(kπ/3)−
0.01 sin(kπ/2), with r = 0 and otherwise identical initial conditions, results in the time his-
tory for θ̃k shown in Fig. 3.14. Although some improvement is achieved early on, convergence
is ultimately very slow.
3.5 Control-based Continuation
We turn to an analysis of the a priori unknown parameter dependence q∗(ω) using the
control approaches described in previous sections. In particular, we implement an algorithm
that generates a sequence of pairs (ω, r) that approximate the corresponding points on the
graph of q∗(ω). For values of r away from q∗(ω), we rely on Newton iterations to improve our
choice of r until the steady-state value of uk under the corresponding closed-loop dynamics
(which is uniquely determined by ω and r) is sufficiently close to 0. In each step of the
algorithm, we use the pseudo-arclength formalism to i) initialize the Newton iterations at a
point (ω0, r0) along an approximate tangent line to the graph of q
∗(ω) some small distance h
from a previously found solution pair (ω, r) and ii) constrain the subsequent iterates (ωi, ri)
to a line that intersects this tangent line orthogonally at (ω0, r0). By construction, provided
that h is sufficiently small, the Newton iterates converge to the locally unique intersection
with the graph of q∗(ω).
Since the theoretical results are premised on asymptotic properties of the sequences {εk},
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Figure 3.12: Time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk| (left
vertical axis), and |uk| (right vertical axis) for the system in (3.65) with ω = 6 obtained
using the pole-placement adaptive control strategy when r = 0. The top panel shows the
result with complete model knowledge, while the two bottom panels correspond to a nonzero
initial estimation error.
{yk}, and {uk}, finite-time termination criteria must be implemented in practice. In the
analysis reported below, we iterate the closed-loop transient dynamics for each candidate
choice of ω and r for at least Nmin steps and consider a steady state to have been reached
when ‖(yk−K · · · yk)‖ < δy for some k. If this condition is not satisfied for any k ∈
(Nmin + 1, Nmax), then we terminate the run at k = Nmax. Convergence of r is assumed
to have been achieved when the mean of {uk−K , . . . , uk} for some K and the norm of the
preceding Newton correction lie within δu from 0. We estimate the sensitivity of this mean
with respect to ω and r using a finite-difference scheme with step sizes δω(1 + |ω|) and
δr(1 + |r|), respectively.
In the application of the pole-placement adaptive control strategy to the control-based
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Figure 3.13: Time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk| (left
vertical axis), and |uk| (right vertical axis) for the system in (3.65) with ω = 6 obtained
using the pole-placement adaptive control strategy when r = q∗. The top panel shows the
result with complete model knowledge, while the two bottom panels correspond to a nonzero
initial estimation error.
continuation approach, the selection of a B for each ω is challenged by the a priori unknown
nature of the dependence of θ on ω, including the possibility that A(z−1, ω)S(z−1) and
B(z−1, ω) are not coprime for isolated values of ω, for which no B can be found that satisfies
the criteria in Section 3.2. For example, in the case that n = 2, the selection of B is used to
guarantee that the left-hand sides of (3.54) and (3.55) are uniformly bounded away from 0
throughout each run of the closed-loop model. This, in turn, guarantees boundedness of the
polynomial coefficients {li,k} and {pi,k}, which is necessary to arrive at the a priori stability
of the closed-loop dynamics. In the results reported below, we instead rely on an ad-hoc
selection, without guaranteed bounds, and investigate whether instances of instability and
failure of the algorithm to converge can be attributed to this choice.
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Figure 3.14: Time histories for |εk| (left vertical axis), ‖θ̃k‖ (right vertical axis), |yk|, |uk|,
and the smallest eigenvalue of the matrix in (3.49) with K = 6 for the system in (3.65)
with ω = 6 obtained using the pole-placement adaptive control strategy when r = 0 and
y∗k = 0.01 sin(kπ/3)− 0.01 sin(kπ/2).
3.5.1 Linear examples
Consider, for example, the graph in Fig. 3.15 of q∗(ω) for the system given in (3.56). The
figure additionally includes discrete points obtained using an implementation of the control-
based continuation approach with each of the adaptive control strategies in the coco soft-
ware package [9].
Specifically, in the case of the model-reference adaptive control strategy, we let α = β = 1,
e1 = 0.7, e2 = −0.14, and e3 = −0.12 throughout the analysis. Similarly, in the case
of the pole-placement adaptive control strategy, α = 0.5, β = 1, the roots of z5A∗(z−1)
are located at 1/2, 2/5, −3/5, 2/3, and −3/4, and B is a ball of radius 0.7 centered on(
−1.9 −1.2 1.3 −0.2
)>
. We initialize the algorithm with r = −4 at ω = 2 and with
initial conditions q−2 = q−1 = u−2 = u−1 = u0 = 0 and
ˆ̄θ0 and θ̂0 equal to their values
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Figure 3.15: The theoretical graph of q∗(ω) = −ω2 for the system in (3.56) is here approxi-
mated by discrete pairs (ω, r) obtained using the control-based continuation approach under
the model-reference (circles) and pole-placement (crosses) adaptive control approaches.
in Section 3.4. As observed previously, for all subsequent runs, the initial conditions are
set equal to the corresponding final values from the previous run. In each run, δu = 10
−3,
δy = δr = δω = 10
−4, Nmin = 50, Nmax = 200, K = 9, and we adaptively vary the step size
h to not exceed 0.5 (while sampling values of ω at multiples of 0.1) and to ensure that the
magnitude of the terminal mean of {uk−9, . . . , uk} for the corresponding pseudo-arclength
predictor (ω0, r0) is less than 0.1.
Figure 3.16 shows the final values of ‖ ˜̄θk‖ and ‖θ̃k‖, respectively, after each successfully
located pair (ω, r) with ω equal to a multiple of 0.1. As expected, these values decrease
during continuation, since θ̄ and θ are constant and the norm of the estimation error is a
decreasing function in any one run of the closed-loop dynamics.
As a second example, we return to the continuous-time scalar system defined in (3.58),
for which q∗(ω) is given in (3.63), and graphed in Fig. 3.17, together with results of the
control-based continuation approach. In the case of the model-reference adaptive control
strategy, we let α = β = 1, e1 = 1 and e2 = 1/4 throughout the analysis. Similarly, in the
case of the pole-placement adaptive control strategy, α = 0.5, β = 1, the roots of z3A∗(z−1)
are located at 1/2, 2/5 and −3/5, and we disable the projection operator in the adaptation
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Figure 3.16: The terminal values of ‖ ˜̄θk‖ and ‖θ̃k‖, respectively, after each successfully
located pair (ω, r) in Fig. 3.15 with ω equal to a multiple of 0.1.
law. We initialize the algorithm with the known solution r = q∗(2) at ω = 2 and with initial
conditions q−1 = q
∗(2), u−1 = u0 = 0,
ˆ̄θ0 = θ̄(2), and θ̂0 = θ(2). For all subsequent runs, the
initial conditions are set equal to the corresponding final values from the previous run. In
each run, δu = 10
−3, δy = δr = δω = 10
−4, Nmin = 50, Nmax = 200, K = 9, and we adaptively
vary the step size h to not exceed 0.5 (while sampling values of ω at multiples of 0.1) and
to ensure that the terminal mean of {uk−9, . . . , uk} for the corresponding pseudo-arclength
predictor (ω0, r0) is less than 0.1.
We visualize the final values of ‖ ˜̄θk‖ and ‖θ̃k‖, respectively, after each successfully located
pair (ω, r) with ω equal to a multiple of 0.1 in Figure 3.18. In this case, θ̄ and θ vary with
ω and drifting away from these values may occur during continuation.
A less straightforward analysis results from consideration of the continuous-time second-
order system defined in (3.65) with q∗(ω) given in (3.76). Over the range 4 ≤ ω ≤ 6,
z2B(ω, z−1) fails to be Schur stable and the model-reference adaptive control strategy cannot
be applied. Similarly, as confirmed by the graphs in Fig. 3.19 of the left-hand sides of (3.54)
and (3.55) with a and b substituted for â and b̂, it is not possible to construct a set B
that satisfies the conditions in Section 3.2 across this entire range. Of course, this does
not automatically disqualify the pole-placement adaptive control strategy provided that the
left-hand sides of (3.54) and (3.55) are bounded away from 0 during the analysis.
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Figure 3.17: The theoretical graph of q∗(ω) = −ω/(1 + π2(1 +ω2)2) for the system in (3.58)
is here approximated by discrete pairs (ω, r) obtained using the control-based continuation
approach under the model-reference (circles) and pole-placement (crosses) adaptive control
approaches.
To explore this, we let α = 0.5 and β = 1, place the roots of z2n+1A∗(z−1) at 1/2,
2/5, −3/5, 2/3 and −3/4, and disable the projection operator in the adaptation law. We
consider the system parameter range 4 ≤ ω ≤ 6, and start separate runs from ω = 4
going upward and from ω = 6 going downward, respectively. In the first case, we initialize
the algorithm with the known solution r = q∗(4) = 64/1625 and with initial conditions
q−1 = q
∗(4), u−1 = u0 = 0,
ˆ̄θ0 = θ̄(4) and θ̂0 = θ(4). In the second case, we initialize
the algorithm with the known solution r = q∗(6) = 96/2425, and with initial conditions
q−1 = q
∗(6), u−1 = u0 = 0,
ˆ̄θ0 = θ̄(6) and θ̂0 = θ(6). For all subsequent runs, the initial
conditions are set equal to the corresponding final values from the previous run. In each
run, δu = δy = δr = δω = 10
−4, Nmin = 50, Nmax = 200, K = 9, and we adaptively vary
the step size h to not exceed 0.01, and to ensure that the terminal mean of {uk−9, . . . , uk}
for the corresponding pseudo-arclength predictor (ω0, r0) is less than 0.1. In addition, we
prevent a possibly fatal instability by terminating a run of the closed-loop dynamics if |yk|
exceeds 10.
As shown in Fig. 3.20, control-based continuation using this strategy is able to trace out
only portions of the graph of q∗(ω). In runs where the |yk| ≤ 10 condition was omitted, it
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Figure 3.18: The terminal values of ‖ ˜̄θk‖ and ‖θ̃k‖, respectively, after each successfully
located pair (ω, r) in Fig. 3.17 with ω equal to a multiple of 0.1.
was possible to approach ω = 5 significantly closer, albeit with extremely large transient
excursions from the steady state. In such runs, the left-hand side of (3.55) was found to
approach 0 as ω approaches 5. Fig. 3.19 includes the variations in the values of the left-hand
sides of (3.54) and (3.55) for the two runs that include the condition on |yk| ≤ 10.
We visualize the final values of ‖θ̃k‖ after each successfully located pair (ω, r) in Fig-
ure 3.21. In this case, θ vary with ω and drifting away from these values occur during
continuation.
3.5.2 A nonlinear example
Though the proposed adaptive control strategies are designed for the category of linear
systems defined in (3.4), we expect these controllers to be locally applicable for some non-
linear systems, as the system’s response generally stays fairly close to the corresponding
open-loop fixed point during continuation. As an example, consider the nonlinear first-order
discrete-time system
qk+1 = −qk + q2k + uk + ω, (3.77)
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b̂1(â2b̂1 ! â1b̂2) + b̂
2
2
Figure 3.19: The values of the two expressions defined in (3.54) and (3.55) as functions of
ω, for the continuous-time second-order system defined in (3.65).
with ω(q∗) = 2q∗ − (q∗)2 along a family of fixed points q∗ that exist for ω ∈ [0, 1] and that
are stable for q∗ < 1 and unstable otherwise, as shown in Fig. 3.22.
We apply the model-reference and pole-placement adaptive control strategies to this model
to trace the family of fixed points. Specifically, in the case of the model-reference adaptive
control strategy, we let α = β = 1, e1 = 1 and e2 = 1/4 throughout the analysis. Similarly,
in the case of the pole-placement adaptive control strategy, α = 0.5, β = 1, the roots of
z5A∗(z−1) are located at 1/2, 2/5, and −3/5, and we disable the projection operator in the
adaptation law. We initialize the algorithm with the stable solution r = 0 at ω = 0 and
with initial conditions q−1 = u−1 = u0 = 0 and
ˆ̄θ0 =
(







corresponding to the exact values of θ̄ and θ obtained by linearization. Clearly, these vary
during continuation, since the linearized dynamics are local about the fixed point.
As observed previously, for all subsequent runs, the initial conditions are set equal to the
corresponding final values from the previous run. In each run, δy = 10
−5, δu = δr = δω =
10−4, Nmin = 50, Nmax = 200, K = 9, and we adaptively vary the step size h to not exceed
0.05 (while sampling values of ω at multiples of 0.1) and to ensure that the magnitude of the
terminal mean of {uk−9, . . . , uk} for the corresponding pseudo-arclength predictor (ω0, r0) is
less than 0.1. Fig. 3.22 shows the results of the analysis.
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Figure 3.20: The solution branches of the second-order system defined in (3.65) from theo-
retical calculation and obtained using control-based continuation under the pole-placement
adaptive control, with the starting point at ω = 4 going upwards (red crosses) and at ω = 6
going downward (green crosses). The red circle and green circle denote the farthest solution
points that this control strategy can reach under the discussed parameter settings.
3.6 Conclusion
Inspired by the successful application of adaptive control strategies in the control-based con-
tinuation paradigm in Chapter 2, this chapter successfully demonstrates the use of adaptive
control strategies to single-input-single-output discrete-time problems in the input-output
form. As was the case in the previous chapter, the key idea is to introduce a reference
input into the closed-loop dynamics by designing the controller in terms of x rather than q.
In contrast to the previous chapter, no modifications of the control strategies were needed,
since the desired uniqueness of the steady-state behavior of u as a function of r was here
accomplished by setting the target trajectory to 0.
In spite of how easy it was to apply these control strategies to the control-based continua-
tion paradigm, it took significant effort to rule out other potential strategies and determine
the special conditions under which strategies developed for entirely different purposes could
be made to work in this paradigm. For example, as discussed in Chapter 5, it is possible to
borrow other adaptive control strategies and apply these to control-based continuation with-
out a priori knowledge of whether they satisfy the requirements on the control inputs. Even
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Figure 3.21: The terminal values of ‖θ̃k‖, respectively, after each successfully located pair
(ω, r) in Fig. 3.20.
the two adaptive control strategies used here only work in certain circumstances. Specifically,
the model-reference adaptive control design requires znB(z−1, ω) to be Schur stable, while
the pole-placement adaptive control design requires that B be chosen such that Â(z−1)S(z−1)
and B̂(z−1) are coprime when θ̂ ∈ B. When these conditions are violated, it is necessary
to consider alternative control formulations. Potential candidates include adaptive control
strategies for multi-input-multi-output systems [112, 113, 114].
As noted above, the premise of the control-based continuation paradigm is that the steady-
state control input should be a unique function of r, independent of initial conditions. In
practice, however, it is not possible to measure the steady-state control input, but only its
behavior after some finite time. In systems with exponential decay, it is possible to estimate
whether convergence has been achieved within some tolerance. Unfortunately, the promised
convergence of yk and εk to 0 and uk to a constant in the adaptive control case is not
exponential. It is therefore not unlikely that a measurement of uk after finitely many steps
precedes convergence without the ability to extrapolate to the asymptotic limit. Moreover,
with a fixed termination time, the error in the estimated steady-state value of uk may give
rise to cancelation errors in the estimated Jacobians used by the nonlinear solvers.
One may attempt to overcome these challenges by iterating the closed-loop system dy-
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Figure 3.22: The solution branches of the discrete-time nonlinear system defined in (3.77)
from theoretical calculation and obtained using control-based continuation under the model-
reference (circles) and the pole-placement adaptive control (crosses). Here, the lower branch
from (0, 0) to the fold point (1, 1) consists of stable fixed points, while the upper branch
consists of unstable fixed points.
namics for a very long time at significant expense to an implementation. Alternatively, it is
possible to change the convergence rate by tuning the parameters α and β in the adaptation
law. Similarly, the tolerances δu and δy may also be adjusted to fit the observed behavior
of the system. It is also important to tune δr and δω to prevent round-off errors from domi-
nating the estimated Jacobians. For systems with oscillating responses, one may use a filter
in the definition of the steady-state control input in order to further eliminate truncation
errors in finite difference approximations of Jacobians. In the examples in this chapter, such
a filter was implemented by averaging uk over its 10 last values.
Section 3.5 shows the extension of the adaptive control paradigm to a nonlinear system.
Here, successful continuation along the family of fixed points is accomplished as the adaptive
control designs seek to match the linearized behavior of the dynamics. A similar preliminary
analysis has been performed in the case of control-based continuation applied to the period
map of a harmonically excited nonlinear Duffing oscillator, albeit with mixed results. This
system also suffers from a lack of coprimeness near the peak of the frequency response curve,






This chapter presents a first step towards application of adaptive control strategies to control-
based continuation of nonlinear systems. In the absence of a general theory, we consider two
classes of nonlinear systems, for which rigorous treatment is possible. In the first case, we
replace the uncertain linear term from Chapter 2 with an uncertain nonlinear term of known
structure but unknown coefficient. In the second case, we consider scalar systems with
unknown nonlinearities that are uniformly bounded and have uniformly bounded first-order
derivatives. In both cases, we implement versions of a model-reference adaptive control
strategy, inspired by the formulation in Chapter 2.
The remainder of this chapter is organized as follows. In Section 4.2, we introduce the gen-
eral form of a class of nonlinear systems with nonlinearity of known structure but unknown
coefficient. The model-reference adaptive control algorithm applicable to such a system is
formulated and analyzed in Section 4.3. Section 4.4 reports on numerical simulations that il-
lustrate the performance of the controller for a single value of the system parameter. A proof
of the robustness of this model-reference adaptive control strategy to uniformly bounded dis-
turbances is included in Appendix C. Control-based continuation with this adaptive control
strategy is demonstrated in Section 4.5. Section 4.6 discusses an adaptive control design for




Consider the dynamical system,
q̇ = Aq + b
(
θ>Q(t, q) + σ
)
, (4.1)
where A ∈ Rn×n is a known constant Hurwitz matrix, b is a known constant vector, θ ∈ Rm
is an unknown constant vector, σ is a known periodic function of period T , and Q(t, q)
represents a known nonlinear function of t and q that is periodic in t with period T . Suppose
that there exists a locally unique periodic (but a priori unknown) solution q∗ of period
T . Due to the nonlinearity, q∗(t) generally contains frequencies other than ω = 2π/T .
The stability of q∗ is determined by the eigenvalues (the Floquet multipliers of q∗) of the






Φ, Φ(0) = I. (4.2)
As long as these eigenvalues lie inside the unit circle in the complex plane, then q∗ is locally
asymptotically stable.
Let r(t) be a reference periodic function of period T and define x = q − r. It follows that
ẋ = Ax+ bθ> (Q(t, q)−Q(t, r)) + g, (4.3)
where g = −ṙ + Ar + b
(
θ>Q(t, r) + σ
)
is also periodic with period T and identically equal
to 0 for r ≈ q∗ if and only if r = q∗. By definition the periodic function x∗ = q∗ − r satisfies
(4.3) and is locally asymptotically stable if all eigenvalues of Φ(T ) are inside the unit circle
in the complex plane. In the special case that r = q∗, it follows that x∗(t) is identically equal
to 0.
We consider the introduction of a scalar control input u as shown below,
q̇ = Aq + b
(




with the aim of having u determined by q and r, such that u converges to a periodic steady-
state signal that is uniquely determined by r and equal to 0 for r ≈ q∗ and q(0) ≈ q∗(0) if
and only if r = q∗, in which case q(t)→ q∗(t) as t→∞. By definition of x, we obtain
ẋ = Ax+ bθ> (Q(t, x+ r)−Q(t, r)) + bu+ g (4.5)
and it follows that the selection of u needs to ensure that u(t)→ 0 for r ≈ q∗ and x(0) ≈ 0
if and only if g(t) ≡ 0 and that x(t)→ 0 in this case.
As an example, suppose that
u = −k> (Q(t, q)−Q(t, r)) (4.6)
for some to-be-determined constant vector k. Substitution yields
ẋ = Ax+ b(θ − k)> (Q(t, x+ r)−Q(t, r)) + g. (4.7)
It follows that u(t)→ 0 for r ≈ q∗ and x(0) ≈ 0 if g(t) ≡ 0 provided that all the eigenvalues




A+ b(θ − k)>Qq(t, r)
)
Φ, Φ(0) = I, (4.8)
and that x(t)→ 0 in this case. This is clearly the case when k = θ. Importantly, given the
local character of this control law, there is no a priori degree of closeness that will guarantee
the convergence of x and u, nor are bounds available on transient deviations from 0.
It is clear that x(t) cannot converge to 0 if g 6= 0 under the control law (4.6). Under
exceptional circumstances, it is still possible that u(t)→ 0 if Q(t, x+ r)−Q(t, r) converges
to a signal in the orthogonal complement of k, in violation of our articulated objective. This
possibility may be excluded on a case-by-case basis.
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4.3 Model-reference Adaptive Control Strategy
In the absence of knowledge about θ, the selection of k in (4.6) such that all Floquet multi-
pliers have magnitude less than 1 is trial-and-error at best. As an alternative, we consider a
form of model-reference adaptive control that relies on an adaptive estimate of θ to achieve
the stated objective. As a side benefit, we obtain guaranteed bounds on the transient and
steady-state dynamics.
To this end, consider the control law
u = −θ̂> (Q(t, q)−Q(t, r)) , (4.9)
where θ̂(t) denotes a time-dependent estimate of θ, such that
˙̂
θ = −Γe>PbQ(t, q), (4.10)
defines the adaptive dynamics in terms of the adaptation gain Γ > 0. Here, P is a positive
definite matrix that satisfies the algebraic Lyapunov equation PA + A>P = −S for some
positive definite matrix S. The prediction error e = xm − x is defined in terms of the
reference state xm governed by the differential equation
ẋm = Axm + bθ̃
>Q(t, r) + g, (4.11)
where θ̃ = θ̂ − θ is the estimation error. It follows that
ė = Ae+ bθ̃>Q(t, q). (4.12)
Notably, while θ̃ appears explicitly in (4.11), terms involving θ cancel out of the sum of the
last two terms, ensuring that (4.10) and (4.11) are implementable.
Now suppose that θ lies in a ball B of Euclidean radius R, and that the initial conditions
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V̇ = −e>Se ≤ 0, (4.14)
and, consequently,











where λmin(P ) is the smallest eigenvalue of P , and
‖θ̃(t)‖2 ≤ 2R. (4.17)
Since Q(t, r) and g(t) are also uniformly bounded, it follows from (4.11) and the fact that A
is Hurwitz that xm is bounded, and consequently, that x and q are bounded. Equation (4.9)
then implies that u is bounded.
By the above analysis, e and ė are both bounded. This implies that V̈ is bounded and, by
Barbalat’s lemma, that V̇ (t)→ 0, which in turn implies that e(t)→ 0, i.e., that xm(t)→ x(t)
and, consequently, ˙̃θ(t) → 0. Moreover, since ë is bounded, it follows that ė(t) → 0 and,
consequently, θ̃>(t)Q(t, q)→ 0.
Now suppose that the reference input r is chosen so that the signal Q(t, q(t)) is persistently
exciting, i.e., that the smallest eigenvalue of the (at least positive semi-definite) matrix
∫ t+T
t
Q(τ, q(τ))Q>(τ, q(τ)) dτ (4.18)
is bounded from below by a positive number α for all t [105]. By the mean-value theorem
78
and the observation that ˙̃θ(t)→ 0, it follows that
∫ t+T
t




Q(τ, q(τ))Q>(τ, q(τ)) dτ
)
θ̃(t) + ε(t), (4.19)
where ε(t)→ 0 as t→∞. Consequently,
∫ t+T
t
θ̃>(τ)Q(τ, q(τ))Q>(τ, q(τ))θ̃(τ) dτ − ε(t) ≥ α‖θ̃(t)‖22. (4.20)
Since the left-hand side converges to 0 and the right-hand side is bounded from below by 0,
it follows that θ̃(t)→ 0.
Since θ̃(t)→ 0 and x+ r is bounded, the governing equation
ẋ = Ax− bθ̃> (Q(t, x+ r)−Q(t, r)) + g (4.21)
implies that x(t) and, consequently, u(t) both converge to periodic steady-state responses
that are uniquely determined by g and that x(t) → 0 if and only if g ≡ 0. Generically, we
again expect that u(t) 9 0 when g 6= 0.
The analysis in Appendix C shows that the proposed control strategy is robust to bounded
disturbances, in the sense that the prediction error again remains bounded. In this case,
the boundedness of the estimation error (and, consequently, x, xm, and u) can only be
guaranteed through the imposition of a projection operator on the adaptive dynamics. It is
no longer possible to guarantee convergence of u(t) to 0 when r = q∗.
4.4 Numerical Simulations
In this section, we explore the predictions from Section 4.3 regarding the boundedness of
the prediction and estimation errors, as well as the convergence of θ̃(t) to 0 under suitable
conditions on the reference input r.
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 , b =
0
1












, and σ = sinωt. This corresponds to a harmonically excited Duffing
oscillator in which the damping, stiffness, and nonlinearity coefficients are assumed unknown
to the control design. A periodic steady-state response q∗ for ω = 1 is shown in Fig. 4.1.
Here, the lower panel shows the magnitudes of the discrete Fourier transform up to order 10
obtained by sampling q(t) over one period of the excitation. Up to the fifth harmonic, we
obtain
q∗1(t) ≈− 0.9928 cos t+ 2.9876 sin t+ 0.0336 cos 3t
− 0.0255 sin 3t− 0.0005 cos 5t+ 0.00002 sin 5t, (4.23)
q∗2(t) ≈2.9876 cos t+ 0.9928 sin t− 0.0765 cos 3t
− 0.1008 sin 3t+ 0.0001 cos 5t+ 0.0025 sin 5t. (4.24)
It is easy to check that Q(t, q∗(t)) is persistently exciting since the integral in (4.18) is
independent of t and positive definite with smallest eigenvalue equal to 3.2.
We restrict attention to functions r(t) chosen so that ṙ − Ar is parallel to b for all time.
Consider the two choices of r(t) = q∗(t) and
r(t) =
cos t+ sin t
cos t− sin t
 . (4.25)
The steady-state solution to ẋ = Ax+ g is then given by x(t) = 0 and the periodic function
shown in Fig. 4.2, respectively. The nonlinearity Q(t, x(t) + r(t)) is persistently exciting
also in the latter case, since the smallest positive eigenvalue of the integral (4.18) is again
independent of t and equal to 1.0.
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Figure 4.1: The periodic steady-state response q(t) at ω = 1 (upper panel), and its frequency
spectra information (lower panels).




 , Γ = 1. (4.26)
The system response under the proposed model-reference adaptive control strategy with
r(t) = q∗(t) up to the fifth harmonic is shown in Fig. 4.3. It is seen that ‖e(t)‖ and ‖θ̃(t)‖
both go to 0 as t→∞. Similarly, to within the resolution of the first five harmonics, ‖x(t)‖
and ‖u(t)‖ also converge to 0.
The system response with r(t) given in (4.25) is shown in Fig. 4.4. It is seen that again,
‖e(t)‖ and ‖θ̃(t)‖ both converge to 0 as t → ∞. Since r deviates from a periodic steady-
state response of the system, ‖x(t)‖ and ‖u(t)‖ converge to nonzero periodic responses, as
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Figure 4.2: The steady-state response of x(t) to ẋ = Ax+ g with r(t) given in (4.25).
predicted by the analysis in the previous section.
For each of these two cases, Fig. 4.5 shows the time histories of the smallest eigenvalue
of the integral in (4.18). Since these are bounded below by some positive numbers (and,
indeed, converge to the predicted values obtained by substituting q = x + r with x being
the unique solution to ẋ = Ax+ g), Q(t, q(t)) is persistently exciting in both cases. This is
also consistent with the general theory that ensures persistent excitation provided that the
frequency content exceeds a multiple of the system dimension. Here, this is guaranteed by
the nonlinearity.
4.5 Control-based Continuation
The theoretical treatment in Section 4.3 shows that we may identify an a priori unknown
periodic response q∗ by the fact that u(t) → 0 as t → ∞ provided that the reference input
r happens to equal q∗. In this section, we use Newton’s method to iteratively improve upon
the reference input in order for the steady-state control input to fall within a threshold
distance from 0 in order to obtain an approximation of q∗. As in the previous section, we
restrict attention to r chosen so that ṙ − Ar is parallel to b. We proceed to use simulations
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Figure 4.3: The system response under the model-reference adaptive control strategy with
r(t) ≈ q∗(t) given by the up-to-fifth-harmonic approximation in (4.23)-(4.24). The predicted
bounds on ‖e(t)‖2 and ‖θ̃(t)‖2 approximately equal 1.28 and 1.03, respectively.
of the closed-loop dynamics to estimate the coefficients of a truncated Fourier series of the
steady-state control input and their derivatives with respect to the corresponding coefficients
of r and modify the coefficients of r accordingly.
We combine the application of Newton’s method with a pseudo-arclength continuation
algorithm in order to trace q∗ under variations in a model parameter, say ω in the example in
Section 4.4. Here, an approximation to the tangent line of the graph of (ω, q∗) at a particular
point on this graph is used to construct a predictor (ω, r) some distance h from (ω, q∗) along
the tangent line. We proceed to require that all subsequent iterates of Newton’s method lie
on a line perpendicular to the tangent and intersecting the tangent at the predictor. We
initialize the overall algorithm at some point (ω, q∗) obtained for example using forward
simulation in the case that the corresponding q∗ is asymptotically stable. Importantly,
convergence of the Newton iterations is independent of the open-loop stability of q∗. Also,
since r remains close to q∗, g is close to 0 for all iterations and the adaptive control strategy
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Figure 4.4: The system response under the model-reference adaptive control strategy with
r(t) given in (4.25). The predicted bounds on ‖e(t)‖2 and ‖θ̃(t)‖2 approximately equal 1.28
and 1.03, respectively.
ensures the desired convergence.
Consistent with the implementation of the continuation algorithm in a physical experi-
ment, we assume no control over the state q. Other than the first simulation of the closed-loop
dynamics, we initialize q at its terminal value in the preceding simulation. We similarly ini-
tialize θ̂ for each simulation at its terminal value in the preceding simulation, thus ensuring
close tracking by x of the reference state xm, since θ is assumed to vary smoothly with the
model parameter.
Since it is not possible to obtain an exact match of r and q∗, given the presence of harmonics
of all orders, we select a truncation order that (empirically) yields sufficient information
about q∗ while also ensuring that Q(t, q(t)) is persistently exciting. We avoid aliasing by
applying the discrete Fourier transform to a fine sample of a period of the steady-state
control input.
Figure 4.6 shows the successful application of the control-based continuation algorithm,
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Figure 4.5: The smallest eigenvalue of the integral in (3.49) as a function of t, with
r(t) ≈ q∗(t) given by the up-to-fifth-harmonic approximation in (4.23)-(4.24) and in (4.25),
respectively, under the model reference adaptive control.
implemented in the software package coco [9], to the example in Section 4.4 under variations
in ω and with control parameters P and Γ as given there. The dots and crosses in the figure
denote the results from forward simulations in the absence of control, as ω sweeps upward
and downward, respectively. Throughout continuation, we approximate u by its truncated
Fourier series up to the fifth harmonic and iteratively update the corresponding coefficients
of r. In each iteration, and when approximating derivatives with respect to the Fourier
coefficients of r, the Matlab integrator ode45 (with relative tolerance 10−8 and absolute tol-
erance 10−10) is used to simulate the closed-loop transient dynamics for 10 periods, followed
by a sampling of the control input during one additional period of simulation. We consider r
to have converged to q∗ when the norm of the Fourier coefficients of the steady-state control
input is smaller than 10−6. The step size along the graph (ω, q∗) is adaptively determined
by coco using default settings. As seen in the figure, the algorithm is able to trace out the
solution branch independent of the open-loop stability of the periodic solutions (which are
unstable along the middle branch in the range of coexisting periodic solutions).
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Figure 4.6: The comparison between the solution branches of the nonlinear Duffing oscilla-
tor obtained using upward and downward sweeps in the excitation frequency ω, and those
obtained using the control-based continuation algorithm with model-reference adaptive con-
trol.
4.6 Systems with Unmodeled Nonlinearities
In this section, we attempt to relax the expectation that the form of the nonlinearity be
known to the control design. As a first step in this direction, consider the example system
q̇ = −q + sin q + sinωt, q ∈ R. (4.27)
A periodic solution q∗ for ω = 1 is shown in Fig. 4.7. Here, up to the fifth harmonic,
q∗(t) ≈− 0.9849 cos t+ 0.1160 sin t+ 0.0053 cos 3t
+ 0.0115 sin 3t+ 0.0002 cos 5t− 0.0003 sin 5t. (4.28)
Next, let x = q − r and u = −k̂x, and consider the closed-loop dynamics of the system
ẋ = −(1 + k̂)x+ g, ˙̂k = Γx2, (4.29)
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Figure 4.7: A periodic steady-state response of the system defined in (4.27) at ω = 1 (upper
panel) and its frequency spectra information (lower panels).
where g = sin q + sinωt− ṙ − r for some periodic reference input r. We note that x(t) ≡ 0
is a solution of this system provided that g(t) ≡ 0, i.e., that r is a periodic solution of the
open-loop dynamics. Indeed, when this is not the case, k̂ is non-decreasing and must grow
beyond all bounds as t→∞. Given the Lyapunov function





V̇ (t) = −2x2 + 2xg. (4.31)
Let gb denote an upper bound on the magnitude of g. Then, since k̂ is an non-decreasing
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function of time,
|x(t)| ≤ max{gb, |x0|}+
√
|k̂(0)|/Γ (4.32)
and q is also bounded since r is bounded.
It follows from the unbounded growth of k̂ when g does not vanish identically that x(t)→ 0
and, consequently, that q(t)→ r(t) as t→∞. By Barbalat’s lemma, it follows that ẋ(t)→ 0
and, consequently, that u(t) → −g(t) as t → ∞, independently of initial conditions. The
same conclusions follow if g(t) ≡ 0 although, in this case, k̂ saturates at some finite positive
value.
These predictions are confirmed by the results of numerical simulations shown in Figs. 4.8
and 4.9 obtained with r(t) given by the right-hand side of (4.28) and r(t) = cos(t) + sin(t),
respectively. In each case, Γ = 100 and q(0) = k̂(0) = 0.
























x u u + g
Figure 4.8: Time histories of k̂(t), x(t), u(t), and u(t) + g(t) of the system defined in (4.27)
at ω = 1 under the proposed adaptive control strategy, where r(t) ≈ q∗(t) given by the
up-to-fifth-harmonic approximation in (4.28).
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x u u + g
Figure 4.9: Time histories of k̂(t), x(t), u(t), and u(t) + g(t) of the system defined in (4.27)
at ω = 1 under the proposed adaptive control strategy, where r(t) = cos(t) + sin(t).
The observations for the example system (4.27) generalize to a scalar open-loop system of
the form
q̇ = aq + b (kq + f (t, q) + σ) , (4.33)
where a, b 6= 0 are known constants, k is an unknown constant, and f(t, q) represents a uni-
formly bounded unmodeled nonlinearity with uniformly bounded first-order partial deriva-
tives.
With the introduction of a control input u = −k̂x in terms of the deviation x = q − r, it
follows that
ẋ = (a− bk̃)x+ g (4.34)
where k̃ = k̂ − k and g = (a+ bk)r + b (f (t, q) + σ)− ṙ. If we let
˙̂
k = Γbx2, (4.35)
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it again follows that
|x(t)| ≤ max{−|b|gb/a, |x0|}+
√
|k̂(0)− k|/Γ, (4.36)
where gb denotes an upper bound for ‖g‖L∞ . We again conclude that x(t) → 0 and, con-
sequently, q(t) → r(t) as t → ∞. Barbalat’s lemma then implies that ẋ(t) → 0 and,
consequently, that u(t)→ −g(t) as t→∞.
Next consider the application of the control-based continuation paradigm to the system
(4.27) with Γ = 1. Here, the initial value of the adaptation parameter k̂(0) is set to 0 in
each simulation. Throughout continuation, we approximate u by its truncated Fourier series
up to the fifth harmonic and iteratively update the corresponding coefficients of r. In each
iteration, and when approximating derivatives with respect to the Fourier coefficients of r,
the Matlab integrator ode45 (with relative tolerance 10−8 and absolute tolerance 10−10) is
used to simulate the closed-loop transient dynamics for 10 periods, followed by a sampling
of the control input during one additional period of simulation. We consider r to have
converged to q∗ when the norm of the Fourier coefficients of the steady-state control input is
smaller than 10−3. The step size along the graph (ω, q∗) is adaptively determined by coco
using default settings. The result is shown in Fig. 4.10.
Notably, the convergence criterion tolerance is here set orders of magnitude larger than the
coco default (which is 10−6). Indeed, we observe that x(t) remains close to 0 throughout
continuation, resulting in slow dynamics of the adaptation parameter k̂ and, consequently,
slow rates of convergence of u(t) to −g(t), as required by the control-based continuation
paradigm. Although we might be able to improve upon this state of affairs by setting k̂(0)
to a larger number, this would likely produce large transient dynamics, including in the
control input, making it impractical in physical experiments.
4.7 Conclusion
This chapter generalizes the ideas in Chapter 2. The first control strategy proposed in
this chapter relies on modifications to the classical model-reference adaptive control frame-
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Figure 4.10: The comparison between the solution branches of the scalar system defined
in (4.29) from forward sweep, and obtained using control-based continuation under the
proposed adaptive control strategies.
work as introduced in Chapter 1. In the context of a class of unknown nonlinear systems
with matched uncertainties and known structures, the chapter demonstrates the successful
integration of adaptive control in control-based continuation. Instead of relying on local
linearization of nonlinear systems, this control design guarantees stability in a global sense.
In contrast to the proportional control formulations that have been used in the literature
on control-based continuation, the proposed control designs achieve stable performance with
a minimum of parameter tuning. Further, adaptive control design for a category of scalar
systems with unmodeled nonlinearities is also explored.
Although the computational results verify the predictions of the theoretical analysis, there
remains opportunity to improve upon the implementation, for example, by making use of
stiff integrators to handle cases with large adaptive gains or as k̂(t) increases, resulting in
large values of |A−bk̃(t)|. One can also imagine techniques for saturating the value of k̂ once
a general trend of convergence of x(t) to 0 is detected, since the controller then becomes a
non-adaptive linear controller.
There remains additional work on control designs for multi-dimensional systems with
unmodeled nonlinearities. In Chapter 5, two adaptive control strategies are proposed for
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such more general systems, but the complete rigorous proofs of their applicability to the




This chapter discusses several adaptive control strategies that are applicable to the control-
based continuation paradigm, although complete proofs justifying their application have yet
to be found. Nevertheless, the numerical simulations reported here all verify their correct-
ness. While we are able to show the boundedness of the closed-loop system response, we are
not able to claim the existence of a steady-state response, nor confirm that the steady-state
response of the control input is independent of initial conditions given a reference input.
Among these candidate control strategies, an adaptive controller imported directly from the
work of Hovakimyan (c.f. Section 2.4 in [56]) is applied to a class of systems with unmodeled
nonlinearities. This serves as a first step for future research on adaptive control design for
unmodeled nonlinear systems in control-based continuation.
For the continuous-time numerical simulations in this chapter, the Matlab integrator ode45
was used to simulate the closed-loop transient dynamics, and the relative and absolute inte-
grator tolerances were set at 10−8 and 10−10, respectively. The proposed control methodolo-
gies are illustrated using an implementation in the coco parameter continuation software
[9]. Here, in each iteration, and when approximating derivatives with respect to the Fourier
coefficients of r, the closed-loop transient dynamics are simulated for 10 periods, followed
by a sampling of the control input during one additional period of simulation. Convergence
of the Fourier coefficients of r is achieved when the corresponding Fourier coefficients of u
lie within a given tolerance from 0. The Newton iterations converge according to the default
implementation in coco for a tolerance of 10−6. The step size along the families of solutions
is adaptively determined by coco, given reasonable limits.
The remainder of this chapter is organized as follows. In Section 5.1, we propose an
alternative model-reference adaptive control strategy for the class of linear systems defined
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in Chapter 2, which is shown to be extendable to a class of nonlinear systems with uniformly
bounded, unmodeled nonlinearities. Sections 5.2 and 5.3 present two L1 adaptive control
algorithms for classes of linear and nonlinear systems, respectively, borrowed directly from
the work of Hovakimyan (c.f. Section 2.2 and 2.4 in [56]). An adaptive control strategy
using the idea of cancellation for single-input-single-output discrete-time linear systems in
input-output form is discussed in Section 5.4. Finally, Section 5.5 gives concluding remarks
and possible directions for further work.
5.1 Candidate Strategy I
5.1.1 Control design
Consider again the dynamical system defined in Eqn. (2.5):




+ g, x(0) = x0, (5.1)




and the unknown coefficient θ is known to lie within a ball
B of Euclidean radius R and centered on θc. Consider the control design
u = −θ̂>x, (5.2)
where the adaptive estimate θ̂ is governed by an adaptive law of the form
˙̂





where Γ and P satisfy the same conditions as in Chapter 2 and the projection operator takes
the same meaning as in that chapter. The prediction error e = xm − x is again defined in
terms of the reference state xm, here governed by the differential equation
ẋm = Axm, (5.4)
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from which it follows that





Notably, the reference model (5.4) differs from that in the model-reference adaptive control
strategy in Chapter 2 by not considering r and σ. Second, the adaptation law (5.3) is
expressed in terms of x instead of q. Additionally, a projection operator is necessary here in
order to guarantee the boundedness of θ̂. It is seen that when r 6= q∗, since xm eventually
goes to 0, e(t) 9 0 as t→∞. This leads to a continuous, possibly unbounded drifting of θ̂
without the projection operator.







V̇ ≤ −e>Qe− 2g>Pe. (5.7)
Since g(t) is bounded for bounded r and σ, we then have
V̇ ≤ −λmin(Q)‖e‖22 + 2λmax(P )gb‖e‖2, (5.8)
where gb denotes the upper bound for ‖g(t)‖L∞ . From Theorem 4.18 in [79], eventually, ‖e‖2





Since xm is trivially stable, it follows that x is bounded. The boundedness of u now follows
from the fact that θ̂ is bounded because of the projection operator.
In contrast to the results in Chapter 2, here we generally cannot claim that e and θ̃
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converge to 0, nor that x and u admit a unique periodic steady-state response independent
of initial conditions. Nevertheless, in the special case when r = q∗ (g = 0), u(t) does indeed
converge to 0. For the Lyapunov function in (5.6),
V̇ = −e>Qe ≤ 0. (5.10)
From (5.5), ė(t) is bounded. By Barbalat’s lemma, we conclude that e(t) → 0 as t → ∞.
Since xm(t) → 0, it follows that x(t) → 0 and, consequently, by (5.2) that u(t) → 0 as
t→∞, as claimed.
The theoretical discussion extends immediately to the case that g is not only a function
of σ and r, but also an explicit function of x, provided that it is uniformly bounded for all
x, and that g vanishes if and only if x(t) ≡ 0 and r(t) = q∗(t).
5.1.2 Numerical simulations
First, consider the second-order linear oscillator defined in Eqn. (2.34) in Section 2.3 with




 , Γ = 1, θb = 2, ν = 0.1, q(0) = θ̂(0) = 0. (5.11)
We restrict attention to functions r chosen so that ṙ − Ar is parallel to b for all time. For
ω = 1, the responses when r(t) = q∗(t) and r(t) given in (2.38) are shown in Figs. 5.1 and
5.2, respectively. Even though theoretical proofs are not yet available, it appears that the
system admits a periodic (or constant) steady-state response after the transient response
dies out.
As shown in Fig. 5.3, the steady-state response appears independent of initial conditions
when r 6= q∗. Although this is not the case when r = q∗, u(t) converges to 0 in this case,
independently of q(0), ensuring successful control-based continuation, as shown in Fig. 5.4
under variations in ω and using an identical parameterization of r(t) as in Chapter 2.
As a second example, consider the nonlinear Duffing oscillator defined in Eqn. (4.22) in
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Figure 5.1: The response of the system in (2.34) under the candidate Strategy I when
r(t) = q∗(t).




 , Γ = 1, θd = 2, ν = 0.1, q(0) = θ̂(0) = 0. (5.12)
For ω = 1, the responses when r(t) = q∗(t) and r(t) given in (2.38) are shown in Figs. 5.5
and 5.6. The system response again appears to be periodic (or constant) after the transient
response dies out. We again note apparent independence of the steady-state behavior of
the control input to initial conditions, as seen in Fig. 5.7. The result of control-based
continuation under variations in ω using a five-mode Fourier parameterization of r(t) and
u(t) is shown in Fig. 5.8.
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Figure 5.2: The response of the system in (2.34) under the candidate Strategy I when r(t)
given in (2.38).
5.2 Candidate Strategy II
5.2.1 Control design
In this section, we further modify the dynamical system in (5.1) by considering an unknown
coefficient w in front of the control input:





We assume that w belongs to a known interval W ∈ R+ and restrict attention to r chosen so
that ṙ − Ar is parallel to b in order for g to also be parallel to b. Specifically, let g = bυ. It
follows that (5.13) is a special case of Eqn. (2.31) in [56], where the unknown time-varying
θ(t) in [56] is here assumed to be constant. Following the control design in Section 2.2.2 of
[56], let
u(s) = −kD(s)η̂(s), u(0) = 0, (5.14)
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Figure 5.3: The response of the system in (2.34) under the candidate Strategy I when r(t)
given in (2.38), under different initial conditions q(0) = 0 (solid curve) and q(0) = (−1 2)>
(dash curve).
where the feedback gain k > 0, η̂(s) is the Laplace transform of η̂ , ŵu+θ̂>x+υ̂, the transfer
function D(s) is strictly proper, and the adaptive estimates ŵ, θ̂, and υ̂ are governed by the
following projection-based adaptation laws:




, ŵ(0) ∈ W, (5.15)
˙̂




, θ̂(0) ∈ Θ, (5.16)




, υ̂(0) ∈ Υ. (5.17)
As usual, Γ > 0 is the adaptation gain, x̃ , x̂− x, and




, x̂(0) = x(0). (5.18)
The matrix P needs to satisfy the same condition as in Section 2.2.2 in [56].
As shown in Lemma 2.2.1 and Theorem 2.2.1 in [56], x, x̂, and u are bounded, subject to
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Figure 5.4: Comparison between the predicted solution branches (solid curves) for the
second-order system defined in (2.34) and those obtained using control-based continuation
with the candidate Strategy I (circles) and the candidate Strategy II (crosses), respectively,
implemented in the coco parameter continuation software.
the stability condition
‖G(s)‖L1 maxθ∈Θ ‖θ‖1 < 1. (5.19)




, ∀ w ∈ W. (5.20)
Next assume that r = q∗ and, consequently, υ = 0. As a special case of the analysis in
[56], it then follows that
V̇ ≤ −x̃>Qx̃ (5.21)
for a suitably defined Lyapunov function V . By standard reference to Barbalat’s lemma,
the boundedness of x̃ and ˙̃x implies that x̃(t) → 0 as t → ∞ and, consequently, that ˙̂w(t),
˙̂
θ(t), and ˙̂υ(t) all converge to 0.
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Figure 5.5: The response of the system in (4.22) under the candidate Strategy I, where
r(t) ≈ q∗(t) given by the up-to-fifth-harmonic approximation in (4.23)-(4.24).
To show that x(t)→ 0, consider the non-adaptive reference system










obtained by assuming knowledge of w and θ. Then, because of the stability condition,(
I−G(s)θ>
)−1






where xin(s) , (sI−Am)−1x0. Since sxin(s)→ 0 when s→ 0, by the Final Value Theorem,
we conclude that xref(t)→ 0, as t→∞.






Since x̃(t) → 0, it follows from the Final Value Theorem that x(t) → xref(t) and the claim
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Figure 5.6: The response of the system in (4.22) under the candidate Strategy I, where r(t)
given in (2.38).
on limt→∞ x(t) follows.
To finally conclude that u(t)→ 0 as t→∞, note that ẋ(t) must converge to 0 since it is
uniformly continuous and x(t)→ 0. It follows that the same conclusions apply to x̂(t) and,
from (5.18), that η̂(t) → 0. Since D(s) is a stable and strictly proper transfer function, by
the Final Value Theorem, it follows that u(t)→ 0 as t→∞. As a side note, we also conclude
that υ̂(t) → 0. Although the choice D(s) = 1/s is sufficient for ensuring boundedness, it
is not sufficient for the application to control-based continuation, as it may lead u(t) to
converge to some nonzero constant, whose value depends on the initial conditions of the
system.
Suppose, instead, that r 6= q∗ (υ 6= 0). If u(t) → 0 as t → ∞, boundedness of x(t)
and linearity imply that x(t) must converge to a nonzero steady-state signal. Moreover,
by (5.14), η̂(t) → 0 and, from (5.18), x̂(t) → 0. We arrive at a contradiction, since (5.16)
and (5.17) imply nontrival dynamics of θ̂ and υ̂, driven by x(t) and generically resulting in
η̂(t) 9 0.
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Figure 5.7: The response of the system in (4.22) under the candidate Strategy I when r(t)
given in (2.38), under different initial conditions q(0) = 0 (solid curve) and q(0) = (−1 2)>
(dash curve).
5.2.2 Numerical simulations





 , Γ = 1, k = 10, D(s) = 1
s+ 1
, θb = 2, υb = 2, wb = 1, ν = 0.1, (5.26)
q(0) = θ̂(0) = 0, u(0) = υ̂(0) = 0, and ŵ(0) = 1. The responses when r(t) = q∗(t) and r(t)
given in (2.38) are shown in Figs. 5.9 and 5.10, respectively. It is seen that when r(t) = q∗(t),
as predicted by the theoretical analysis, x(t) and u(t) both converge to 0. In contrast, when
r(t) 6= q∗(t), neither x(t) nor u(t) converge to 0, although they do appear to converge to
periodic steady-state behavior. Notably, the parameter estimates continue to drift even for
long times.
When r(t) = q∗(t), the theory ensures a unique steady-state response for the control
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Figure 5.8: The comparison between the solution branches of the Duffing system defined
in (4.22) from forward and downward sweep, and obtained using control-based continuation
under the adaptive controllers proposed in Section 5.1 and 5.3.
input, independently of initial conditions, even as the long-term behavior of the parameter
estimates does depend on the initial conditions. As shown in Fig. 5.11, the steady-state
control input appears to be insensitivity to initial conditions also when r(t) 6= q∗(t).
In order to achieve fast adaptation, Γ should be chosen to be large. The system response
when Γ = 104 is given in Fig. 5.12. It is seen in the simulation that large Γ introduces fast
dynamics, and that u(t) contains high-frequency components different from ω.
Finally, Fig. 5.4 shows the successful application of the control-based continuation algo-
rithm to the system defined by (2.34) and with σ(t) = sinωt under variations in ω using the
proposed L1 controller. The reference input r is here parameterized as in Chapter 2.
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Figure 5.9: The response of the system in (2.34) under the candidate Strategy II when
r(t) = q∗(t) (right vertical axis for u(t) only).
5.3 Candidate Strategy III
5.3.1 Control design
Consider a more general class of nonlinear systems
ẋ = Ax+ b (wu+ f(σ, r, x)) , (5.27)
obtained with the assumption that ṙ−Ar is parallel to b. Here, f(σ, r, x) lumps the influence
of the reference input r, the periodic excitation σ, and unmodeled linear and nonlinear terms,
and we again assume that f(σ, q∗, 0) = 0. In this form, this system is identical to that
considered in Section 2.4 in [56] and we will assume that f satisfies the assumptions stated
therein.
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Figure 5.10: The response of the system in (2.34) under the candidate Strategy II when r(t)
is given in (2.38) (right vertical axis for u(t) only).
As before, let the control input satisfy
u(s) = −kD(s)η̂(s), u(0) = 0, (5.28)
where k > 0, D(s) is a strictly proper transfer function, and where now η̂(s) is the Laplace
transform of η̂ , ŵu + θ̂ ‖x‖∞ + υ̂. Here, the adaptive estimates ŵ and υ̂ are governed by
the same adaptation laws in (5.15) and (5.17), and θ̂ is governed by
˙̂




, θ̂(0) ∈ Θ, (5.29)
where Γ and P need to satisfy the same condition as in Section 2.4.2 in [56]. Similarly, the
state predictor is governed by
˙̂x = Ax̂+ b
(
ŵu+ θ̂ ‖x‖∞ + υ̂
)
, x̂(0) = x(0). (5.30)
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Figure 5.11: The response of the system in (2.34) under the candidate Strategy II when r(t)
given in (2.38), under different initial conditions q(0) = 0 (solid curve) and q(0) = (−1 2)>
(dash curve), (right vertical axis for u(t) only).
As shown in Lemma 2.4.1, Lemma 2.4.2, and Theorem 2.4.1 in [56], x, x̂, and u are










, ∀ w ∈ W (5.32)
is a strictly proper, stable transfer function. Here,
ρin , ‖s(sI− Am)−1‖L1ρ0 (5.33)
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Figure 5.12: The response of the system in (2.34) under the candidate Strategy II when r(t)
given in (2.38) and Γ = 104.




d̄x(δ + γ̄), (5.34)
where γ̄ > 0 is an arbitrary positive constant and d̄x(δ) is a bound on the partial derivative
of f with respect to x for ‖x‖ ≤ δ and all t. Under these conditions, it also follows that
‖x̃‖L∞ can be made arbitrarily close to 0 by increasing Γ.
As in Section 5.2, and by a similar analysis, u(t) 9 0 when r 6= q∗. We are not yet
able to show that u(t) → 0 when r = q∗, but consider instead the case when r = q∗ and









now shows that x̂(t) → 0 and, further by Barbala’s lemma, that ˙̂x(t) → 0 as t → ∞. We
108
conclude that η̂(t)→ 0. Since D(s) in (5.28) is stable and strictly proper, we finally conclude
that u(t) → 0 as t → ∞. Again, although the choice D(s) = 1/s is sufficient for ensuring
boundedness, it is not sufficient for the application to control-based continuation, as it may
lead u(t) to converge to some nonzero constant, whose value depends on the initial conditions
of the system. That the desired convergence of u(t) to 0 always holds when r = q∗ appears
supported by exhaustive numerical simulations.
5.3.2 Numerical simulations
Consider the same example defined in (4.22), and choose the following control parameters







 , Γ = 103, k = 10, D(s) = 1
s+ 1
, θb = 2, υb = 5, wb = 1, ν = 0.1, (5.36)
q(0) = 0, u(0) = θ̂(0) = υ̂(0) = 0, and ŵ(0) = 1. The responses when r(t) = q∗(t) and r(t)
given in (2.38) are shown in Fig. 5.13 and 5.14, respectively. It is seen that when r(t) = q∗(t),
this L1 adaptive controller is able to drive the system to x(t) to 0 at the steady state, with
u(t) vanishing eventually. In contrast, when r(t) 6= q∗(t), neither x(t) nor u(t) converge
to 0, although they do appear to converge to periodic steady-state behavior. Notably, the
parameter estimates continue to drift even for long times.
When r(t) = q∗(t), the theory ensures a unique steady-state response for the control
input, independently of initial conditions, even as the long-term behavior of the parameter
estimates does depend on the initial conditions. As shown in Fig. 5.15, the steady-state
control input appears to be insensitivity to initial conditions also when r(t) 6= q∗(t).
It is suggested that Γ is chosen to be large for this example, to have the system response
more close to periodic. The system response at a small Γ shows the system’s adaptive
estimates consistently interact with the projection operator, and x̃(t) is large in this case.
The large x̃(t) means the large deviation between the system state x(t) and the predictor
x̂(t). The system response when Γ = 1 with r(t) being (2.38) is given in Fig. 5.16.
Finally, Fig. 5.8 shows the successful application of the control-based continuation algo-
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Figure 5.13: The response of the system in (4.22) under the candidate Strategy III when
r(t) ≈ q∗(t) given by the up-to-fifth-harmonic approximation in (4.23)-(4.24).
rithm to the system defined by (4.22) and with σ(t) = sinωt under variations in ω using the
proposed L1 controller. The reference input r is here parameterized as in Chapter 4.
5.4 Candidate Strategy IV
5.4.1 Control design
Consider again the discrete-time system defined in Eqn. (3.4) where znB(z−1) is Schur
stable. We propose an alternative control scheme that is divided into two stages: parameter
estimation using adaptive updates and control design using non-adaptive cancellation. In
contrast to Chapter 3, define yk , qk − rk for some possibly non-constant sequence {rk}. It
follows from (3.4) that
A(z−1, ω)yk = B(z
−1, ω)uk + g(ω, rk), (5.37)
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Figure 5.14: The response of the system in (4.22) under the candidate Strategy III when
r(t) given in (2.38).
where g(ω, rk) , −A(z−1, ω)rk + γ(ω).
Let vectors α and β denote the unknown coefficients of A(z−1, ω) and B(z−1, ω), i.e.
α ,
(




b1 · · · bn
)>
. Let α̂k and β̂k denote adaptive estimates of
α and β, and define the control input implicitly from the equality
α̂>k Yk + β̂
>
k Uk = 0, (5.38)
where Yk = Qk − Rk, Qk =
(




rk · · · rk−n+1
)>
, and Uk =(
uk · · · uk−n+1
)>
. Define the unknown parameter vector θ and its estimate θ̂k the same
way as in Chapter 3. The updates of θ̂k are governed by the following adaptation law




































Figure 5.15: The response of the system in (4.22) under the candidate Strategy III when r(t)










and S(z−1) = 1− z−1 is the one-step difference operator. Let θ̃k , θ̂k − θ and
εk , qk+1 − qk − φ>k θ̂k = φ>k θ̃k. (5.41)






It follows from Lemma 3.1 in [31] that εk → 0 and that the sequences qk−qk−1 and uk−uk−1
are both bounded.
In the first stage, we choose rk to ensure that φk is persistently exciting (c.f. Section 3.3) so
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Figure 5.16: The response of the system in (4.22) under the candidate Strategy III when
r(t) given in (2.38) and Γ = 1.
as to drive θ̃k to 0. In the second stage, we hold rk constant, ignore the adaptive updates to θ̂k,
and allow convergence of uk to its unique limit in support of the control-based continuation
paradigm. In particular, uk → 0 if and only if rk ≡ q∗. Note that we cannot assume that
qk and uk are bounded in neither stage, even though this behavior is observed in numerical
simulations.
5.4.2 Numerical simulations
Consider again the second-order discrete-time system defined in Eqn. (3.56) in Section 3.4.












q−2 = q−1 = 0, u−2 = u−1 = u0 = 0, and θ̂0 =
(
1.4 0.8 0.5 0.5
)>
. Both ek → 0 and
θ̃k → 0 appear to converge toward 0 as predicted by the theory. This is verified in the bottom
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panel which shows that the smallest eigenvalue of the sum in (3.49) for K = 6 is bounded
away from 0. Indeed, θ̂299 =
(
2.0054 0.9817 0.9989 0.2948
)>
which is quite close to the
exact value θ =
(
2 1 1 0.3
)>
.








































Figure 5.17: Time histories for |yk| (left vertical axis), |uk| (right vertical axis), |εk| (left
vertical axis), ‖θ̃k‖ (right vertical axis), and the smallest eigenvalue of the matrix in (3.49)
with K = 6 for the system in (3.56) using the adaptive control strategy with cancelation
technique when rk is given in (5.43).
Figs. 5.18 and Fig. 5.19, respectively, show the system response for rk ≡ 0 and rk ≡ q∗
without adaptive updates using θ̂299 to construct α̂k and β̂k for all k. As expected, yk and uk
both settle to nonzero constants in the first case and converge to 0 in the latter case. The
results of non-adaptive control-based continuation using this construction under variations
in ω, starting with rk ≡ −4 at ω = 2, are shown in Fig. 5.20. Here, the closed-loop dynamics
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are iterated 100 steps in order to estimate the terminal mean of {uk−9, . . . , uk}. Convergence
of the Newton algorithm is determined by the tolerance δu = 10
−3, while Jacobians use step
sizes determined by δr = δω = 10
−4. We adaptively vary the step size h to not exceed
0.5 (while sampling values of ω at multiples of 0.1) and ensure that the magnitude of the
terminal mean of {uk−9, . . . , uk} for the corresponding pseudo-arclength predictor (ω0, r0) is
less than 0.1.

































Figure 5.18: Time histories for |yk| (left vertical axis), and |uk| (right vertical axis) for the
system in (3.56) obtained using the non-adaptive control strategy obtained by holding θ̂k
fixed when rk ≡ 0. The top panel shows the result with θ̂(0) = θ̂299, and the bottom panel
is the result with θ̂(0) = θ.
5.5 Conclusion
Since control-based continuation aims to explore the dynamic properties of unknown sys-
tems, the assumption in Chapter 4 that the structure of the system’s nonlinearity is known
limits the application of the formulation in that chapter. In this chapter, we explored can-
didate adaptive control designs for systems with unmodeled nonlinearities. We were able to
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Figure 5.19: Time histories for |yk| (left vertical axis), and |uk| (right vertical axis) for the
system in (3.56) obtained using the non-adaptive control strategy obtained by holding θ̂k
fixed when rk ≡ q∗. The top panel shows the result with θ̂(0) = θ̂299, and the bottom panel
is the result with θ̂(0) = θ.
obtain partial results validating their application to control-based continuation, for example
boundedness of system states and control inputs and, in some cases, convergence of the
control input to 0 when r = q∗. Though we were in all cases successful in tracing the sought
branches of periodic orbits, rigorous proofs are not yet available.
In the example application of the discrete-time control strategy in Section 5.4, continuation
was possible using a non-adaptive, linear control design after we successfully approximated
the unknown system coefficients using an adaptive parameter estimation stage. For systems
with coefficients depending on ω, the parameter estimation stage is needed for each new value
of ω. Notably, convergence in this stage is not guaranteed or expected to be exponential.
Therefore, some trial and error may be needed to determine a suitable termination time for
this stage.
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Figure 5.20: The theoretical graph of q∗(ω) = −ω2 for the system in (3.56) is here approxi-
mated by discrete pairs (ω, r) obtained using the control-based continuation approach under
the non-adaptive control approach with cancellation.
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CHAPTER 6
DELAY ROBUSTNESS OF AN L1 ADAPTIVE
CONTROLLER
As shown in the numerical simulations in Chapter 2, the proposed L1 adaptive controller is
able to tolerate significantly more input delay than the proposed model-reference adaptive
control strategy for a given adaptive gain. This chapter briefly reviews work on a theoretical
analysis of the delay robustness of an L1 adaptive controller for a class of systems with
unmodeled nonlinearities, jointly authored with Dr. Kim-Doang Nguyen and Prof. Harry
Dankowicz [41]. This work is not directly related to the development of adaptive control
algorithms for control-based continuation, but gives insight into additional considerations
that are of importance to physical implementations.
Time delay is ubiquitous in physical systems, as the response of actuator hardware is
never simultaneous with the given input commands. The robustness of a system to time
delay may also be used as a stand-in for the robustness to unmodeled dynamics, associated
with neglected degrees of freedom [48, 115]. As suggested in Chapter 2, beyond a critical
threshold, time delay is known to induce dynamical instabilities, and unbounded responses.
While instability in a numerical simulation, at worst, causes overflow of data or interruption
of a computation, the impact of instability on a physical experiment may be disastrous.
This, of course, also applies to physical experiment interrogated using the control-based
continuation technique.
Following [41], the remainder of this chapter is organized as follows. In Section 6.1,
we identify an L1 adaptive control strategy for a class of systems with unknown matched
nonlinearities. Section 6.2 formulates a non-adaptive reference system and an associated
delay-dependent stability condition, and discusses the stability of the adaptive control system
when the input delay is below the time-delay margin (TDM). In Section 6.3, numerical
simulations are performed to verify the lower bound of the TDM predicted by the theory.
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Finally, Section 6.4 gives concluding remarks.
6.1 Adaptive Control System
Let the state and output of a dynamical system be represented by the vectors x ∈ Rn and




Ωu(t− ε) + η(t, x)
)
, x(0) = x0, (6.1)
y = Cx. (6.2)
Here, ε ≥ 0 denotes a constant and unknown time delay, Ω ∈ Rm×m is an unknown, constant,
positive definite matrix, and η(t, x) is an unknown matched nonlinearity. Matrices A, B and
C are known, with A Hurwitz, B full rank, and CA−1B invertible. For each δ > 0, the
partial derivatives of η(t, x) are assumed piecewise continuous and uniformly bounded for
t ≥ 0, ‖x‖∞ ≤ δ. In addition, we assume that ‖η(t, 0)‖ is bounded by a constant Z. The
goal is to design an adaptive control strategy to drive y(t) to follow a desired trajectory yd(t)
in presence of unmodeled dynamics represented by η and input delay ε.
To this end, let
u̇ = −k (u+ η̂ +Kdyd) , u(0) = 0, (6.3)
where η̂ , θ̂‖xt‖L∞ + σ̂ and Kd , (CA−1B)−1 and
˙̂
θ = Γ ProjΘ,ν(θ̂,−B>Px̃‖xt‖L∞), θ̂(0) = θ̂0, (6.4)
˙̂σ = Γ ProjΣ,ν(σ̂,−B>Px̃), σ̂(0) = σ̂0. (6.5)
Here, the estimation error is expressed in terms of the state predictor x̂ whose dynamics are
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governed by




, x̂(0) = x0, (6.6)
for some Hurwitz matrix Asp ∈ Rn×n.
As in previous chapters, the control law includes a low-pass filter structure with bandwidth
k to ensure a relatively clean control input in the presence of high-frequency signals in the
adaptation dynamics. The projection operators in the adaptation laws are defined in terms of
the bounds θb, σb, the tolerance ν, and the positive-definite matrix solution P to the algebraic
Lyapunov equation A>spP + PAsp = −I. The implementation ensures that ‖θ̂‖L∞ ≤ θb and
‖σ̂‖L∞ ≤ σb provided that θ̂0 and σ̂0 satisfy these same bounds.
These observations are several notable differences between the original L1 adaptive con-
trollers (c.f. [56] and [116]) and this controller. First, there is no need to estimate the
input-gain matrix Ω explicitly, instead, the term Ωu(t− ε)− u(t) is considered as a part of
disturbance dynamics to be estimated by σ̂(t). This significantly reduces the dimension of
the estimations when n is large. Second, our time-delay robustness analysis of the adaptive
control system generalizes from a linear time-invariant plant to a nonlinear time-dependent
plant. In our formulation, the term η(t, x(t)) includes unknown and time-varying nonlinear-
ities. Besides, the analysis in this work applies to multi-input-multi-output systems.
As shown in [41] and reviewed here, given the assumptions on the nonlinearity, there
exists a positive lower bound on the TDM of the L1 closed-loop system as long as the filter
bandwidth and adaptive gain are sufficiently large.
6.2 Time-delay Margin
To prove the stability of the adaptive controlled system, consider first the non-adaptive ref-
erence system shown below and assuming that the input-gain matrix Ω and the nonlinearity
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η(t, x) are known to the control design
ẋref = Axref +B
(
Ωuref(t− ε) + η(t, xref)
)
, xref(0) = x0, (6.7)
yref = Cxref. (6.8)
This reference system enables the construction of a stability condition for the adaptive
controlled system. Perfect cancellation of the nonlinearity can be achieved by requiring that
Ωuref(t−ε) = −η(t, xref(t))−Kdyd(t). Here, we only attempt to compensate for uncertainties
in the system that are within some bandwidth. To this end, let
u̇ref = −k (Ωuref + η(t, xref) +Kdyd) , (6.9)
where uref(0) = 0, ∀t ∈ [−ε, 0], define the control law for the reference system. As shown in
[41],
Lemma 1. Given a bounded trajectory yd and initial condition x0, the non-adaptive reference
system admits a transient performance bound for sufficiently large k and sufficiently small
ε.
Proof. Let
f(ε) , ‖(sI− A)−1B
(
I + Ωe−εsF (s, ε)
)
‖L1 , (6.10)
ρd(ε) , ‖(sI− A)−1BΩe−εsF (s, ε)Kd‖L1 , (6.11)
F (s; ε) , −k(sI + kΩe−εs)−1, (6.12)
ρic , ‖(sI− A)−1‖L1 , (6.13)
bd , ‖yd‖L∞ , (6.14)




dηx(ρref + 1), (6.16)
where ρref is chosen to satisfy ρref > max(bic, ρicbic + ρd(0)bd) and dηx(δ) denotes the bound
on ∂η(t, x)/∂x for ‖x‖∞ ≤ δ. It follows from the analysis in [41] that the functions f(ε) and
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ρd(ε) are continuous in ε. Moreover, the stability condition
f(0) ≤ ρref − ρd(0)bd − ρicbic
Lρrefρref + Z
(6.17)
is satisfied for sufficiently large k. By continuity it follows that
f(ε) ≤ ρref − ρd(ε)bd − ρicbic
Lρrefρref + Z
(6.18)
for all sufficiently small ε up to some critical time delay. Finally, provided that (6.18) is
satisfied, ‖xref‖L∞ ≤ ρref .
Let εl equal the smallest value of ε that results in equality in the stability condition (6.18),
and let εus denote the supremum of all values of ε for which F (s, ε) is exponentially stable. It
follows that F (s, εus) has at least a pole on the imaginary axis. Hence, the transfer function
inside the norm on the left-hand side of the equality
f(ε) = ‖s(sI− A)−1BF (s, ε)/k‖L1 , (6.19)
also has a pole on the imaginary axis and, consequently that f(ε) → ∞ as ε → εus. In the
case that Ω is scalar, a pole of F (s, εus) on the imaginary axis is a root α of the transcendental
function
kΩ cos(εusα) + j (α− kΩ sin(εusα)) , (6.20)
i.e. εus = π/(2kΩ). When Ω is a matrix, since it is positive definite, it can be diagonalized
as
Ω = UΛU−1, (6.21)
where U is an orthogonal matrix, and
Λ = diag[λii], i = 1, · · · ,m, (6.22)
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where λii denotes the eigenvalues of Ω, all of which are positive. It follows that











where λm is the maximum eigenvalue of Ω, for which jλm is a pole of F (s; εus). Since εus is
the upper bound for εl, εl lies in the interval (0, εus), which decreases as k increases.
If ε < εl and the control parameters k, Γ, θb, σb, and ν are suitably chosen, then the
analysis in [41] shows that the state and control input of the closed-loop control system
follow those of the nonadaptive reference system closely. This implies that εl is a positive
lower bound for the TDM of the adaptive control system.




for some constant G. Then by continuity arguments, together with the delay-dependent
stability condition, the norms ‖xref − x‖L∞ and ‖uref − u‖L∞ may be made arbitrarily small
by choosing Γ sufficiently large.
6.3 Numerical Estimates
The method of Padé approximants [117] may be used to estimate εl. Specifically, let
h(ε, ρref) , f(ε) +
ρd(ε)bd
Lρrefρref+Z





, hl(ε), ε ∈ [0, εl]. (6.26)
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The transfer function e−εs in the definitions of f(ε) and ρd(ε) may be approximated by its
(n, n) Padé approximant, allowing the L1 norms of these transfer functions to be evaluated
in terms of the poles of rational transfer functions.




 , B =
0
1
 , C = (1 0) , (6.27)
Ω = 1.2, η(t, x) = (0.5− 0.8e−0.3t) cos(2x1) + cos(πt) sin(x1 + x2). (6.28)
This system satisfies that dηx(δ) = 2, for all δ. It follows that Lρref is a decreasing function
of ρref. Consequently, h(ε, ρref) and hl(ε) decreases and increases, respectively, for increasing
values of ρref. In this case, the supremum of εl should be evaluated over an unbounded
range of values of ρref. In this example, choose bd = 10, bic = 5, and ρref = 1000. It can be
checked that the stability condition is satisfied at ε = 0 for k greater than approximately
2.25. Following [41], Fig. 6.1 shows h(ε, ρref) as a function of ε for each integer value k in the
range [5, 110], and the dashed line denotes the value hl(ρref) which is independent of ε and
k. The intersections of h(ε, ρref) and hl(ρref) denote the value of the lower bound εl for the
TDM, visualized in Fig. 6.2 as a function of k.
The predictions of this analysis are verified by forward numerical simulations performed




, θ̂0 = 0, and σ̂0 = 0, and the control parameters
θb = σb = 100, ν = 0.1, and Γ = 10
5. It is seen that the TDMs computed by the proposed
analysis are lower bounds for the margins estimated by forward simulation of the delay-
differential equations governing the closed-loop dynamics. As expected, the values of εl
decreases as k increases. Indeed, εus calculated from (6.24) provides a very tight estimate to
the results from the forward simulations of the DDEs.
Consider, instead, the nonlinearity
η(t, x) = (0.5− 0.8e−0.3t) cos(2x1) + cos(πt) sin(x1 + x2). (6.29)
In this case, dηx(δ) is not bounded by a constant, and instead, is bounded from below by
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Figure 6.1: The plot of h(ε, ρref) as the function of ε for each integer value k ∈ [5, 110].
The dashed line denotes the value hl(ρref) which is independent of ε and k. For each k, the
intersection of the graphs of h(ε, ρref) and hl(ρref) denote the value of the corresponding lower
bound εl for the TDM. This figure is reproduced from Fig. 1 in [41] c© 2017 IEEE.





















Figure 6.2: Comparison between the TDMs computed by the proposed analysis and mar-
gins estimated by forward simulation of the closed-loop, delay-differential equations for two
different desired trajectories yd of the identical norm. The squares and circles represent the
TDM for yd(t) = 5 and yd(t) = 5 sin(t), respectively. This figure is reproduced from Fig. 2
in [41] c© 2017 IEEE.
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0.03δ+ 0.5. This implies that hl(ρref) converges to 0 as ρref →∞. Thus, the supremum of εl
should be evaluated over a finite range of values of ρref. In this example, when bd = 10 and
bic = 5, ρref ≈ 22 maximizes the difference hl(ρref)− h(ε, ρref). The estimated εl over a range
of bandwidths k is shown in Fig. 6.3. Forward simulations are performed with the same





Again, it is shown that TDMs computed by the proposed analysis are lower bounds for the
margins estimated by forward simulation of the closed-loop dynamics, and ρref = 22 gives a
relatively tight bound compared with other choices of ρref.
























Figure 6.3: The comparison between the TDMs computed by the proposed analysis and
margins estimated by forward simulation of the closed-loop, delay-differential equations with
the identical initial condition and different desired trajectories yd of identical norm. The
diamonds, squares and asterisks represent the estimated TDM for yd(t) = 5, yd(t) = 5 sin(t),
and yd(t) = 5(1 − e−0.2t) sin(2t), respectively. This figure is reproduced from Fig. 3 in [41]
c© 2017 IEEE.
6.4 Conclusions
The L1 adaptive control strategy analyzed in this chapter is shown to be robust to time
delay and unmodeled dynamics. In contrast to the classical model-reference adaptive control
strategy whose delay robustness decays to zero as Γ→∞, the L1 adaptive controller is shown
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to have guaranteed delay robustness with a Γ-independent time delay margin even at fast
adaptation. These properties motivate the development of L1 adaptive control strategies
compatible with the control-based continuation paradigm, as discussed in Chapters 2 and 5.
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CHAPTER 7
CONCLUSION AND FUTURE RESEARCH
This dissertation has focused on developing adaptive control strategies to enhance control-
based continuation algorithms which aim to trace out families of periodic orbits of incom-
pletely modeled systems. Different adaptive control algorithms were designed for various
categories of dynamical systems in the control-based continuation paradigm. Specifically, a
model-reference adaptive control strategy and an L1 adaptive control strategy were proposed
for a class of continuous-time linear systems in Chapter 2; a model-reference adaptive con-
trol strategy and a pole-placement adaptive control strategy were presented for single-input-
single-output discrete-time linear systems in Chapter 3; and two model-reference adaptive
control strategies were designed for a class of continuous-time systems with known nonlin-
earity but unknown coefficients and a class of scalar models with unmodeled nonlinearity
that is uniformly bounded and has uniformly bounded derivatives in Chapter 4. The ap-
plicability of these controllers was verified theoretically and using numerical simulations.
Additionally, the delay robustness of an L1 adaptive control strategy was illustrated using
numerical simulations in Chapter 2, and analyzed theoretically in Chapter 6.
In contrast to the discussion in Chapters 2-4, additional adaptive control strategies were
proposed in Chapter 5 that appeared to be applicable to control-based continuation, even
though theoretical proofs of their validity are not yet available. While it was possible to show
the boundedness of the closed-loop systems under these control strategies, the existence of
a periodic steady-state response or the independence of this steady-state response of initial
condition was at best surmised from simulations. These serve as a first step toward applying
adaptive control design for general systems with unmodeled nonlinearities.
Though the proposed adaptive control strategies were shown to reduce the tuning effort of
the control parameters relative to a linear control design, some tuning is still required. For
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example, the discrete-time pole-placement adaptive control strategy in Chapter 3 requires
the projection operator to be suitably defined in order to produce the desired performance.
Additionally, the parameters of the continuation algorithm also need to be carefully tuned
to cooperate with the adaptive control designs. Since the convergence of the closed-loop
systems under the adaptive control strategies in this dissertation is not typically exponential,
the convergence tolerance, the maximum error residual, and the maximum and minimum
step sizes must be carefully chosen. Additional attention needs to be paid to the simulation
time for each run and/or the absolute and relative tolerances of the nonlinear solvers used
to integrate the system ODEs.
Several opportunities are available for future research. In this dissertation, we formulate
the zero problems based on the measurement of the scalar control input u. By restricting
the choice of the reference input r such that ṙ − Ar is parallel to b, we arrive at the same
number of continuation variables parameterized by the Fourier coefficients of r and zero
functions built with the Fourier coefficients of the measured steady-state behavior of u. As
an alternative, one might imagine formulating the zero problem in terms of the components
of x, rather than a single scalar signal. This would increase the number of equations and
thus allow more freedom to choose r [10, 118].
Second, the classes of systems considered in this dissertation can be further generalized.
For continuous-time systems, the uncertainties are required to be in the same channel as
the control input. Future research might free this constraint and consider cases where b is a
matrix instead of a vector. On the other hand, the discrete-time systems analyzed here are
required to be single-input-single-output in the input-output form. A future direction may
focus on formulations in the form of single-input-multi-output or multi-input-multi-output
systems. Control-based continuation using a non-adaptive, linear controller was performed
on a single-input-multi-output discrete-time system in an analysis of tapping-mode atomic
force microscopy in [10].
Some difficulties were encountered in the work reported here due to the absence of expo-
nential convergence of the system states and control input to their steady-state behavior. In
recent work by Miller [94, 95, 96] for discrete-time systems, the adaptation law is modified
to achieve such exponential stabilization, while still being able to tolerate some amount of
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unmodeled dynamics. It would be interesting to explore an application of this modified
control formulation to the control-based continuation context.
It would also be interesting to extend the control formulations in this dissertation to
autonomous systems in which a family of periodic orbits is not a result of external excitation.
In such cases, the period of each orbit is typically unknown (consider, e.g., models of passive
bipedal walkers [119]). In this case, the control design in terms of a reference input and a
feedback controller needs to not only compensate for the unknown dynamics but also allow
for a determination of the unknown period through Newton iterations, as is the case with
model-based parameter continuation techniques.
Finally, it goes perhaps without saying that the theoretical analysis in this dissertation
only serves as a first step toward a realistic implementation in a physical experiment. The
additional challenges that arise in such an implementation, including noise, time delays, and
hardware limitations provide ongoing opportunity for original contributions. In the recent
works on control-based continuation in physical experiments [21, 26, 23], the effect of noise,
large turing effort, time-varying issues, etc. are addressed. We expect that these will be
enabled by the proposed transition from linear feedback schemes to adaptive control designs
such as those considered in this dissertation.
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APPENDIX A
SUPPORTING MATERIAL FOR CHAPTER 2
A.1 Bounded Inputs
Recall the model-reference adaptive control design from Section 2.2.2. As shown there,
e = x− xm and θ̃ = θ̂ − θ are bounded signals. Since this holds also for r and g, it follows
from (2.11) and the fact that A is Hurwitz that xm is bounded, and consequently, that x is
bounded. Equation (2.9) then implies that u is bounded.
For the L1 adaptive control design in Section 2.2.3, the boundedness of x, x̂, and u follows
under an additional condition on the bandwidth k. Here, η̂(t) , θ̂>(t)x(t) and θ̂ ∈ B imply
that
‖η̂τ‖L∞ ≤ L ‖xτ‖L∞ (A.1)








Next, let ζ(t) , θ̃>(t)r(t) and denote the Laplace transform of g(t) by g(s). It follows from
(2.24) that
‖x̂τ‖L∞ ≤ ‖G(s)‖L1‖η̂τ‖L∞ + ‖H(s)‖L1
∥∥ζτ∥∥L∞
+ ‖(sI− A)−1 (g(s) + x(0)) ‖L∞ , (A.3)
where G(s) , H(s)(1 − C(s)), H(s) , (sI − A)−1b, and C(s) = k/(s + k). Substitution of
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(A.2) in (A.3) and reorganization yields




∥∥ζτ∥∥L∞ + ‖(sI− A)−1 (g(s) + x(0)) ‖L∞ (A.4)
and the boundedness of x̂ follows provided that k satisfies the stability condition
‖G(s)‖L1L < 1. (A.5)
It is straightforward to show that this holds provided that k exceeds some threshold. In this
case, the bound on x̃ implies the boundedness of x. Since θ̂ is bounded by construction, it
follows that u is bounded.
In the case of the linear system given by (2.34), the L1-norm of G(s) as a function of
the filter bandwidth k is shown in Fig. A.1. With B = B(0, 2), it follows that L = 2 and,
consequently, that ‖G(s)‖L1 must be less than 1/2 for the stability condition to hold. In the
main text, we use k = 10 for which ‖G(s)‖L1 ≈ 0.23.
For the linear system given by (2.44), and with B = B(0, 2), the stability condition again
holds as long as ‖G(s)‖L1 < 1/2. With k = 10, ‖G(s)‖L1 ≈ 0.48.


















Suppose that k is chosen so that the stability condition (A.5) holds. The ideal dynamics of
the L1 adaptive control design is represented by the nonadaptive reference system











, uref(0) = 0. (A.7)
It follows from the analysis below that
‖xref − x‖L∞ ≤
γ1√
Γ







‖xref(t)− x(t)‖ = 0, lim
t→∞
















γ4 , 4‖C(s)‖L1R2 + ‖C(s)‖L1Lγ2, (A.13)
and H1(s) , C(s) 1c>0 H(s)
c>0 is a proper and BIBO stable transfer function for some c0 (whose
existence follows from the controllability of the pair (A, b), cf. Lemma A.12.1 in [56]).
Indeed, in the frequency domain






where η̃(s) is the Laplace transform of η̃(t) , θ̃(t)x(t). It follows that




The error dynamics in (2.26) now imply that
H(s)η̃(s) = x̃(s)−H(s)ξ̃(s), (A.16)





and the first part of (A.8) follows since the upper bounds are independent of τ .
Similarly,






C(s)η̃(s) = H1(s)x̃(s)− C(s)ζ̃(s) (A.19)
and the second part of (A.8) again follows since the upper bounds are independent of τ .
Finally, from (A.14), we obtain
xref(s)− x(s) = (I−G(s)θ>)−1H(s)C(s)η̃(s), (A.20)
where (I−G(s)θ>)−1 is stable. Since lims→0 sη̃(s) = limt→∞ η̃(t) = 0, the claims of asymp-
totic convergence in (A.9) follow from the final-value theorem.
The tightness of the bounds in (A.8) depends on the values of Γ and the radius R. As
suggested in the main text, the L1 framework remains robust to time delays with arbitrarily
large values of the adaptive gain Γ, limited only by the available hardware. Similarly,
an initially conservative estimate of R may be significantly reduced during control-based
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continuation, provided that θ̂(t) → θ during the initial set of iterations of the Newton
solver. Since x(t) → 0 when r = q∗, it follows that xref(0) is close to 0 in each subsequent
iteration, ensuring that x(t) and u(t) remain close to 0 throughout the analysis.
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APPENDIX B
SUPPORTING MATERIAL FOR CHAPTER 3
B.1 Convergence Results
That εk, yk → 0 as k → ∞ for both adaptive control designs in Section 3.2 follows from
application of the following general lemma, reviewed in [112].
Lemma 2. Let {vk}, {wk}, {mk}, and {nk} be sequences in Rp, R, (0, c], and [0, c], respec-







‖vk‖ ≤ c1 + c2 max
0≤t≤k
|wk| (B.2)
for some numbers c1 ≥ 0 and c2 > 0 imply that limk→∞wk = 0 and {‖vk‖} is bounded.
Proof. Since wk must converge to 0 if {‖vk‖} is bounded, suppose that {wk} is unbounded






c(1 + (c1 + c2|wki |)2)
, (B.3)
which converges to a nonzero constant as i→∞. The claim follows by contradiction.
From Lemma 1 in [87], we obtain the following result with minimal modifications.
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where ε̄k = εk/
√
β + ‖φk−1‖2. Then, the Lyapunov function Vk = ‖ ˜̄θk‖2 is non-increasing,
since







≤ (−2 + α)αε̄2k. (B.6)
It follows that




from which we conclude that limk→∞ ε̄
2
k = 0.
The implications of Lemma 2 now follow by identification of vk = φk−1, wk = εk, mk = β,
and nk = 1 provided that
‖φk−1‖ ≤ c1 + c2 max
0≤l≤k
|εl| (B.8)
for some numbers c1 ≥ 0 and c2 > 0.
Similarly, consider the following lemma







Proof. It follows from (3.46) that





where ε̄k = εk/
√
β + ‖ψk−1‖2. Then, the Lyapunov function Vk = ‖θ̃k‖2 is non-increasing
for any order n, since








≤ (−2 + η2α)αε̄2k, (B.11)
where we have used the fact that ‖φk‖ < η‖ψk‖ for all k and some η = η(n) ∈ (0, 2). It
follows that




and we conclude that limk→∞ ε̄
2
k = 0 for any order n.
Again, the implications of Lemma 2 follow by identification of vk = ψk−1, wk = εk, mk = β,
and nk = 1 provided that
‖ψk−1‖ ≤ c1 + c2 max
0≤l≤k
|εl| (B.13)
for some numbers c1 ≥ 0 and c2 > 0.
B.2 Closed-loop Performance
In the case of the model-reference adaptive control design, suppose that znB(z−1, ω) is
Schur stable. The bound in (B.8) then follows immediately from the variation-of-parameters
formula applied to each of the autonomous, closed-loop equations (3.26) and (3.27), since
the factor S(z−1) introduces a semi-simple root on the unit circle and is common on both
sides of (3.27).
For the pole-placement strategy, the bound in (B.13) follows from a careful analysis of
the non-autonomous, closed-loop dynamics. To this end, let A∗k denote the coefficient ma-
trix in (3.45). We have already observed that its eigenvalues coincide with the roots of
z2n+1A∗(z−1), all of which are located inside the unit circle by construction. Moreover, since
the construction of the coefficients {li,k} and {pi,k} is unique and continuous on the compact
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set B, it follows that ‖A∗k‖ is uniformly bounded in k. Finally, by inspection of the matrix
difference A∗k − A∗k−1 and reference to (3.35), it follows that
‖A∗k − A∗k−1‖ ≤ c1‖θ̂k − θ̂k−1‖, (B.14)
for some c1 > 0 independent of k. But,








By (B.12), the sum on the right-hand side is bounded independently of k and the same thus
applies to the sum
k∑
l=1
‖A∗l − A∗l−1‖2. (B.17)
The following lemma is now a standard result.





‖Ψ(k, l)‖ ≤ c2µk−l, k ≥ l (B.19)
for some µ ∈ (0, 1) and c2 > 0 independent of k and l.
The bound in (B.13) then follows immediately from the variation-of-parameters formula
applied to (3.45):
ψk = Ψ(k, 0)ψ0 +
k−1∑
l=0






SUPPORTING MATERIAL FOR CHAPTER 4
We consider the introduction of an additive, uniformly bounded, unknown disturbance h(t, q)
in the open-loop dynamics:
q̇ = Aq + b
(
θ>Q (t, q) + σ
)
+ h(t, q), (C.1)
With xm governed by (4.11), it then follows that
ė = Ae+ bθ̃>Q (t, q)− h(t, q). (C.2)
Given the Lyapunov function in (4.13), the adaptation law (4.10) implies that
V̇ = −e>Se+ 2e>Ph(t, q). (C.3)
Because of the second term on the right-hand side, we can no longer claim that V̇ ≤ 0 or
e → 0 as t → ∞. It is still the case that e is bounded, however. Indeed, if hb denotes an
upper bound for ‖h(t, q)‖, then
V̇ (t) ≤ −λmin(S)‖e‖2 + 2‖e‖λmax(P )hb. (C.4)
Consequently, V̇ < 0 when
‖e‖ > 2λmax(P )
λmin(S)
hb. (C.5)
While this implies that ‖e‖ is eventually upper bounded by the right hand side of (C.5),
boundedness of θ̂ does not follow. To achieve this, and by implication the boundedness of
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, θ̂(0) = θ̂0, (C.6)
This implementation guarantees a bounded response given a uniformly bounded disturbance
h(t, q), but the control-based continuation algorithm fails to trace out the solution branch,
since it is no longer the case that u(t) converges to 0 as t→∞ when r = q∗ if the disturbance
persists. Given additional information about the disturbance, it may be possible to substitute
the requirement that u(t)→ 0 with a condition on a suitably filtered version of u(t).
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APPENDIX D
DFT IN SIGNAL PROCESSING
It is known that a continuous-time periodic signal xp(t) with a fundamental frequency f0
can be represented as a sum of harmonics at f0 and its multiples kf0 [120],
xp(t) = a0 +
∞∑
k=1
ak cos(2πkf0t) + bk sin(2πkf0t), (D.1)
where the coefficients a0, ak, and bk are the trigonometric Fourier series coefficients. To
extract the spectral information from a continuous-time periodic response in Chapters 2, 4,
and 5, one period of the response of the control input is sampled. Besides, the sampling rate
needs to be greater than the signal’s Nyquist frequency, i.e. 2f0, to avoid aliasing [120].
Discrete Fourier transform (DFT) is then performed on the sampled signals {x[n]}, and
this transform provides a frequency-domain description of the time-domain signals. In this
dissertation, we use the Matlab fft function to obtain the DFT of the sampled signals. De-
note the DFT of {x[n]} by {xDFT[k]}, and the relation between the DFT and the coefficients
ak and bk is given as
xDFT[0]/N = a0, (D.2)
2 real(xDFT[k])/N = ak, 2 imag(xDFT[k])/N = bk, for k > 0. (D.3)
Thus the original signal xp(t) can be reconstructed.
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