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Abstract The semiparametric Cox proportional hazards model is routinely adopted
to model time-to-event data. Proportionality is a strong assumption, especially when
follow-up time, or study duration, is long. Zeng and Lin (2007) proposed a useful gener-
alisation through a family of transformation models which allow hazard ratios to vary
over time. In this paper we explore a variety of tests to evaluate the need for transfor-
mation, arguing that the Cox model is so ubiquitous that it should be considered as
the default model, to be discarded only if there is good evidence against the model as-
sumptions. Since fitting an alternative transformation model is more complicated than
fitting the Cox model, especially as procedures are not yet incorporated in standard
software, we focus on tests which require a Cox fit only. A purpose-built score test is
derived, and we also consider performance of omnibus goodness-of-fit tests based on
Schoenfeld residuals. These tests can be extended to compare different transformation
models. In addition we explore the consequences of fitting a misspecified Cox model to
data generated under a true transformation model. Data on survival of 1043 leukaemia
patients are used for illustration.
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21 Introduction
In 1972, Sir David Cox introduced the proportional hazards model in his paper ”Re-
gression models and life tables”, read to the Royal Statistical Society. The Cox model
has since played a central role in survival analysis, so much so that in biostatistical
applications, authors almost need to justify any decision not to assume this form, even
though a plethora of alternatives are now available (see eg Hougaard 2000 or Therneau
and Grambsch 2000).
In 2007, in an important paper also read to the Royal Statistical Society, Zeng &
Lin proposed an interesting and useful class of transformation models. Their paper has
wide scope but for our purposes it is sufficient to concentrate on single-event possibly
right-censored survival time data. The innovation of Zeng & Lin in this context is the
assumption that the cumulative hazard, given covariates, is a transformation of the
standard Cox cumulative hazard. The approach maintains the semiparametric nature
of the Cox model, with an unspecified baseline hazard being moderated by covariate
effects, but it is more flexible since the transformation allows hazard ratios to vary
over time. Often the increased flexibility is achieved for the price of just one extra
parameter, depending upon the particular transormation selected. Further detail is
provided in Section 2 below.
Transformation models are fitted by maximisation of the full likelihood, with one
parameter for the baseline at each distinct event time, and simultaneous estimation of
baseline and covariate regression coefficients. This is necessarily more complicated than
the technique of maximising the partial likelihood then obtaining the Breslow estimator
as usually used for the Cox model, especially when there are many distinct failure times,
since the dimension of the baseline cumulative hazard estimator then becomes large.
As the family of transformation models is relatively new, fitting procedures are not yet
available in standard statistical packages.
Another issue is that given the availability of easy-to-use software combined with
the long history of success, the analyst may not be willing to abandon the Cox model
without good evidence against it. Thus, we suggest that a useful intermediate step
would be ascertain whether there is sufficient evidence to use the transformation model
before attempting to fit this type of model. We therefore propose in this paper a score
test, which requires only the trivial fitting of the proportional hazards model, to dis-
criminate between the Cox and transformation models. We recognise that a likelihood-
ratio test can be used with the same purpose. However, to carry out a likelihood-
ratio test, one needs to fit not just the Cox model but also the transformation model.
Thereby, if the proposed score test has similar performance to the likelihood-ratio
test, the former may be preferable. We also consider goodness-of-fit procedures based
on Schoenfeld residuals (Schoenfeld, 1982). These are well known and although not
specifically addressed at transformation alternatives, it is useful to investigate their
power to detect this form of non-proportionality. Moreover, the residuals can be mod-
ified to help in assessing the fit of a general transformation model rather than Cox
alone.
Given its overwhelming popularity, an analyst may be tempted to employ the Cox
model even when the data are more properly described by a transformation model.
The question thus arises as to whether seriously misleading conclusions are likely to
be obtained under such a misspecification. Thus, in the later part of this paper, we
attempt to quantify the bias which may arise from misspecification of a Cox model.
3The paper is organised as follows. The proposed tests are described in Section 2.
Simulation studies are carried out in Section 3 to evaluate the test properties and assess
power. The likelihood-ratio test and a global Schoenfeld residual test are also included
for comparison. In Section 4, we consider estimation under a misspecified Cox model,
when the true model belongs to the transformation family. Application of our ideas to
data on survial of leukaemia patients is presented in Section 5. Finally, Section 6 gives
concluding remarks. Throughout we will focus on univariate survival analysis and the
Box-Cox family of transformations described by Zeng & Lin: the ideas can easily be
extended to more general event history data and alternative transformations.
2 Tests for transformation
Suppose that n independent subjects are monitored and let Ni(t) be the counting
process recording the number of events that have been observed on subject i by time
t. The study period is (0, τ ) but we do not require all subjects to be observed for the
full period. We use Ri(t) as an indicator of being under observation (at-risk) at time
t and we assume the observation process is, as usual, predictable and independent in
the sense of Andersen et al (1993, p139). This means that given the events and the
observation history Ft− up to time t there is no further information in knowing whether
or not subject i is under observation at time t. We assume that there is a p−vector Xi
of covariates associated with subject i and for ease of presentation we assume this is
time constant. Extension of the results below to time-varying covariates is direct.
Under the standard Cox model the cumulative hazard for subject i is
Λi(t|Xi) = eXiβ
∫ t
0
Ri(s)λ0(s)ds, (1)
where λ0(s) is an unspecified baseline hazard. The parameter β is estimated by maxi-
mum partial likelihood and the cumulative baseline hazard is estimated by the Breslow
estimator
Λˆ0(t) =
n∑
i=1
∫ t
0
dNi(s)∑
i
Ri(s)eXiβˆ
.
The transformation models, first proposed in Zeng & Lin (2006) and then in Zeng
& Lin (2007), are in these circumstances of the form
Λi(t|Xi) = K(eXiβ
∫ t
0
Ri(s)λ0(s)ds) = K(e
XiβΛ0i(t)) say, (2)
where K(.) is a known, continuously differentiable and strictly increasing function.
Model (2) reduces to the standard Cox model when K(x) = x. Letting K′(x) =
dK(x)/dx, the hazard is
λi(t|Xi) = Ri(t)eXiβλ0(t)K′(eXiβΛ0i(t)) (3)
and the likelihood function is given by
L =
n∏
i=1
{
eXiβλ0(ti)K
′(eXiβΛ0i(ti))
}∆iN(ti)
exp
{
−K(eXiβΛ0i(ti))
}
, (4)
where ∆iN(t) is the observed change in Ni(t). For estimation, Zeng and Lin proposed
direct maximisation of (4) with respect to β and point masses {λˆ0(t)} at distinct event
times.
42.1 Score test for Box-Cox transformation
One of the transformations proposed by Zeng and Lin, which is also the focus of this
work, is the Box-Cox family
K(x) =
(1 + x)ρ − 1
ρ
ρ ≥ 0,
which in (2) and (3) yields
Λi(t|Xi) = (1 + e
XiβΛ0i(t))
ρ − 1
ρ
(5)
and
λi(t|Xi) = eXiβλ0(t)(1 + eXiβΛ0i(t))ρ−1. (6)
When ρ = 1 we have the standard Cox proportional hazard model whereas when ρ > 1
cumulative hazard ratios diverge with time and when ρ < 1 they converge.
Assume temporarily that β and λ0(s) are known, i.e. treat ρ as the only unknown
parameter. Differentiating the logarithm of the likelihood function (4) with respect to
ρ and evaluating at ρ = 1 leads to a score equation
Uρ =
n∑
i=1
∆iN(ti)log(1+e
XiβΛ0i(ti))−(1+eXiβΛ0i(ti))log(1+eXiβΛ0i(ti))+eXiβΛ0i(ti)
(7)
for testing H0 : ρ = 1. Introducing
Λi(t) = e
Xiβ
∫ t
0
Ri(s)λ0(s)ds
and noting that ∫
log(1 +A)dA = (1 + A)log(1 +A)− A,
we can re-write Uρ in terms of counting process notation as
Uρ =
n∑
i=1
∫ τ
0
log(1 + Λi(s))dMi(s), (8)
where Mi(t) = Ni(t) − Λi(t) is the usual counting process martingale under a Cox
model. It follows that in principle the associated predictable variance
Vρ =
n∑
i=1
∫ τ
0
log2(1 + Λi(s))dΛi(s) (9)
can be used as a basis for variance estimation, with proper allowance for uncertainty
in βˆ and Λˆ0. The score test statistic
Sρ =
Uρ√
Vρ
(10)
has under regularity conditions an asymptotic normal distribution under the null hy-
pothesis. However, our experience is that attempting to account for uncertainty in
estimating the high-dimensional baseline hazard, Λˆ0, leads to under-estimation of the
variance of U in finite samples. Hence a bootstrap variance is recommended. This is
quick and easy to carry out.
52.2 Modified Schoenfeld residuals for the Box-Cox transformation model
For this section, we assume the more general problem that we wish to test whether the
Box-Cox transformation model with a specified parameter ρ is suitable for the data.
Taking ρ = 1 reduces to testing the Cox model.
Schoenfeld’s residuals (Schoenfeld, 1982) provide an important tool for checking
the suitability of a Cox model. The residuals naturally arise from the score function
of a Cox model. Although there is no similar luxury for the Box-Cox transformation
model, we derive modified Schoenfeld residuals in an analogous fashion as the standard
Schoenfeld residuals. Based on the cumulative sum of these modified residuals, we aim
to develop several tests that can be used to check the fit of the Box-Cox transformation
models. For simplicity of presentation we assume temporarily that the covariate X is
scalar. All of the arguments below apply more generally, with tests to be taken on each
covariate in turn.
Similar to the standard Schoenfeld residuals, the modified residuals are defined for
subjects who have experienced an event of interest. Suppose subject i has an event at
time ti. The associated modified residual under a Box-Cox transformation model is
r˜i = Xi −
∑n
j=1 Rj(ti)Xjλ(ti|Xj)∑n
j=1 Rj(ti)λ(ti|Xj)
= Xi −
∑n
j=1 Rj(ti)Xje
Xjβ(1 + eXjβΛ0(ti))
ρ−1∑n
j=1 Rj(ti)e
Xjβ(1 + eXjβΛ0(ti))ρ−1
. (11)
When the true model is adopted, the sum of modified residuals, denoted by r˜(t), can
be written in terms of counting process notation as
r˜(t) =
n∑
i=1
∫ t
0
{
Xi − S
(1)(β, s)
S(0)(β, s)
}
dMi(s), (12)
where
S(0)(β, t) =
n∑
j=1
Rj(t)e
Xjβ(1 + eXjβΛ0(t))
ρ−1
and
S(1)(β, t) =
n∑
j=1
Rj(t)Xje
Xjβ(1 + eXjβΛ0(t))
ρ−1.
As before, Mi(t) is a martingale process and is given by
Mi(t) = Ni(t)−
∫ t
0
Ri(s)λ0(s)e
Xiβ(1 + eXiβΛ0(s))
ρ−1ds.
Since the term in brackets in (12) is predictable, the associated variance is
Vr˜(t) =
∫ t
0
n∑
i=1
{
Xi − S
(1)(β, s)
S(0)(β, s)
}2
Ri(s)λ0(s)e
Xiβ(1 + eXiβΛ0(s))
ρ−1ds.
Let tk, k = 1 . . . ne, be the ordered observed event times, i.e. t1 < t2 < . . . < tne
where ne denotes the total number of observed event times in the study. Since λ0(t) is
6defined only when there is an event at time t, the sample version of the above equation
can be written as
Vˆr˜(t) =
∑
tk≤t
n∑
i=1
{
Xi − S
(1)(βˆ, tk)
S(0)(βˆ, tk)
}2
Ri(tk)λˆ0(tk)e
Xiβˆ(1 + eXiβˆΛˆ0(tk))
ρ−1.
Denote the variance of r˜i by Vr˜i . Then,
Zi =
r˜i√
Vr˜i
∼ N(0, 1)
are the standardised residuals. Based on the ideas of O’Quigley and Stare (2003) and
Stare et al (2005), the process
Bne(
k
ne
) =
1√
ne
k∑
i=1
Zi k = 1, . . . , ne
is a partial-sum process that is defined over the discrete points k/ne ∈ [0, 1], with
Bne(0) = 0 by definition. By using linear interpolation, we can extend the partial-sum
process, Bne(
k
ne
), to the whole interval as
B∗ne(s) = Bne(
k
ne
) + (sne − k)
{
Bne(
k + 1
n
)−Bne(
k
ne
)
}
for s ∈ (k/ne, (k + 1)/ne). The continuous process B∗ne(s) converges in distribution
to a standard Brownian process (Serfozo, 2009). This implies that B∗ne(s) converges
to a normal distribution with zero-mean and variance s. We can therefore construct a
bridge process for the sample
BBne(
k
ne
) =
1√
ne
(
k∑
i=1
Zi − kne
ne∑
i=1
Zi
)
. (13)
So far we have treated the standardised residuals equally. One may prefer to attach
more weight to some areas which are more important than the others, for instance the
early stage of the study where the number of subjects who are at risk is larger. To do
this, let wi, i = 1, . . . , ne, be positive weights that are assigned to each standardised
residual. These weights are defined to sum to unity. The weighted partial-sum process
can be written as
Bwne(
k
ne
) =
k∑
i=1
√
wiZi k = 1, . . . , ne
which can also be shown to converge to a standard Brownian process. Hence the Brow-
nian bridge of the weighted version is
BBwne(
k
ne
) =
k∑
i=1
√
wiZi − k
ne
ne∑
i=1
√
wiZi. (14)
72.2.1 Test statistics
We propose three tests based on the above properties to be used to assess the goodness
of fit of a transformation model at a particular ρ, say ρ0. To be specific, H0 : ρ = ρ0
versus H1 : ρ 6= ρ0.
If the null holds, we expect BBne and BB
w
ne to be more or less close to zero. To
test this, we can use
T1 = max|BBne(
k
ne
)| (15)
or
T2 = max|BBwne(
k
ne
)|. (16)
The (Kolmogorov) distribution of the maximum absolute value of a Brownian bridge
BB(u) (eg Cox and Hinkley, 1974),
P (max|BB(u)| > x) = 2
∞∑
k=1
(−1)k+1e−2k2(x)2 ,
is used to approximate the null distribution of these test statistics.
As in Stare et al (2005), we will also consider the Crame´r-Von Mises statistic which
is defined as
c2 =
∫ 1
0
BB2(t)dt−
(∫ 1
0
BB(t)dt
)2
with sample version
T3 =
1
ne
ne∑
k=1
BB2(
k
ne
)−
(
1
ne
ne∑
k=1
BB(
k
ne
)
)2
. (17)
Instead of looking at the maximum bridge value only, the Crame´r-Von Mises statistic
considers the whole path of the bridge process and is essentially an integrated absolute
distance from zero. This statistic is designed to pick up sustained but modest departures
from the zero mean. The distribution of the test statistic is approximated (Cso¨rgo˝ and
Faraway, 1996) by
P (c2 ≤ x) = 1 + 2
∞∑
k=1
(−1)ke−2k2(pi)2x.
Note that these three tests are also applicable for testing the Cox model as special
case, ie H0 : ρ = 1.
3 Simulations
In this section we investigate the performance of the proposed tests via simulation.
Samples were generated according to the proportional hazard or Box-Cox transforma-
tion models. We fix β = 1 to be the coefficient for a single binary treatment indicator
X, and the survival times were generated using Model (6) with the baseline hazard
λ0(t) = 1. The transformation parameter ρ 6= 1 was adopted when simulating from
Box-Cox transformation model and ρ = 1 for the Cox model. We truncated the data
at τ , where τ varied with ρ to create approximately 20% non-informative censoring.
Qualitatively similar conclusions were obtained for other censoring levels.
8Table 1 Test size and power for score test for Box-Cox transformation models. All simulation
results are based on 1000 repetitions and have approximately 20% censoring.
ρ 0 0.5 1 1.5 2 3
n = 250 0.079 0.047 0.068 0.142 0.260 0.573
n = 500 0.311 0.087 0.061 0.176 0.338 0.756
n = 1000 0.737 0.167 0.047 0.217 0.548 0.929
Table 2 Test size and power for the maximum absolute value of unweighted bridge process,
T1, with null set to be H0 : ρ = 1.
ρ 0 0.5 1 1.5 2 3
n = 250 0.232 0.071 0.040 0.064 0.070 0.279
n = 500 0.459 0.121 0.043 0.096 0.213 0.541
n = 1000 0.796 0.217 0.048 0.162 0.393 0.855
3.1 Test for H0 : ρ = 1
We first examined the performance of the proposed methods in testing that a Cox
model is appropriate, so that the null is H0 : ρ = 1. Three sample sizes were consid-
ered, each with 1000 replications. We computed the score test statistic Sρ using (10)
and the maximum absolute value of unweighted bridge process, T1, using (15). The
bootstrap variance was used to compute Sρ, based on 100 resamples. We also assessed
performance of T2 (maximum value of weighted bridge process) and T3 (Crame´r-Von
Mises statistic) defined at (16) and (17) respectively, using weight proportional to risk
set size for T2. Results are omitted to save space but our empirical findings were that
T1 has greater power than either T2 or T3 for the Box-Cox transformation alternative
to the null (Ho, 2009).
Tables 1 and 2 show the test sizes and power for a nominal 5% test for Sρ and T1
respectively. From both tables, we observe reasonable test sizes even when the sample
size is small. We also observe that for both tests, when sample size is small, there is
no or very little power to detect misspecification of a Cox model when the true ρ is
near the null. Even for a large sample (n = 1000), the power to detect misspecification
for true ρ near 1 is only approximately 20%. However, the power does increase as the
true ρ moves away from the null. At n = 1000 and true ρ = 3, both tests have nearly
90% chance of detecting misspecification. The cumulative sum of residuals method T1
appears to have greater power to detect misspecification when true ρ is less than one
whereas the proposed score test has greater power to detect misspecification when true
ρ is greater than one. Therefore neither test consistently outperforms the other.
We also include for comparison results for a standard Schoenfeld residuals method
and a likelihood-ratio test (Tables 3 and 4). The standard Schoenfeld residuals method
is the trend test as implemented in the cox.zph routine in R. It appears to have
similar performance to T1 except for reduced power to detect ρ > 1 and slightly
increased power to detect ρ < 1. We sometimes found convergence problems in fitting
the Box-Cox transformation model when considering the likelihood ratio test, especially
for small sample sizes. Table 4 gives the proportion of samples which converged and
includes an extra row at n = 2000 to show that the convergence problem becomes
reduced in very large samples. Size and power results in Table 4 are based on the
successfully convergenced samples only. Note that the empirical test size is very low
9Table 3 Test size and power for standard Schoenfeld residuals trend test, with null H0 : ρ = 1.
ρ 0 0.5 1 1.5 2 3
n = 250 0.295 0.089 0.048 0.069 0.149 0.244
n = 500 0.514 0.142 0.043 0.100 0.235 0.473
n = 1000 0.801 0.250 0.052 0.147 0.418 0.816
Table 4 Test size and power for likelihood-ratio test for Box-Cox transformation models, with
null H0 : ρ = 1. Percentage of successful convergence given in parentheses.
ρ 0 0.5 1 1.5 2 3
n = 250 - - 0.009(56.6) - - -
n = 500 - - 0.002(82.8) - - -
n = 1000 0.711(90.3) 0.140(99.4) 0.047(98.4) 0.200(94.3) 0.537(72.6) 0.921(69.6)
n = 2000 0.903(97.5) 0.438(100) 0.056(99.0) 0.378(99.6) 0.689(79.4) 0.992(82.6)
Table 5 Test size and power for the maximum absolute value of unweighted bridge process,
T1, with null set to be H0 : ρ = 3. Results are based on 1000 simulations.
ρ 0 0.5 1 2 3 4 6
n = 250 0.448 0.220 0.099 0.047 0.032 0.042 0.071
n = 500 0.770 0.484 0.226 0.056 0.030 0.054 0.088
n = 1000 0.977 0.797 0.453 0.094 0.043 0.080 0.187
for the likelihood ratio test when sample size is low (n = 250 and n = 500). Power
is then meaningless and so values for these sample sizes are omitted from the table.
For n = 1000 the likelihood ratio test, when available, outperforms the other tests for
ρ > 1 but not for ρ < 1.
3.2 Test for H0 : ρ = ρ0
We now turn our interest to testing the model adequacy of a Box-Cox transformation
model with ρ 6= 1. The same simulation set-up was adopted. For the first simulation
scenario, data were generated with true ρ varied between 0 and 6. The null model,
H0 : ρ = 3, was fitted to each of these data sets and the test statistics T1 − T3 given
by (15)-(17) were computed. Table 5 shows the proportion of rejections for T1 under a
nominal 5% test: T2 and T3 were inferior and hence results for those tests are omitted.
Test size for T1 is reasonable, though slightly low at small sample sizes. Power increases
with sample size and severity of misspecification as expected. However, it seems that
there is no/very little power to detect misspecification when the true ρ is greater than
the null in this example.
We repeated the procedures but with the null set to be H0 : ρ = 0.5, i.e. the
modified Schoenfeld residuals and T1 are obtained by fitting Box-Cox transformation
models to the data with ρ fixed at 0.5. The proportion of rejections are summarised
in Table 6. Again, results imply reasonable test size and power increasing with sample
size and with underlying ρ moving away from the null. Comparing this table to Table 5,
we can see that the power of detecting the misspecification of ρ is generally higher.
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Table 6 Test size and power for the maximum absolute value of unweighted bridge process,
T1, with null set to be H0 : ρ = 0.5. Results are based on 1000 simulations.
ρ 0 0.2 0.5 1 2 3
n = 250 0.112 0.066 0.035 0.089 0.438 0.710
n = 500 0.253 0.117 0.039 0.179 0.733 0.952
n = 1000 0.441 0.195 0.058 0.298 0.942 0.998
4 Misspecification of Cox model
In this section we investigate the consequences of fitting a misspecified Cox model to
data that are generated under the Box-Cox transformation model. We aim to evaluate
the bias which may occur in the coefficient and fitted cumulative hazard estimators
when transformation is needed but ignored. For simplicity in notation we will continue
to assume a scalar covariate but the arguments apply more generally. Throughout, we
assume that X is scaled to zero mean. We also assume that failure times are continuous
with no ties.
By arguments similar to those of Solomon (1984), Struthers and Kalbfleisch (1986)
and Henderson and Oman (1999), we can show that the maximum partial likelihood
estimator βˆ converges with sample size to the solution β∗ of
∫ ∞
t=0
EX [Xf(t|x)]G(t)dt =
∫ ∞
t=0
EX [Xe
Xβ∗S(t|X)]
EX [eXβ
∗
S(t|X)] EX [f(t|x)]G(t)dt. (18)
Here f(.|.) and S(.|.) are the density and survival function for the true model, i.e. the
Box-Cox transformation model in our case, and G(.) is the survival function of the
underlying censoring time C. The limit β∗ is often called the “least false” value (Hjort,
1992).
The true f(.|.) and S(.|.) can be obtained for the transformation model from (5)
and (6). Substitution in (18) together with u = Λ0(t) gives
∫ ∞
u=0
EX [Xe
Xβ(1 + eXβu)ρ−1A(β, u)]H(u)du =
∫ ∞
u=0
EX [Xe
Xβ∗A(β, u)]
EX [eXβ
∗
A(β, u)]
EX [e
Xβ(1 + eXβu)ρ−1A(β, u)]H(u)du (19)
where A(β, u) = exp
{
−[(1 + eXβu)ρ − 1]/ρ
}
and we have defined H(u) = G(Λ−10 (u)).
Although there is no explicit solution for β∗, for small β a Taylor series method can
be employed to obtain the first order approximation for β∗ as
β∗ =
{
1 +
∫∞
u=0
u(ρ− 1)(1 + u)ρ−2A(u)H(u)du∫∞
u=0
(1 + u)ρ−1A(u)H(u)du
}
β +O(β2) (20)
with A(β, u) = A(0, u) = exp {−[(1 + u)ρ − 1]/ρ}. We see that to first order in β, the
amount of bias in a misspecified fit does not depend on the covariate X.
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4.1 No censoring
When there is no censoring, H(u) = 1 and the denominator in the fraction of (20)
integrates to one. The numerator can be integrated by substitution of v = (1 + u)ρ
followed by substitution of k = vρ and since∫ ∞
b
ka−1e−kdk = Γ (a, b) a > 0
is an upper incomplete gamma function, for ρ > 1, the first order approximation (20)
becomes
β∗ =
{
1 +
e
1
ρ (1− ρ)
ρ
{
ρe−
1
ρ − ρ1− 1ρΓ (1− 1
ρ
,
1
ρ
)
}}
β ρ > 1. (21)
However the incomplete gamma function is undefined when ρ < 1. To make further
progress, note that as stated at Section 3.331 on page 356 of Gradshteyn and Ryzhik
(1994),
∫ ∞
k=b
e−k
ka+1
dk = (−1)a+1Ei(−b)
a!
+
e−b
ba
a−1∑
j=0
(−1)jbj
a(a− 1)...(a − j) =W(a, b) say,
(22)
where the exponential integral function Ei(.) is
Ei(−b) = 0.577 + ln(b) +
∞∑
j=1
(−b)j
j.j!
.
Thus for ρ = 12 ,
1
3 ,
1
4 ..., the first order approximation of (20) is
β∗ =
{
1 +
e
1
ρ (1− ρ)
ρ
{
ρe−
1
ρ − ρ1− 1ρW(1/ρ − 1, 1/ρ)
}}
β. (23)
We can see that both (21) and (23) depend on the transformation parameter but are
independent of the covariate distribution.
We examined the performance of the Taylor series approximation using the same
simulation set-up for single event data as described in Section 3 but have the binary
covariate X taking values ±1 to give zero mean. Values of ρ = 0.5, 1.5, 2, 3 were consid-
ered and for each ρ, we generated uncensored data with β = 0.25, 0.5, 1 or 2. For each
combination, the Cox model was fitted to the data and the value of βˆ/β was compared
with the least-false Taylor series approximation β∗/β, obtained using either (21) or
(23) as appropriate.
Results based on 1000 simulations, each with sample size n = 500, are given in
Table 7. Rows labelled ’Approximation’ give the Taylor series approximation β∗/β,
and the remaining rows give the average of the ratio of the estimated ratios βˆ/β.
When ρ < 1 the true hazards converge and hence the fitted “average” hazard ratio is
smaller than the starting value at t = 0, meaning that βˆ/β < 1. The opposite is true
when ρ > 1. For all ρ, the approximation is good for small β. Although in general the
accuracy of the approximation decreases when β gets larger, it seems to be less prone
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Table 7 Effect of misspecification: uncensored data. Rows labelled ’Approximation’ give the
first order Taylor series approximations, β∗/β. The remaining rows show the mean values of
βˆ/β based on 1000 simulations, each with sample size 500.
ρ βˆ/β
0.5 Approximation 0.77
β = 0.25 0.78
β = 0.50 0.79
β = 1.00 0.81
β = 2.00 0.84
1.5 Approximation 1.19
β = 0.25 1.17
β = 0.50 1.17
β = 1.00 1.14
β = 2.00 1.12
2.0 Approximation 1.34
β = 0.25 1.33
β = 0.50 1.31
β = 1.00 1.26
β = 2.00 1.19
3.0 Approximation 1.61
β = 0.25 1.56
β = 0.50 1.51
β = 1.00 1.43
β = 2.00 1.33
to the problem of large β when ρ is small. This is expected as the Cox model is then
close to the true transformation model.
The plot shown in Figure 1 gives a clearer picture of the performance of the ap-
proximation. The solid line represents the least-false Taylor series approximation for
different ρ and the broken lines are the exact ratios for different values of β. All lines
meet at ρ = 1, since the Cox model is correctly specified and there is no bias. The
approximation is good for small β. When ρ is small, the approximation appears to be
good even for the largest considered β. However, as ρ increases, the approximation is
poor for large β. Another noteworthy point is that the exact ratio, βˆ/β, seems to move
towards one as we increase β.
4.2 Type 1 censoring
Now suppose that we truncate the data at time τ , i.e. censoring happens at that time
and only at that time. Since u = Λ0(τ ) when t = τ , and H(u) = 1 for u ≤ τ and
H(u) = 0 otherwise, (19) becomes∫ Λ0(τ)
u=0
EX [Xe
Xβ(1 + eXβu)ρ−1A(β, u)]du =
∫ Λ0(τ)
u=0
EX [Xe
Xβ∗A(β, u)]
EX [eXβ
∗
A(β, u)]
EX [e
Xβ(1 + eXβu)ρ−1A(β, u)]du.
The first order approximation is then
β∗ =
{
1 +
∫ Λ0(τ)
u=0
u(ρ− 1)(1 + u)ρ−2A(u)du
1− exp(− (1+Λ0(τ))ρ−1ρ )
}
β.
13
0.5 1.0 1.5 2.0 2.5 3.0
0
.8
1
.0
1
.2
1
.4
1
.6
ra
ti
o
ρ
Fig. 1 Effect of ρ and β on the accuracy of the Taylor series approximation for uncensored
data. The solid line represents the first order approximation β∗/β. The other lines represents
the exact ratio for β = 0.25 (short dash), β = 0.5 (dot), β = 1 (dot-dash) and β = 2 (long
dash). Results based on 1000 simulations at sample size of 500.
We can handle the integrals as in the case of no censoring. Let u′ = 1ρ (1 + Λ0(τ ))
ρ.
Then it can be shown that the first order approximation is
β∗ =

1 +
e
1
ρ (1− ρ)
{
e−
1
ρ − e−u′ − ρ− 1ρ
[
Γ ( 1ρ , 1− 1ρ )− Γ (u′, 1− 1ρ )
]}
1− exp(−[(1 + Λ0(τ ))ρ − 1]/ρ)

 β (24)
for ρ > 1, and
β∗ =

1 +
e
1
ρ (1− ρ)
{
e−
1
ρ − e−u′ − ρ− 1ρ
[
W(1/ρ− 1, 1/ρ)−W(1/ρ− 1, u′)
]}
1− exp(−[(1 + Λ0(τ ))ρ − 1]/ρ)

β
(25)
for ρ < 1.
14
Table 8 Effect of misspecification: censored data. Columns 3&4 and columns 5&6 give the
least-false first order approximation, β∗/β, and mean ratio, βˆ/β respectively. Results are based
on 1000 simulations, each with sample size 500.
ρ β
20% censoring 50% censoring
Approximation Exact ratio Approximation Exact ratio
0.5 0.25 0.82 0.83 0.89 0.89
0.50 0.82 0.82 0.88 0.89
1.00 0.81 0.81 0.90 0.89
2.00 0.78 0.84 0.91 0.90
1.5 0.25 1.15 1.15 1.10 1.10
0.50 1.16 1.16 1.10 1.10
1.00 1.17 1.15 1.09 1.10
2.00 1.19 1.12 1.06 1.10
2.0 0.25 1.29 1.29 1.19 1.18
0.50 1.30 1.29 1.18 1.18
1.00 1.33 1.26 1.16 1.18
2.00 1.34 1.20 1.11 1.17
3.0 0.25 1.50 1.49 1.35 1.37
0.50 1.53 1.51 1.33 1.35
1.00 1.60 1.43 1.28 1.32
2.00 1.61 1.32 1.18 1.29
The accuracy of the approximation for censored data is illustrated in Table 8. The
results are obtained using exactly the same set-up as in the case of no censoring except
we now truncate the data at time τ to give approximately 20% or 50% censoring. Since
both equations (24) and (25) depend on τ , column 3 (20% censoring) and column 5
(50% censoring) in Table 8 give the corresponding approximation for each combination
of ρ and β. The mean of the ratios βˆ/β, are tabulated in column 4 and column 6 of
Table 8. Similar to the case of no censoring, the accuracy of the approximation seems
to deteriorate with β as ρ increases. We also notice that the exact ratios for both
amounts of censoring and the approximation for 50% censoring move toward one when
we increase β at each ρ. However, for 20% censoring, the approximation moves away
from one as β increases at each ρ.
We have considered the bias in estimating β. By employing similar procedures, we
can look at the bias that will occur in the estimated cumulative baseline hazard when
a misspecified Cox model is adopted. The cumulative baseline hazard estimator can be
written as
Λˆ0(t) =
n∑
i=1
∫ t
s=0
dNi(s)∑n
j=1 Rj(s)e
Xj βˆ
,
which is consistent for
Λ∗0(t) =
∫ t
s=0
EX [f(s|x)]
EX [eXβ
∗
S(s|X)]ds.
It can be shown that the first order approximation for small β is
Λ∗0(t) ≈ 1ρ
{
(1 + Λ0(t))
ρ − 1
}
. (26)
Similar simulation scenarios can be used to check the accuracy of approximation (Ho,
2009) though numerical findings are not included here.
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Thus far, we have only considered the accuracy of the estimation but not inference.
Note that when comparing fitted covariate effects in a Cox model with true effects
in the Box-Cox transformation model, we are not comparing like with like since they
have different interpretations. Hence, we now make a more direct comparison of the
models by comparing the hazard ratio of the fitted model with that of the true model.
Examples are presented in Figure 2: see caption for details. From the left panel of
Figure 2 we observe that only a small range of true hazard ratio is included in the
95% confidence interval even at a true ρ that is near the null. This seems to indicate
that the Cox model is inappropriate for these cases. However, since for the Box-Cox
transformation model, we are dealing mainly with the cumulative hazard function
rather than the hazard function, it is worth having a look also at the true cumulative
hazard ratio. From the plot, we can see that at true ρ near one, i.e. ρ = 0.25, ρ = 0.5
and ρ = 1, the true cumulative hazard ratio is included in the confidence interval for a
wide range of times, and the associated survival functions show that the steepest parts
of the curve are within the confidence interval. This implies that the Cox model can be
a potential approach. When severity of misspecification increases (ρ = 2 and ρ = 3),
we observe that the range of true hazard ratio being included in the interval decreases.
Nevertheless, looking at the associated survival functions, although the range of the
true survival function bounded by the confidence interval is not as good as at small ρ,
we can see that the steepest part is still included in the interval.
4.3 Fitted cumulative hazard function
We have derived approximations for β∗ and Λ∗0(t) in the previous sections. In this
section, we will derive an approximation for the cumulative hazard function Λˆ(t|X) in
terms of β∗ and Λ∗0(t). Under a standard Cox model, the estimated cumulative hazard
for all individuals with covariate X = X0 is
Λˆ(t|X = X0) = eX0βˆΛˆ0(t).
This is consistent for
Λ∗(t|X = X0) = eX0β
∗
∫ t
s=0
EX [f(s|x)]
EX [eX0β
∗
S(s|X)]ds.
For small β, the first order approximation is
Λ∗(t|X = X0) = e
X0β
∗
ρ
{
(1 + Λ0(t))
ρ − 1
}
,
which is to be compared with the true cumulative hazard function
Λ(t|X = X0) = (1 + e
X0βΛ0(t))
ρ − 1
ρ
.
Figure 3 compares the true and fitted cumulative hazards for one large set of data
of size 10000 with 20% censoring, a single binary covariate X = ±1 at β = 0.25 (upper
panel) and β = 1 (lower panel). We considered ρ = 0.5 and ρ = 2 for each β. The
full curve shows the first order approximation and the broken curves corresponding to
the true cumulative hazard (black lines) and fits from Cox model (red lines). Both are
close to the theoretical values at β = 0.25 (upper panel). Examining the lower panel
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Fig. 2 True and least false estimated hazard ratios: uncensored data. Left panel compares
the least false hazard ratio (horizontal solid line) with true hazard ratio (curved solid line)
and true cumulative hazard ratio (curved broken line). Horizontal broken lines give the 95%
confidence interval for the fitted hazard ratio and the vertical lines bound the range where the
true hazard ratio is included in the interval. The associated true marginal survival function
(solid line) is presented on the right panel. We truncate the plot at the value of τ for each ρ
where there are approximately 10% subjects who remain in the study.
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Fig. 3 Comparison of fitted and true cumulative hazard function: blue lines represent the
approximation, red lines are the Cox fit and black lines give the true cumulative hazard.
Results are based on a sample of size 10000 with single binary covariate. The lower group
corresponds to X = −1 and the upper group to X = 1. The upper panel corresponds to
β = 0.25 and the lower panel to β = 1.
of Figure 3 where β = 1, we can see that even though the curves are not as close as
for small β, they are not far away from each other. The noteworthy point is that it
seems like even when β is not small, the Cox fit appears to be very similar to the true
cumulative hazard which somewhat indicates that the misspecified Cox model can give
a good fit to the data even when the true underlying model is a Box-Cox transformation
model. A similar pattern was observed when we repeated the simulation but with
covariate X taking more than two values: 0,±1 and ±2 with equal probability.
Our conclusion from the above is that although βˆ and Λˆ0 can separately be quite
biased, their combination in Λˆ(t|X) = eβˆX Λˆ0(t) may well be quite robust to mis-
specification. To explore further we consider what can happen when other incorrect
values of ρ are mistakenly chosen. Figure 4 compares the estimated cumulative haz-
ards at different ρ. Data are of sample size 5000 and were truncated at time τ to yield
approximately 20% censoring. We observe from both plots that all fitted cumulative
hazards are close to the corresponding cumulative hazard at the true ρ, which seems
to indicate that even when ρ is misspecified, we still can get a good fit to the data. In
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Fig. 4 Comparison of true cumulative hazards with estimates at different assumed ρ. Blue
lines represent cumulative hazard estimated from fitting Box-Cox transformation model at
true ρ and red lines represent a misspecified Cox fit, i.e. ρ = 1. Dashed lines correspond to
misspecified fit of transformation model at different values of ρ. Left panel: data were generated
with true ρ = 0.5. Dashed black lines represent misspecified fit at ρ = 0, green corresponds to
ρ = 0.1 and grey to ρ = 1.5. Right panel: data were generated at true ρ = 2. Dashed black,
green,purple and grey lines represent misspecified fit at ρ = 0.1, 0.5, 1.5 and 2.5 respectively.
Upper group in the plots corresponds to X = 1 and lower corresponds to X = −1.
another words, it may be hard to distinguish between Box-Cox transformation models
at different ρ, for a binary covariate at least.
5 Application
We consider data on survival of 1043 patients diagnosed with acute myeloid leukaemia
(Henderson et al, 2002). Four covariates are available: age, gender, white blood cell
count (WBC) and Townsend deprivation score, which measures the affluence of the
residential area, with higher values indicating more deprivation. We start by fitting the
Box-Cox transformation models with ρ varied from 0 to 1. The plot of log-likelihood
against ρ presented in Figure 5 shows that the best fit is at ρ = 0.07.
We first set the null to be H0 : ρ = 1 and apply the proposed score test to the data.
The result is presented in Table 9. Results for the likelihood-ratio test and the standard
global test (from cox.zph) for Schoenfeld residuals are also included for reference. All
three tests indicate that the Cox model is inappropriate.
Subsequently, we test the goodness of fit of the Box-Cox transformation model at
ρ = 0.07 using the three proposed cumulative residual tests: T1, T2 and T3. Figure 6
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Fig. 5 Plot of log-likelihood against transformation parameters for leukaemia data.
Test
H0 : ρ = 1
Test statistic Conclusion
Score test -5.30 Reject H0
Likelihood-ratio test 38.60 Reject H0
Schoenfeld residual test 47.31 Reject H0
Table 9 Three tests for leukaemia data. Under the null hypothesis the score statistic,
likelihood-ratio test statistic and the global test (Schoenfeld residuals) should have a stan-
dard normal distribution, χ2
1
distribution and χ2
4
distribution respectively.
is the plot of the associated bridge processes. We can see that all maximum bridge
values lies within the interval, indicating a good fit. The test statistics and p-values for
the three cumulative residuals tests for individual covariates can be found in Table 10.
Among these three tests, only T3 gives a significant result for age effect and a borderline
result for the covariate WBC. Since we have noted that T3 has worse performance
than the other two tests (Ho, 2009), we therefore may prefer the results for T1 and T2
which both show that the Box-Cox transformation model at ρ = 0.07 could reasonably
describe these data.
The estimated parameters from the Cox model and the Box-Cox transformation
model at ρ = 0.07 are presented in Table 11. Comparing values, they are by no means
similar to each other. Similarly, as shown in the left panel of Figure 7, the disparity
in the estimated cumulative baseline hazards Λˆ0(t) is obvious. However, the estimated
conditional cumulative hazards Λˆ(t|X) are very similar for the Cox and transformation
models, despite the strong test evidence that the latter is preferred.
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Fig. 6 Brownian bridge processes for leukaemia data with ρ = 0.07. Blue solid line represents
the original Brownian bridge process and the dashed blue line represents the weighted Brownian
bridge process. The horizontal lines represent the 95% (red solid line) and 99% (red dashed
line) confidence intervals for the maximum absolute value of a Brownian bridge, i.e. T1 and
T2 statistics.
H0 : ρ = 0.07
Test T1 T2 T3
Age 1.250 (0.088) 1.146 (0.145) 0.197 (0.041)
Gender 0.876 (0.427) 0.955 (0.321) 0.043 (0.787)
WBC 0.897 (0.398) 1.044 (0.226) 0.186 (0.051)
Deprivation score 1.045 (0.224) 0.902 (0.390) 0.136 (0.137)
Table 10 Leukaemia data test statistics (p-values) for H0 : ρ = 0.07 for the three proposed
tests based on modified Schoenfeld residuals.
ρ = 1 ρ = 0.07
Age 0.030 (0.002) 0.046 (0.003)
Gender 0.026 (0.034) 0.055 (0.047)
WBC 0.003 (0.001) 0.010 (0.001)
Deprivation score 0.029 (0.010) 0.056 (0.015)
Table 11 Estimates of β (and standard errors) for the fitted Box-Cox transformation model
to the leukaemia data with ρ = 1 and ρ = 0.07.
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Fig. 7 Leukaemia data: left panel shows the estimated cumulative baseline hazards, Λˆ0(t),
from transformation model at ρ = 0.07 (blue solid line) and Cox model (red dashed line); right
panel shows the estimated cumulative hazard, Λˆ(t|X), for three subjects from high risk (black),
medium risk (red) and low risk (blue) groups. The solid lines correspond to transformation
model and dashed lines to Cox model.
6 Discussion
We have proposed a score test which can be used to test if there is sufficient evidence to
suggest transformation before abandoning the popular Cox model. Simulation studies,
indicated reasonable test size and power to detect misspecification. The performance
of the score test was compared to a likelihood-ratio test and a Schoenfeld residual test.
Our findings suggest that the score test outperformed the former but has a similar
performance to the latter.
Three tests that can be used for assessing the goodness-of-fit of a transformation
model were also proposed. We claim that if the analyst has prior belief over a trans-
formation model, then it would be useful to have some tests to back up this belief.
All three tests give satisfactory test size and power. Among these three tests, the test
based on the maximum value of unweighted bridge process appeared to have a better
power compared to the other two tests in our simulation set-up. These tests are also
applicable when one is interested in testing the fit of a Cox model.
Since the standard Cox model is widely applicable in survival analysis, we also
investigated the consequences of fitting a misspecified Cox model to data from a true
transformation model. The simpler approach may be preferred if the consequences
are not sufficiently severe to cause any concern. From the simulation results shown,
when the Cox model is misspecified, the covariate effects are underestimated when
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the true transformation model has parameter less than one and overestimated when
the true transformation parameter is greater than one. However, a comparison of the
estimated cumulative hazard of the misspecified Cox model with the true cumulative
hazard showed a similar fit. This suggests that a misspecified Cox model can give
a fit as good as the true transformation model. We also compared the cumulative
hazards of the Box-Cox transformation model with different values of transformation
parameters and observed that, interestingly, even when the covariate effects are affected
by misspecification, the fitted cumulative hazards appear to be similar for all these
models. A similar conclusion was found in our analysis of the leukaemia data. The
question now arises as to whether it is worth abandoning the Cox model in favour of
a much more complicated model. Our results seems to indicate that if the analyst is
interested in the cumulative hazards but not the covariate effects of the study, then a
simple Cox fit is sufficient.
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