Abstract. We introduce a new functional, named gap function, which measures the torsional instability of a partially hinged rectangular plate, aiming to model the deck of a bridge. Then we test the performances of the gap function on a plate subject to two kinds of loads: one modeled by a force concentrating on one of the free edges and one in resonance with the eigenmodes.
Introduction
From the Federal Report [1] on the Tacoma Narrows Bridge collapse (see also [9] ), we learn that the most dangerous oscillations for the deck of a bridge are the torsional ones, which appear when the deck rotates around its main axis; we refer to [5, §1.3,1.4 ] for a historical survey of several further collapses due to torsional oscillations. These events naturally raise the following question:
is it possible to measure the torsional performances of bridges? Following [4] we model the deck of a bridge as a long narrow rectangular thin plate Ω hinged at two opposite edges and free on the remaining two edges; this well describes the deck of a suspension bridge which, at the short edges, is supported by the ground. Then we introduce a new functional, named gap function, able to measure the torsional performances of the bridge. Roughly speaking, this functional measures the gap between the displacements of the two free edges of the deck, thereby giving a measure of the risk for the bridge to collapse. In the present paper we explicitly compute the gap function for some prototypes of external forces that appear to be the most prone to generate torsional instability in the structure. Our theoretical and numerical results confirm that the gap function is a reliable measure for the torsional performances of rectangular plates.
Variational setting and gap function definition
Up to scaling, we may assume that Ω = (0, π)×(− , ) ⊂ R 2 with 2 π. According to the KirchhoffLove theory [6, 7] , the energy E of the vertical deformation u of the plate Ω may be computed by
xy − u xx u yy ) − f u dx dy , where 0 < σ < 1 is the Poisson ratio. The functional E is minimized on the space H 2 
, which is equivalent to the usual norm in H 2 (Ω). We also define H −2 and u is the minimum point of the functional E. If f ∈ L 2 (Ω) then u ∈ H 4 (Ω) and u is a strong solution of the problem
See [4, 8] for the derivation of (2) . Differently from what happens in higher space dimension or for lower order problems, here u ∈ H 2 * is continuous if f merely belongs to L 1 or H −2 * and we can define the gap function:
G measures the difference of the vertical displacements on the free edges and is therefore a measure of the torsional response. The maximal gap is given by
This gives a measure of the risk for the bridge to collapse. Clearly, G ∞ depends on f and our purpose is to compute the torsional performances of Ω for different f . When f = f (x) the explicit solution of (2) was obtained in [4] by adapting the separation of variables approach of [8, Section 2.2] . In fact, a similar procedure can be used also for some forcing terms depending on y such as e αy g(x) or yg(x), see [8, p.41 ]. Here we focus our attention on loads of the form
Hence, f α L 1 = 1. Furthermore, we write
We will show in Lemma 5 that f α , with α big, is a good approximation of a load concentrated on a long edge of the plate. This is a good model for the restoring force due to the hangers in a suspension bridge because they act close to the free edges. We prove By Theorem 1, the gap function (3) can be computed for all f satisfying (5)- (6) . Here, for the sake of simplicity, we focus on the case where the concentration occurs at the midpoint of the upper edge of the plate. Namely,
The unique solution u = u α of (2) with f = f α as in (7) is given by Theorem 1 with γ 1 = 1 and γ m = 0 if m = 1. We set
with B = B(1, , α) and C = C(1, , α) as in Theorem 1, see (18). Finally, we set
and we prove Theorem 2. Let u α be the unique solution of (2) with f = f α as in (7) . Let G α and G ∞ α be as in (3) and in (4) with u = u α . Assume (8) and (9). Then,
In particular,
Theorem 2 gives the limit value of G ∞ α as α → ∞ but it does not clarify the behavior of the map α → G ∞ α . Figure 1 supports the conjecture that this map is strictly increasing. Hence, if the same total load approaches the free edges, then the gap function increases: this validates G ∞ as a measure of the torsional performances. . A physical interesting case is when f is in resonance with the structure, namely when it is a multiple of an eigenfunction of ∆ 2 under the boundary conditions in (2). Let us briefly recall some known facts from [2, 4] . The eigenvalues of ∆ 2 under the boundary conditions in (2) may be ordered in an increasing sequence of strictly positive numbers diverging to +∞. Furthermore, the corresponding eigenfunctions form a complete system in H 2 * . More precisely, they are identified by two indices m, j ∈ N + and they have one of the following forms: w m,j (x, y) = v m,j (y) sin(mx) with corresponding eigenvalues ν m,j , w m,j (x, y) = v m,j (y) sin(mx) with corresponding eigenvalues µ m,j .
The v m,j are odd while the v m,j are even and, since |y| < small, one qualitatively has v m,j (y) ≈ α m,j y and v m,j (y) ≈ β m,j for some constants α m,j and β m,j . This is why the w m,j are called torsional eigenfunctions while the w m,j are called longitudinal eigenfunctions; see [2, 3, 4] . Here we consider the normalized eigenfunctions
We do not consider forcing terms proportional to the longitudinal eigenfunctions since they are even with respect to y and the corresponding gap functions vanish identically. When f is as in (12), we can determine explicitly the gap function.
Theorem 3. Let > 0, 0 < σ < 1 be such that the unique positive solution s > 0 of
is not an integer; let m, j ∈ N. Let u m,j be the unique solution of (2) with f = f m,j as in (12), let G m,j and G ∞ m,j be as in (3) and in (4) with u = u m,j . There exist constants C m,j = C m,j ( ) > 0 such that
The reason of (13) will become clear in Section 5 where we we give the explicit dependence C m,j = C m,j ( ), see (26). Condition (13) has probability 0 to occur among all possible random choices of and σ: if it is violated, Theorem 3 still holds with a slight modification of the proof. Even if the convergence G ∞ m,j ( ) → 0 as → 0 appears reasonable, a surprise arises from (14) which states that the convergence is at the third power: this is due to the behavior of the torsional eigenvalues. Take again σ = 0.2 and = π 150 (two reasonable values for plates modeling the deck of a bridge), by using (26), we numerically obtained the values in Table 1 where the maximum is taken among all the α m satisfying the above restrictions.
Concerning the existence of a set of indices {j(m)} such that the map m → C m,j(m) is nondecreasing, as required by Theorem 4, Table 1 suggests that this assumption should hold by taking j(m) = j 0 for some positive integer j 0 fixed.
Proof of Theorem 1
By linearity, we may take K α = 1. Let φ ∈ H 4 (0, π) be the unique solution of
For α ∈ N, by (6) we get φ(x) = +∞ m=1 γm (m 2 −α 2 ) 2 sin(mx), φ ∈ H 2 (0, π) and the corresponding series converges in H 2 (0, π) and uniformly. By (15), ∆ 2 [e αy φ(x)] = e αy g(x). Therefore, v(x, y) := u(x, y) − e αy φ(x), with u solving (2), satisfies
We seek functions Y m (y) such that v(x, y) = The proof of Theorem 1 is so complete.
Proof of Theorem 2
When f is as in (7) we have γ m = 0 for all m 2 and the systems (17) yield
while, for m = 1, γ 1 = 1 and by solving (17) we get
, and the explicit form of u α follows from Theorem 1. In particular, the corresponding gap function G α is as in (10). Hence, G ∞ α = E( , α), with E( , α) is as in (8) . In order to compute the limit of G ∞ α as α → +∞, we prove Lemma 5. As α → +∞ we have that
Proof. Take v ∈ H 2 * , integrating by parts, we have By letting α → +∞, the constants in (18) have the following asymptotic behavior:
Set u (x, y) := A cosh(y) + B sinh(y) − Cy cosh(y) − Dy sinh(y) sin x 2 . Clearly, one has u α (x, y) → u (x, y) a.e. in Ω as α → +∞. Moreover, we show Lemma 6. As α → +∞ we have that
* and, in turn,û = u.
The gap function corresponding to u is G(x) = u (x, ) − u (x, − ) = E( ) sin x , where E( ) is as in (9) . By Lemma 6, as α → +∞, we have
and, by (10),
we get the asymptotic in (11). This concludes the proof of Theorem 2.
Proofs of Theorems 3 and 4
We state some properties of the eigenvalues and eigenfunctions of ∆ 2 by slightly improving Theorem 2.1 and Proposition 2.2 in [2] . By (13), two cases may occur. If (20) tanh(
then m is small and the torsional eigenfunction w m,j with j 1 is given by where the corresponding eigenvalue ν m,j is the j-th solution λ j > m 2 of the equation
For any m 1 and j 1 we have ν m,j > m 4 and ν 1/2 m,j − m 2 /π ∈ N, so that the functions in (21) are well-defined. Related to (22), we consider the function
In each of the subintervals of definition for Z (and s > m 2 ), the
, and s → − and it is strictly decreasing in any subinterval, it admits exactly one zero there, when tan( √ s−m 2 ) is positive. Hence, H has exactly one zero on any interval and we have proved
Slightly different is the second case. If 2 ). However, for j 2, (23) still holds. We may now define
The solution of (2) By using (23) several more times, we then infer that
Let us prove the converse inequality. From (21) we infer that Finally, by combining (26) with (27) and (28), we obtain (14) for j 2. The case j = 1 is simpler. In both cases (20) and (24), w m,1 does not change sign. Therefore, we do not need to restrict to (0, γ).
The estimates are then similar to the case j 2 for (27). For (28) we proceed as for j 2: if (24) holds, the proof is straightforward since only hyperbolic functions are involved while if (20) In particular, we get In our case, x m = |α m | and δ m = C m,j(m) . Then the proof of Theorem 4 is completed by noting that the function f mo,j(mo) satisfies the assumption of Theorem 4 with α mo = 1 and, by Theorem 3, the L ∞ -norm of the corresponding gap function is C mo,j(mo) .
