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A quantum implementation of the Stochastic Series Expansion (SSE) Monte Carlo method is proposed, and
it is shown that quantum SSE offers significant advantages over classical implementations of SSE. In particular,
for problems where classical SSE encounters the sign problem, the cost of implementing a Monte Carlo iteration
scales only linearlywith system size in quantumSSE,while itmay scale exponentiallywith system size in classical
SSE. In cases where classical SSE can be efficiently implemented, quantum SSE still offers an advantage by
allowing for more general observables to be measured.
I. INTRODUCTION
The Stochastic Series Expansion (SSE)[1–4] method is a
widely used Quantum Monte Carlo (QMC) method for sim-
ulating models of quantum many-body systems. It is based
on sampling the series expansion of exp(−𝛽𝐻) up to a suf-
ficiently high order. A significant advantage of SSE is that
expectation values that are obtained via this method are ex-
act, up to statistical errors. Alternative approaches include
the world line method [5–8], and the DMRG method [8, 9].
In this article, we compare implementations of SSE method
on a quantum computer to its implementation on a classical
computer. The former is here referred to as quantum SSE and
the latter as classical SSE. Quantum computers are promising
platforms to speed up the simulation of quantum many-body
systems. Algorithms that exploit quantum hardware to speed
up simulations of the thermal Gibbs state of many-body sys-
tems have previously been explored in Refs. [11–19]. We will
demonstrate several advantages that quantum SSE has over
classical SSE. In particular, we argue that the “no-branching"
requirement[20] of classical SSE can be relaxed in quantum
SSE, which leads to important consequences for the simulation
of many-body systems.
First, lifting the “no-branching" requirement in quantum
SSE allows for the use of arbitrary superpositions of states.
This means that we are no longer limited to basis states that
permit a diagonal representation. This has the effect of al-
lowing more general quantum observables to be measured in
quantum SSE.
The second consequence is that quantum SSE always
leads to nonnegative weights, which are directly sampled via
measurement probabilities. Furthermore, these nonnegative
weights can be sampled in polynomial time. This implies that
quantum computers may be able to simulate many-body sys-
tems currently inaccessible to classical SSE methods due to
the famous “sign problem"[21, 22]. Notably, the Quantum
Metropolis Sampling (QMS)[13] algorithm also avoids the
sign problem by repeated use of the quantum phase estimation
algorithm[23]. However, quantum phase estimation requires
deep quantum circuits, and approximates the unitary operation
𝑈 = exp(𝑖𝐻𝑡) via the Suzuki-Trotter decomposition[24]. This
necessarily introduces a systematic error, unlike exact QMC
methods such as SSE, which does not involve Trotterization.
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This article is structured as follows: First, we introduce the
broad ideas underlying the SSE QMC method. Second, we
will describe a possible SSE implementation on a quantum
computer, first for a simpler special case, then for the more
general case. Third, we discuss how the sign problem affects
classical SSE. Fourth, we summarize and evaluate the advan-
tages that quantum SSE offers over classical SSE. Finally, we
numerically simulate the quantum SSE algorithm for one di-
mensional spin chains and compare it with exact results.
II. PRELIMINARIES
We briefly review the Stochastic Series Expansion (SSE)
method[20]. Let us consider a system with Hamiltonian 𝐻 ′
in thermal thermal equilibrium at inverse temperature 𝛽. The
partition function is defined as
𝑍 B Tr(𝑒−𝛽𝐻 ′) =
∑︁
𝛼
〈𝛼 | 𝑒−𝛽𝐻 ′ |𝛼〉 , (1)
where {|𝛼〉} is some complete set of basis vectors.
We are interested to find the value of some observable𝑂 for
this system. In general, this is given by
〈𝑂〉 = Tr(𝑂𝑒−𝛽𝐻 ′)/𝑍. (2)
Generally speaking, the matrix 𝑒−𝛽𝐻 ′ is difficult to compute,
especially for large system sizes. Oneway tomake the problem
more tractable is to perform a series expansion of the matrix
exponent. Let 𝐻 B −𝐻 ′. We have:
𝑒𝛽𝐻 =
∞∑︁
𝑛=0
𝛽𝑛
𝑛!
𝐻𝑛. (3)
Depending on the system, it may be convenient to further
decompose theHamiltonian such that𝐻 =
∑
𝑏 𝐻𝑏 . This allows
us to write
𝑒𝛽𝐻 =
∞∑︁
𝑛=0
𝛽𝑛
𝑛!
(
∑︁
𝑏𝑛
𝐻𝑏𝑛 ) . . . (
∑︁
𝑏1
𝐻𝑏1 ) (4)
=
∞∑︁
𝑛=0
∑︁
𝑏
𝛽𝑛
𝑛!
𝐻𝑏𝑛 . . . 𝐻𝑏1 , (5)
where 𝑏 denotes the operator string 𝑏𝑛 . . . 𝑏1. The partition
function can then be written as
𝑍 =
∞∑︁
𝑛=0
∑︁
𝑏
∑︁
𝛼
𝛽𝑛
𝑛!
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 . (6)
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2Assuming that each term 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 is nonnegative,
the idea behind SSE is to perform a Quantum Monte Carlo
(QMC) simulation by randomly sampling the configuration
space C B {(𝑛, 𝑏, 𝛼) ∀ 𝑛, 𝑏, 𝛼}. The effective SSE partition
function being sampled is given by
𝑍SSE =
𝑀∑︁
𝑛=0
∑︁
𝑏
∑︁
𝛼
𝛽𝑛
𝑛!
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 (7)
=
∑︁
𝐶
𝛽𝑛
𝑛!
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 , (8)
where 𝑀 is some sufficiently large cutoff in the expansion
power. In order to obtain the expectation value of some ob-
servable 𝑂, we need to find some function 𝑓 (𝑂,𝐶) which
gives an unbiased estimate of 〈𝑂〉 such that
〈 𝑓 (𝑂,𝐶)〉 =
∑︁
𝐶
𝑝𝐶 𝑓 (𝑂,𝐶) = 〈𝑂〉 , (9)
where 𝑝𝐶 B 𝛽
𝑛
𝑛! 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 /𝑍SSE. Finding〈 𝑓 (𝑂,𝐶)〉 for a given 𝑂 is not necessarily trivial, but for
the case where 𝑂 is a diagonal matrix, we see that
〈𝑂〉 = Tr(𝑂𝑒𝛽𝐻 )/𝑍SSE (10)
=
∑︁
𝛼
〈𝛼 |𝑂 |𝛼〉 〈𝛼 | 𝑒𝛽𝐻 |𝛼〉 /𝑍SSE (11)
=
∑︁
𝐶
𝑝𝐶 〈𝛼 |𝑂 |𝛼〉 , (12)
so 𝑓 (𝑂,𝐶) B 〈𝛼 |𝑂 |𝛼〉 is an example of an unbiased estima-
tor.
III. SSE ON A QUANTUM COMPUTER
We now propose a method of implementing a SSE Monte
Carlo simulation on a quantum computer.
Let us consider a decomposition of the Hamiltonian 𝐻 =∑
𝑏 𝐻𝑏 . The classical implementation of the SSE method re-
quires that 𝐻𝑏 satisfy a so-called "no-branching" condition in
order for the algorithm to be efficient (see Section VI). On
a quantum computer however, this requirement is no longer
necessary as quantum computers naturally allows for superpo-
sitions of a large number of states. We can therefore choose a
more convenient decomposition. In general, it is always pos-
sible to decompose any Hamiltonian as a sum of products of
Pauli matrices:
𝐻 =
∑︁
𝑏
ℎ𝑏
𝑁⊗
𝑖=1
𝜎 (𝑖)
𝑏𝑖
, (13)
where in general 𝑏𝑖 = 0, 1, 2, 3 and 𝜎0 B 1 , 𝜎1 B 𝜎𝑥 , 𝜎2 B
𝜎𝑦 and 𝜎3 B 𝜎𝑧 . Note that in this notation, we used the upper
index to label the Pauli matrices. This is different from the
lower index used to label the operator string 𝑏 in 𝐻𝑏𝑛 . . . 𝐻𝑏1 .
In order to illustrate the quantum SSE method, we first
consider a special case where the operators ℎ𝑏𝑖 mutually com-
mutes. For example, this can occur when we restrict ourselves
to 𝑏𝑖 = 0, 1, such that the only Pauli matrices we need to con-
sider are 1 and 𝜎𝑥 . Such problems can already be nontrivial.
For instance, in Ref. [26], the Hamiltonian
𝐻 ′ = −
∑︁
〈 𝑗 ,𝑘 〉
𝐽 𝑗𝑘𝜎
( 𝑗)
𝑥 𝜎
(𝑘)
𝑥 , (14)
was considered as an example of a many-body system that is
NP hard to simulate for certain lattice configurations.
In classical SSE, the basis {|𝛼〉} must be chosen carefully
so that the Monte Carlo sampling is efficient. In this section,
we describe how the quantum implementation of SSE can lift
this restriction, and allow for the use of more general {|𝛼〉}.
We first define 𝐻𝑏 = ℎ𝑏
⊗𝑁
𝑖=1 𝜎
(𝑖)
𝑏𝑖
+ |ℎ𝑏 |1 , which ensures
that 𝐻𝑏 is always positive semidefinite. We can verify that
𝐻𝑏𝐻𝑏′
|ℎ𝑏ℎ𝑏′ | (15)
= (1 + sgn(ℎ𝑏)
𝑁⊗
𝑖=1
𝜎 (𝑖)𝑏𝑖 ) (1 + sgn(ℎ𝑏′)
𝑁⊗
𝑖=1
𝜎 (𝑖)
𝑏′𝑖
) (16)
= 1 + sgn(ℎ𝑏)
𝑁⊗
𝑖=1
𝜎 (𝑖)𝑏𝑖 + sgn(ℎ𝑏′)
𝑁⊗
𝑖=1
𝜎 (𝑖)
𝑏′𝑖
+ sgn(ℎ𝑏)sgn(ℎ𝑏′)
𝑁⊗
𝑖=1
𝜎 (𝑖)𝑏𝑖 𝜎
(𝑖)
𝑏′𝑖
(17)
= (1 + sgn(ℎ𝑏′)
𝑁⊗
𝑖=1
𝜎 (𝑖)
𝑏′𝑖
) (1 + sgn(ℎ𝑏)
𝑁⊗
𝑖=1
𝜎 (𝑖)𝑏𝑖 ) (18)
=
𝐻𝑏′𝐻𝑏
|ℎ𝑏′ℎ𝑏 | , (19)
where we used the fact that 𝜎 (𝑖)
𝑏𝑖
can only be either be 1 or
𝜎𝑥 and they mutually commute. Therefore, 𝐻𝑏 forms a set of
mutually commuting observables.
This implies that a product of such operators 𝐻𝑏𝑛 . . . 𝐻𝑏1
is also positive semidefinite. To see this, suppose 𝐴 and 𝐵
are positive Hermitian operators that commute. This means
𝐴𝐵 is Hermitian since (𝐴𝐵)† = 𝐵†𝐴† = 𝐴𝐵. We then ob-
serve that 𝐴𝐵 must have the same eigenvalues as 𝐴1/2𝐵𝐴1/2.
This is because if 𝐴1/2𝐵𝐴1/2 |𝜆〉 = 𝜆 |𝜆〉, then 𝐴1/2 |𝜆〉 must
be an eigenvector of 𝐴𝐵 with the same eigenvalue, since
𝐴𝐵(𝐴1/2 |𝜆〉) = 𝐴1/2 (𝐴1/2𝐵𝐴1/2) |𝜆〉 = 𝜆𝐴1/2 |𝜆〉. Since
𝐴1/2𝐵𝐴1/2 is positive semidefinite, 𝐴𝐵 must therefore be pos-
itive semidefinite.
Making 𝐻𝑏 positive semidefinite is equivalent to adding a
constant to the Hamiltonian
𝐻 → 𝐻 + 𝑘1 , (20)
where 𝑘 B
∑
𝑏 |ℎ𝑏 |, such that the totalHamiltonian is also pos-
itive semidefinite. With the positivity of 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉
assured, we need a method of sampling the relative weight of
a given configuration (𝑛, 𝑏, 𝛼).
Let us consider a state of (N+n) qubits of the form:
|𝛼𝐴〉
+𝐵1〉 . . . +𝐵𝑛 〉 , (21)
3where |+〉 B ( |0〉 + |1〉)/√2, 𝑁 is the number of particles in
the system we are trying to simulate, 𝑛 is the expansion power
in the SSE, and 𝐴 = 𝐴1 . . . 𝐴𝑁 .
Observe that 𝐻𝑏 = |ℎ𝑏 |
[
sgn(ℎ𝑏)
⊗𝑁
𝑖=1 𝜎
(𝐴𝑖)
𝑏𝑖
+ 1 𝐴
]
is a
superposition of 2 unitary operators sgn(ℎ𝑏)
⊗𝑁
𝑖=1 𝜎
(𝐴𝑖)
𝑏𝑖
and
1 𝐴. We define the following controlled unitary operation:
𝑈𝐴,𝐵𝑖 |𝛼𝐴〉
0𝐵𝑖 〉 = 1 𝐴 |𝛼𝐴〉 0𝐵𝑖 〉 (22)
𝑈𝐴,𝐵𝑖 |𝛼𝐴〉
1𝐵𝑖 〉 = sgn(ℎ𝑏)
𝑁⊗
𝑗=1
𝜎 (𝐴𝑖)
𝑏 𝑗
 |𝛼𝐴〉
1𝐵𝑖 〉 . (23)
For illustrative purposes, consider the case where the ex-
pansion power is 𝑛 = 1. Applying𝑈𝐴,𝐵1 , we get:
𝑈𝐴,𝐵1 |𝛼𝐴〉
+𝐵1〉 (24)
=
1√
2
|𝛼𝐴〉
0𝐵1〉 + 1√2 sgn(ℎ𝑏) 𝑁⊗𝑗=1 𝜎 (𝐴𝑖)𝑏 𝑗 |𝛼𝐴〉 1𝐵1〉 .
(25)
Projecting this onto |𝛼𝐴〉
+𝐵1〉, we obtain the amplitude
〈𝛼𝐴 |
〈+𝐵1 𝑈𝐴,𝐵1 |𝛼𝐴〉 +𝐵1〉 (26)
=
1
2
〈𝛼𝐴 | 1 𝐴 |𝛼𝐴〉 + 12 〈𝛼𝐴 | sgn(ℎ𝑏)
𝑁⊗
𝑗=1
𝜎 (𝐴𝑖)
𝑏 𝑗
|𝛼𝐴〉 (27)
=
1
2|ℎ𝑏 | 〈𝛼𝐴 | 𝐻𝑏 |𝛼𝐴〉 . (28)
Similarly, for arbitrary expansion powers 𝑛, we get
〈𝛼𝐴 |
〈+𝐵1  . . . 〈+𝐵𝑛 𝑈𝐴,𝐵𝑛 . . . 𝑈𝐴,𝐵1 |𝛼𝐴〉 +𝐵1〉 . . . +𝐵𝑛 〉
=
1
2𝑛
ℎ𝑏𝑛 . . . ℎ𝑏1  〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉 . (29)
Note that the spectrum of 𝐻𝑏𝑖/
ℎ𝑏𝑖  is in the range [0, 2] so the
spectrum of 𝐻𝑏𝑛 . . . 𝐻𝑏1/
ℎ𝑏𝑛 . . . ℎ𝑏1  is within [0, 2𝑛]. The
projected amplitude is therefore not necessarily exponentially
small even for relatively large expansion orders 𝑛, despite the
1/2𝑛 factor. We shall also see that this factor cancels out
during the Metropolis portion of the Monte Carlo simulation,
where only the ratio between the configuration weights, and
not the actual weight itself, matters.
At this juncture, one just needs to sample the probability
𝑞(𝑛, 𝑏, 𝛼) B
 〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉2𝑛ℎ𝑏𝑛 . . . ℎ𝑏1
2. (30)
For 𝑡 independent samples, the sample variance scales with
∼ 1/𝑡. In this way, the configuration weights can be estimated
to any target degree of numerical precision.
Alternatively, we can also perform a quantum subroutine
called amplitude estimation[25] (see Appendix) to obtain the
required amplitude to any degree of precision. In general,
to estimate the probability 𝑝 to any desired precision 𝜖 with
success probability 1 − 𝛿, the subroutine needs to be invoke
certain unitary operations a total of 𝑡 = 𝑡 (𝜖, 𝛿) times, where
𝑡 (𝜖, 𝛿) only depends on the desired precision 𝜖 and success
probability 1− 𝛿. In this case, the variance scales with ∼ 1/𝑡2,
where 𝑡 is now the number of times the unitary operations are
applied rather than the number of independent samples.
IV. APPLYING THE METROPOLIS METHOD
Once the relative weight a some configuration𝐶 is sampled,
the Monte Carlo simulation proceeds by implementing the
Metropolis method. This consists of randomly selecting some
new configuration 𝐶 ′, and then accepting the newly chosen
configuration with probability
𝑃accept (𝐶 → 𝐶 ′) B min
(
𝑊 (𝐶 ′)
𝑊 (𝐶) , 1
)
, (31)
where𝑊 (𝐶) is the relative weight assigned to a configuration
𝐶 = (𝑛, 𝑏, 𝛼). It is given by the following expression
𝑊 (𝐶) = 𝑊 (𝑛, 𝑏, 𝛼) (32)
B
𝛽𝑛
𝑛!
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 (33)
=
𝛽𝑛
𝑛!
2𝑛ℎ𝑏𝑛 . . . ℎ𝑏1 √︁𝑞(𝑛, 𝑏, 𝛼), (34)
where 𝑞(𝑛, 𝑏, 𝛼) is the probability sampled in Eq. 30. In
Eq. 31, it is implicitly assumed that the probability of selecting
𝐶 ′ when the current configuration is 𝐶 is the same as the
probability of selecting 𝐶 when the current configuration is
𝐶 ′, i.e. 𝑃select (𝐶 → 𝐶 ′) = 𝑃select (𝐶 ′ → 𝐶).
Suppose we update the independent variables 𝑛, 𝑏, 𝛼 sepa-
rately. When updating the basis state 𝛼, we have
𝑊 (𝑛, 𝑏, 𝛼′)/𝑊 (𝑛, 𝑏, 𝛼) =
√︄
𝑞(𝑛, 𝑏, 𝛼′)
𝑞(𝑛, 𝑏, 𝛼) . (35)
When updating the operator string 𝑏, the acceptance proba-
bility depends only on the operator strings 𝑏, 𝑏′:
𝑊 (𝑛, 𝑏′, 𝛼)/𝑊 (𝑛, 𝑏, 𝛼) (36)
=
 ℎ𝑏′𝑛 . . . ℎ𝑏′1ℎ𝑏𝑛 . . . ℎ𝑏1
√︄𝑞(𝑛, 𝑏′, 𝛼)𝑞(𝑛, 𝑏, 𝛼) . (37)
Finally, we can update the expansion power by randomly
choosing to increase or decrease the expansion power by one.
In this case, we increase the length of the operator string by
appending a randomly chosen element 𝑏𝑛+1 to the end, and the
probability of accepting an increase depends on
𝑊 (𝑛 + 1, 𝑏𝑛+1𝑏, 𝛼)/𝑊 (𝑛, 𝑏, 𝛼) (38)
=
2𝛽
ℎ𝑏𝑛+1 
𝑛 + 1
√︄
𝑞(𝑛 + 1, 𝑏𝑛+1𝑏, 𝛼)
𝑞(𝑛, 𝑏, 𝛼) . (39)
If we choose to decrease the expansion power, we remove the
last element 𝑏𝑛 from the operator string, and the probability
4of accepting this decrease is
𝑊 (𝑛 − 1, 𝑏, 𝛼)/𝑊 (𝑛, 𝑏, 𝛼) (40)
=
𝑛
2𝛽
ℎ𝑏𝑛 
√︄
𝑞(𝑛 − 1, 𝑏𝑛−1 . . . 𝑏1, 𝛼)
𝑞(𝑛, 𝑏, 𝛼) . (41)
From the above, we see that the acceptance probability de-
pends on the ratio
√︃
𝑞 (𝑛′,𝑏′,𝛼′)
𝑞 (𝑛,𝑏,𝛼) in general.
V. QUANTUM IMPLEMENTATION OF SSE FOR
GENERAL HAMILTONIANS
We have previously considered an implementation of
quantum SSE for the special case where the quantity
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 is guaranteed to be nonnegative. For gen-
eral Hamiltonians, this may not always be possible because
the operator 𝐻𝑏𝑛 . . . 𝐻𝑏1 is not Hermitian in general, so it does
not always output a real number. In this section, we show how
to overcome this obstacle.
Recall the expression for the expectation value in Eq. 9,
which is given by:
〈𝑂〉 =
∑︁
𝐶
𝑝𝐶 𝑓 (𝑂,𝐶) (42)
=
∑︁
𝑛,𝑏,𝛼
𝛽𝑛
𝑛!
〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 〈𝛼 |𝑂 |𝛼〉 /𝑍SSE. (43)
We observe that the summation over all possible strings
𝑏 contain 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉, as well as its complex con-
jugate 〈𝛼 | 𝐻𝑏1 . . . 𝐻𝑏𝑛 |𝛼〉. Since 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 +〈𝛼 | 𝐻𝑏1 . . . 𝐻𝑏𝑛 |𝛼〉 = 2Re
{〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉}, we see that
only the real portion of each term contributes to the expectation
value. This means that we can equivalently write
〈𝑂〉 =
∑︁
𝑛,𝑏,𝛼
𝛽𝑛
𝑛!
Re
{〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉} 〈𝛼 |𝑂 |𝛼〉 /𝑍SSE.
(44)
Therefore, in order to implement quantum SSE, we only need
to sample the real portion of 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 and ensure
that it is nonnegative. We now show that this can be done by
adding a sufficiently large constant to the Hamiltonian.
Suppose 𝑀 ≥ 𝑛 is the cutoff in the expansion
power (see Eq. 7). For a fixed 𝑀 , let 𝐻𝑏 B
|ℎ𝑏 |
[
sgn(ℎ𝑏)
⊗𝑁
𝑖=1 𝜎
(𝐴𝑖)
𝑏𝑖
+ 2𝑀1 𝐴
]
. We note that this is an
unequal superposition of 2 unitary operations that depends on
the cutoff value 𝑀 .
We introduce the state
|𝜓in〉 B |𝛼𝐴〉
𝜙𝐵1〉 . . . 𝜙𝐵𝑛 〉 |+𝐶〉 , (45)
where𝜙𝐵𝑖 〉 B √︁(2𝑀)/(2𝑀 + 1) 0𝐵𝑖 〉 + √︁1/(2𝑀 + 1) 1𝐵𝑖 〉 ,
(46)
and |+𝐶〉 B 1√2 (|0𝐶〉 + |1𝐶〉).
As before, we define the following controlled unitary oper-
ation:
𝑈𝐴,𝐵𝑖 |𝛼𝐴〉
0𝐵𝑖 〉 B 1 𝐴 |𝛼𝐴〉 0𝐵𝑖 〉 (47)
𝑈𝐴,𝐵𝑖 |𝛼𝐴〉
1𝐵𝑖 〉 B sgn(ℎ𝑏)
𝑁⊗
𝑗=1
𝜎 (𝐴𝑖)
𝑏 𝑗
 |𝛼𝐴〉
1𝐵𝑖 〉 . (48)
Based on this, we further define the unitary 𝑉𝐴𝐵,𝐶 , which
is controlled by qubit 𝐶:
𝑉𝐴𝐵,𝐶 |𝛼𝐴〉
𝜙𝐵1〉 . . . 𝜙𝐵𝑛 〉 |0𝐶〉
B 𝑈𝐴,𝐵1 . . . 𝑈𝐴,𝐵𝑛 |𝛼𝐴〉
𝜙𝐵1〉 . . . 𝜙𝐵𝑛 〉 |0𝐶〉 (49)
𝑉𝐴𝐵,𝐶 |𝛼𝐴〉
𝜙𝐵1〉 . . . 𝜙𝐵𝑛 〉 |1𝐶〉
B 𝑈𝐴,𝐵𝑛 . . . 𝑈𝐴,𝐵1 |𝛼𝐴〉
𝜙𝐵1〉 . . . 𝜙𝐵𝑛 〉 |1𝐶〉 (50)
For any given expansion power 𝑛, we can verify the expres-
sion:
〈𝜓in |𝑉𝐴𝐵,𝐶 |𝜓in〉 (51)
=
〈𝛼𝐴 | 𝐻𝑏1 . . . 𝐻𝑏𝑛 |𝛼𝐴〉 + 〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉
2(2𝑀 + 1)𝑛ℎ𝑏𝑛 . . . ℎ𝑏1  (52)
=
Re
{〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉}
(2𝑀 + 1)𝑛ℎ𝑏𝑛 . . . ℎ𝑏1  . (53)
Note that the spectrumof𝐻𝑏𝑖/
ℎ𝑏𝑖  is in the range [0, 2𝑀+1] so
the absolute value of Re
{〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉}/ℎ𝑏𝑛 . . . ℎ𝑏1 
is within the range [0, (2𝑀 + 1)𝑛]. We see that the amplitude
〈𝜓in |𝑉𝐴𝐵,𝐶 |𝜓in〉 gives us the required relative weight of the
configuration.
We need to ensure that every configuration weight, and
henceRe
{〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉} is always nonnegative. This
is shown in the following series of inequalities:
5(𝐻𝑏1 . . . 𝐻𝑏𝑛 + 𝐻𝑏𝑛 . . . 𝐻𝑏1 )/
ℎ𝑏𝑛 . . . ℎ𝑏1  (54)
=
(
sgn(ℎ𝑏1 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖1
+ 2𝑀1 𝐴
)
× . . .
×
(
sgn(ℎ𝑏𝑛 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖𝑛
+ 2𝑀1 𝐴
)
+
(
sgn(ℎ𝑏𝑛 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖𝑛
+ 2𝑀1 𝐴
)
× . . .
×
(
sgn(ℎ𝑏1 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖1
+ 2𝑀1 𝐴
)
(55)
= (2𝑀)𝑛1 + (2𝑀)𝑛−1sgn(ℎ𝑏1 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖1
+ . . . (56)
+ (2𝑀)𝑛1 + (2𝑀)𝑛−1sgn(ℎ𝑏𝑛 )
𝑁⊗
𝑖=1
𝜎 (𝐴𝑖)
𝑏𝑖𝑛
+ . . . (57)
= 2[(2𝑀)𝑛1 − (2𝑀)𝑛−1𝐴1 − (2𝑀)𝑛−2𝐴2 − . . .] (58)
≥ 2[(2𝑀)𝑛1 − (2𝑀)𝑛−1
(
𝑛
1
)
1 − (2𝑀)𝑛−2
(
𝑛
2
)
1 − . . .] (59)
≥ 2[(2𝑀)𝑛 − (2𝑀)𝑛/2 − (2𝑀)𝑛/22 − . . .] (60)
≥ 2[(2𝑀)𝑛 − 2(2𝑀)𝑛/2] (61)
= 0. (62)
Here, the matrices 𝐴𝑘 are Hermitian matrices that collects all
the matrices that are products of (𝑛 − 𝑘) identity matrices,
and 𝑘 non-identity matrices. The products of Pauli matrices
has eigenvalues whose absolute values are equal to 1, and 𝐴𝑘
is a sum of
(𝑛
𝑘
)
such products, so we have that 𝐴𝑘 ≤
(𝑛
𝑘
)
1 ,
which we used in Eq. 59. In Eq. 60, we used the property that(𝑛
𝑘
) ≤ 𝑛𝑘 ≤ 𝑀𝑘 . Finally, in Eq. 61, we used the expression for
the infinite sum of the geometric series,
∑∞
𝑘=0 1/2𝑘 = 2.
From the above arguments, we see that the configuration
weight can be directly sampled by measuring the probability
𝑞(𝑛, 𝑏, 𝛼) B 〈𝜓in |𝑉𝐴𝐵,𝐶 |𝜓in〉2. The Metropolis portion of
the simulation then proceeds as before, where the acceptance
probability depends on the ratio
√︁
𝑞(𝑛′, 𝑏′, 𝛼′)/𝑞(𝑛, 𝑏, 𝛼).
Note that the above proof finds a sufficiently large constant
to add to the Hamiltonian to avoid negative weights. This con-
stant is likely too large for many specific problems. We expect
that the minimum constant that is required can be optimized
on a case by case basis.
VI. SIGN PROBLEM IN CLASSICAL SSE
We recall that implementing SSEMonte Carlo requires each
term 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 in the expansion to be nonnegative.
In general, this cannot be always guaranteed except for special
cases. This is known as the sign problem[21, 22].
For a typical classical implementation of SSE, there is a
so-called “no-branching" condition. This is the requirement
that 𝐻𝐵 |𝛼〉 ∝ |𝛼′〉, where |𝛼′〉 is again a basis vector. In other
words, we always have to use a decomposition of 𝐻 =
∑
𝑏 𝐻𝑏
such that 𝐻𝑏 does not create superpositions of basis states.
For any given basis, every 𝐻𝑏 satisfying the “no-branching"
requirement can be classified as a diagonal update satisfying
𝐻𝐵 |𝛼〉 ∝ |𝛼〉 for every 𝛼, or an off-diagonal update satisfying
𝐻𝐵 |𝛼〉 ∝ |𝛼′〉 where 𝛼 ≠ 𝛼′ for some 𝛼.
A diagonal update can always be made positive by adding a
sufficiently large constant. This is because if 𝐻𝑏 is a diagonal
update, then 𝐻 ′𝑏 |𝛼〉 B (𝐻𝑏 + 𝑘1 ) |𝛼〉 ∝ |𝛼〉 is also a diagonal
update.
On the other hand, we see that if 𝐻𝑏 is an off-diagonal up-
date, adding a constant will necessarily create a superposition
of basis states, since (𝐻𝑏 + 𝑘1 ) |𝛼〉 ∝ ℎ𝑏,𝛼 |𝛼′〉 + 𝑘 |𝛼〉 where
𝛼 ≠ 𝛼′. This means that we cannot guarantee that𝐻𝑏 is always
positive semidefinite for off-diagonal updates. This in turn im-
plies that 〈𝛼 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉 is not necessarily positive, which
is the sign problem.
From the above, we see that the sign problem exists because
of the “no-branching" requirement. If we avoid the sign prob-
lem by lifting no-branching requirement, one will have to keep
track of all the off-diagonal elements of 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼〉. In
the worst case, the computational resources required to keep
track of an arbitrary superposition of basis states is of the order
O(exp(𝑁)), where 𝑁 is the number of particles.
The typical way of circumventing the sign problem classi-
cally is to sample the absolute values of the probabilities and
then correct for the sign. Suppose there are some configura-
tions 𝐶 that 𝑝𝐶 can be negative. The typical approach is to
write
〈𝑂〉 =
∑
𝐶 𝑓 (𝑂,𝐶)sgn(𝑝𝐶 ) |𝑝𝐶 |/
∑
𝐶′ |𝑝𝐶′ |∑
𝐶 sgn(𝑝𝐶 ) |𝑝𝐶 |/
∑
𝐶′ |𝑝𝐶′ |
. (63)
One then sees that by keeping track of sgn(𝑝𝐶 ) the numerator
and denominator can each be sampled with relative weights
|𝑝𝐶 | using standard Monte Carlo techniques. If we consider
𝑓 ′(𝑂,𝐶) B 𝑓 (𝑂,𝐶)sgn(𝑝𝐶 ) to be the estimator then we can
write
〈𝑂〉 =
∑︁
𝐶
𝑓 ′(𝑂,𝐶) |𝑝𝐶 |/𝑆corr∑
𝐶′ |𝑝𝐶′ |
. (64)
That is, the positive relative weight |𝑝𝐶 | requires an additional
corrective factor 𝑆corr B
∑
𝐶 sgn(𝑝𝐶 ) |𝑝𝐶 |/
∑
𝐶′ |𝑝𝐶′ | to get
the “correct" weight. Unfortunately, the sampling uncertainty
in 1/𝑆corr grows exponentially with system size, so the amount
of resources required to estimate the corrected weight scales
exponentially [26]. This is similar to the conclusion that was
reached by lifting the no-branching requirement in classical
SSE.
VII. COMPARISON BETWEEN QUANTUM AND
CLASSICAL SSE METHODS
The primary benefit of the quantum SSE method is that
it does not require the no-branching condition, as quantum
computers naturally allows for the creation of superpositions
6of quantum states. This allows us to sample the relativeweights
of a given configuration directly, without needing to keep track
of all the off-diagonal elements. By lifting the no-branching
requirement, we can always ensure that the relative weights
are nonnegative, thus also avoiding the sign problem. We have
shown this for the special case where the Hamiltonian can be
decomposed into products of 1 or 𝜎𝑥 , as well as for more
general Hamiltonians.
Similar to the classical SSE algorithm, the quantumSSE im-
plementation computes statistical averages most easily when
the observable 𝑂 is diagonal in the basis |𝛼〉. Unlike classical
SSE approaches however, we are not required to impose strong
assumptions on the basis states |𝛼〉 for a particular implemen-
tation of quantum SSE. For any given operator 𝑂, we can
always choose the basis {|𝛼〉} to be the one that diagonalizes
𝑂, and the estimator is given by 𝑓 (𝑂,𝐶) = 〈𝛼 |𝑂 |𝛼〉. The
only limitation is that the preparation of a state |𝛼〉 should be
efficient on a quantum computer, i.e. the state can be prepared
in polynomial time. Therefore, one important advantage of the
quantum SSE method is that it allows for more general quan-
tum observables to be measured. An example of this is when
𝑂 = |𝜙〉〈𝜙| for some known quantum state |𝜙〉. In this case, 𝑂
is the projector onto the state |𝜙〉 and 〈𝑂〉 = 〈𝜙| 𝑒−𝛽𝐻 ′/𝑍 |𝜙〉
is the overlap between |𝜙〉 and the thermal state 𝑒−𝛽𝐻 ′/𝑍 . In
general, finding the state overlap is not easily implementable
using classical SSE. In the Shastry-Sutherland model[27–29]
for instance, this can be used to directly verify that the ground
state is a product of singlet pairs. This is achieved by by letting
|𝜙〉 be a product of singlets and then sampling the expectation
values using quantum SSE.
We consider the computational cost of implementing quan-
tum SSE for the special case (see Section III). In the quantum
SSE algorithm outlined previously, the cost of directly sam-
pling 〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉 given operator string 𝑏 requires 𝑛
unitary operations to be performed, multiplied by the number
of samples 𝑡 for any target numerical precision.
Combining this with the fact that 〈𝑛〉, the average expansion
power in SSE, is proportional to the system energy and scales
with 𝛽𝑁 , we see that the overall cost of sampling the con-
figuration weight in the special case requires O(𝑛) ∼ O(𝑁)
number of operations, i.e. it scales linearly with system size. A
similar argument can also be made if we employ the amplitude
estimation algorithm (see Appendix).
This is similar to the quantum SSE implementation for gen-
eral Hamiltonians (see Section V), where essentially the same
set of unitary operations are performed, except with an ad-
ditional control operation. We therefore expect the general
implementation of quantum SSE to also scale with O(𝑁).
We compare this to the classical version of the SSE algo-
rithm. When there is no sign problem, the cost of sampling
the configurationweight can beO(𝑁). The classical algorithm
in such cases can be highly efficient, and the quantum algo-
rithm outlined above exhibits no obvious quantum advantage
in terms of computational cost. In this case, the primary ben-
efit of quantum SSE is that it allows more more observables𝑂
to be measured compared to classical SSE implementations.
However, when the classical SSE method encounters the
sign problem, the computational cost of avoiding negative
probabilities is potentially ∼ 𝑒O(𝑁 ) . In comparison, the cost
of implementing the quantum algorithm scales linearly with
system size, so we expect the quantum advantage to be expo-
nential.
VIII. EXAMPLE
As an example, we consider the Hamiltonian Eq.14 for
one dimensional periodic spin chains with number of sites
𝑁 = 3, 4, 5. We then use the use the quantum simulation
toolkit Qiskit[30] to perform a numerical simulation of the al-
gorithm and compare with exact results. The Hamiltonian of
the antiferromagnetic isotropic Heisenberg spin chain is given
by
𝐻 ′ = 𝐽
∑︁
𝑏
𝜎𝑏 (1)𝑥 𝜎
𝑏 (2)
𝑥 , (65)
where 𝐽 > 0 and 𝑏(𝑖) is the 𝑖-th site of the 𝑏-th bond (see
Fig. 1a). The classical SSE implementation violates the no-
branching condition and may suffers from the sign problem
when the basis states {|𝛼〉} are not product states pointing
along the 𝑥-axis. In quantum SSE this is no longer a consider-
ation as there is no longer a no-branching requirement and the
string of bond operators have positive-semidefinite weights.
To illustrate this, we choose our basis states |𝛼〉 to be product
states pointing along the 𝑧-axis (i.e. products of |↑〉 , |↓〉).
After absorbing the negative sign in the Boltzmann factor
(see Eq.3) and adding identity operators to the bond operators
to make the bond-operators positive-semidefinite, the effective
Hamiltonian of the quantum SSE is (assuming 𝐽 = 1),
𝐻 =
∑︁
𝑏
𝐻𝑏 , (66)
where 𝐻𝑏 = 1 − 𝜎𝑏 (1)𝑥 𝜎𝑏 (2)𝑥 .
The unitary operator𝑈𝑏𝐴,𝐵𝑖 is defined by the map,
𝑈𝑏𝐴,𝐵𝑖 |𝛼𝐴〉
−𝐵𝑖 〉 = 1√2 ( |𝛼𝐴〉 0𝐵𝑖 〉 − 𝜎𝑏 (1)𝑥 𝜎𝑏 (2)𝑥 |𝛼𝐴〉 1𝐵𝑖 〉) .
(67)
The expectation value of a given string of bond operators 𝐻𝑏
is related to𝑈𝑏𝐴,𝐵𝑖 via the expression:
〈𝛼𝐴 |
〈−𝐵1  . . . 〈−𝐵𝑛 𝑈𝑏𝑛′𝐴,𝐵𝑛 . . . 𝑈𝑏1′𝐴,𝐵1 |𝛼𝐴〉 −𝐵1〉 . . . −𝐵𝑛 〉
=
1
2𝑛
〈𝛼𝐴 | 𝐻𝑏𝑛′ . . . 𝐻𝑏1′ |𝛼𝐴〉 . (68)
We illustrate the quantum circuit performing this measure-
ment in Fig. 1b. The quantum circuit determines the ex-
pectation value of string of 𝑈𝑏3𝐴,𝑞3𝑈
𝑏2
𝐴,𝑞2𝑈
𝑏1
𝐴,𝑞1 for a three site
periodic system when 𝑛 = 3. We now describe in detail the
steps involved in the circuit in Fig.1b.
In Step I, the ancilla qubits 𝑞0, 𝑞1 and 𝑞3 are prepared in the
states
−𝑞0〉 , −𝑞1〉 , −𝑞2〉 respectively, using Hadamard and
Pauli X gates.
7FIG. 1: (a) 1D spin-1/2 chain with antiferromagnetic interaction and periodic boundary condition. For 𝑁 = 3, the sites are
labelled 1, 2, 3 and the corresponding bonds 𝑏1, 𝑏2, 𝑏3. (b) An example schematic of the quantum circuit calculating the
expectation value of string of unitary operators𝑈𝑏1𝐴,𝑞1𝑈
𝑏2
𝐴,𝑞2𝑈
𝑏3
𝐴,𝑞3. Further details are given in the main text. (c), (d), (e)
illustrates the convergence of the mean energy (blue-line with circles) determined by quantum SSE at 𝛽 = 5. The ground state
energy represented by the green horizontal line is obtained via exact diagonalization. The 𝑥-axis indicates the number of
Metropolis iterations 𝑁iter for 𝑁 = 3, 4, 5 respectively.
In Step II the system qubits 𝑞3, 𝑞4 and 𝑞5 representing
the spin-1/2 sites of the physical spin chain are prepared in
some product state (in this example the |↑〉, |↑〉 and |↓〉 states)
respectively using either the identity operation or the X-gate.
In Step III the unitary operators𝑈𝑏3𝐴,𝑞3, 𝑈
𝑏2
𝐴,𝑞2 and𝑈
𝑏1
𝐴,𝑞1 are
applied sequentially via CNOT operations.
Finally in Step IV, the qubits are rotated using Hadamard
or X-gates and then measured in the computational basis. The
probability of measuring all qubits with the outcome 0 gives
the square of the expectation value of𝑈𝑏3𝐴,𝑞3𝑈
𝑏2
𝐴,𝑞2𝑈
𝑏1
𝐴,𝑞1.
After evaluating the expectation value for a given operator
string and spin state, the weight factor 𝑊 (𝑛, 𝑏, 𝛼) can be de-
termined using equation Eq.34. The Metropolis algorithm, as
described in section Sec.IV, is then implemented accordingly
to update the quantum state and the operator string. In SSE,
the energy of the system can be efficiently evaluated using the
expression[20],
𝐸 = − 〈𝑛〉
𝛽
+ 𝑁, (69)
where 〈𝑛〉 is the average length of operator string perMetropo-
lis loop. Note that the contributing term 𝑁 in Eq. 69 is due
to adding a constant to the Hamiltonian to ensure positive
semidefiniteness.
The energy calculations from quantum SSE as a function
of the number of Metropolis iterations are shown Figs.1c,d,e
for site numbers 𝑁 = 3, 4, 5 respectively at 𝛽 = 5. We start
the Metropolis sampling with some arbitrary string of opera-
tors and some arbitrary product state. The average numbers
operator string length 〈𝑛〉 is then calculated after the initial
104 Metropolis steps, and the mean energy is evaluated using
Eq. 69. It can be seen that in all the cases considered, the
mean energy computed via quantum SSE converges towards
the exact ground state energy represented by the green line,
which is obtained via exact diagonalization.
IX. CONCLUSION
In this article, we proposed a possible quantum implemen-
tation of the SSE Monte Carlo algorithm and compare it to
its classical counterpart. It is shown that in this case the cost
of implementing a single Monte Carlo update scales linearly
with the number of particles 𝑁 . We compare this to the classi-
cal implementation of SSE, where certain many-body systems
exhibit the sign problem. The existence of the sign problem
incurs an additional cost that scales exponentially with 𝑁 . The
quantum algorithm avoids this by ensuring that the weight of
the configuration is always positive, regardless of the chosen
basis. This suggests that quantum computers can significantly
speed up the simulation of complex quantum many body sys-
tems. Even when the sign problem is not present and classical
8SSE can be implemented efficiently, quantum SSE can still
be advantageous, since it allows for more general observables
to be measured. To illustrate this, we perform a numerical
simulation of a 1D spin-1/2 chain using the quantum SSE al-
gorithm in combination with a basis that is typically hard to
implement using classical SSE methods. In all cases con-
sidered, it is shown that quantum SSE converges to the exact
results obtained from exact diagonalization.
It has been shown that a general solution the sign problem
is in fact NP-complete [26]. The quantum SSE implementa-
tion discussed here can implement eachMonte Carlo update in
polynomial time, but that does not necessarily imply a polyno-
mial time convergence of the statistical average 〈𝑂〉 in general.
We note that the NP hardness of the general sign problem is a
statement about the convergence of statistical averages when
configuration 𝐶 has negative weights. Here, we are instead
comparing computational resources involvedwhen performing
a single Monte Carlo update in quantum versus classical SSE.
Nonetheless, the quantum SSE algorithm shows that quantum
computers are promising tools for accelerating the SSEMonte
Carlo simulation in many scenarios. This may provide a path-
way for probing the quantum properties of many body systems
that are currently inaccessible to existing classical techniques.
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Appendix A: Amplitude estimation
In themain text, wemade use of a quantum subroutine called
amplitude estimation, which is summarized by the following
theorem.
Theorem 1 (Amplitude estimation[25]). Given one copy of
a quantum state |𝜓〉, and unitary transformations 𝑈 B
2 |𝜓〉〈𝜓 | − 1 and 𝑉 = 1 − 2𝑃, where 𝑃 is a projector sat-
isfying 𝑃2 = 𝑃, the amplitude estimation algorithm outputs an
estimate 𝑝 of 𝑝 = 〈𝜓 |𝑃 |𝜓〉 such that
|𝑝 − 𝑝 | ≤ 2𝜋
√︁
𝑝(1 − 𝑝)
𝑡
+ 𝜋
2
𝑡2
(A1)
for any positive integer 𝑡 with success probability 1 − 𝛿 and
𝛿 ∈ (0, 1).
The amplitude estimation algorithm implements 𝑈 and 𝑉 a
total of𝑚𝑡 times where𝑚 is some multiplicative factor of order
O
(
𝑙𝑜𝑔 1𝛿
)
.
Let |𝜓〉 = 𝑈𝐴,𝐵𝑛 . . . 𝑈𝐴,𝐵1 |𝛼𝐴〉
+𝐵1〉 . . . +𝐵𝑛 〉 and 𝑃 =|𝛼〉〈𝛼 | from the main text. This give us
𝑝 =
[
1
2𝑛
ℎ𝑏𝑛 . . . ℎ𝑏1  〈𝛼𝐴 | 𝐻𝑏𝑛 . . . 𝐻𝑏1 |𝛼𝐴〉
]2
, (A2)
so the algorithm actually outputs the square of required ampli-
tude. However, since
|𝑝 − 𝑝 | =
(√︁𝑝 − √𝑝) (√︁𝑝 + √𝑝) ≥ (√︁𝑝 − √𝑝)2, (A3)
9we obtain the following bound for the amplitude√︁𝑝 − √𝑝2 ≤ 2𝜋√︁𝑝(1 − 𝑝)
𝑡
+ 𝜋
2
𝑡2
. (A4)
Implementing the algorithms invokes unitaries 𝑈 and 𝑉
a total of 𝑚𝑡 times each for any target precision and suc-
cess probability. The overall complexity of the algorithm
therefore depends on the complexity of performing 𝑈 and
𝑉 . Now, let |𝜓〉 = 𝑊 |0, . . . , 0〉 for some unitary 𝑊 . Then
𝑈 = 𝑊 (2 |0, . . . , 0〉〈0, . . . , 0| − 1 )𝑊†. To perform the unitary
(2 |0, . . . , 0〉〈0, . . . , 0| − 1 ) just requires you to check if every
particle is in state 0, which can be done using O(𝑁 + 𝑛) Toffoli
gates. Since 𝑛 ∼ O(𝑁). The cost of implementing𝑈 then boils
down to the cost of performing𝑊 , which is the cost of prepar-
ing the state |𝜓〉 = 𝑈𝐴,𝐵𝑛 . . . 𝑈𝐴,𝐵1 |𝛼𝐴〉
+𝐵1〉 . . . +𝐵𝑛 〉. This
is also O(𝑁) assuming the basis state |𝛼〉 can be efficiently
prepared. An identical argument follows for 𝑉 . The total cost
of implementing the amplitude estimation algorithm therefore
scales with O(𝑁).
