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I N T R O D U C T I O N
Humans and other primates are able to easily reach and grasp objects in front of them. Grasping movements are typically made toward targets in the visual field, and hence the neural mechanisms underlying these movements have traditionally been discussed in the context of visuomotor transformations. The dorsal visual processing stream is thought to play a central role in this transformation (Goodale and Milner 1992; Ungerleider and Mishkin 1982) . Although visuomotor transformation is often discussed with respect to "coordinate transformation" or a mapping between visual and motor coordinates (Andersen et al. 1993) , this presumably does not occur via a single straightforward calculation. Considering that motor reaction time to a visual target is usually a few hundred milliseconds and varies according to task conditions, it is plausible that the brain performs visuomotor transformation through continuous and adaptive computation. How this computation proceeds in the brain remains an open question.
The most likely site for this type of computation is the parietal association cortex. A population of neurons in the inferior parietal lobule shows activity related to visually guided reaching and grasping (Hyvarinen and Poranen 1974; Mountcastle et al. 1975) . In particular, neurons in the anterior part of the lateral bank of the intraparietal sulcus (AIP) are thought to play a prominent role in visually guided hand-manipulation tasks (Baumann et al. 2009; Castiello 2005; Castiello and Begliomini 2008; Murata et al. 2000; Sakata et al. 1995; Taira et al. 1990 ). Many of these neurons are activated during fixation on objects and respond selectively to different three-dimensional (3D) shapes. It has therefore been suggested that these neurons are selective for the shape and/or orientation of the object being grasped.
Electrophysiological studies in the monkey have revealed that some parietal visual neurons are selective for surface orientation or axis orientation, particularly in the caudal intraparietal area (CIP) for 3D shapes Tsutsui et al. 2002) and in the lateral intraparietal area (LIP) for two-dimensional (2D) shapes (Sereno and Maunsell 1998) . Furthermore, a recent report showed that AIP neurons respond to 3D surface features with shorter latency than do neurons in the temporal cortex (Srivastava et al. 2009 ). Taken together, these findings support the idea that visual processing of object shape involves the dorsal visual pathway.
Anatomical evidence supports this view. AIP receives major input from the inferior parietal lobule convexity, CIP, and the SII region (Borra et al. 2008) as well as from the ventral visual stream (e.g., the lower bank of the superior temporal sulcus and the middle temporal gyrus), suggesting that activity in this area reflects object identity. AIP also has reciprocal connections with the ventral premotor area (PMv or F5), a region responsible for preparing for a variety of hand movements Raos et al. 2006; Rizzolatti et al. 1988) . Moreover, reversible inactivation of this area disrupts contralateral hand movement due to a lack of preshaping (Gallese et al. 1994) .
The aforementioned studies provide strong evidence that the dorsal visual pathway and inferior parietal regions play an essential role in the visuomotor control of hand manipulation movements. However, electrophysiological studies on this topic have focused primarily on neuronal selectivity for 3D shape or orientation and have not addressed the temporal aspects of visuomotor tasks. Due to its dense connections with visual areas, posterior parietal areas, and premotor areas (Borra et al. 2008; Luppino et al. 1999 ; Rozzi et al. 2006) , AIP is well-positioned to mediate sen-sory and motor information exchange during 3D object manipulation, and from there, a variety of information types are incorporated into the visuomotor transformation process during the execution of a hand manipulation task. More specifically, visual information on object shape is presumably used to plan the motor command appropriate for grasping an object, and at the same time, this motor-related information must be fed back into vision-related areas as an "efference copy." Additionally, visual feedback regarding hand configuration is also provided when grasping an object . Thus it is plausible that the information represented in AIP neuronal activity changes dynamically during different stages of task execution. The present study aims to discover more about such dynamic changes in information represented in area AIP by means of information analysis. Murata et al. (2000) studied the activity of 132 AIP neurons activated during a hand manipulation task, in which animals reached and grasped one of six 3D objects (i.e., plate, ring, cube, cylinder, cone, and sphere). Task-related neurons were classified into three-types: visual-dominant (V) neurons, which were not active in the dark; motordominant (M) neurons, the activity of which was not influenced by the presence or absence of light; and visual-motor (VM) neurons, which were less active in the dark than in the light. V and VM neurons were further classified into object-type (Vo and VMo) and nonobject-type (Vn and VMn) neurons based on responses to an object fixation task where no hand manipulation was required. Using a multidimensional scaling (MDS) analysis, they showed that AIP neuronal activity represented common geometric features (e.g., flat and elongated) shared by similar objects. Interestingly, M and VMn neurons (neither of which responded to object fixation) were more closely related to handgrip than to visual features, implying these neurons represent the hand configuration for grasping the object rather than the visual shape of the object. These results suggest that area AIP is prominently involved in the visual control of hand movements but that different types of neurons are engaged in different functions.
The present study re-analyzes the neuronal activity reported in Murata et al. (2000) using mutual information analysis. Information theory has provided methods to quantify the amount of information carried in neuronal activity related to external events or stimuli (Johnson 2010; Panzeri et al. 2007; Quian Quiroga and Panzeri 2009) . In this analysis, the dependence of a neuronal event (i.e., spike count within a time bin) on an external event (i.e., a sensory stimulus for sensory neurons or a motor event for motor neurons) is analyzed based on mutual information measured in bits. Mutual information measures to what extent knowing about the neuronal event reduces our uncertainty about the external event (and vice versa). It gives nonnegative values; that is, it gives zero when the neuronal event and the external event are completely independent (when the neuronal event contains "no information" about the external event).
A sliding analysis window can be used to examine the time course of changes in the information encoded in neuronal activity. For example, Kitazawa et al. (1998) used information theory to analyze Purkinje neuron activity in a manual pointing task, and demonstrated that the complex spikes encoded different types of information during movement and after movement. In another example, Sugase et al. (1999) showed that inferior temporal cortex neurons encoded information related to man-versus-monkey discrimination and facial expression at different time points.
In the present study, we analyzed the mutual information in AIP neuronal activity to examine dynamic changes in information related to 3D shapes and features over time. We were especially interested in how the information processed by the different types of neuron groups and single neurons varied during the execution of a hand manipulation task. As mentioned in the preceding text, AIP is heavily involved with visuomotor transformation and encodes both vision-oriented and motor-oriented information. Characterizing the temporal changes in the information represented in this area should help clarify how the information transfers between brain regions and could possibly reveal novel aspects of AIP function.
In addition, we wanted to demonstrate that information analysis could be performed on data from previous experiments that were not specially designed for examination of mutual information. Because mutual information is calculated from the probability distribution of spike activity, large amounts of sample data (i.e., many trials) are generally required to obtain precise estimates. Therefore for optimal information analysis, hundreds of trials are conducted for a single neuron in each experimental condition. In contrast, in most electrophysiological experiments, relatively small amounts of data (i.e., dozens of trials) are collected, making accurate information analysis difficult. However, several effective methods have been developed to correct the estimation bias caused by a small number of samples (Borst and Theunissen 1999; Nemenman et al. 2004; Panzeri et al. 2007; Rolls et al. 1998; Victor and Purpura 1996) . The present study used a few of these and compared results across methods. These analyses produced meaningful results, confirming that small amounts of data can be used for accurate information analysis.
Some of these results have been presented in preliminary format at the annual meeting of the Japanese Neuroscience Society (Shimizu et al. 2007) .
M E T H O D S
Details regarding experimental procedures and collection of neurophysiological data were fully described elsewhere (Murata et al. 2000) . Here we will only briefly outline the methods, focusing on the aspects most relevant to this study.
Four Japanese macaque monkeys were trained to perform objectfixation and hand-manipulation tasks. During the experiment, each monkey sat in a dark booth facing a box that was separated into upper and lower parts by a half mirror. In the lower part of the box was a turntable separated into six sections, each containing a solid object of different shape (i.e., plate, ring, cube, cylinder, cone, or sphere; see Fig. 1 ). Three complete sets of objects in different sizes (i.e., small, medium, and large) were displayed, but only neuronal activity related to medium-sized objects was used in subsequent analyses because samples sizes for small and large objects were relatively small.
During the experiment, one section of the turntable was opened at a time so that the monkey could see the object through the half-mirror when the light was on in the lower part of the box. A red or green LED spotlight signaled the task epochs to the monkey and was reflected by the half mirror and superimposed onto an object. The objects were presented in random order by turning the table.
Behavioral task
For the hand-manipulation task, the monkey was trained to press a home key when the red light-emitting diode (LED) was turned on (see Fig. 1 ); this turned on a light bulb illuminating the object in the lower box ("vision onset"). After a 1-s fixation on the object, the LED color changed to green. The monkey then had to release the home key ("reach onset"), reach forward, grasp the object, and then hold it ("hold onset"). The LED color changed to red at movement onset. The monkey was required to hold the object for 1-1.5 s until the LED color changed back to green. The monkey maintained fixation on the object throughout the trial. We will refer to the time from vision onset to reach onset as the "fixation period," the time from reach onset to hold onset as the "reach period," and the time from hold onset to release as the "hold period." Note that Murata et al. (2000) referred to the period from reach onset to reward the "movement period." Objects were presented in a pseudo-random order, and the monkey performed 8 -10 trials for each object (i.e., 48 -60 trials in total).
Shapes and features
The object shapes used in this experiment can be classified in several different ways according to their geometric features. For example, both plate and ring were flat and thin, extending along a two-dimensional plane, whereas the other shapes were thick and three-dimensional. The cylinder was elongated in one axial direction, whereas the other shapes were not. In addition to these geometric features, it is also possible to classify the shapes based on the hand configuration for grasping/holding the objects. Figure 1 , bottom, shows the animals' handgrip for grasping the objects. The grips for the cube and sphere are similar to each other; the animals held them between the thumb and the side of index finger. The grip for the plate was somewhat similar although the wrist orientation was different. The animal held the cylinder with a handgrip similar to the so-called power-grip. The handgrip for the cone lay between these two grips. Finally, the handgrip for the ring was unique. Murata et al. (2000) examined 132 hand manipulation related neurons in bilateral AIP in three monkeys and unilateral AIP in one monkey. We analyzed data from 99 neurons, recorded from five hemispheres of three monkeys. Murata et al. (2000) reported that AIP neurons could be divided into three classes according to their activity during the three task conditions. VM neurons were less active during hand manipulation in the dark than in the light, an effect attributable to the loss of the visual stimulus. M neurons showed no differences in activity between hand manipulation in the light and dark. Finally, V neurons were not activated in the dark, regardless of movement. VM and V neurons were further divided into two subtypes according to their responses in the object-fixation task: "object-type" neurons (i.e., VMo and Vo) were activated simply by the sight of the object, whereas "nonobjecttype" (i.e., VMn and Vn) neurons were not. Table 1 shows the number of each type of neuron analyzed in the present study. Then a monkey fixated on the LED and put the hand on the key, which turned on a light illuminating the object ("vision onset"). The monkey did not see the LED directly but saw its spotlight reflected by a half mirror instead. The monkey had to reach and grasp the object mounted on the turntable and pulled it immediately after the color of the LED changed from red to green ("go" signal). The color of LED turned back to red when the monkey hands left from the key ("reach onset"). Then the monkey had to keep holding and pulling the object and to release the object when the color of LED changed red to green, again ("release" signal). The monkey received the reward when releasing the object ("reward" or "task end"). The task period was divided into "fixation," "reach," and "hold" periods. B: the object shapes used in the experiment. Six 3-dimensional (3D) objects, plate, ring, cube, cylinder, cone, and sphere were used as the target objects. The hand configurations for grasping these objects are also shown.
Neural data

Neuron types
Definition of mutual information
The mutual information I(S; R) between a shape (S) and a neuronal response (R) was quantified as the decrease in entropy of shape occurrence associated with the neuronal response
where s is the index of the shapes, r is the number of spikes in a specific time-bin, and p(r), p(s), and p(s, r) represent the probabilities of the neuronal response occurrence, shape occurrence, and the simultaneous occurrence of the shape and neuronal response, respectively. Finally, p(s|r) represents the conditional probability of shape s, given a response r. We used 2 as the base of the logarithm to measure the amount of information using the "bit" as the unit. Note that mutual information can be also calculated as the decrease in entropy of the neural response
Note also that the amount of information does not necessarily behave as the neural activity itself behaves; the information has a great value only when the neural activities differ between the different shapes.
Calculation of spike probability
To estimate conditional probability p(r | s) across time, we counted the number of spikes (r) in a sliding window (50 ms wide, 5-ms step) and constructed spike count histograms for each shape. The time axis was aligned to various task events (i.e., vision onset, movement onset, and hold onset). Note that the correspondence between spikes and time bins depends on the origin of the time axis (i.e., time ϭ 0) because the time of behavioral epochs was not constant across trials.
Definition of classification
To calculate mutual information, the shape classifications or groupings need to be defined in advance (We defined "classification" or "grouping" solely for calculating the mutual information. We do not intend to discuss the shape classification itself; rather, we are interested in shape representation, including the visual features of the shapes and the hand configurations for grasping the objects). Shape groupings can be determined in many ways. For example, we can treat each shape as a distinct class and calculate mutual information between spike counts and the six shape classes. In the following text, we call this "six-class classification," and mutual information for this classification will be denoted by MI 6 . This classification can be utilized for examining the total information represented by individual neurons.
However, this classification does not provide sufficient clues to discuss detailed shape representation in AIP. Some neurons may have information for dissociating a specific shape pair or information related to a specific visual feature. In such cases, mutual information calculated for the six-class classification could not tell us which shape pair or which feature the neuron dissociates. Consider a neuron exclusively selective to "plate" and another neuron selective to "ring," for example. The amount of information observable through the six-class classification would be the same for these two neurons but would tell nothing about the selectivity of these neurons. To develop a more detailed representation, it is necessary to calculate the information for more minute shape classes.
To this end, we calculated the mutual information of "two-class" classification in addition to the six-class classifications. In the twoclass classification, we chose two or more shapes from the six shapes and divided them into two classes (e.g., {plate, ring} vs. {cube, sphere}). There were 301 possible two-class classifications; we focused on cases in which we could assign a single shape to each of the two classes (e.g., {plate} vs. {ring}). There were 15 such "one-versusone classifications." We chose this approach for two reasons. First, it is more convenient to monitor a relatively small number of indicators (15 of 301) when discussing information representation in neural activity. Second, and more significantly, one-versus-one classifications result in no overlap between the different classifications, whereas multiobject classifications may incorporate ambiguous or spurious information.
As an example of ambiguous information, consider a neuron that responds selectively to a single shape-the plate. Ideally, we would hope for a situation in which only {plate} versus {ring, cone, cylinder, cube, sphere} would give full information (i.e., 1 bit), and the other classifications would give no information (i.e., 0 bits). In practice, however, a number of other classifications, such as {plate} versus {ring, cone} and {plate, ring} versus {cone, cube, sphere, cylinder} also give intermediate amounts of information (e.g., the classification {plate, ring} versus {cone, cube, sphere, cylinder} would give 0.313 bits). This ambiguity can be avoided as long as we examine only one-versus-one classifications. Moreover, we can judge response selectivity by combining the information given by different classifications. When a neuron selectively responds to "plate," five classifications-{plate} versus {ring}, {plate} versus {cube}, {plate} versus {cylinder}, {plate} versus {cone} and {plate} versus {sphere}-would give full information, and the other classifications would give no information.
Note that in the one-versus-one classification cases, the mutual information given by Eq. 2 can be rewritten as follows
where S k and S k * are the two shapes related to the kth one-versus-one classifications (k ϭ 1, 2,..., 15), and p(r | S k ) or p(r | S k * ) represents the conditional probability of neural response r when the shape is S k (or S k * ); note that p(S k ) ϭ p(S k * ) ϭ 0.5 (p(S) ϭ 1/6 for the six-class classification), and the spike frequency p k (r) can be calculated based on conditional probabilities p(r | S k ) and p(r | S k * ) 
Note that it is mathematically meaningless to add the amounts of mutual information for different one-versus-one classifications. In particular, the amount of six-class information is essentially different from the sum or average of information amounts of 15 one-versus-one classifications. We would like to illustrate the relationship between information from six-class classification and that from one-versus-one classification in some typical cases. The following examples show how these two types of information behave differently. 1. A neuron responding differently to six shapes MI 6 ϭ 2.58 (bits) MI 2 ϭ 1 (bit) for all classifications 2. A neuron responding exclusively to one specific shape. MI 6 ϭ 0.65 (bits). MI 2 ϭ 1 (bit) for classifications related to the shape (5 of 15 classifications) 0 (bit) for classifications not related to the shape 3. A neuron responding equally to two shapes (and not responding to the others) MI 6 ϭ 0.92 (bits) MI 2 ϭ 1 (bit) for classifications related to both preferred and nonpreferred shapes (8 classifications) 0 (bit) for classifications within preferred shapes or within nonpreferred ones 4. A neuron responding differently to two shapes (and not responding to the others) MI 6 ϭ 1.25 (bits) MI 2 ϭ 1 (bit) for classifications related to different classes (9 classifications) 0 (bit) for classifications within nonpreferred shapes 5. A neuron responding equally to three shapes MI 6 ϭ 1 (bit) MI 2 ϭ 1 (bit) for classifications related to both preferred and nonpreferred shapes (9 classifications) 0 (bit) for classifications within preferred shapes or within nonpreferred shapes
Bias correction of mutual information
Mutual information calculated by the procedure in the previous section gives a raw estimate of true information. This raw estimate has been shown to have nonnegligible bias (Borst and Theunissen 1999; Panzeri et al. 2007 ). This bias results from small amounts of sampled data and presents a potential problem in the present study as our analysis is based on a limited experimental data set. Panzeri et al. (2007) suggested that the ratio of the number of sample data points to the number of histogram bins (for approximating probability distributions p(r), p(r | S k ), and p(r | S k * )) should be at least Ͼ2 and ideally larger than 4 to minimize bias.
Here we applied three bias-correction methods. First, we used a method proposed by Panzeri and Treves (1996) . According to this method (the "PT method"), corrected mutual information is given by
where R s and R are the estimated numbers of occupied bins for the probabilities p(r|S k ) and p(r), respectively, and N is the number of trials (For most neurons, n ϭ 48 for 6-class classification and n ϭ 16 for 1-vs.-1 classification). We adopted two methods for determining R s and R . In one method (PT-Org method), we used the number of occupied bins in the histogram constructed from the experimental data. In the other method (PT-Bayes), we estimated these numbers according to Bayesian estimation methods. See Panzeri and Treves (1996) for details regarding this latter method. The third bias-correction method used is the response-compression (RC) method (e.g., Rolls et al. 1998; Victor and Purpura 1996) . In this method, shape class D is decoded from the neural response R according to the appropriate rule, and the probability p(S|D) is calculated. The decoded information I(S; D) is then computed as follows
The main advantage of this method is that information theory ensures that I(S; D) is equal to or less than I(S; R); that is, I(S; D) gives the lower bound of I(S; R).
In concrete terms, I(S; D) was determined as follows. First, we prepared all possible mappings (i.e., decoding rules) from the spike count (r) to six (or 2) classes (D) of shapes. Next, for each mapping, we calculated the joint probability of true shape class (S) and decoded class ( . Note that optimal decoding method depended on the time bin in question. In principle, this method works well when the number of spike count histogram bins is much larger than the number of decoded classes (that is, when the number of classes is "compressed" by the decoding).
As shown in RESULTS, the RC method worked properly for oneversus-one classifications but not for six-class classifications. This is presumably because the number of nonzero histogram bins was fewer than six, and thus for most neurons and time bins, no "compression" by the decoding occurred.
Moving average of mutual information
The estimated mutual information showed large changes over time due to the small bin size. To smooth these changes, we used a moving average calculated over five window steps (i.e., 25 ms) of the original mutual information data. This width was chosen to maximize removal of undesirable chattering while preserving the major changes in information across time.
Nonnegative matrix factorization analysis on spatiotemporal distribution of information
As a result of the processing described in the preceding text, we obtained a data matrix [size ϭ (number of neurons) ϫ (number of time bins)] from the information of the 6-class classification, and a matrix [size ϭ (number of classifications) ϫ (number of time bins)] for each neuron from the information of the one-versus-one classifications. Because the information amounts have only nonnegative values, these data matrices were all nonnegative. Thus we performed a nonnegative matrix factorization (NMF) analysis (Lee and Seung 1999; Lin 2007) to extract any structure hidden in these information matrices.
NMF can be formalized as follows. Given an n-by-m nonnegative matrix V and a dimension parameter k (k Ͻ n), NMF analysis attempts to find a pair of nonnegative matrices W and H that minimizes the difference ||V -WH||, where W is an n ϫ k matrix and H is a k ϫ m matrix. In other words, matrix V is approximated by the product of two nonnegative matrices W and H. Each column vector of matrix V is represented by a weighted sum of the column vectors of W, and the weights are given by the corresponding element of matrix H. Therefore the column vectors of matrix W give a common structure hidden in different columns of matrix V. That is, NMF can be utilized as a tool for extracting a common structure from a set of vectors.
In the actual analysis, data matrix V was prepared according to the method described in the following text. Because the estimated mutual information was only reliable when the spikes were aligned at the proper timing, information in the fixation period had to be calculated from spike data aligned at vision onset. In the same way, information in the reach period and that in the hold period had to be calculated from spike data aligned at reach onset and at hold onset, respectively. Therefore we constructed a row vector of matrix V by concatenating the estimated information in the time bins within the period 0.1-1 s after vision onset (aligned at vision onset), within the period Ϫ0.2-0.5 s after reach onset (aligned at reach onset), and within the period Ϫ0.2-1 s after hold onset (aligned at hold onset). Note that data sampled by these three intervals overlapped somewhat.
For the six-class classification, we attempted to extract a structure of temporal information distribution common to different neurons by applying the NMF to a (number of time bins) ϫ (number of cells) data matrix. The column vectors of the resultant matrix W would give us temporal information patterns common to different AIP neurons. For the one-versus-one classifications, we tried to extract common shape/ feature representations and examine their temporal changes. To this end, we prepared a (number of classifications) ϫ (number of time bins) data matrix. The column vectors of matrix W would give the set of information amounts for 15 one-versus-one classifications, which might make clear what shape or features were represented by each neuron. Moreover, each row vector of matrix H would tell us how such shape/feature representations varied during the task execution. Correlation analysis for row vectors of matrix H was performed to examine whether the weights for different components varied in a correlated manner.
We determined the dimension number k as follows. Generally, a larger k gives a better approximation, whereas too large a k fails to extract the essential structure (that is, data become decomposed into too many meaningless components). For the six-class classification, we arbitrarily chose what we hoped would be an appropriate k, considering this trade-off. For the one-versus-one classifications, we chose the minimum k that satisfied ||V -WH||Ͻ0.4 * ||V||, where the norm was a Euclidian one. Note that W was normalized so that its maximum component became one.
Statistical significance of information
Previous studies using information analysis (Kitazawa et al. 1998; Sugase et al. 1999) did not examine the statistical significance of the changes in the amount of information itself but rather tested whether the spike count and the stimulus variable (e.g., piece and face expression) were mutually dependent, or to be more specific, whether p(S|r) was equal to p(S), using a 2 test. To examine the significance of changes in the amount of information itself, we used the following empirical method. First, for each neuron, we made a histogram of spike counts in the pretask period to determine the spike distribution in the resting state. We found that the resultant histograms were a good fit with Gamma distributions (although the reason for this was unclear). Thus we estimated the parameters of Gamma distributions using the "gamfit" function of Matlab (Mathworks) and calculated the spike count at which the cumulative probability of the Gamma distribution exceeded 0.999. Then we adopted the spike count thus obtained as the threshold level for detecting the information onset. Note that the threshold level differed for individual neurons because the spike distributions in the resting condition depended on individual neurons.
R E S U L T S
Effect of moving average filter and bias correction
We first examined the effect of moving average and bias correction. Figure 2A shows the temporal profile of the estimated information of one Vo neuron around vision onset (spikes are aligned to vision onset). The left and right panels show the uncorrected estimates for six-class classification and for the {plate} versus {cone} classification, respectively. In each panel, thin black lines represent the raw information, and thick blue lines represent the filtered information with a 25-ms interval moving average. We see that the filter smoothed the temporal profile without removing the major features. Figure 2B shows the information corrected by three biascorrection methods: Panzori-Trevis (PT-Org and PT-Bayes) and response-compression (RC) together with the uncorrected information (Raw). The effect of bias correction was quite different between the six-class classification and the oneversus-one classification. In the left panel (6-class case), the information obtained by the RC method drew almost the same curve as the uncorrected information, meaning that this method had no effect. This was because the number of nonzero histogram bins was smaller than six in most bins, and so response compression did not work, for reasons described in METHODS. The PT-Org and PT-Bayes methods showed considerable effects with PT-Bayes having by far the stronger effect. In the right panel (1-vs.-1 case), by contrast, all bias-correction methods resulted in similar temporal profiles, and all three correction methods produced generally similar estimates. Looking at the results in more detail reveals that the PT-Org method always produced larger values than the PT-Bayes method, suggesting that the PT-Bayes method resulted in stronger bias correction. The magnitude relationship of the RC and PT-Bayes methods was not consistent over the task period; the RC estimate was smaller in some parts, whereas PT-Bayes estimate was smaller in other parts.
These trends were observed with many neurons and many classifications. Figure 2C shows the averaged amount of information over all time bins, all classifications, and all neurons when the activity was aligned to vision onset. For the six-class classification, as with the single neurons described in the preceding text, the RC method had no effect, and the PT-Bayes method produced the strongest effect. Although it is possible that PT-Bayes method might overcorrect the bias, we decided to adopt the PT-Bayes method for subsequent analysis to ensure we used the most conservative estimate. For the oneversus-one classification, on the other hand, the three correction methods produced similar effects, although the PT-Bayes method again produced the strongest effect. It was tempting to adopt the RC method in this case (where response compression worked properly) because the RC method gives the lower bound of mutual information (see METHODS). However, we show the result obtained with the PT-Bayes method below, in common with the six-class case. Note that the RC method produced a similar picture.
Differences in temporal information distribution between different neuron classes
We next examined the spatiotemporal information distribution in the various neuron classes. To this end, we visualized the spatiotemporal distribution of information as a 2D image called the "information map." We show the information of the six-class classification for the five neuron types (i.e., VMo, VMn, Vo, Vn, and M) in Fig. 3 . The spikes were aligned at the vision onset in A and at the hold onset in B.
In these panels, the five neuron types are arranged as large blocks, and within each block, the information for six-class classification of single neurons is shown. The neurons were arranged according to the information onset (i.e., the time that the information exceeded the threshold determined for each neuron) after the vision onset (in A) or after the hold onset (in B). Solid lines represent the temporal profile of encoded information averaged over all neurons within each neuron type.
The temporal distribution of encoded information differed according to neuron type. VMo neurons had information peaks during the fixation and reach periods (Fig. 3A) . Information first peaked 200 -500 ms after vision onset, subsequently decreased, increased again after the go signal, and had a second peak during the reach period as shown by the solid line. This feature is also shown at the single neuron level. Most neurons had information for 100 -400 ms but lost the information around the go signal. Thus presumably these neurons lost information after completing initial visual processing and conveyed different information during movement execution. Another interesting feature is that the timing of information onset in the fixation period differed among neurons. This point is discussed in detail in the following text.
Vo neurons also had information from the fixation period to the hold period, but their temporal change was milder than that found in the VMo neurons as shown by the solid lines. This is clearly shown in B, where the spikes are aligned at the hold onset. Whereas all VMo neurons lost information just after the hold onset, some Vo neurons consistently preserved information toward the object release.
Nonobject-type (VMn and Vn) and motor-dominant (M) neurons encoded significant information primarily in the reach and hold periods. Generally, the information in these neuron types increased around reach onset, showed a clear peak in the reach period and declined thereafter. However, the precise timing differed according to neuron type. As shown in B, the information conveyed by M neurons peaked during the reach period at a similar time to the second information peak in VMo and Vo neurons. In contrast, in VMn and Vn neurons, the onset of information increase was a few hundreds milliseconds later than M neurons, and information peaked around hold onset. Therefore the temporal distribution of information differed among neuron types. This means that different types of neurons might be engaged in different stages of information processing for executing the hand manipulation task. This point will be discussed in more detail later in the manuscript.
NMF analysis of the information map for six-class classification
We performed the NMF analysis on the information map (or information matrix) obtained in the previous section. Figure 4 shows the result when the number of components (k) The temporal information distribution roughly consisted of five components, and the first two components had values in the fixation period. The first component peaked around 0.2-0.4 s after vision onset, and more than half of VMo and Vo neurons had considerable weight for this component, but the weights were much larger for VMo neurons. The second component started ϳ0.4 s after the vision onset and decreased slowly toward the end of the reach period. In contrast to the first component, this component was prominently observed in Vo neurons, and their weights were greater than those of VMo neurons. These facts support a general tendency for VMo neurons to only have information phasically, after the vision onset, whereas Vo neurons retained information in the later part of the fixation period. The other types of (VMn, Vn, and M) neurons did not have large weights for these two components.
The third components started ϳ0.2 s before the reach onset, peaked ϳ0.2 s after the reach onset, and ended at the hold onset. This component was shared by all types of neurons, but some M neurons had prominently strong weights. The fourth component followed the third component after a delay of ϳ0.5 s; that is, this component had a value just around the hold onset. Comparing the third and fourth components, VMn and Vn neurons had greater weights for the fourth component, whereas M neurons had greater weights for the third component, supporting the claim in the previous section that the information distribution was different between VMn/Vn neurons and M neurons.
The fifth component had values throughout the hold period. This component was shared by all types of neurons, but the weights were relatively small compared with the other components. It is notable that weights of the Vo neurons seem large, implying that Vo neurons kept hold of the information toward the task end.
In sum, the result of NMF analysis confirms the features observed in the information map shown in the previous section. The temporal information distribution differed among types of neurons.
Relationship between information in the six-class classification and in the one-versus-one classification
Next we examine the relationship between the information of six-class and of one-versus-one classifications. Figure 5 shows two typical examples of the temporal changes in the six-class information (the bottom red chart of the right column) and in the information of the 15 one-versus-one classifications (the other blue charts), together with the spike histograms of the same neurons (in the left column). The red curves in the upper charts are copies of the bottom red chart, included to help with comparison of these charts.
In the first example (A), some of the one-versus-one classifications behaved almost synchronously, and their temporal profiles resemble those of the six-class cases. More specifically, the ring-related classifications had information from 500 ms after the vision onset and preserved it toward the end of the task, and their profiles corresponded well to that of the sixclass information. This means that information from the sixclass classification directly reflected the temporal change in the information from the one-versus-one classifications. In the second example (B), by contrast, the situation is much more complex. In this case, most one-versus-one classifications had some amount of information, but their temporal profiles were quite different from one another. Plate-related classifications had large amounts of information in the fixation period, but in the hold period, cube-related classifications had large amounts of information, instead; the "information content" represented by this neuron varied over the course of the task execution. Although the information from the six-class classifications reflects the combination of these complex changes in oneversus-one classifications, it does not elucidate this dynamic change in information content. Although the change in the selectivity can be observed in the spike histogram, it can be more readily found in the behavior of the mutual information of one-versus-one classifications. Therefore the information of the six-class classification can be referred to as an index for "total information," whereas the combination of one-versusone classifications can be referred to as an index for "information content". A NMF was applied to the information map. NMF is a tool for decomposing a nonnegative data matrix V into a product of 2 nonnegative matrices W and H, where W gives a set of basis patterns and H gives the weights for basis patterns. We intended to extract some common temporal structure hidden in the temporal profiles of 99 anterior intraparietal area (AIP) neurons. The figure shows the result when the number of the basis patterns was 5. Data matrix V was constructed by combining the information data in the 3 task periods: the period 0.1-1 s after the vision onset (neuron data were aligned at the vision onset) [red region]; the period Ϫ0.2-0.5 s after the reach onset (aligned at the reach onset) [green region]; and the period Ϫ0.2-1 s after the hold onset (aligned at the hold onset) [blue region]. The left part shows 5 extracted temporal structures, and the right parts of their weights for the neurons. Neurons were grouped by the neuron-types and within each type they were sorted according to the weights (sorting was performed separately for different components). This clearly shows that temporal information distribution had a definite structure.
Information content depended on individual neurons, as each neuron had its own stimulus selectivity. Next we examined whether information content differed among different neuron types. We averaged the mutual information of the 15 one-versus-one classifications of neurons belonging to each neuron type. In Fig. 6 , the five neuron types are arranged as large blocks, and within each block, information from the 15 one-versus-one classifications is shown. The order of classifi- The temporal profile of information of 6-class classification (red chart) and 15 1-vs.-1 classifications (blue charts) are plotted. Thin red curves in the upper charts are the copies of the bottom chart. Spikes are aligned at the vision onset. Spike histograms of the same neurons are shown together for reference. A: for 1 neuron, information of "ring"-related classifications rose up almost synchronously, meaning that this neuron had information for dissociating {ring} from the other shapes. Moreover, the blue charts of these classifications drew similar curves to that of the red chart, implying that the information of 6-class classifications and that of relevant 1-vs.-1 classifications behaved similarly. B: for another neuron, the information for 1-vs.-1 classifications changed in an asynchronous manner. "Plate"-related classifications had large information in the fixation period, whereas "cube"-related classifications had large information in the hold period. This means that this neuron changed the information content on the way of task execution. This phenomenon cannot be detected in the profile of 6-class classification. Pl, plate; Rn, ring; Cu, cube; Cy, cylinder; Co, cone; and Sp, sphere.
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cations is identical in all blocks. The spikes were aligned at the vision onset in A and at the hold onset in B.
Each neuron type had large amounts of information only for specific classifications (i.e., information preference). Moreover, focusing on each neuron type, the information of some classifications emerged and vanished in a synchronized manner. This means that each neuron type had its own information preference and that this information was not for dissociating a specific shape pair, but for dissociating shape groups, that is, for representing shapes sharing the same features. To assess the information preferences of the five neuron types and their temporal change in more detail, we compared the average information amounts in four task epochs: 100 -600 ms after vision onset (i.e., early fixation period), 700 -1,200 ms after vision onset (i.e., late fixation period), 0 -500 ms after reach onset (i.e., reach period), and 0 -500 ms after hold onset (i.e., hold period) (Fig. 7) .
Several features can commonly be observed for all neuron types. First, the information amount peaked during the reach/ hold period, rather than the fixation period. Object-type (i.e., VMo and Vo) neurons had larger amounts of information than did other types of neurons during the fixation period because these neurons were activated simply by observing the objects. However, even these neuron types had the largest amount of information during the reach period. Second, plots drawn by 15 one-versus-one classifications were similar to one another and to the six-class classification (except for VMn type). Therefore at least at the ensemble level, the information preference of each neuron type was almost preserved over the task period. Some detailed features will be discussed in the DISCUSSION. Third, information for dissociating plate or ring from the other shapes (red or blue plots in the figure) had larger amounts of information than did other classifications (except for M type). This suggests that the activity of VM and V neurons depended strongly on visual features dissociating flat (or extended in 2D plane) shapes from thick or solid shapes, in general. This preference might be because this feature is important for motor planning of grasping actions. In contrast, M neurons conveyed more information for classifications discriminating sphere from the other shapes (particularly plate, ring, and cylinder). Moreover, whereas the VM and V neurons encoded the largest amount of information for classification {plate} versus {cylin-der}, M neurons conveyed relatively little information for this classification. Thus the information content of M neurons appears to be distinct from that of VM and V neurons.
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Information onset depends on individual neurons and classifications
We next investigated the information distribution of individual neurons. Because of the general tendency for AIP neurons to convey more information for dissociating flat shapes from the other shapes, we mainly refer to classifications related to {plate, ring} versus {cylinder, cube, sphere} in the following text.
First, we look at the nature of information latency (or information-onset timing) of single neurons. We have already observed that the information onset for six-class classification differed among individual neurons (Fig. 3A) . Here, we examine this point with respect to the one-versus-one classifications. Figure 8A shows the partial information map of VMo neurons for classifications {ring} versus {cylinder} and {ring} versus {sphere} in the fixation period. For each classification, neurons are sorted according to the time at which information exceeded the neurons' own thresholds after vision onset.
First, the information latency to vision onset depended largely on individual neurons and was distributed over 200 -500 ms. The length of time that neurons held information also depended on the neurons. This means that individual neurons conveyed information regarding the same classification at different times. This heterogeneity suggests that they might have been activated in an asynchronous manner even in the same neuron class.
Another interesting feature is that information latency was apparently different for the two classifications. Information for the {ring} versus {sphere} classification began to increase about 100 ms later than information for the {ring} versus {cylinder} classification.
To clarify the relationship between information latencies and these classifications, we drew a scatter plot of the onset timing of all VMo and Vo neurons (neurons activated within 0.1 s after the vision onset were not included). In Fig. 8B , each VMo and Vo neuron is represented by a dot whose position is determined by the information latencies for the two classifications. The neurons with latencies Ͼ0.6 s are located at the side of the chart. For many VMo neurons, the information latency was shorter for the {ring} versus {cylinder} classification than for {ring} versus {sphere}. Moreover, there was little correlation between the information onsets for these two classifications. These tendencies can be also found for Vo neurons although a slight (but not significant) correlation was found. These findings indicate that at the single-neuron level, information for the different classifications did not increase with a common latency. That is, shape representation does not emerge simultaneously throughout area AIP but may be constructed from a combination of multiple smaller-dimension (including 1-vs.-1) classifications. examples shown in A and B; note that these examples were not extreme cases). Information latencies differed apparently according to classification. This tendency was statistically significant for VMo neurons [Kruskal-Wallis nonparametric ANOVA, 2 (14) ϭ 24.68, P Ͻ 0.05], but not for Vo neurons [ 2 (14) ϭ 12.61, P Ͼ 0.5]. Therefore the information latency of the object-type neurons in the fixation period somewhat depended both on the individual neurons and on the shape features.
Next, we examined this point in the reach/hold period. Figure 9 shows information maps for the classifications {ring} versus {cube} and {cylinder} versus {cube}, where the spikes were aligned at hold onset. As can be seen in the maps, the spatiotemporal distribution of information differed among individual neurons, as well as between the two classifications.
Several points should be noted here. First, the temporal location of information carried by the VM and V neurons differed between the two classifications; the locations of information peaks (i.e., red and yellow pixels) appear to differ between the two maps. That is, temporal heterogeneity of information representation was also found in the hold period. Second, the information onsets of VMo neurons in the hold period varied, depending on individual neurons. This, in turn, suggests that these neurons did not preserve information across the hold onset; they lost information before the hold onset, and gained information again during the hold period. In addition, a considerable portion of VMo neurons that had information before the hold onset had little information during the hold period (this can be seen as a deep blue region that spreads after hold onset in the information map). These observations imply that individual VMo neurons might change their functional role between the fixation/reach period and the hold period.
Neuronal information preference changes dynamically
We have already given an example showing how the information preference (i.e., shape classification with the largest amount of information) of a single neuron changed dynamically according to task phase (Fig. 5B) : the neuron encoded information for dissociating plate from other shapes during the fixation period, but encoded information for dissociating cube from other shapes during the hold period. In the following text, we further examine how individual neurons change their information preference during task execution.
We performed an NMF analysis on the information map of 15 one-versus-one classifications for each neuron (see METH-ODS) . Figure 10 Two plots represent the information for classifications {ring} vs. {cylinder}, and {ring} vs. {sphere}, respectively. Spikes were aligned at the vision onset. Scales of color grating was the same as in Fig. 3 . The information onsets for classification {ring} vs. {sphere} were apparently delayed to those for the classification {ring} vs. {cylinder}. B: relationship between information onsets for classifications {ring} vs. {cylinder} and {ring} vs. {sphere}. Each VMo or Vo neuron is plotted as a dot in a 2D scatter plot. The neurons the onset times of which were Ͼ0.6 s were placed aside the frame. Little correlation was found between these onset timings, suggesting that shape representation (or selectivity) does not appear at a common timing but does appear in uncorrelated manner for different classifications. C: distribution of information onsets for 15 1-vs.-1 classifications. The onset timings were significantly different among different classifications, for VMo neurons. In general, classifications related to plate and cylinder tended to have earlier onsets. As for Vo neurons, there was a slight but nonsignificant tendency that different classifications had different information onsets. Gray hatchings indicate the classifications picked up in A and B. Figure 10A , top, shows the result for the neuron shown in Fig. 5B . There were two definite components: one corresponding to the plate-related classifications, the coefficients of which had large values in the fixation and reach periods, and the other corresponding to the cube-related classifications dominant in the hold period. The correlation coefficient between the series of weights was r ϭ Ϫ0.432 (P Ͻ 0.001), supporting the hypothesis that a switch from one component to the other occurred.
The second example (Fig. 10A, bottom) is a VMn neuron found to have both sphere-related and plate-related components. The first was dominant after hold onset, and the second had values in the fixation and early reach periods. Their correlation coefficient was r ϭ Ϫ0.482 (P Ͻ 0.001), supporting the hypothesis that the information preference of this neuron shifted from plate to sphere during the reach period. A question arose as to why a VMn neuron (i.e., a nonobject-type neuron) had information in the fixation period; in fact, this neuron was not activated, but slightly inhibited for "plate" during the fixation period.
The existence of neurons that change their information preference during the task execution is interesting in itself and poses a profound question concerning information representation in AIP. However, such neurons were in the minority, and most neurons did not change information preference, as information preference at the ensemble level was almost preserved over the entire task period (see Fig. 7 ). The neurons shown in Fig. 10B are typical examples. A VMn neuron shown in the top panel had a cube-related component in a phasic manner around hold onset. The other component of this neuron did not have any clear information spectrum; it was presumably extracted simply to minimize the approximation error. A Vo neuron in the middle panel (which is the neuron shown in Fig. 5A ) consistently kept the ring-related component from 0.6 s after the vision onset to the end of the task. Again the other component seems meaningless. Another Vo neuron in the bottom panel had two components, both of which had large values throughout the task period. Because they were positively correlated to each other (r ϭ 0.394), it is plausible that these components emerged as a set of information for dissociating {plate, cube} from the other shapes.
The remaining neurons showed no specific spatiotemporal information structure or a very small amount of information (Fig. 10C) . A Vn neuron in the top panel had four components, but none of these had considerable weight. A VMn neuron in the lower panel had two components, both having large weights over the entire task period, but no meaningful structure could be found in the spectrum of the extracted components.
Therefore we can classify neurons according to the temporal behavior of the extracted components. Here we tried classifying the neurons into five groups based on the following criteria 1. Alterative neuron: Neurons having two information components with weights that altered in an anti-correlated manner (Fig. 10A ): all components had considerable weights over a certain time period (Ͼ0.5 s), and the weights of the two components were negatively correlated to each other (r Ͻ Ϫ0.3).
2. Phasic neuron: neurons having one component in a phasic manner (Fig. 10B, top) . Relevant components had considerable weights, but lasted Ͻ0.5 s.
3. Tonic neuron: neurons having one or more components in a tonic manner (Fig. 10B, bottom) . The relevant components had considerable weights and lasted Ͼ0.5 s or had values across different task periods.
4. Puzzling neuron: neurons having multiple components with no clear temporal structure (Fig. 10C, bottom) . There is sufficient information (Ͼ0.5 bits) for some time period, but no clear temporal structure can be observed.
5. Noninformative neuron: Neurons having little information (Fig. 10C, top) . There is little information over the entire task period (Ͻ0.5 bits). from Vision Onset from Reach Onset from Hold Onset A: alterative neurons. For these neurons, weights of 2 components were altered during the task period, meaning that the information content of these neurons changed dynamically on the way of task execution. B: phasic neurons and tonic neurons. Some neurons had a component at a specific task phase in a phasic manner. The neuron in the top panel had an information component only around the hold onset. To the contrary, some neurons kept 1 component for a certain period, in a tonic manner. Some other neurons kept Ն2 components for a certain time period though their weights somewhat fluctuated. C: noninformative neurons and puzzling neurons. Some neurons had no component with large weights. These neurons had little information throughout the task period. On the other hand, some neuron had components with large weights, but the component had only broad "spectrum," and its meaning cannot be readily interpreted. Each pair of characters means a classification (P, plate; R, ring; U, cube; Y, cylinder; C, cone; S, sphere). Table 2 summarizes the numbers of neurons in each of these five groups separately for each neuron type. Approximately 70% of the neurons carried meaningful information, irrespective of neuron type. Alterative neurons were more frequently observed among the object-type (VMo and Vo) neurons (most such neurons changed information preference between the fixation and reach/hold periods). On the other hand, phasic neurons were more frequently observed among VMn, Vn, and M neurons. This is because these neurons only had information during reaching action or around the hold onset.
Therefore the overall behavior of the information for oneversus-one classifications seems consistent with information for the six-class classifications. Thus we can conclude that the information representation of AIP neurons changed dynamically during the task execution and that temporal properties of information differed among different neuron types. Different types of neurons were engaged in different stages of processing for executing the hand-manipulation task.
D I S C U S S I O N
Dynamic changes in AIP neuron information representation
We used mutual information analysis of hand manipulationrelated neuronal activity in AIP to examine the time course of information processing in this area. We calculated the mutual information between neuronal spike counts in a sliding 50-mswide time bin and six 3D shapes (6-class classification) or 15 one-versus-one classifications of these shapes. Mutual information was visualized using a 2D information map showing the spatiotemporal distribution of information in AIP neurons. Moreover, an NMF analysis was performed to extract the structure of information distribution hidden in the information map.
Our analysis shed light on temporal changes in both the averaged information of different classes of task-related neurons (Murata et al. 2000) and information representation by single neurons. The major finding of the present study was that the time course of encoded information was distinct in the various neuron types. This could be observed in the information map itself (Fig. 3) , and the structure of temporal distribution of information was more clearly extracted by an NMF analysis (Fig. 4) . The result suggested that different types of neurons were involved in different stages of information processing while executing the visuo-motor task. On the other hand, we also found that the information representation of individual AIP neurons tended to be of a heterogeneous nature. For example, the information onset (or latency) following object presentation depended on individual neurons and on shape classifications (Fig. 8) , meaning that information about shape classifications did not necessarily emerge simultaneously, even within the same neuron type. In addition, some neurons showed drastic changes in information preference between different task periods, implying that individual AIP neurons can change roles dynamically during execution of the hand manipulation task (Fig. 10) . In spite of such heterogeneity among single neurons, the information representation at the ensemble level showed a consistent tendency (Fig. 7) , implying that the different neuron types played distinct roles. Taken together, these results give us new insights into the problem of how information processing proceeds in area AIP during performance of a hand manipulation task.
Geometrical features of six object shapes
Some AIP neurons changed information preference according to the task phase. One possibility is that these neurons represented vision-oriented shapes during the fixation period, whereas they represented hand-oriented shapes (i.e., the hand configuration for grasping the object) or sight of the hand shapes during the hold period. To examine this possibility, we must first discuss the inherent features of the six objects used in the experiment.
As explained in METHODS, the object shapes used in this experiment can be classified according to their geometric features. For example, the plate and ring are flat and thin, extending along a 2D plane. The cylinder is elongated in one axial direction, whereas other shapes were not (the cone has an axis, but is much shorter than that of the cylinder). Although these features are somewhat arbitrary, neurons encoded information for discriminating between them. Thus information for {plate, ring} versus {cube, cylinder, cone, sphere} classifications (i.e., flat or not), and {plate, ring, cube, sphere, cone} versus {cylinder} classifications (i.e., elongated or not) emerged during the fixation period.
In addition, the shapes can be classified based on the hand configuration for grasping/holding the objects (Fig. 1B) . The grips for the cube and sphere are similar to each other; the grip for the plate was somewhat similar although the wrist orientation was different. The animal held the cylinder with a handgrip similar to the so-called power-grip. The handgrip for cone lay between these two grips, and the grip for ring was somewhat unique.
The results of our information analysis correspond to groupings based on both visual/geometrical features and hand configuration. During the fixation period, we found that VMo neurons carried the most information for {plate} versus {cyl-inder}, {ring} versus {cylinder}, {plate} versus {cube}, {ring} versus {cube}, {plate} versus {sphere}, and {ring} versus {sphere} classifications (Fig. 7) . This means that VMo neurons conveyed a large amount of information for discriminating {plate, ring} versus {cylinder, cone, sphere} in the fixation period. Thus during the fixation period, VMo neurons encoded visual feature information for dissociating flat shapes from thick or solid shapes. The view that this information is vision oriented rather than hand oriented is supported by the fact that the hand configuration for plate and ring are quite different. Conversely, VMo neurons carried the least information for {cone} versus {sphere} and {cube} versus {sphere} classifications. Given that these shapes share the thick feature, it is likely that VMo neurons did not convey information required for dissociating shapes with the same geometric features, at least during the fixation period. Additionally, we found that the onset of information representation in VMo neurons on shape presentation was faster for classifications related to plate and cylinder and slower for classifications discriminating between ring and plate or among cube, cone, and sphere (Fig. 8C) . This indicates that the onset of information representation during the fixation period reflects visual or geometric shape features.
On the other hand, the present analysis could not give any clear evidence showing hand configuration-based information representation. However, we made a few salient findings. The amount of encoded information changed between the fixation and reach/hold periods for certain classifications. For example, we found that the for Vo neurons, information for the ringrelated classifications increased between the fixation and reach/ hold periods (Fig. 7) . As noted in the preceding text, the hand configurations for grasping the ring shape was unique even though ring shared a visual feature (i.e., flat) with other shapes. Thus the emergence of ring-related information in the reach/ hold period implies that this information might reflect the hand configuration. Another example is that VMn neurons carried a lot of information for dissociating plate from the other shapes during the reach/hold periods (Fig. 7) . Given that the monkey grasped this object with a unique wrist orientation (Fig. 1B) , VMn neurons might encode hand configuration information, including wrist orientation (Baumann et al. 2009 ).
Finally, we would like to briefly consider why more information was found for discriminating flat shapes from the other shapes. One possibility is that the hand orientation for grasping flat objects is restricted to one specific orientation, whereas for the other objects, the hand can be oriented in various ways. Such a restriction in motor planning might be a factor for information representation in the AIP neurons.
Shape representation in area AIP and Hierarchy
The onset of information representation in VMo neurons varied greatly according to both classification and individual neuron concerned. This suggests that shape representation in AIP does not emerge coherently but rather arises from the combination of multiple smaller-dimension classifications. However, this finding does not necessarily mean that AIP relies on hierarchical information representation. Sugase et al. (1999) reported that information representation in IT neurons developed in a hierarchical manner over time; neurons first represented information for discriminating monkeys and humans and then conveyed information for discriminating different facial expressions. They focused on two independent factors (piece and face expression) and compared the temporal distribution of information for these two factors. In contrast, we dealt here with six object shapes that cannot be quantified according to any specific parameters, except ad hoc ones. We could not exclude the possibility of hierarchical representation, but our present result did not provide any evidence supporting it. Murata et al. (2000) The present analysis was performed using data from neurons the activity of which was initially characterized by Murata et al. (2000) . In that study, the authors grouped AIP neurons into three classes according to their activity during the three different task conditions. VM neurons were less active during manipulations performed in the dark than in the light. This reduction is attributable to the loss of visual stimulus. Second, V neurons showed no activity in the dark. Finally, M neurons showed no differences in activity according to lighting condition. VM and V neurons were further subdivided into two classes according to their responses during the object-fixation task. "Object-type" neurons (i.e., VMo and Vo) were activated by the sight of the object during the task, whereas "nonobjecttype" (i.e., VMn and Vn) neurons were not.
Relationship to classifications given by
The results of the present analysis are consistent with the groupings given in the previous study. The temporal distribution of information differed among these neuronal subtypes, as shown in Figs. 3 and 4 . This supports the view that the different types of neurons were engaged in the different stages of information processing for executing the task. On the other hand, our data revealed that neurons belonging to the same neuron class did not necessarily show similar information profiles over time. This heterogeneity was particularly evident for object-type neurons (VMo and Vo neurons); some neurons conveyed the same information throughout the task, whereas other neurons showed dynamic changes in information content while the amount of information remained almost constant. It could be speculated that each neuron type achieves some specific functions as a population, whereas the individual neurons that compose the population are activated in an incoherent manner. Although we have no definite data to support further consideration of this issue, the heterogeneity reflected in the present result may cause excitement in the spatiotemporal neural coding in the brain.
Effect of bias correction of information estimates
Information estimated from a limited number of trials suffers from considerable bias, which must be corrected (Panzeri et al. 2007 ). Here we reanalyzed neuronal data obtained in a previous experiment that was not designed for information analysis per se; accordingly, the sample size was relatively small. We compared a few bias-correction methods to ensure the conclusions drawn from our small dataset were valid. We examined three bias-correction methods including those proposed by Panzeri and Treves (1996) (PT-Org and PT-Bayes) and response-compression (RC) methods. Although the correction effect was quite different between the six-class classification case and one-versus-one classification case, the PT-Bayes method gave the lowest (i.e., the most conservative) estimates of information amount in both cases. Although it is impossible to judge the true amount of information, we decided to adopt this method and consequently found the meaningful results described in the preceding text.
Information maps provided intuitive clues with which to re-examine detailed spike activity to better interpret the role of the neuron in question. In addition, an NMF analysis on the information map gave us a systematic interpretation of the temporal distribution of information. Using these techniques, we were able to detect shape-related information in neural activity that was hard to detect simply based on conventional firing rate analysis. We expect that similar information analysis could provide novel interpretations of vast amounts of neural data collected in previous studies.
Information processing within and between brain areas
The fundamental purpose of this study was to better understand the temporal progress of neural computation during performance of a visuomotor task. In previous studies, visuomotor transformation has been primarily discussed in the context of "coordinate transformation," where target position is first represented in visual (or retinal) coordinates, then transformed into head-and body-centered coordinates, and finally converted into motor commands. However, during visuomotor task performance, visual information is not used only for motor commands. During a hand-manipulation task, the brain also receives visual feedback regarding hand position and hand configuration, and this feedback (or re-afference) signal presumably modulates neural activity during visuomotor transformation. Moreover, the efference copy in motor areas may also be used to predict hand position and may be compared with visual feedback information (Luppino et al. 1999; Sakata et al. 1995) . Given that AIP has dense connections with both visual and motor areas (Borra et al. 2008) , it is plausible that the dynamic changes in information represented by AIP neurons during the task are due to these efference and re-afference signals.
Block diagrams are commonly used to graphically represent information flow between brain areas (or functional modules), wherein different functional modules are linked by lines or arrows representing information flow. Schema theory (Arbib 1981) , in which different functional modules work cooperatively to accomplish a given task, is a typical example, and a concrete model has been proposed for the reach-to-grasp task (Oztop and Arbib 2002) . Such computational models help to illustrate global system structures and have important advantages for understanding cooperative information processing in the brain. One shortcoming of block diagrams is that they cannot explicitly represent the temporal and causal relationships between modules. This shortcoming becomes particularly significant when information content and processing are not stationary but change dynamically over time. Hence the addition of a temporal axis to the block diagram would help represent the progress of information processing over the entire system.
In the engineering field, a "Gantt chart" is often used to schedule the subtasks that constitute a complex task (Gantt 1919) , including the job assignments to processing elements in multi-processor computer systems. Because the brain is essentially a parallel processing system consisting of many functional modules, Gantt charts may help represent temporal/ causal relationships between patterns of activity in different brain areas. To our knowledge, this kind of spatiotemporal chart has not yet been adopted to illustrate the progress of neural computation. Figure 11 shows a simple Gantt chart illustrating the temporal activity of various AIP neuron classes based on the result of the NMF analysis shown in Fig. 4 .
With respect to the anatomical connection, AIP has rich connection with ventral premotor area F5 and with posterior parietal area PFG (Borra et al. 2008; Luppino et al. 1999; Rozzi et al. 2006) , and neurons in both areas showed distal handaction related activity (Rizzolatti et al. 1988; Rozzi et al. 2008) . We speculate information flow between AIP and these areas in the Gantt chart. We propose that information from visual association areas is first analyzed for affordance by VMo and Vo neurons as reflected in the first information peak in these neurons during the fixation period. After the first peak, VMo neurons then lose information, and we speculate that at this moment, output from these neurons might be sent to premotor areas including F5, where the information is used in motor planning, action selection, or command generation for grasping the object. PFG is another important destination of the object information, since the neurons in PFG were activated when the animal observed the object to be grasped Rozzi et al. 2006) . The motor information from F5 is then fed back to AIP, appearing as the second information peak in VMo neurons and the only peak in M neurons. This later activity may correspond to the efference copy of the motor command that is generated in premotor regions. This could explain why information conveyed by these neurons increased prior to the onset of reaching movements and was locked to hold onset. In contrast, the tonic information coded by Vo neurons suggests that these neurons retain shape information throughout the task. This view is also supported by the fact a greater proportion of Vo neurons than VMo neurons preserve information content during the task. 
? ?
Goal of action FIG. 11. A "Gantt chart" for AIP and related areas for a hand-manipulation task. A Gantt chart is utilized for representing temporal relationship between the information processing in different types of neurons in area AIP. Based on the previous and present results and related literature, we speculate the information flow in this area as follows: visual information on object shape is first analyzed by VMo and Vo neurons. Their output is sent to the premotor area including F5, where the information is utilized for motor planning of hand movement appropriate for the object. This information might be also sent to PFG, representating the "goal of action." The output of premotor neurons is fed back to area AIP, and VMo and M neurons represent the efference copy of the motor commands. Vo neurons seem to keep the shape information toward the end of the task. On the other hand, Vn neurons, which had information in the reach/hold periods, reflect the visual information of the visual feedback of subjects' hand, which may be originated from the higher visual area or posterior parital areas (including PFG) representing the supramodal hand information. VMn neurons may receive the information from M and Vn neurons to compare the motor-based hand information (from M neurons) and visual-based hand information (from Vn neurons), the output of which would be sent to PPC for forming the body image. This chart generally corresponds to the result of NMF analysis shown in Fig. 4 .
