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ABSTRACT
A new method of modelling Pn-wave speeds is created. The method allows the predom-
inant wavelength features of P-wave speeds in the uppermost mantle to be modelled,
as well as estimating values of mantle anisotropy and irregularities in the crust beneath
stations, using least-square collocation.
A combination of National Network seismometers, local volcanic seismic monitor-
ing networks and temporary deployments are used to collect arrival times from local
events, during the period of 1990-2006. The dataset consists of approximately 11200
Pn observations from 3000 local earthquakes at 91 seismograph sites.
The resulting model shows distinct variations in uppermost mantle Pn velocities.
Velocities of less than 7.5 km/s are found beneath the back-arc extension region of
the Central Volcanic Region, and under the Taranaki Volcanic Region, indicating the
presence of water and partial melt. The region to the east shows extremely high
velocities of 8.3-8.5 km/s, where the P-waves are traveling within the subducting Pacific
slab. Slightly lower than normal mantle velocities of 7.8-8.1 km/s are found in the
western North Island, suggesting a soft mantle. Pn anisotropy estimates throughout
the North Island show predominately trench parallel fast directions, ceasing to nulls in
the west. Anisotropy measurements indicate the strain history of the mantle.
For the observed upper mantle Pn velocity of 7.3 km/s is one of the lowest seen in
the world. Ray-tracing modelling indicate that this region extends to depths of at least
65 km, suggesting an area of elevated heat (700 − 1100◦C) at Moho depth. Elevated
temperatures can be caused by the presence partial melt (0.4 % to 2.1 % depending
on the amount of water present).
Beneath the western North Island, the observed slower than normal mantle veloc-
ities, indicate a material of lowered shear modulus, susceptible to strain deformation.
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However, anisotropy estimations in this region, show no significant anisotropy, suggest-
ing that this is a region of young mantle that hasn’t had time to take up the signature
of deformation. These observations can be explained by a detachment of the mantle
lithosphere through a Rayleigh-Taylor instability more than 5 Ma.
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CHAPTER 1
INTRODUCTION AND TECTONIC SETTING
1.1 Background
1.1.1 Subduction Zone Settings
Subduction zones are convergent plate boundaries where a dense cooler oceanic plate
subducts beneath the lighter oceanic or continental plate (fig 1.1). The sinking of
the dense slab provides the driving forces for Plate Tectonics (Davies 1999). As the
plate descends into regions of higher pressure and temperature, its cool lithosphere
emits water and other material into the lithosphere of the overriding plate, increasing
the percentage of water and melt in the upper mantle beneath the overlying crust.
The combination of water and melt beneath a continental crust, generally results in
a surface expression of volcanic and island arcs, caused by the upsurge of warm fluids
towards the surface. The dynamics of the subduction systems vary from region to
region around the globe, due to a combination of various factors, including: (1) The
geometry and age of the subducting slab (e.g Billen (2008); Sdrolias and Muller (2006)),
(2) The composition, age, and density of the overriding plate (e.g King (2001)) and (3)
The speed of subduction and trench migration (e.g. Doglioni et al. (2007)).
Plate interaction in the subduction process often generates back-arc regions (Heuret
and Lalleman 2004) (fig 1.2). Back-arc basins are defined as regions of extension at
convergent plate margins where rifting develops on the overriding plate. The occurrence
of an extensional stress regime adjacent to an area of major convergence, accretion and
1
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B
Figure 1.1 Cross section through the shallow part of a subduction zone showing the relative positions
of the active magmatic arc and back-arc basin, where the white arrow represent the plate motions,
and black arrows indication the asthenospheric motion. A and B represent regions of melt generation,
A due to water diffuses from subducting lithosphere, and B from stretch of the crust and rising of
melt.
thrusting has often been considered counterintuitive.
Back-arc regions vary in deformation style and structure from compressional regions
with thickened crust to regions of active extensional rifting (Uyeda and Kanamori
(1979); Uyeda (1982)). There are two main types of Back-arc: (1) back-arc extension
(e.g. The Mariana arc and the Central Volcanic Region) or (2) back-arc compression
(e.g. The Chilean arc). The formation of an extensional regime or a compressive regime
is related to a particular behaviour of the slab with respect to the upper plate. Back-
arc stress correlates with slab dip, i.e. back-arc spreading is observed for steep dips,
whereas back-arc shortening / compression occurs only for shallow dips (Lallenmand
et al. 2005). There are many other factors that play an important role in the formation
of back-arc regions. All back-arc systems have similar measurable characteristics such
as, high heat-flow, high seismic attenuation and low Pn velocities (Currie and Hyndman
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Figure 1.2 Location of back-arc basins around the World, black lines indicate plate boundaries.
Back-arc basins are labeled in bold.
2006). Basins are also often found to be elevated with respect to their surroundings
(Sclater 1972).
1.2 Tectonic setting of New Zealand
New Zealand is situated on the boundary between the Pacific and Australian Plates,
and is divided into two main island, North and South (fig 1.3). The plate boundary
changes character through New Zealand. Beneath the North Island, the Pacific Plate is
subducting obliquely under the Australian Plate at 41 mm/yr off the coast of Hawkes
Bay (fig 1.5) increasing to 45 mm/yr further north, adjacent to the East Cape (fig 1.5)
(DeMets et al. (1990);(1994)). At the southern tip of the South Island, the subduction
regime has reversed to where the Australian Plate is subducting beneath the Pacific
Plate at approximately 38 mm/yr (fig 1.3) (DeMets et al. 1990). These two different
subducting regimes are joined through the central South Island by the Alpine Fault,
which accommodates the plate motion with a dextral strike-slip system (Walcott 1998).
Relative plate motion has recently been modelled by King (2000), where the Aus-
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Figure 1.3 Tectonic setting of New Zealand, from NIWA bathymetry. Arrows indicate the direction
of the Pacific Plate motion relative to the Australian, calculated from DeMets (1990).
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Figure 1.4 Reconstruction of New Zealand, King, 2000. (a) shows a snapshot at 21 Ma, where
there is evident shortening across the North Isalnd. (b) shows a snapshot at 10 Ma, indicating the
rotation of the eastern North Island and shortening in the western and southwest North Island. (c)
Shows the current setting of New Zealand
tralian and Pacific Plates have been mapped out over the past 40 million years. Late
Tertiary plate boundary systems (fig 1.4) through the North Island, show an onset of
subduction around the late Oligecene (30-34 Ma), causing compression and tectonic
shortening in the Australian Plate. The rotation of the East coast of the North Island,
relative to the Australian Plate could be the reason we observe a back-arc system in
the centre of the North Island. Relative motion between the plates was predominately
strike slip from 25 to 6.4 Ma (Walcott 1998) becoming more convergent in recent times.
In the early Pliocene (4-5 Ma), compression switched to extension (King 2000). The
plate motion has resulted in the rotation of the eastern North Island relative to the
west of ca 6 ◦ per Ma (Walcott 1987).
Paleomagnetic measurements predict a rotation rate of 6.5◦/Ma (Mumme et al.
1989), which is in agreement with volcanic arc migration data (7◦/Ma) (Kear (1994);
Skinner (1986)). Current GPS observations show a clockwise surface rotation of
3.6◦/Ma (Wallace et al. 2004).
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Figure 1.5 Tectonic setting of the North Island, New Zealand. The subduction of the Pacific Plate
beneath the Australian Plate off the east coast, results in volcanism and back-arc spreading within
the Central Volcanic Region (CVR). All plate convergence vectors have been calculated from DeMets
(1990). Insert right: the plate tectonic setting of New Zealand. In the north the Pacific Plate is
subducting beneath the Australian Plate commencing the Hikurangi subduction front. In the South
Island, the subduction is reversed, with the Australian Plate subducting beneath the Pacific Plate
at the Puysegur subducting front. These subduction zones are connected through the Alpine Fault.
Insert left: Isosatic gravity map of the central North Island (Reilly et al. 1977).
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Figure 1.6 Schematic of a subduction Zone beneath a nominal cross-section (insert) of the North
Island. The Pacific Plate subducts beneath the Australian Plate at an average rate of 43 mm/yr,
reaching a depth of approximately 80km beneath the Central Volcanic Region (CVR). Velocities are
averaged values measured by Stratford and Stern (2004);(2006) , Harrison and White (2006), Reyners
et al. (2006). The black layer is the oceanic crust of the subducting Pacific Plate.
1.2.1 Tectonics of the North Island
The tectonic regime of the Hikurangi subduction zone (fig 1.6) is described as exten-
sional in the north, and compressional towards the south (Stern et al. 2006). The
change from compressional to extesional deformation is evident from the thinning
of the continental crust from 35 km in the south to 20 km in the north (Nicol and
Wallace 2007) and is thought to be due to the southern part of the margin being
currently locked (Reyners et al. (1997); Wallace et al. (2004)).
This change in plate motion, combined with plate coupling forces along the plate
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interface, has resulted in back-arc extension in the continental lithosphere (Stern
and Davey (1987); Reyners et al. (1997)). Back-arc extension extends from the Bay
of Plenty southwards to the active volcanic region of Tongariro and Ruapehu (fig
1.5)(Beanland and Haines (1998); Reilley (1990)).
1.3 Investigations into geophysical properties of the North Is-
land
New Zealand provides a great opportunity to study plate boundary deformation pro-
cesses, due to its location on a continental mass above the plate boundary. It is also
one of the few places on Earth where a spreading back-arc region is located on land
(Hatherton 1970). The unique setting of the North Island is accompanied by elevated
heat output (Pandey 1981) and extremely high eruption rates in the extensional Cen-
tral Volcanic Region (CVR), making it one of the hottest and most productive magma
generating regions on Earth (Wilson et al. 1995). A series of recent studies highlight
the significant role of melt on geophysical properties, such as velocities, attenuation
and anisotropy across the North Island (Stratford and Stern (2004);(2006); Salmon
et al. (2005); Greve and Savage (2006); Stern et al. (2006)).
The Central Volcanic Region (CVR) is the apparent continuation of the Lau-Havre
Trough (Karig 1970) into continental New Zealand. The wedge shaped Central Volcanic
Region (CVR) is characterised by negative gravity anomalies (fig 1.5) (Reilly et al.
(1977); Stern (1982)), thin crust (fig 1.7)( Stern and Davey (1987); Stern et al. (1987)),
active andesitic and rhyolitic volcanism (Calhaem 1973) and extension of 5-12 mm/yr
as determined by GPS measurements (Wallace et al. 2004).
Seismic exploration over the past 25 years has provided in depth information on the
characteristics of the crust throughout the North Island (fig 1.7). These characteristics
can be split into two domains (Stern et al. 2006). (1) Northland and the CVR generally
have thinner crust, between 20 - 25 km thick (Horspool et al. (2006); Stern and Davey
(1987); Stratford and Stern (2004)(2006)), compared to (2) regions to the east of
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the Axial Ranges (i.e. East Cape, Hawke Bay, Wairarapa) and to the south (e.g.
Wanganui Basin and Wellington), which tend to have thicker crust (of up to 45 km
depth) (Bannister et al. (2004); Ewig and Stern (2006); Reyners et al. (1999); Savage
(1998); Stern et al. (1992)).
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Figure 1.7 Summary of crustal seismic structure of the North Island. Velocity profiles are from
refraction surveys of Stern et al., 1987 (Northland Profile), and Reyners et al. (1999) (East coast
profiles), and Chadwick (1997) (Southern North Island). Spot measurements of crustal thicknesses
are from receiver functions (Horspool et al. (2006); Bannister et al. (2004); Savage (1998)) The star
represents the Moho depth estimate of the Wanganui Basin (Ewig and Stern 2006)
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1.3.1 Uppermantle velocity studies
The existence of lateral inhomogeneity in seismic wave velocities within the upper
mantle beneath New Zealand has been known for some time. It was first published
by Hamilton (1969) while determining the location of the epicenter of the 1966 Gis-
bourne earthquake. He noted that the P-wave travel time residuals along the northeast-
southwest axis of New Zealand were higher than normal. Hamilton determined P-wave
velocities to be on average 8.29 ± 0.07 km/s. Time residuals at stations to the south-
west of the island were near zero, while at western and northwestern stations the
residuals were as high as +2 or +3 seconds. This indicates that the P velocity is faster
along the paths travelling southwest of the epicentre than it is for those travelling west
or northwest.
The lateral inhomogeneity within the upper mantle was looked at more closely
by Haines (1979). He used local crustal earthquakes recorded at National Network
seismograph stations active in 1971 to map the variations in both Pn and Sn wave
speeds beneath continental New Zealand. The resulting model split New Zealand into
10 regions of assumed constant velocity structure (fig 1.8), in which Pn velocities
range from 7.4 km/s beneath the central North Island, to 8.7 km/s beneath Nelson, in
the northern South Island. Within the North Island alone, Pn velocities range from
8.5 km/s along the east coast, to 7.4 km/s within the CVR, and 7.8 - 7.9 km/s along
the west coast. There is no Sn observations for the central and western regions of the
North Island.
High Pn velocities to the east of the North Island are consistent with seismic ve-
locities within a subducting oceanic lithosphere (Haines (1979); Smith (1977)). The
boundary between the northernmost east coast and the rest of the eastern region,
determined by Haines (1979) corresponds to the presence of a steep gravity gradient
anomaly (Reilly 1965). The western and central North Island, and Cook Strait all have
P velocities of less than 8.1 km/s. The boundary between the western North Island
and Cook Strait region is poorly determined, while the boundary between the western
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Figure 1.8 Upper mantle velocity structure beneath New Zealand, basedon Pn and Sn velocity
observation, Haines 1979. insert Data used in Haines 1979 investigation into uppermantle velocities
beneath New Zealand
and central region coincides with a high-frequency attenuation zone (Mooney 1970).
Based on the Vp/Vs ratios observed, Haines (1979) determined that the uppermost
mantle beneath the central North Island must contain pockets of melt, resulting in
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mantle derived volcanism. The ratio seen in the western North Island is consistent
with smaller proportions of melt, although it could be due to a presence of heat alone.
Stratford (2006) determined a temperature anomaly of 280◦C for the upper mantle
beneath the western North Island, with only 0.1% melt, whereas beneath the Central
North Island, a temperature anomaly of 300◦C and 1.4 % melt were determined from
observed Pn/Sn velocity ratios.
Recent tomographic models of the North Island (Reyners et al. 2006) show similar
velocities to those observed by Haines (1979) at depths between 32 km and 40 km.
A P-velocity of 8.5 km/s is observed in the subducting slab to depths up to 300 km
(fig 1.9). The mantle of the subducting plate is seen at shallow depth on the east
side of the North Island, neighboured by a region of low seismic P-velocity of 7.4 - 7.6
km/s beneath the CVR, interpreted by Reyners et al. (2006) as being a region of high
temperature and high melt content.
Figure 1.9 Cross-section of Vp tomography across the center of the North Island (left), and Vp/Vs
ratio (right) imaged by Reyners et al. (2006)
1.4 Thesis objectives
The central North Island of New Zealand represents a rare example of back-arc spread-
ing impinging on continental lithosphere. In the central North Island, the back-arc
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extension began approximately 5 Ma, and is still very active today. This is a very rare
phenomenon. Back-arc spreading is well documented in oceanic environments, but is
rarely seen in continents. It has been argued that the Basin and Range province in
Nevada, USA, is a continental back-arc spreading centre active 25 My ago. The cen-
tral North Island of New Zealand is a unique setting in which we are able to study the
properties of an active back-arc spreading region from the land.
This study focuses on the properties of the uppermost mantle beneath the central
North Island, New Zealand, deduced from seismic Pn velocities. Knowledge of the
upper mantle is needed to understand many tectonic processes. Seismologists have
known for some time that earthquake waves which transverse the upper mantle beneath
the central North Island are subjected to severe attentuation (Eiby 1959) and travel
at anomalously slow velocities (Haines 1979).
It is largely concurred that the driver of volcanism within a back-arc basin is water
(and other volatiles) driven off the subducted slab. Water hydrates the mantle rocks
and lowers the melting temperature. Typically, P- and S-wave speed drops with in-
creasing temperature and partial melt content. Thus, waves from shallow earthquakes
that have travelled through the upper mantle, known as Pn and Sn phases, provide an
ideal tool for studying the properties of the uppermost mantle.
The central North Island is well placed to use lower crustal earthquakes for this
study. Many earthquakes occur in the offshore Bay of Plenty, and Hawkes Bay and
there is also a good cluster down in the Marlborough area of the South Island (fig
1.5). However to the west there are few.
This project aims to use these earthquakes as energy sources for waves which trans-
verse the uppermost mantle. Their arrivals are detected at seismic stations spread
throughout the North Island, and then used to estimated the variations in mantle
velocities dependent on the direction from which the energy arrives.
A new modelling method will be created as an alternative to traditional tomo-
graphic methods. This new procedure utilises the method of least-squares collocation,
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used previously in GPS and gravity modelling. Pn velocities are modelled as a contin-
uous surface, taking in to consideration the presence of mantle anisotropy, variations
in crustal thickness and velocity structure beneath the recording stations and errors
associated with picking and random noise.
1.4.1 Pn velocity studies
The seismic structure of the uppermost mantle provides constraints on mantle minerals,
thermal properties, composition and tectonic history of the lithosphere. Typically,
P-wave speeds are unique for each mineral composition, decreasing with increased
temperature and partial melt content. Pn has been used to study properties of the
uppermost mantle, in conjunction with tomography to map variations over regional
and global distances.
Pn wave phases are defined by Aki and Richards (1980) as the first arrivals of
a crustal source beyond the distance of 100 – 200 km. The notation Pn is used in
other seismological text books (e.g Fowler (1990); Lay and Wallace (1995)) for the
upper-mantle head wave at the crust-mantle boundary.
Many long-range refraction studies since 1950 have taken a more numerical ap-
proach in defining Pn as the wave which generally has a phase velocity between 7.8 –
8.3 km/s (e.g Herrin and Taggart (1962)). More recent studies, indicate that upper
mantle velocities detected around the globe, in fact, range from 7.1 km/s to 9.0 km/s
(Dziewonski and Anderson 1981), with a global average of 8.09 km/s (Christensen and
Mooney 1995).
At close distances, ≤ 200 km, Pn waves act much like a mantle head-wave, which
evolves into a mantle turning wave with increased distance (e.g. Aki and Richards
(1980)). Most studies have ignored effects of the mantle velocity gradient and treated
Pn are as a pure head wave at all distances, as we do in this study. A few studies,
such as Hearn et al. (2004), have allowed for the error introduced by a turning wave,
by adding a time delay term that is unique to each observation. The error introduced
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is minimal. Chapter 6, outlines a number of studies done to estimate the depth extent
of the ray paths. The resulting time error introduced is less than that resulting from
picking errors and is therefore compensated for in the modelling algorithm.
Pn velocities are dependent on the tectonic setting. For example, upper mantle
velocities beneath stable plate interiors, such as eastern North America, Europe, China
and southern Africa, are in the range of 7.9 km/s to 8.4 km/s (e.g Hearn (1996);
(1999); Pei et al. (2007); Phillips et al. (2005); Qiu et al. (1996)). Those Pn velocities
seen beneath mountain ranges and plateaus, such as the Rockies, the Himalayas, and
Tibetan Plateau range between 7.7 km/s and 8.2 km/s, slightly lower than those seen
in stable plate interiors (e.g. Holt and Wallace (1990); Beghoul and Barazangi (1989)).
Those mantle velocities seen in active extensional regions, such as plate boundaries /
subduction zones(Calvert et al. (2000)), mid-ocean ridges (e.g. Canales et al. (2000))
and back-arc spreading regions (e.g. Haines (1979); Iwasaki (1990); Ribe (1989)) are as
low as 7.4 – 7.8 km/s. A maximum range of mantle velocities for modelling worldwide
is thus between 7.1 km/s and 9.0 km/s.
1.5 Thesis Outline
A new method of modelling upper mantle wave speeds has been developed using the
method of least-squares collocation. It utilises the Pn phase travel times from local
earthquakes, arriving at pairs of stations throughout the North Island to map the
uppermost mantle beneath the North Island of New Zealand. An introduction into
how the new method approaches the modelling problem is discussed in the next chapter
(Chapter 2 : Modelling Method).
Chapter 3 (Data Selection) discusses the network of seismic stations in the North
Island, the pattern of seismicity and how the appropriate events are selected.
Chapter 4 (Modelling Resolution and Results) covers how well our modelling al-
gorithm can resolve features of the upper mantle with the data set available. How
uncertainties can be estimated and distinguished from mantle features are discussed
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in addition to what realistic input parameters are appropriate for modelling the up-
permost mantle. Results are discussed and related to the tectonic environment of the
North Island.
Chapter 5 (Upper mantle Anisotropy) discusses the importance of taking anisotropic
effects into account when modelling the upper mantle velocities. Characteristics of
mantle anisotropy from around the world are discussed and combined with observations
of anisotropy beneath the North Island of New Zealand. Probablistic bounds for the
modelling procedure are estimated and discussed. Results are compared to anisotropy
observed through SKS splitting measurements, and tectonic implications are discussed.
Chapter 6 (Depth Modelling) attempts to resolve the depth of the anomalously
low velocity observed in the central North Islands’ central back-arc spreading region.
Several different approaches are discussed and compared. A new 2D velocity - depth
profile is created along the axis of the CVRs low velocity zone. Travel time estimations
from the model are then re-run through the modelling code to test the realism of the
velocity - depth profile. Results suggest that the low velocity zone reaches depths of
up to 80 kms.
Chapter 7 (Uppermost mantle structure beneath the North Island) combines the ob-
servations of Pn velocity, anisotropy and depths estimates into a discussion of properties
and characteristics of the uppermost mantle beneath the North Island.
Chapter 8 (Conclusions) summaries the main observations and conclusions of this
study.
The appendices A-H, provide additional information on derivations of equations
used in the modelling procedure (appendix A), a complete list of stations used (Appendix
B), the temporary deployments of two seismograph arrays(Appendix C), determination
of errors (Appendix D), the modelling method and codes (Appendix E), list of station
term anisotropy estimates (Appendix F) and methods used and tests for determining
the depth penetration of observations (Appendix G). A copy of the paper summarizing
this project, submitted to JGR, is included (Appendix H).
CHAPTER 2
MODELLING METHOD
2.1 Introduction
A common problem in earth science is that a finite number of observations are collected
and then used to model a continuous earth. In this project, the upper mantle velocity
structure beneath the central North Island of New Zealand is modelled by producing a
continuous model from earthquake arrival times at a finite number of seismic stations
throughout the North Island.
Continuous models are beneficial as they allow for the detection of outliers and
abnormal observations, and therefore allow their removal or down-weighting, to pro-
duce a more robust estimate of the real situation. Continuous models also allow the
introduction of a priori spatial information, and allow estimates of signal at locations
where there are no discrete data observed.
The approach to a modelling solution usually involves introducing strong constraints
into the model. The model is then inverted by minimising the differences between
the model and the measurements. Fitting an arbitrary smooth surface to discrete
measurements will not produce an accurate description of the measurement surface,
rather it will produce a filtered interpretation. A difficulty arises when interpreting
values at particular locations. If a value is estimated for a specific point, it will not be
arbitrarily accurate, rather it will be specified to a precision based on the model. This
situation can be improved by including an estimate for the spatial variability of the
true surface.
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Fitting a parameterised surface to measurements is defined as deterministic modelling .
This means an implicit assumption is made that if we could sample the velocity with
absolute accuracy at a finite number of points in a region, then we would know the
values of the velocity at every other point. The number of parameters required to
achieve a good fit is often prohibitive, as is the difficulty in designing the model. This
type of model is based on very broad assumptions. The earth is unlikely to behave
exactly as predicted and thus the results are unlikely to simulate reality. Instead we
need to add an element of uncertainty, or non-regularity, the stochastic approach. In
such a model, it is assumed that no matter how many observations are obtained, there
will always be room for uncertainty and error in the measurements.
One step towards a fully stochastic model is a semi-stochastic model. In this type
of modelling the unpredictability of the earth is factored into the model, but estimates
are still predominately parameters for a standard deterministic model. The stochastic
part of the model is introduced in the form of psuedo-observations.
A fully stochastic approach allows point estimate values to be measured, i.e. it is
possible to say that at a point the measurement will be within a relatively well defined
confidence interval. The deterministic approach will always be limited by its simplicity,
but it will often have better precision. Precision does not represent true accuracy, rather
it is the propagation of a particular set of zero error assumptions through the modelling
procedure. The stochastic approach is more forgiving of modelling inaccuracy and
therefore will be more realistic to the true earth system. We therefore attempted
to model the uppermost mantle beneath the North Island by combining these two
approaches.
2.2 Traditional Pn tomographic method
Regional mantle velocities are traditionally modelled through the use of gridded tomo-
graphic methods. This is often done through the inversion of P- and S- wave travel
times.
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Gridded seismic tomography, on a regional scale, usually follows the following steps:
(1) Split upper mantle beneath study area into a set of 2D or 3D cells
(2) Flat-layered earth-model with initial estimates of average crustal velocity and
thickness, and average mantle velocity.
(3) Use LSQR (Least-SQuare Residual) algorithm (e.g. Paige and Saunders (1982))
to solve the linear-system of equations
(4) Add smoothness constraints, to reduce effects of outliers and unevenness of
ray-paths (e.g. Lees and Crosson (1989); Liang et al. (2004)) OR using damped least-
squares.
Travel times for Pn waves are traditionally modelled as:
Tij = αi + βj + γij +
∑
k
δxijksk (2.1)
Where α and β represent the travel time along the crustal legs of the ray-path
in the neighbourhood of the source (i) and receiver (j), respectively. Travel time for
the mantle leg of the raypath is obtained by summing products of raypath segments
associated with each model node at Moho depth, δxijk, with the average mantle lid
slowness of each cell, sk. γij is a correction for the effect of the a depth dependent
velocity gradient in the mantle along a ray-path.
2.2.1 Limitations of traditional tomography
Using many travel time measurements and raypath integrals requires a least − squares
inversion to estimate the best mantle slowness model. However, estimating velocities
in a material through the use of travel-time differences and least − squares methods , ap-
plied to a gridded model, usually results in the problem of an underdetermined system
of equations. This is because the simplified model of acoustic propagation assumes an
infinitely thin ray. If such a ray transverses a medium which is parameterised by a finite
number of nodes, whose spatial influence is finite (e.g. Thurber and Aki (1987)), then
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some individual node points or cells are likely to have little or no ray path coverage.
There are a number of possible solutions to this problem. For example, the velocities
at some node-points can be fixed at a constant value, or the solution can be damped
around an initial starting value (Aki and Richards 1980). Pseudo − observations can
be introduced into the inversion, usually in the form of regularisation. These would
have the effect of causing neighbouring node points to interact (a modelling assumption
of inter-point correlation) and can be used to force a bulk behaviour onto the material.
An example of this, from geodesy, is the minimum strain model used in crustal velocity
estimation (Beavan and Haines 2001).
To produce fine control in the degree of spatial correlation requires a large number
of densely packed node points and numerous pseudo-observations. When the gridding
of the node points is fine, the number of parameters in the estimation is then large.
Furthermore, if the gridding of the node points is fine with respect to the distance over
which the node points are strongly correlated then the number of pseudo-observations
also becomes large. This can be demonstrated by considering the case of a 2D grid
of ten by ten node points corresponding to one hundred parameters in the inversion.
If there exists significant correlation between each point and every other point, then
we must include 4950 (combinations of two from 100 point grid) additional equations
(pseudo-observations) in the inversion.
For the North Island, considering the region between 173◦E − 179◦E (NZMG:
2500000 - 300000 E) and 35◦S − 42◦S (NZMG: 6000000 - 6600000 N) we would need
672 node points to sample the region at 0.25◦ × 0.25◦ grid spacing. This would result
in the need for 225456 pseudo-observations to be inverted.
A method that overcomes the difficulties of a large number of parameters and
pseudo-observations is least − squares collocation (Moritz 1972).
LEAST-SQUARES COLLOCATION (LSC) 21
2.3 Least-squares Collocation (LSC)
Moritz (1972) developed the method of least-squares collocation (LSC) where measure-
ments are modelled in two parts.
(1) Deterministic Part : usually closely fits the measurements.
(2) Stochastic Part : consists of allowances for measurement noise and a signal.
The signal is the uncertainty in the deterministic part of the modelling procedure
that must be reasonably well characterised by a signal covariance function.
In least-squares collocation (LSC) the pseudo-observations are collected and com-
pressed into a data covariance matrix, which is a model for the expected similarity of
slowness values at pairs of points in space. This then results in two parts to the model;
the deterministic model, which would produce the precise set of parameters if a finite
number of error-free observations were available, and a stochastic part consisting of the
sum of measurement noise and the difference between the deterministic model and the
expected reality . In general, the stochastic part can only be known exactly if infinitely
many observations are available. In practice, the covariance matrix is determined for
the observation errors and added to the signal covariance determined from a spatial
covariance function. The deterministic part of the model is placed into a design matrix.
The basic generalised form of LSC is of the form:
l = Mp + s+ n (2.2)
where l is a vector of the observations, p is a vector of parameters, and s and
n are random variables corresponding to the signal and noise in the measurements,
respectively. M is a known rectangular matrix, in our case, a matrix differencing
station arrival times, and p is the average slowness. We are able to estimate the signal
at pseudo-observation points through the use of a covariance matrix C . Thus the
measurement l consists of a deterministic part M p and two random parts s and n.
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2.3.1 Advantages of least-squares collocation
The use of least − squares collocation for modelling provides additional advantages over
standard fully parameterised modelling. The first advantage is that prior knowledge
of the system can be introduced. For example, we can reasonably assume that the
mantle P-wave velocities will be within a particular range (e.g. 7.0 – 9.0 km/s). The
second advantage, as discussed earlier, is that, even though structure is imposed on the
modelling procedure through the amount of variability assigned (variance/covariance)
to each part of the data, these are not rigid constraints. As the amount and quality
of data increases, this can overcome the preconceived model formulation, and then the
results will tend to reflect more and more the actual signal of the data. Third, in
traditionally parameterised modelling, if the number of model parameters exceeds the
number of observations, or if the observations do not constrain certain parameters, then
the inversion will fail unless pseudo-observations or damping are incorporated into the
solution. This problem is avoided with the collocation method, where the parameters
are always over-determined.
2.4 Modelling the uppermost mantle
We approach the problem of modelling the uppermost mantle beneath the North Island,
by using Pn phase arrivals at the available stations over the time period of 1990 – 2000,
with addition data from November 2004 – March 2005 and November 2005 – May 2006
(see next chapter for more detail of data collection, and processing), and assumed
characteristics of upper mantle properties (fig 2.1). Arrival times are differenced for
pairs of stations inline with an earthquake epicenter. Time differences and mantle
characteristics are combined through a two-dimensional integration of the inter-point
covariance function (Gaussian Quadrature).
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Figure 2.1 Flowchart outline the approach used to model the upper mantle using Pn wave phases.
2.4.1 Slowness Modelling
Observed travel time differences represent the effect on velocity of a variety of properties
associated with the material through which the seismic energy traverses.
lAB = (∆BQ −∆AQ)Sav + αQ + (θAQ − θBQ)mantle + (φA − φB)crust + ξmeas (2.3)
lAB is the observed travel time difference, ∆BQ and ∆AQ are the distances between
the epicentre (Q) and stations B and A, respectively; Sav is the average slowness
(modelled by the deterministic model), αQ represents the contribution from uncertainty
in the location of the earthquake origin. θAQ and θBQ are path integrals of slowness from
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earthquake to the stations though the mantle, and φA and φB are crustal terms that
take into account differences in crustal velocities and thicknesses in the neighbourhod
of stations A and B. ξmeas are uncertainties associated both with the data and the
modelling parameters.
A simple model is used for converting the observations into a design matrix M and
modelling parameters, p. In the following equations, l is the vector of observations lAB .
Mp = l + E
cov(E) = Ctot = Cmeas + Cmant + Ccrust
(2.4)
The formulation is based on the Gauss-Markov model shown in EQ(2.4), where E
combines the uncertainty in the measurements (i.e Cmeas = cov(ξ
meas)), mantle (Cmant)
and crustal (Ccrust) modelling parameters. The design matrix, M, encapsulates the
deterministic components of the model, which in this case consists of (n) distance
differences between pairs of stations and the epicentres of the earthquakes.
So, the design matrix is the effect of the average slowness on each of the time
differences, l.
l =

tB1 − tA1
tB2 − tA2
...
tBn − tAn

(2.5)
The parameter vector, p, will therefore contain only one element, the average slow-
ness (Ŝav). The observation vector, l (EQ 2.3), contains the differences in travel
times between pairs of stations from each single earthquake. The total covariance
(Cmeas +Cmant +Ccrust) is the sum of three seperate random processes. The first is the
measurement covariance, Cmeas , related to the accuracy with which the Pn arrivals are
picked. Since the measurements are differences between arrival time observations, the
covariance matrix contains off diagonal terms. The signal covariance, Cmant , contains
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information about the assumed slowness structure of the mantle. Ccrust , is the covari-
ance structure of the crust. The inversion of the model (EQ2.4) is performed exactly
as any normal weighted least-square inversion.
pˆ = [MTCtot
−1M]−1MTCtot−1l (2.6)
2.4.2 The Mantle Covariance
The location of useable events and stations means that any features with wavelengths
smaller than the minimum station-event separation (here 50 km, see chapter 3: Data
Selection) will be difficult to detect and model. The signal covariance Cmant thus
primarily represents longer wavelength features. This is modelled through the use of
a covariance function (EQ 2.7) that describes the correlation of the slowness at any
two points in the mantle (xA and xB), through the correlation distance (D) and the
expected magnitude of the maximum deflection (Ym) of the slowness from the average
value.
Cmant(xB ,xA) = Ymexp
(
−|xB − xA|
2
D2
)
(2.7)
However, instead of modelling pairs of points, we are actually modelling pairs of
line segments linking stations and earthquakes, i.e. the integral of the slowness along
ray paths. So the covariance between time measurements (EQ 2.8) will actually be a
double integral of the covariance function between the location of station B (sB) and
the epicentre of the earthquake (q), and between the location of station A (sA) and
the epicentre (q) (see Appendix A for derivation).
Covmpath(sB , sA,q) =
∫
sB
q∫
sA
q
Cmant(xB,xA)dxBdxA (2.8)
As there is no analytical solution, the integral in (EQ 2.8) must be done numerically
involving integration of the error function (EQ 2.7). Because the wavelength of the
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inter-point covariance (a function of D) is long, it is possible to do a sufficiently accu-
rate Gauassian quadrature using relatively few points. This was tested with a variety
of divisions, and it was found that with 16 Gaussian nodes the signal was resolved
sufficiently for a mantle slowness wavelength of 20 km. This means that an accurate
mantle covariance matrix can be generated in only a few minutes for a few thousand
observations. For more accuracy, however, each ray was numerically integrated with a
32-point quadrature.
2.4.3 Pn anisotropy estimation
To infer uppermost mantle anisotropy from Pn travel times is difficult since variations
in anisotropy must be distinguished from lateral variations in velocity. However, the
problem can be vastly simplified by the assumption that mantle anisotropy is symmet-
rical about 180◦, and can be described by a 2θ azimuth variation (fig 2.2) (Hearn 1996).
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Figure 2.2 Schematic of the effect of mantle anisotropy. Anisotropic effects in the mantle can be
modelled as being dependent on the azimuth of the arriving ray. Since both rays arriving from the
left and the right will take longer to travel through the anisotropic material than rays raying in and
out of the page, the anisotropy can be modelled as being dependent on twice the azimuth (2θ).
Anisotropic mantle slowness can be approximated by adding two terms to the man-
tle covariance. The two anisotropic terms are functions of sine and cosine of twice the
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ray-path azimuth (Eberhart-Phillips and Henderson 2004), as shown in (EQ 2.9):
S ′(θ) = S0 + A cos(2θ) +B sin(2θ) (2.9)
where S0, A and B are spatially correlated variables, with covariances calculated
through path integrals between stations and earthquakes.
2.4.4 The Crustal Covariance
The crustal terms are assumed to be correlated at a smaller length-scale than the
mantle. Instead of performing integration along ray paths in the crust, only point
values are used. These point values correspond to the crustal delays for each station
and are of the form
Ctc = Ycexp
(
−|xB − xA|
D
)
(2.10)
with D values of 10 km, and xA and xB are coordinate positions of stationA and
station B, respectively. If the crust-mantle interface is dipping or there is local inho-
mogeneity in the crust around the station, then it is expected that there will be some
anisotropic variations in the crustal delay. For a single path, this is modelled to first
order in θ as:
Ccrust(sin) = sin(θ)Covtc sin(θ)
T
Ccrust(cos) = cos(θ)Covtc cos(θ)
T
(2.11)
where θ is the vector of azimuthal angles from which the ray approaches a station.
So the total crustal covariance is estimated by:
Covcrust = Ctc + Ccrust(sin) + Ccrust(cos) (2.12)
The station delays (Ccrust) represent the combined effect of the crustal thickness
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Figure 2.3 Schematic of the effect of: (a) a dipping Moho, and (b) the presence of inhomogeneities
in the crust, in the neighbourhood beneath the receiving station. A ray arriving at the station from
the right will arrive sooner than one arriving from the left. The effects of crustal anisotropy can be
modelled as function of azimuthally dependent signal.
and crustal velocity. Crustal thickness and crustal velocity cannot be independently
determined from the delay times. However, by making assumptions approximate values
for the relative variations in crustal thickness and crustal velocity can be found. E.g.
for a crust with a constant velocity of 6.3 km/s, 1 s of relative delay time indicates
about 10.4 km of additional crust thickness. For a 40 km constant thickness crust, 1s
of delay corresponds to a change in crustal velocity of 6.2 - 6.6 km/s.
Another factor affecting station delay terms is systematic picking errors at the
station. These could occur due to a clock error, timing errors or phase identification
errors that repeatedly occur at a given station.
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2.5 Mantle slowness estimation summary
•The upper mantle slowness is modelled as a horizontally varying random surface, fluc-
tuating about some baseline, or average value.
•The spatial covariance of the random surface is assumed to be of the form:
C(d) = Aexp
(−d2
D2
)
(2.13)
where d is the horizontal distance between two points in the upper mantle, A is the
magnitude of the variability of the slowness, and D is the correlation distance, which
can be considered to be the smoothness of the surface.
•The covariance of the slowness is integrated along pairs of seismic ray paths to
produce the covariance of the time measurements due to mantle slowness uncertainties
alone.
•The uncertainties due to measurement error and mantle variability are combined
into a single measurement of uncertainty. This is used as the covariance in the weighted
least-square estimation procedure following the principles of least-square collocation.
•Parameters in the least-squares estimation are simply the average mantle slowness.
•The residuals from the inversion are a combination of estimates for the measure-
ment errors and for the fluctuations of the mantle slowness about the average. The
mantle slowness at each horizontal point in the mantle can be extracted through the
use of the equation
S(p) = Csm(p)CT
−1r + Sav (2.14)
where S is the slowness at a point p, Csm is the covariance between the signal point and
each ray-path, r is the residual, and Sav is the overall average slowness of the mantle
(Moritz 1972).
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CHAPTER 3
DATA SELECTION
3.1 Introduction
The uppermost mantle beneath the central North Island, is modelled using travel-time
differences between seismic stations. A combination of National Network seismometers,
local volcanic seismic monitoring networks and temporary deployments are used to
collect arrival times from local events, during the period of 1990-2006. Travel time
differences from earthquakes lying roughly along the straight-line intersection of station
pairs are used.
The resulting dataset consists of approximately 11200 Pn observations from 3000
local earthquakes at 93 seismograph sites.
3.2 North Island Seismic Network
The New Zealand National Seismograph Network (NZNSN) consists of 42 sites (Jan
2007 (GeoNet 2008)) located with approximately 100 km spacing throughout New
Zealand with additional arrays established at places of geophysical significance (e.g.
volcanically active regions). Throughout the North Island there are, currently oper-
ating, 18 NZNSN sites interspersed with 34 volcano-seismic monitoring and regional
networks sites (fig 3.1). Over the past 30 years, sites have been established at various
locations, and either still remain or have been moved. In this project events between
January 1990 and December 2000 have been used, in addition to arrival times from a
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total of 78 nationally monitored seismograph sites active over time.
To sample the uppermantle beneath the central North Island, the NZNSN seismo-
graphs in the west of the island were too few for our needs. We therefore deployed two
seismograph arrays in the western North Island. The first deployment, WNIPSE (West-
ern North Island Passive Seismic Experiment), was located in the Waikato, central-west
North Island. The second deployment, CORO was located further north, along a north-
south line down the western coast of the Coromandel Peninsular (See Appendix C).
3.2.1 Western North Island Passive Seismic Experiment
Between November 2004 and April 2005, 13 seismometers were deployed in two arrays
in the Waikato region of the western North Island (fig 3.2). One line stretched from
Whitehall (East of Hamilton) in the north to west of Pio Pio in the south. The other
line stretched west from Te Kawa to Raglan on the coast (CWNIPSE), completing the
CNIPSE line deployed in 2001(Henrys et al. (2003); Greve and Savage (2007)).
Table 3.1
Location of temporary WNIPSE deployment
Station Lat Lon E N start end sensor logger
COWA -38.249 175.32 2713243 6325824 10-NOV-04 28-MAR-05 Marks-L4 Reftek130
HULA -37.879 175.554 2734820 6366324 8-NOV-04 26-MAR-05 Marks-L4 Reftek72A
MUIA -38.018 175.47 2727086 6351111 9-NOV-04 28-JAN-05 Marks-L4 Reftek130
SUTA -38.087 175.517 2730977 6343294 9-NOV-04 28-MAR-05 Marks-L4 Reftek130
WATA -38.406 174.846 2671325 6309451 10-NOV-04 29-MAR-05 Marks-L4 Reftek130
WLKA -38.335 175.216 2703894 6316587 6-NOV-04 29-MAR-05 Marks-L4 Reftek130
FLYC -37.900 174.935 2680360 6365414 9-NOV-04 11-NOV-05 CMG-40T Orion
PEAC -37.837 174.863 2674204 6372476 7-NOV-04 6-AUG-05 CMG-40T Orion
PUKC -38.135 175.287 2710604 6338559 4-NOV-04 5-AUG-05 CMG-40T Orion
STEC -38.113 175.241 2706680 6341124 4-NOV-04 12-NOV-05 CMG-40T Orion
VERC -38.009 175.043 2689624 6353054 6-NOV-04 6-AUG-05 CMG-40T Orion
WULC -38.186 175.384 2718980 6332647 3-NOV-04 5-AUG-05 CMG-40T Orion
YTFC -38.035 175.134 2697466 6349951 5-NOV-04 11-NOV-05 CMG-40T Orion
There were two main reasons for the WNIPSE deployment (Western North Island
Passive Seismic Experiment). CWNIPSE was deployed by Sonja Greve to complete the
CNIPSE line across the central North Island, for an investigation into the anisotropy
variation in the mantle (Greve 2008). The CNIPSE project was deployed from January
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Figure 3.1 The Seismograph network of the North Island (1990-2000). Black inverted triangles
show the sites of the New Zealand National Seismograph Network (NZNSN), while the smaller black
triangles show the locations of the volcano-seismic monitoring networks throughout the North Island.
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Figure 3.2 Locations of the WNIPSE deployment sites in the Waikato, from November 2004 to April
2005. Yellow triangles represent those sites of the CWNIPSE deployment, completing the CNIPSE
line. Those red triangles are those deployed for greater ray coverage beneath the central North Island.
Black triangles represent the location of permanent sites.
8th to June 27th 2001, as an international investigation (University of Leeds, Victo-
ria University of Wellington, GNS Science)(Henrys et al. 2003) into the North Island
subduction system. It included 74 portable digital seismographs, arranged in a finely
spaced (10 km separation) cross-section line from Napier, on the east coast, to Te Kawa
(fig 3.2), as well as a closely spaced grid throughout the central North island.
The second line (north-east to south-west Waikato), was deployed purely to increase
the number of seismometers in this region. The sites were chosen primarily on the access
to basement rocks (i.e. greywacke) (figC.4).
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3.2.2 Coromandel Peninsula deployment
The Coromandel region is a peninsula adjacent to the Northland/Auckland region of
New Zealand’s North Island (fig 3.3). Between November 2005 and May 2006, 6
seismometers were deployed in a north-south profile down the western coast of the
Coromandel Peninsula (fig 3.3). Sites are located only along the west coast, as this is
where most of the exposed basement greywacke can be found (fig C.5).
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Figure 3.3 Location of the CORO deployment sites down the Coromandel Peninsula, from November
2005 to May 2006, represented by the red triangles. Black triangle represent the location of the
permanent seismograph sites.
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Table 3.2
Location of temporary Coromandel deployment
Station Lat Lon E N elev start end sensor logger
CMCW -36.609 175.471 2731546 6507441 15 7-NOV-05 28-MAY-06 Marks-L4 Reftek130
CMPJ -36.498 175.370 2722790 6519970 145 7-NOV-05 27-MAY-06 Marks-L4 Reftek130
CMRF -36.822 175.483 2731947 6483816 220 8-NOV-05 28-MAY-06 Marks-L4 Reftek130
CMSF -37.321 175.371 2720431 6428702 105 9-NOV-05 29-MAY-06 Marks-L4 Reftek130
CMTV -37.089 175.554 2737414 6453962 346 9-NOV-05 29-MAY-06 Marks-L4 Reftek130
CMWP -36.939 175.475 2730850 6470791 29 8-NOV-05 28-MAY-06 Marks-L4 Reftek130
3.2.3 Station locations
The NZNSN stations used for the study are those that were active between 1990 and
2000, at various times, and those stations active within the North Island during the
deployments described above. This resulted in a total of 114 stations that were used
in the algorithm (Appendix B).
3.3 North Island Seismicity
The North Island is situated above the oblique subduction of the Pacific Plate beneath
the Australian Plate, which results in earthquakes, volcanoes and active deformation
(fig 1.5). The Wadati-Benioff zone beneath the North Island (fig 3.4) delineates the
seismically active part of the Pacific plate. The deep earthquakes marking the Hikirangi
Benioff zone extend into the northern South Island.
Local crustal events were used to study the uppermost mantle velocity structure
beneath the North Island of New Zealand (fig 3.5). Many earthquakes occur in the
offshore Bay of Plenty to the north of the Island. There is also a cluster of events that
occurs in the Marlborough region to the south. The east coast of the North Island is the
most seismologically active region of New Zealand, providing a great source of lower
crustal events. Unfortunately to the west of the North Island there are few events,
meaning that reversal observations are seldom obtainable. Reversal observations are
important as they more easily allow the detection of mantle anisotropy, and any dipping
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Figure 3.4 The Benioff zone beneath the North Island , adapted from Stratford (2004). Earthquake
hypocentres (Anderson and Webb 1994) are shown as open circles, size dependent on magintude.
Yellow zone represent the depth range of earthquakes in which we are interested.
boundary layers.
The Central Volcanic Region is marked by an alignment of shallow crustal earth-
quakes that trends northeast from Mt Ruapehu. This alignment lies along the eastern
margin of the CVR coincident with the active volcanic front marked by recent volcan-
ism between Mt Ruapehu and White Island (fig 3.5).
A band of shallow (15 - 40 km depth) seismicity runs east-west from Mt Ruapehu
towards Mt Taranaki, indicating a particularly active lower crust in this region. Other
shallow events are mostly located off the east coast of the North Island, where the
subducting plate is dipping shallowly (fig 3.4).
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Figure 3.5 New Zealand shallow seismicity, hypocentres at depths between 16 - 40 km, from the
GeoNet catalogue 1990-2000. Circles vary in size relative to magnitude, and colour based on depth.
Red triangles represent seismic stations throughout the North Island, and the Black triangles indicate
the locations of active volcanoes.
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3.4 Ray-path geometry
A Moho refracted ray path can be described in three portions: the source to mantle
leg, the ray-path through the mantle, and the leg from the mantle to the receiver (fig
3.6). The arrival time Ti of a refracted ray can be broken up into (EQ 3.1):
Ti = To + αo +
∆i − (δo + δi)
Vai
+ αi (3.1)
Where To is the origin time determined from the initial locating model, ∆i is the
distance between epicenter and station, δo and δi represent the horizontal distance
between the focus and the point with which the ray pierces the Moho boundary, and
the horizontal distance between the stations and the refraction point at the Moho.
αo and αi are time estimates of variations between the velocity/depth model and the
true velocity structure in the proximity of the focus and the receiver, respectively. Vai
can be thought of as the apparent velocity with which the ray travels below the Moho
between the piercing points.
CRUST
δο δiVai
∆ι
MANTLE
Figure 3.6 Schematic of a theoretical ray path between an event focus and a station.
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3.4.1 Hypocentre derivation
Event hypocentres are determined using Pn and Sn phases or first-arriving crustal P
and S phases. New Zealand is split into four different velocity-depth structures (table
3.3) (Maunder 2001). Most of New Zealand is assumed to follow the New Zealand
standard profile, consisting of a crustal P-velocity of 5.5 km/s to a depth of 12 km,
underlain by a crust velocity of 6.5 km/s to a depth of 33 km, which is assumed to be
the Moho boundary, underlain by a mantle P velocity of 8.1 km/s. In the North Island,
the Taupo Volcanic Region and the Wellington region each have their own velocity pro-
files, based on models by Stern and Davey (1987) and Robinson (1986), respectively.
Beneath the Moho defined by these models, velocities are smoothly merged with those
of the Jeffreys-Bullen Tables (Jeffreys and Bullen 1958). It is self evident that inaccu-
racies in the earth model will map into errors in event timing and location. The effect
of this on the model is looked at later in section 4.2.2.
3.4.2 Picking of event arrival times
GeoNet seismographs are equipped with GPS receivers for timing, which are accurate
to nanoseconds.
In the picking procedure digital seismograms are displayed on high-resolution graphic
monitor screens under the control of CUSP (Caltect-USGS Seismic Processor) interac-
tive software, for an analyst to select phase onset times. Weights are initially assigned
to phase arrival times by the analyst according to the apparent precision of the measure-
ment. The weight of the reading is further modified by the location program, which,
after every iteration, weights the residuals used to adjust the trial origin (GeoNet 2008).
Picking procedures used for observation at temporary sites are outlined in Appendix
C.5.
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Table 3.3
Four different velocity/depth structures are used to calculate travel-times of rays
passing through and immediately beneath the crust in different parts of the country
(Maunder 2001)
MODEL UPPER DEPTH Vp
BOUNDARY (km) (km/s)
NZ standard 0.0 5.5
12.0 6.5
33.0 8.1
Wellington 0.0 4.40
0.4 5.63
5.0 5.77
15.0 6.39
25.0 6.79
35.0 8.07
45.0 8.77
Taupo 0.0 3.00
2.0 5.30
5.0 6.00
15.0 7.40
33.0 7.78
65.0 7.94
96.4 8.08
Clyde 0.0 4.4
0.5 6.0
12.0 6.5
33.0 8.1
3.5 Two-Station method
As most of the lower crustal earthquakes occur outside the limits of the seismograph
network, the two-station method is utilised. The two-station method uses observations
of arrival times at pairs of stations from a single earthquake, roughly aligned with
the station pair (fig 3.7). This method removes the need for exact origin times of
earthquakes and reduces the dependence on the velocity model used for the locating
of the epicentre.
The basic two-station method assumes that the Pn travel time for distances between
stations is linearly dependent on ∆AB, i.e. it has an insignificant horizontal velocity
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Figure 3.7 Schematic of the two-station method.(a) Shows the allowed offset of an event from the
azimuth aligning station pairs. (b) Shows a theoretical raypath of a Pn wave from an event to stations
A and B.
gradient. We therefore use the two-station method, as described by Haines (1979),
to develop event selection criteria and apply a more complex algorithm to model the
horizontal variations in upper mantle P-wave velocities.
As events seldom occur exactly in line with station pairs, we allow a window of 10◦
from the direct azimuth joining the stations (fig 3.7 a) .
The arrival times, tA and tB , of the Pn refracted upper mantle phase at two stations,
A and B, are related to the distances, ∆A and ∆B, from the epicentre to the stations
according to the equation:
tB − tA = ∆B −∆A
Vai
+ (αB − αA) (3.2)
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Where Vai is the apparent velocity of waves traveling in the upper mantle, and αB
and αA represent the delay times for the crustal neighbourhood beneath stations B
and A, respectively.
Equation 3.2 on its own is too simple to be used in modeling the upper mantle, in
that it does not allow for variations in crustal velocity and thickness beneath individual
stations, or horizontal velocity gradients in the uppermost mantle. It is therefore used
to develop event selection criteria and a more complex algorithm is used to model the
horizontal variations in upper mantle P-wave velocities.
3.6 Event selection
At the beginning of this chapter a crude statement of the criteria for membership in a
set of data was given. Event observations are refined to those that satisfy the following
criteria (adjusted from Haines, (1979)):
(1) Earthquakes initially located by 6 or more observations
(2) Magnitudes of 3.5 or greater, to ensure clear P arrival picks.
(3) Hypocentres located at depths of 16 to 40 km with offsets from the closest sta-
tion of 50 km or more, to ensure that the first arrivals will be a Pn phase. Based
on the New Zealand Standard model (table: 3.3), offsets of 39.3 km and 40.7 km for
Pn and Sn phases, respectively, are needed for a refracted Moho ray from an event
originating at 16 km depth. By using a minimum offset of 50 km we account for the
variation in the North Island crustal thickness.
(4)An epicentre located within 10◦ of the azimuth between stations, to ensure that
the wave from different earthquakes traverse approximately the same material.
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(5)Travel time differences with error uncertainities of ≥ 0.2 s are removed.
Our dataset consists of approximately 11200 Pn observations from around 3000
local events, at 78 national stations between 1990 and 2000 (GeoNet 2008), and 19
VUW temporary deployment stations between 2004 and 2006.
CHAPTER 4
MODELLING RESOLUTION AND RESULTS
4.1 Model Resolution
In the last few years, tomographic inversion methods have become increasingly popular
as a means to provide images of the internal structure of the Earth at different scales
(e.g. Zhao (2004); Foulger et al. (2001); Wittlinger et al. (1996); Zelt and Barton
(1998); Hearn and Ni (1994); Hearn (1996); (1999)). A difficulty commonly encoun-
tered with such methods is determining the reliability of the images obtained. In other
words, how closely does the resulting model resemble the actual Earth structure. The
usual method to test reliability, is to create artificial inputs to the modelling procedure
and examine the output.
To test the resolution of the MAR modelling algorithm (see Appendix E) a known
velocity input is created and tested with the available ray-path coverage. In this case a
conventional checker-board test is used to examine the resolution. The synthetic data
consist of an alternating pattern of positive and negative anomalies, which are inverted
using the same method applied to obtain the measurements of Pn velocities. The ray-
path geometry of the observations is used, and realistic noise is added to the synthetic
data through the use of the measurement covariance matrix.
4.1.1 Ray Path coverage
The dataset consists of approximately 11200 ray-paths (fig 4.1) from approximately
3000 local earthquakes, recorded at 93 seismic stations throughout the North Island
45
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Figure 4.1 Figure showing the raypaths used in this dataset. All raypaths match the event selection
criteria defined in section 3.6, for all station pairs. Grey circles represent earthquakes, white triangles
are North Island seismic stations.
(see chapter 3 for more detail). This results in an average of approximately 200-400
rays per 10km2, over the majority of the North Island, reaching a maximum density
of 1487 rays in proximity to Mt Ruapehu (fig 4.2).
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Figure 4.2 Inter-station ray density.
4.1.2 Creating a synthetic input model
In order to create a checker-board pattern we use sinusoidally varying slowness in both
the eastern (x) and the northern (y) directions.
S = So + ksin(ω1x)sin(ω2y) (4.1)
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Which is equivalent to:
S = So +
k
2
(cos(ω1x− ω2y)− cos(ω1x+ ω2y)) (4.2)
where So is the average slowness, k is the amplitude of the oscillations, ω is the
wavenumber, subscription (1 and 2) allow different values for east and north direc-
tion, and x and y are the distances in the east and north directions, respectively. In
this case, the slowness is analytically integrated along the geometry of the ray-paths.
Only where there is good ray coverage, will the resulting model match the input
checkerboard in both wavelength and amplitude (fig 4.3). Elsewhere, the modelling
procedure will attempt to smooth the result to an average velocity estimated for the
region.
4.1.3 Resolution of model
The input sinusoidal pattern has an amplitude of± 0.015 s/km relative to a background
velocity of 8.0 km/s (S0 = 0.125 s/km). This results in a mantle P-velocity variation
ranging from 7.1 km/s to 9.0 km/s, which are realistic limits for the uppermost mantle
(see Pn discussion, section 1.4.1). Several different mantle wavelengths were tested,
but only realistic mantle anomaly wavelengths of 50 km to 150 km are discussed (see
discussion on realistic mantle anomaly wavelength (section 4.3.1)).
Several synthetic models with different wavelengths were tested to determine the
minimum wavelength of mantle features that can be resolved with our ray-path cov-
erage. As shown in figure 4.3, much of the central region is resolved well at most
correlation distances. However smoothing occurs where ray-path coverage becomes
more sparse.
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Figure 4.3 Modelling resolution. Input synthetic checkerboard models of various wavelengths (50
km, 100 km, 150 km) were run through the modelling code with a variety of correlation distances. (a)
the resultant models of the checkerboard at various correlation distances. Colours vary with velocity,
red are lower speeds, while blues are faster. (b) Shows the amplitude resolution of the checkerboard
along profiles A-A’, B-B’, C-C’, D-D’, E-E’, and F-F’ shown in figure (a). Light blue shows the
amplitude of the input. Dark blue represents resolution with a correlation distance of 20 km, green
represents the correlation distance of 50 km, and red represents a correlation distance of 100 km.
4.1.4 Discussion of synthetic model resolution
The correlation distance (D) is an assigned length scale defining the distance over which
the slowness behaves similarly. The larger the correlation distance, the smoother the
resulting model will appear, whereas smaller correlation distances will result in residuals
that are more susceptible to noise in the model and to errors in picked arrival times.
The effect of smoothing is particularly noticeable in the north and west of the North
Island (fig 4.3).
The 20 km correlation distance resolves all the synthetic anomalies but is also
very susceptible to the effect of noise (fig 4.3) and ray-path distribution, resulting in
a distorted image. The 50 km correlation distance does not adequately resolve the
features of the 50 km mantle wavelength, but does resolve the anomalies of the 100 km
and 150 km wavelengths. Anomalies of wavelength 150 km or greater are resolved well
at any correlation distance smaller than the wavelength of the anomaly.
The amplitudes of the anomalies (fig 4.3b) are generally well resolved in the centers
of the profile lines (AA′,BB′,CC′, etc . . .). This coincides with the region where there
is better raypath coverage. At either edge of the profile lines the input amplitudes are
less well resolved, due to insufficient ray coverage.
The ideal wavelength for the best imaging seems to be approximately half the
wavelength of the anomalous features.
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4.2 Uncertainty estimations
4.2.1 Picking Errors
Measurement uncertainties were estimated by comparing the arrival pick-times in the
GeoNet catalogue with re-picked arrival times for the same events. 15 events from the
year 2000 were re-picked at 21 of the 26 active stations (table D.1). Of 65 re-picked
observations, the average variation from the catalogued arrivals was 0.032 s with a
maximum of 0.117 s.
Table 4.1
Summary of picking uncertainties
maximum difference 0.117 s
average difference 0.032 s
median 0.026
variance 0.0018
standard deviation 0.03
We assume that with 95% confidence the picking measurement is within 0.06s of
the derived value. Since we are looking at difference between station pairs we need
to multiply the 95% confidence for a single station by
√
2, which means that the 95%
confidence bound per observation is in fact 0.085s.
4.2.2 Mislocation of epicentres
When using the earthquake catalogue, it is important to be aware that the estimated
position of an earthquake epicentre outside of the seismic network can be very inaccu-
rate. The uncertainty of earthquake epicentres, outside of a dense seismic network can
be on the order of tens of km (Nicholson et al. 2004). We calculated the effect that
this uncertainty has on the modelling algorithm.
Each earthquake is initially located by at least 6 arrival observations, and the stan-
dard velocity model used for locating epicentres (fig 3.3). It is evident that inaccuracies
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in the earth model used for locating events will map into the event timing and epi-
central / hypocentral location. The need for an exact origin time is eliminated in the
choosing of the input events and differencing (i.e. the two-station method).
Depths of earthquake hypocentres are often difficult to determine. Generally this
will not affect the model, as travel times between station pairs are being modelled.
Care does have to be taken if a earthquake hypocentre has been located within the
lower crust but is in fact in the upper mantle. These observations are eliminated
by calculating the apparent velocity before the data is put through the algorithm.
Otherwise, rough observations are observed as outliers within the modelling algorithm,
and down-weighted or eliminated when appropriate.
There are two ways in which to approach the problem of travel time biasing: (1)
the geometrical approach; or (2) the probabilistic approach. Both are described below.
The geometrical approach
The basic two-station method, assumes the geometry of ray-paths to be a straight
line through the two stations. Hence the uppermost mantle velocity between the two
stations (A and B) is only a function of the path AB rather than the total path. This
eliminates the mislocation effect of the focus on the velocity estimate. However, if
we use the complete ray-path, from source to both receivers, the actual velocity will
be that estimated through differencing of station observations, which will include the
effect of epicentral mislocations. The epicentral distances dA and dB, are calculated
from the initial velocity model (table 3.3), and are therefore susceptible to errors due
to the simplifications in that model.
In this section, we refer to the distance between stations A and B and the event
epicenter (Q), determined from an initial velocity model, as dA and dB, respectively.
The true ray-paths between epicenter and stations are referred to be dA
′ and dB
′ (fig
4.4).
To test a combination of epicenter and two station locations, we can calculate a
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Figure 4.4 Highly exaggerated schematic of the epicentral mislocation QQ’ on the geometries that
are used to determine Pn velocities. (a) shows a 3D representation of the geometrical problem, where
(b) shows the 2D birds-eye view.
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maximum expected difference between dA
′ − dB ′ and dA − dB, given some circle of
maximum error around the epicenter.
The probabilistic approach
The distance to an earthquake epicenter (xQ , yQ) from a station located at (x , y) can
be calculated by
d =
√
(xQ − x)2 + (yQ − y)2 (4.3)
This can be expanded into a Taylor series as a function of the East (x ) and North
(y) errors (ξx and ξy), which are perturbations of xQ and yQ .
d ≈ do + A1ξx + A2ξy + A3ξx2 + A4ξy2 + . . . (4.4)
where d is the true length between the earthquake epicenter and the station and
do is the length calculated from the positions derived using the standard New Zealand
velocity model (table 3.3). An are the coefficients of the expansion, where
A1 =
∂d
∂xQ
=
xQ−x
d
A2 =
∂d
∂yQ
=
yQ−y
d
A3 =
1
2
(
∂2d
∂xQ2
)
= 1
2
(
1
d
− (xQ−x)2
d3
)
A4 =
1
2
(
∂2d
∂yQ2
)
= 1
2
(
1
d
− (yQ−y)2
d3
) (4.5)
To second order, the first moment of the measurements is
d = 〈d〉 = 〈do〉+ A1〈ξx〉+ A2〈ξy〉+ A3〈ξx2〉+ A4〈ξy2〉 (4.6)
We assume 〈ξx2〉 = 〈ξy2〉 = σ2, where σ2 is the epicentral error variance.
The expected values of the elements of the Taylor expansion are:
A1〈ξx〉 ' 0 A2〈ξy〉 ' 0
A3〈ξx2〉 ' A3σ2 A4〈ξx2〉 ' A4σ2
(4.7)
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So
(A3 + A4)σ
2 =
1
2
(
2
d
− (xQ − x)
2
d3
− (yQ − y)
2
d3
)
=
σ2
2d
(4.8)
The mean of the distance differences now becomes:
∆d = ∆do +
σ2
2
(
1
dB
− 1
dA
)
(4.9)
where dB is always greater than dA. This shows that there will be a distributional
bias, such that the mean distance difference ∆d is less than the distance difference
calculated.
The variance of the distribution s2 can be estimated by a forth order Taylor expan-
sion of:
s2 = 〈(dB − dA − 〈dB − dA〉)2〉 (4.10)
resulting in a variance of
s2 = 2σ2
(
1− dB
dA
+
τ lAB
dAdB
)
+
σ4
2
(
1
dB
− 1
dA
)2
(4.11)
where lAB is the straight line distance between stations and τ is the distance to the
epicenter from station B, resolved onto the straight line between the stations.
The above equations for the bias (mean distance difference) and the approximate
(4th order expression)variance of the distribution have been tested for epicentre location
errors up to 20 km and for all applicable epicentre and station separation distance
combinations, and found to be accurate to within ∼ 10 % of randomly generated data
(see table 4.2).
To produce a single measure of inaccuracy for the distance difference, the mean and
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variance may be combined:
u =
√(
∆d−∆do
)2
+ s2 (4.12)
If these uncertainties were not modelled correctly in the least-square adjustment it
is probable that it would result in a bias in the slowness estimates. The uncertainty
(EQ 4.12) is multiplied by the average slowness to get a time uncertainty. Rather
than trying to model such uncertainties, which are from a non-normal distribution, we
simply eliminate any observations where
Sav × u > 2ξ (4.13)
where Sav is the average mantle slowness, u is the measure of inaccuracy and ξ
is the picking error. Therefore observations will be eliminated if inaccuracy is much
greater that the measurement errors.
Comparison between Geometric and Probabilistic estimations
Table 4.2 is a comparison of the probabilistic and geometric approaches to determining
the effect of epicentral mislocation. DA and DB are distances from station A and
station B, respectively, to the epicentre resolved onto the line AB. In this table, the
effect of the worst case scenario is examined, i.e. when the opening angle, θ, is at
its maximum, 10◦. The resulting epicentral offset from line AB is shown in the third
column (Epi). The epicentre is assumed to be located with a one standard deviation
uncertainty of 10 km in the east and north directions.
To test the accuracy of both the geometric and probabilistic estimation, a random
number generator test was done, using the MatLab function randn. A hundred thou-
sand random epicentre locations where generated and d′A and d
′
B were calculated. The
average deviation of the distance difference, d′B − d′A vs. dB − dA, and standard devi-
ation, are shown in columns 4 (R.av) and 5 (R.sd). These numerical calculations are
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almost identical to the values calculated from EQ 4.13 (Pav) and EQ 4.11 (Psd). The
total error (Ptot) is calculated through EQ 4.12, and divided by 8km/s to approximate
the associated time error (PT−error).
In the geometric case, a search was performed to find the greatest difference be-
tween d′B − d′A and dB − dA, resulting in a maximum positioning error given in column
G.pos−error. The search was restricted to a circle around the located epicentre with a
radius encompassing the 95 % confidence region, as calculated from the Chi-square dis-
tribution. Again, this distance is divided by 8 km/s to estimate a timing error (column
CT−error).
Note that the geometric error is based on a 95% confidence circle, and the probabilis-
tic error is based on 1 s.d. error in the epicenter location. The final column shows the
ratio of errors determined through the probabilistic and geometric approach. The ratio
shows that for short path length (dB ≤ 100km) the probabilistic error is greater than
the geometric error, whereas at larger path lengths the time ratio is much smaller. The
main reason for this result is that the geometrical approach is an over-simplification of
the location uncertainties. For this reason, the probabilistic method was used to select
usable events.
4.3 Input Parameters
4.3.1 Mantle properties
Velocity range
A maximum range of upper mantle velocities from modelling worldwide is between
7.1 km/s and 9.0 km/s (see chapter 1: Pn wave phase for more detail), and as we are
looking at a small area of diverse tectonic settings, we allow the same range of velocities
to be present within the North Island, New Zealand.
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Anomaly wavelength
Tomographic Pn studies to image upper mantle velocities have been done at various
scales worldwide. Most of the global Pn models reveal upper mantle anomalies with
wavelengths between c.a. 350 km and 550 km (e.g. Pei et al. (2007); Al-Lazki et al.
(2004); Hearn (1996);(1999); Hearn et al. (2004); Calvert et al. (2000)). Those studies
looking at locally smaller regions, such as Northwestern Italy (Di Stefano et al. (1999);
Parolai et al. (1997)) or the central Tien Shan, China (Xu et al. 2007), for example,
have managed to resolve upper mantle anomalies of between 50 – 150 km wavelength,
using a model grid spacing of 25 km by 25 km. The detection of smaller wavelength
features appears to be difficult, and is either due to the amplitude of the signal at these
wavelengths or to modelling limitations.
With the effects of mantle material mixing through convection, features of larger
wavelengths are more likely to exist than those of small wavelengths. We therefore
assume that the minimum likely resolvable wavelength of the upper mantle with our
station spacings and New Zealands seismicity, is between 50 and 150 km beneath the
North Island. GPS measurements show that the majority of the deformation in the
North Island happens over a length scale of 200 km (Wallace et al. 2004), meaning that
if we wanted to successfully model similar length scales in the mantle, we would need
to model the deformation distance to approximately half of this length (i.e. 50-150 km
range).
4.3.2 Crustal properties
Crustal properties are estimated through the use of station time delay terms. Variations
beneath stations are estimated by consistent time delays seen beneath an individual
station. Crustal thicknesses range from a maximum thickness of ≥ 40 km beneath the
Wanganui Basin to the southwest of the CVR, to a minimum of 16 – 20 km beneath the
CVR (see Chapter 1 for crustal properties). Velocity profiles vary between 3 distinct
regions (fig 1.7) the western region, the CVR, and the east coast.
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From the crustal velocity profiles in figure 1.7, and assuming a critically refracted
ray at the crust-mantle boundary, by applying Snells law of refraction to the rays
travelling through the crust, a maximum time differences due to different crusts should
not exceed 1.5 s. We therefore set this as the maximum likely delay time for the crust.
4.3.3 Summary of Inputs
• A Pn velocity range is bounded by a minimum and maximum of 7.1 km/s and
9.0 km/s. Resulting in a slowness range of 0.111 - 0.141 s/km.
• A mantle correlation distance of 100 km is assumed.
• A crustal correlation distance of 10 km is assumed.
• A maximum delay time variation due to variations in crustal thickness and station
elevation of station pairs is calculated to be 1.5 s.
• Picking errors are not likely to be any larger than 0.1 s and events with possible
mislocation errors of 0.2 s or greater are removed during processing.
4.4 Results and Discussion
The slowness estimates are calculated through the continuous function EQ 2.14, which
is sampled at regular intervals, and modelled by fitting a surface through these points.
Our results (fig 4.5) for a correlation distance of 100 km show that the Pn velocity
in the uppermost mantle beneath the North Island varies from velocities of less than
7.4 ± 0.1 km/s in the centre to 8.5 ± 0.2 km/s in the east, with an overall average
of 8.0 km/s. The North Island can be split into three distinct regions, based on the
upper mantle seismic velocities :
(1) The western North Island
(2) The volcanic regions (i.e the Central Volcanic Region (CVR) and the Taranaki
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Figure 4.5 The Pn velocity estimated from our modelling algorithm, with an average Pn velocity
of 8.0 km/s. Mantle correlation distance is 100km. Warmer (red) colours represent slower velocities
and cooler (blue) colours represent higher velocities. Dark shading represents how well the region is
resolved. The region with no shading is resolved to ± 0.1 km/s; first degree of shading represents ± 0.2
km/s; second degree of shading represents ± 0.3 km/s; and the darkest shade represents uncertainties
of greater than ± 0.4 km/s.
Volcanic Region
(3) The eastern North Island.
The western North Island is generally considered to be a region of slightly lower than
normal mantle velocities (Haines 1979), high attenuation (Salmon et al. 2003), and a
thin crust of 25 km (Stern and Davey 1987). The high velocities observed in the east are
attributed to the subducted slab (Reyners et al. (2006); Haines (1979)). The observed
low velocities are in the proximity of the active volcanic regions of the North Island,
i.e. the CVR and Mt Taranaki to the west, and are assumed to be indicative of high
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heat and melt content (Hammond and Humphreys 2000). Mt Taranaki is chemically
distinct from the volcanoes within the CVR. It is a high-K andesite volcano, whereas
the CVR volcanoes are low-K andesite volcanoes. The results (fig 4.5) show what
appears to be a continuous low-velocity region within the upper mantle between the
two active volcanic systems.
To test the resolution of this feature a synthetic model (fig 4.6) was created based
on the observed results, with a distinct low velocity beneath Mt Taranaki (7.5 km/s), a
continuous low-velocity region beneath the CVR (7.4 km/s), and high velocities along
the east coast (8.5 km/s). The synthetic data were then run through the modelling
algorithm with the ray density, correlation distance, error allowances, anisotropic prop-
erties and crustal term allowances used to produce figure 4.5. The results obtained
from the synthetic input are very similar to results obtained from the real data. The
continuous low velocity between the CVR and Taranaki persists indicating that our
model can not determine whether the CVR and Taranaki are part of the same upper
mantle anomaly or are distinct. As the chemistry indicates unique volcanic systems,
they will be discussed separately.
Therefore the North Island is split into four distinct regions (fig 4.7).
(1) The western North Island
(2) The Taranaki Volcanic Region
(3) The Central Volcanic Region
(4) The eastern North Island.
(1) The western North Island
Christensen and Mooney (1995) define a normal uppermost mantle velocity as being
between 8.0 and 8.2 ± 0.2 km/s, with a global average of 8.09 km/s. Velocities of
between 7.9 ± 0.1 and 8.2 ± 0.2 km/s are seen west of the CVR, from north of
the Taranaki volcanic region. These velocities are indicative of low-to-normal mantle
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Figure 4.6 (a) Synthetic model of upper mantle velocities structure beneath the North Island, based
on interpretation of upper mantle model. (b) shows the results when the synthetic is run through
the modelling algorithm. Note that the low velocity beneath the CVR and Taranaki again appears
joined. The region with no shading is resolved to ± 0.1 km/s; first degree of shading represents ± 0.2
km/s; second degree of shading represents ± 0.3 km/s; and the darkest shade represents uncertainties
of greater than ± 0.4 km/s.
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Figure 4.7 The resultant velocity model from our modelling algorithm (fig 4.5), with an average
Pn velocity of 8.0 km/s. The North Island can be split into four distinct regions based on mantle Pn
velocity: (1) the northwestern North Island, (2) the Taranaki Volcanic Region, (3) the central volcanic
Region, and (4) the eastern North Island. Warmer (red) colours represent slower velocities and cooler
(blue) colours represent higher velocities. Dark shading represents how well the region is resolved.
The region with no shading is resolved to ± 0.1 km/s; first degree of shading represents ± 0.2 km/s;
second degree of shading represents ± 0.3 km/s; and the darkest shade represents uncertainties of
greater than ± 0.4 km/s.
velocities.
(2) The Taranaki Volcanic Region
Around Mt Taranaki (formerly Mt Egmont), Haines (1979) found a Pn-velocity of 7.8
km/s, consistent with a slightly lower than normal mantle velocity. We detect velocities
of ≤ 7.5 ± 0.1 km/s. Sherburn et al. ((2005); (2006)) report a low velocity, 7.2 km/s,
at a depth of 35 km from both their 1D and 3D velocity tomography studies of Mt
Taranaki. Reyners et al. (2006), also found a region of lower velocities in the Taranaki
region surrounded by velocities of 8.0 km at depths between 35–50 km.
The boundary between the Taranaki low velocity region and the region to the north
roughly coincides with a line between Mt Taranaki and Mt Ruapehu, the Taranaki-
RESULTS AND DISCUSSION 65
Ruapehu Line (TRL). The TRL was initially identified as a broad zone of seismicity,
which marks the juxtaposition of thin crust (25 km) to the north against an average
crustal thickness of 32–36 km to the south (Stern and Davey 1987). More recently,
Salmon (2007) measured a change in not only crustal thickness across this line, but
also distinct variations in both seismic attenuation and mantle resistivity, suggesting
that the boundary extends into the upper mantle. We note a distinct variation in
upper mantle Pn velocity in this region. However, the modelling parameters do not
allow determination of the exact position, but suggest that the change in velocity is
also related to the other changes seen across this line.
(3) The Central North Island (CVR)
The Central Volcanic Region has extreme low measured upper mantle velocity, ≤ 7.5
± 0.1 km/s, bordered by rapid changes (over 50 km) to velocities of 8.0 km/s to
both the east and the west. Velocities this low were also detected by Haines (1979).
Similar low velocities have been detected by regional seismic refraction surveys (NIGHT
(Henrys et al. 2003); and MorC (Benson et al. 2006)), causing debate over whether these
velocities are indeed mantle ((Stratford and Stern 2004); (2006)) or anomalously high
velocity crust (Harrison and White 2006). Our Pn results agree with the interpretation
of this region having anomalously low velocity upper mantle. For a ray travelling from
east to west beneath the CVR, it must travel at greater than Moho depths to reach the
westernmost stations (see chapter 6 for more discussion on the depth of the observed
low velocity zone). Therefore, the region with velocity ≤ 7.5 km/s must be mantle
material as the ray paths must extend to depths greater than Moho for all travel paths
traversing the CVR.
The velocities seen beneath the CVR are on average 10% lower that those expected
for a normal mantle. Low Pn velocities are associated with mantle material near its
solidus temperature (Montagner 1994). Such low velocities are often associated with
regions of high heat flow around the globe, such as mantle upwelling (Keller et al.
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(1994); Pei et al. (2006); Xu et al. (2007); Appendix B) or hotspots (Bjornsson et al.
2005). Velocities much lower than 7.8 km/s may even require a small amount of partial
melt (Hearn 1999). Laboratory studies by Hammond and Humphrey (2000) suggest
that 2% melt inclusions can produce a decrease in Pn velocities of 10%. The presence
of melt beneath the CVR would also explain the high attenuation seen primarily in
S-waves travelling through this region (Salmon et al. 2006), and why Sn picks have
large errors, if an arrival time can be measured at all.
Another explanation for low velocity is the presence of water (Tatsumi and Eggins
(1995); Ulmer (2001); Kelley et al. (2006)) in the upper mantle generated from the
subducted oceanic lithosphere. Dehydration of subducting slab is responsible for vol-
canism and therefore must cause a significant amount of water to infiltrate the mantle
wedge (Peacock (1990); Arcay et al. (2006)). This water would be manifested in the
form of OH bounded in the minerals of the mantle wedge (e.g. Karato (2003)).
(4) The eastern North Island
Below the eastern North Island, Pn velocities are greater than 8.1 ± 0.1 km/s reach-
ing localised maxima of greater than 8.5 ± 0.2 km/s. These high velocities can be
attributed to the subducted oceanic plate. Subducting slabs are generally found to be
considerably denser than the overriding plate, and therefore will have a high P-wave
velocity. Haines (1979) detected Pn velocities between 8.1 km/s and 8.5 km/s in the
east, which he also attributed to the subducted oceanic lithosphere of the Pacific Plate.
Reyners et al. (2006) resolve a Vp in the slab of on average 8.4 km/s with localised
maximum of 9.0 km/s through 3D tomography in this region.
Both Reyners et al. (2006) and Haines (1979) detect the lower velocities beneath the
East Cape region (North), while their maxima are about and south of Hawke Bay. Our
results (fig 4.7) show an average seismic velocity within the slab of 8.3± 0.18.5± 0.2
km/s, and a localised minimum of 8.0 km/s below the Wairoa Basin, Hawke Bay. The
Wairoa Basin is a large fore-arc basin, 250 km long and 80 km at its widest, filled with
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sedimentary rocks dating back to the Cainozoic (Walcott 1987), overlain by fine grained
bentonitic clays, which is then overlain by more than 4 km of siltstones and mudstones
from the Pliocene (Kingma 1965). This large accumulation of sediments results in a
higher crustal delay term than those in the surrounding region. This relatively large
time residual may not be resolvable in our modelling algorithm, and is in fact mapped
as a slower mantle anomaly beneath the Wairoa Basin. The synthetic model (fig 4.6)
with a continuous high seismic velocity (8.5 km/s) slab located along the east coast, also
shows a decrease in seismic velocity to 8.2 km/s beneath the Wairoa Basin, indicating
that this could also be an artefact of the assumed mantle wavelength.
4.4.1 Crustal delay term estimates
Station terms are estimated as consistent time errors beneath each station relative to
all the other stations. The resulting relative delay times are shown in figure 4.8. Four
different crust types coinciding with the mantle segregations can be seen. In the eastern
North Island (section 3)we see later arrivals, whereas those in the western North Island
(section 1) are seen to be relatively early, consistent with thicker crust in the east than
in the west. From the crustal velocity profiles in fig 1.7, and assuming a critically
refracted ray at the crust-mantle boundary, this difference should be approximately
1.4 s. The model estimates are on average 1.3 s earlier in the west and in the east.
Table 4.3
Summary of crustal delay times
Section Region Range of Delay Time (s)
(1) Northland −1.9←→ −0.9
western NI −1.0←→ +0.4
Taranaki −1.2←→ −0.2
(2) CVR −0.7←→ +0.7
(3) eastern NI +0.4←→ +1.2
(4) southern NI −0.2←→ +0.4
The station terms estimated for the CVR (section 2) show some variability, but are
all small oscillations about the mean crustal time delay. This is not surprising with
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Figure 4.8 Station delay for Pn travel times. Warmer (reds) colours indicate less time spent in the
crust, while blues indicate lower crustal travel times. Reds suggest faster or thinner crust than blues.
Note stated numbers represent the range of delay magnitudes within a region.
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Figure 4.9 Testing the crust-mantle coupling within the modelling algorithm. The resulting model
and station delay terms, when testing the crust-mantle interaction of the modelling algorithm. Station
delay terms of -0.7 s were assigned to those stations in the western North Island, allowing the algorithm
to estimate the mantle velocities and the oscillation of station delay terms from the mean delay time.
The resulting mantle model is similar to those observed when station terms have no tight constraints.
This suggests that there is minimal interaction between the mantle and crustal systems.
the variability of the crust within this zone (e.g. geothermal fields, ash deposits, etc.)
and the uncertainty in the measurements themselves.
Those crustal terms observed in the Taranaki region, in combination with the lower
than previously observed mantle velocities, led to a closer investigation into the pos-
sibility of crust-mantle coupling in the modelling algorithm. The feed-back between
the station delay terms and mantle velocities was tested by setting the station delays
to fixed values estimated from the crustal profile (fig 1.7). It was then observed that
the low mantle velocities were persistent (fig 4.9), suggesting that there is minimal
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interaction between the mantle and crustal parts of the modelling.
Those crustal delay values seen in the south of the North Island (section 4) are not
well resolved, as this region is not primarily being modelled. This has resulted in the
inversion smoothing the delays to approximately zero.
4.5 Summary
4.5.1 Modelling Resolution
Section 4.1.1 shows that the location of earthquakes and stations throughout the North
Island provides a good coverage and density of ray-paths over most of the central re-
gions. The resolution of the modelling algorithm was tested with a synthetic checker
board input model. By using the ray-path coverage provided by the event - station
distribution, the resolution of the checker board was good. Amplitudes of checker board
anomalies were well resolved within the majority of the central North Island. Ampli-
tudes and gradients were lost / smoothed towards the edge of the ray-path coverage
where resolution started to fail.
4.5.2 Modelling inputs
The probabilistic bounds used as input in the modelling code are summarized in table
(4.4).
Table 4.4
Input parameters for modelling the uppermost mantle beneath the North Island
Vrange = 7.1 – 9.0 km/s
Srange = 0.111 – 0.141 s/km
λmantle = 100 km
λcrust = 10 km
δtcrust = 1.5 s
measurement error u= 0.1 s
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4.5.3 Uncertainties
Miscellaneous errors in the signal are estimated in terms of picking errors and timing
errors due to the mislocation of the epicentres of events. The probabilistic bounds
for the picking errors are based on observed differences between the catalogued arrival
times and those that have been repicked. The maximum picking error is seen to be
0.12 s, which is then set as the maximum bound for modelling.
The error in timing associated with the mislocation of an event epicentre, was
estimated through two approaches, (1) the geometric approach and (2) the probabilistic
approach. The resulting timing errors from both approaches were seen to not differ to
much and the cut-off was set to 0.1 s for modelling.
4.5.4 Modelling Results
The North Island can be split into four distinct regions.
• The western North Island - velocities of 7.9± 0.1− 8.2± 0.2 km/s
• The Taranaki Volcanic Region - velocities of ≤ 7.5± 0.1 km/s
• The Central Volcanic Region - velocities of 7.4± 0.1 km/s with regions of ≤ 7.3
km/s
• The eastern North Island - velocity of 8.1± 0.1− 8.5± 0.2 km/s
Station delay term, indicate similar sectioning of the crust can be made.
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CHAPTER 5
UPPER MANTLE ANISOTROPY
Pn travel times are affected not only by lateral variations in crust and mantle velocities,
but also by anisotropy within the material through which the wave travels. Anisotropy
is the property of being directionally dependent, as opposed to isotropy, where prop-
erties are the same in all directions (Stein and Wysession 2003). Seismic waves in an
anisotropic medium will travel at different velocities depending on their propagation
direction and/or their polarisation.
Anisotropy was first utilised in tectonic studies by Hess (1964) and Raitt et al.
(1969); (1971). These early studies showed that the anisotropic fast axis within the
oceanic lithosphere lies parallel to the spreading direction. Since then, many studies
have used seismic anisotropy to examine regional tectonics beneath both the oceans
and continents (e.g. Bamford et al. (1979); Savage and Silver (1993); Savage (1999);
Silver (1996); Montagner and Tanimoto (1991)and references therein).
It is important to note that if the upper mantle velocity structure is modelled
without the effects of anisotropy, anisotropic anomalies could be mapped as artificial
isotropic velocity perturbations. In this chapter, Pn anisotropy is estimated and mod-
elled for the uppermost mantle beneath the central North Island. These results are
compared to anisotropy measurements obtained from the splitting of S-waves across
the central North Island (Greve and Savage (2007); Audoine et al. (2004); Morley et al.
(2006)).
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5.1 Causes of Anisotropy
Seismic anisotropy indicates an ordered medium, thought to be the a direct indicator of
past deformation due to stress and strain leaving a signature on the deformed material
(Savage (1999); Ribe (1992)). In the mantle, deformation can cause lattice-preferred
orientation of single crystals in material (Mainprice and Silver (1993); Mainprice et al.
(2000); Nicolas and Christensen (1987)). The alignment of minerals is the main source
of anisotropy in the lower crust and the mantle of the earth. Within the upper crust,
anisotropy is more likely to be caused by layered material (Backus 1962) or aligned
cracks (Kendall 1994) and inclusions of material within a medium (Karki et al. (2001);
Crampin (1994); Crampin (1984)). Each of the above situations will cause a seismic
wave to travel faster in one direction than another.
The link between upper mantle anisotropy and mantle tectonics is predominantly
thought to be the preferred alignment of olivine crystals due to creep (Ribe 1992).
Most minerals are naturally anisotropic; however combining several minerals into a rock
creates a generally isotropic medium, unless deformed. Olivine is the most dominant
mineral in the upper mantle, and is highly susceptible to anisotropy (e.g. Verma
(1960)). In numerous investigations, the relationship between deformation and the
lattice-preffered orientation of olivine crystals has been studied (e.g. Hess (1964);
Gueguen and Poirier (1980); Kern (1993); Mainprice and Nicolas (1989); Isma¨ıl and
Mainprice (1998)). It is thought that during deformation (under finite strain) the fast
axes of olivine aligns with the longest axes of the strain ellipsoid (Ribe 1992), leading
to lattice-preferred orientation (LPO). This will then result in waves travelling faster
along the axes of maximum strain, than waves travelling in any other direction.
The main cause for anisotropy in the crust is the presence and formation of cracks
and inclusions due to stress (Kendall 1994). Inclusions and cracks align perpendicu-
lar to minimum compressive stress orientation, as those perpendicular to maximum
compressive stress close (Crampin 1994) (fig 5.1). Fast polarisation is parallel to the
cracks and therefore parallel to maximum compressive stress ((Crampin 1984); (1994)).
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Unstressed material Stressed material
Figure 5.1 In an isotropic material, cracks and inclusions are generally randomly orientated. How-
ever when that material under goes stress, the cracks roughly aligned with the maximum stress close,
while those parallel remain open.
The anisotropy strength depends on the velocity contrast between the cracks and the
main medium.
5.2 Measuring Seismic Anisotropy
5.2.1 Shear wave splitting method
When an S wave enters in an anisotropic medium, it is split into two distinct waves:
a fast wave (S1), polarised in the fast direction which depends both on the medium
and the direction of propagation, and a slow wave (S2), polarised perpendicular to S1
(fig 5.2). The shear wave splitting can be characterised by the two parameters δt,
the delay time between the S1 and S2, and φ, the direction of polarisation of the fast
component. The parameters φ and δt can be related, respectively, to the direction of
main stress (or strain) of the anisotropic medium and to the length of the anisotropic
path as well as to the strength of anisotropy.
Measurements of upper mantle anisotropy from SKS splitting have been published
for regions all around the globe where 3-component seismograms are deployed (e.g.
Silver (1996); Savage (1999), and references therein).
To study mantle anisotropy, core-refracted phases such as SKS, SKKS or PKS are
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Figure 5.2 An initially polarized shear wave splits into a fast and slow wave as it propagates through
an anisotropic medium.
usually used. Their steep incident angle provide good lateral resolution, but not good
depth resolution. They respond to anisotropic media anywhere between the outer core
and the recording station. Additional information is needed to constrain the exact
location of the anisotropy.
5.2.2 Estimating Pn anisotropy
Observation of Pn anisotropy is becoming a more common practice in Pn tomography
studies around the World, e.g Smith and Ekstro¨m (1999); Hearn and Ni (1994), Hearn
(1996), Hearn (1999); Pei et al. (2007);.
With P-waves, ansiotropy is evident by different speeds depending on the propaga-
tion direction of the wave, with the fastest direction aligned with the axis of maximum
extension in the mantle (Ribe 1992).
Pn anisotropy is generally measured as a percentage difference between maximum
and minimum observed P-velocity (Ribe 1992), dependent on the azimuth of the ar-
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riving wave.
|APn| = (Vmax − Vmin)
Vav
(5.1)
where Vmax and Vmin are the maximum and minimum seismic velocities, respec-
tively, and Vav is the average seismic velocity over the region.
In order to determine the azimuthal dependence of the anisotropic medium, a
slightly more complex calculation is needed, based on the perturbation theory (Smith
and Ekstro¨m 1999). The angular dependence of the P-wave velocity has been shown
to exhibit a 2θ variation (Hearn 1996) (fig 2.2), and the effect on slowness S(θ) can
be estimated through
S(θ) = So + A cos(2θ) +B sin(2θ) (5.2)
where So is the average slowness of the region, and A and B are spatially corre-
lated variables with covariances calculated through path integrals between stations and
earthquakes, and θ is the back azimuth. The magnitude of anisotropy can be calculated
by:
APn =
√
A2 +B2
So
(5.3)
And the direction of fastest / or slowest propagation is given by:
φ =
1
2
arctan
B
A
(5.4)
5.2.3 Pn vs SKS Anisotropy
Lab experiments by Christensen (1966) show that for an olivine rich rock, maximum
S-wave anisotropy of 8.11 % and a maximum P-wave anisotropy of 8.5 % are detected.
SKS propagates at near vertical incidence, while Pn propagates subhorizontally.
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Studies of velocities of waves propagating through olivine as a function of direction
show that for transverse anisotropy the SKS fast direction is the same as the direction of
fastest P wave propagation (Christensen 1984). Hence SKS anisotropy orientation can
be compared to that of Pn. However, unlike Pn data, which measures the anisotropy
within the uppermost layer of the mantle, SKS data measures the vertically integrated
anisotropy throughout the mantle.
By combining observations of S-wave and P-wave anisotropies, information about
the location of the anisotropic medium can be deduced.
5.2.4 Estimating station term Anisotropy
The focus of this project is primarily the uppermost mantle beneath the North Island.
However, using P-wave arrival times requires the effect of crustal inhomogenieties to
be taken into account. The anisotropy of the crust, i.e. aligned cracks or inclusions,
cannot directly be determined; however the effect of directionally dependent fast ray
propagation can. Figure 2.3 illustrates that rays travelling to a station through the
crust could travel through a region of faster crustal material (fig 2.3a) or a region of
thinner crust (fig 2.3b).
The effect of a sloping Moho boundary and first order crustal inhomogeniety be-
neath each station is approximated with a station term anisotropy, and is modelled as
an azimuthally dependent signal term (EQ 5.5). The crustal anisotropy due to aligned
cracks and inclusions, will be dependent on 2θ, the effect of which is included in the
estimation of station term anisotropy (C(θ)), but can not be independently solved for.
C(θ) = α sin θ + β cos θ + γ (5.5)
where θ is a column vector of the azimuth with which the ray approaches the station,
α and β are parameters dependent on the time at various azimuths and γ is the
average time delay beneath an individual station. α, β, and γ are correlated through a
covariance function and then differenced for each ray at each station (see appendix F).
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Figure 5.3 Estimations of crustal inhomogeneities, arrows indicate direction of fastest approach.
The resulting estimates of crustal inhomogeneities, which includes the effect of
crustal anisotropy are shown in figure 5.3 (and table F.1; Appendix F). There does
not appear to be a consistent fast direction over the Island, although the CVR does
seem to show a fairly consistent north-west fast direction. It is important to note that
most of the stations do not receive rays from a wide variety of azimuths, the majority
arriving from the south or east. There are a few originating in the Bay of Plenty to
the North, but none arriving from the west or northwestern regions. The incomplete
range of arrival azimuths may result in biasing the direction of fastest arrivals.
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1.5 s
CVR
Figure 5.4 Observed SKS splitting measurements beneath the North Island, from Greve and Savage,
2006. Blue region represents regions of 2-3 s delay times, Pink represents high delay region of up to
4.5 s, and the green region represents the area where no apparent anisotropy is seen.
5.3 Anisotropy beneath the North Island
5.3.1 Anisotropy estimates from SKS splitting beneath the North Island
Recent studies by Greve (2008), Morley et al. (2006), and Audoine et al. (2004) show
strong lateral anisotropic changes across the central North Island, identified by shear-
wave splitting measurements. The observations divide the central North Island into
three distinct anisotropic regions (fig 5.4).
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(1) The forearc region of the subduction zone in the east, with shear-wave splitting
times between 2-3 s for teleseismic rays (?), resulting in a trench parallel fast polari-
sation. From local shear-waves (Morley et al. 2006) splitting delay times of 0.3 s are
observed in this region.
(2) The back-arc spreading region of the Central Volcanic Region, with anomalously
high delay times of up to 4.5 s for teleseismic rays (?), with trench parallel fast po-
larisation. From local shear-waves, trench-normal fast directions are observed (Morley
et al. 2006) with an average delay of 0.35 s.
(3) The western North Island (far back-arc region of the subduction zone system),
where no apparent anisotropy is measured (?).
These regions of observed differences in anisotropy correlate well with changes in
attenuation (Salmon et al. 2005), velocity (Haines 1979), gravity and heat flow (Stern
et al. 2006). These changes are attributed mainly to the influence of the hot, melt -
and volatile-rich mantle wedge under the CVR and small-scale convection processes
or vertical flow under the western North Island. The western boundary of the CVR
marks a change between high anisotropy in the mantle wedge to apparent isotropy
under western North Island (?). Trench-parallel subslab mantle flow contributes about
2-3 s of delay time, observed in the forearc region and the CVR.
5.3.2 Pn anisotropy results
Our modelling algorithm estimates a Pn anisotropy percentage over the North Island
and plotted every 50 km (see chapter 2). The results (fig 5.5) show a fairly consistent
trench parallel fast direction over the majority of the eastern and central North Island.
The exception is the western region, where apparent nulls or insignificant anisotropy are
observed. These results are in general agreement with SKS splitting direction observed
by ?. The magnitude of anisotropy differs in the various regions. The maximum
anisotropy detected is 9.8 % in the forearc region. However we find that the magnitude
of anisotropy is dependent on the range of accepted input values.
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The maximum anisotropy bound was set to 10 % in the results shown in figure 5.5,
based on the observation of anisotropy for P- and S- waves to be similar for Olivine
(Christensen 1966), and a maximum of 10 % observed by Audoine et al. (2004) for S-
wave anisotropy in the North Island. It is important to note that the maximum bound
is not a rigid constraint, but rather a probabilistic one. This means that if there is
sufficient evidence in the data to show that there is an anisotropy of 15 %, the software
would allow an anisotropy of 15 %.
It is interesting to note that if the maximum mantle anisotropy is restricted to 5 %,
the direction of ansiotropy remains consistent, but resolves the maximum anisotropy to
5.1 %. If we allow the maximum anisotropy to be 20 % the model resolves its maximum
anisotropy to be 19%, with its direction remaining consistent. This suggests that the
model is unable to constrain the magnitude of the anisotropy very well, however, the
ray-path coverage is sufficient to resolve the direction of fast orientation.
5.4 Resolution of estimated Pn anisotropy
There will always be a trade off between Pn velocity anomalies and anisotropic effects
when modelling the uppermost mantle. Figure 5.6 shows the resolution / tradeoff be-
tween a known anisotropic structure (fig 5.6 left column) and upper mantle velocities.
It can be seen that with the resolution available from the ray-path coverage, the major-
ity of both the amplitude and direction of anisotropy is resolved. Small perturbations
are caused in the upper mantle velocity structure (fig 5.6 right column), resulting in
a maximum of 0.1 km/s velocity variation over the regions of good resolution. The
direction and magnitude of anisotropy are mostly consistent within the region of good
resolution, but the direction does tend to turn at the limits of resolution (fig 5.6 shaded
region)
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Figure 5.5 Pn anisotropy beneath the Central North Island, based on a maximum allowed anisotropy
of 10%, and a maximum velocity variation between 7.1 - 9.0 km/s. The Pn anisotropy shows relative
anisotropy though the values are not constrained. The region with no shading is resolved to ± 0.1
km/s; first degree of shading represents ± 0.2 km/s; second degree of shading represents ± 0.3 km/s;
and the darkest shade represents uncertainties of greater than ± 0.4 km/s.
5.4.1 The Western North Island
The observations of null measurements in the west presents an interesting puzzle.
Results of Pn velocities indicate that this is a region of relatively low shear modulus,
compared to the global average (Christensen and Mooney 1995), suggesting that the
region is susceptible to strain deformation. Reconstruction of New Zealand tectonic
deformation (King 2000) (fig 1.4), shows that the western North Island underwent
50–100 km of shortening during the Miocene. If anisotropy is a direct indicator of past
deformation history (Ribe 1992), then why do we not detect any in this region?
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Figure 5.6 Resolution of Pn anisotropy observations. Left column input synthetic anisotropy fast
direction, magnitude 10%, Right column resolution of modelling algorithm MAR for strong anisotropy.
(a) synthetic N-S fast direction anisotropy. (b) synthetic E-W fast direction anisotropy (c) synthetic
NE-SW fast direction anisotropy (trench parallel for the North Island). Regions of velocities varying
from 8.0 km/s, indicate regions of velocity / anisotropy tradeoff. Note they are mostly in regions of
less resolution, based on ray coverage. In regions of good resolution, anisotropy is resolved well in
both magnitude and direction. Shading shows the limit of good resolution.
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Figure 5.7 Summary of anisotropy beneath the North Island, from SKS splitting measurements (?;
Morley et al. (2006); Audoine et al. (2000); Duclos (2005)) and Pn anisotropy estimates (modelled
here). Shaded region represents the region where no significant anisotropy is measured (wester North
Island). insert Summary of anisotropy beneath New Zealand.
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One possible explanation proposed by Reyners et al. (2006) is the presence of a
well-developed return flow within the mantle wedge. This would result in a vertical
anisotropy, which would not be detected with SKS splitting. However, Pn observations
would detect a horizontal flow along the lid. Our results do not find any significant
anisotropy in this region.
Another explanation is proposed by Stern et al. (2006), and discussed in more detail
in section 7.3.
5.5 Summary
The Modelling Algorithm (MAR) has difficulty determining the magnitude of Pn
anisotropy which is strongly dependent on the maximum that is set. The ratio of
anisotropy magnitudes across the island remain consistent, despite maximum input
allowance. The direction in which the rays travel fastest is consistent and in agreement
with previously observed anisotropy in the region. The crustal anisotropy cannot be
separated from the effects of variations in Moho depth and slope.
Observations of Pn anisotropy across the North Island are in general agreement with
previous anisotropy studies (fig 5.7), primarily showing trench parallel fast direction
over the eastern and central regions, and isotropic uppermantle beneath the western
North Island. These observations suggest that:
(1) The subducting slab, in the east, consists of anisotropic material, which has stronger
anisotropy than other material beneath the North Island in the uppermost mantle;
(2) the majority of anisotropy detected by SKS splitting measurements is beneath
the depth of penetration of Pn anisotropy measurements, but consistent in direction,
suggesting the detected anisotropy is due to mantle flow within the wedge;
(3) Null measurements in the west suggest the presence of a new mantle with no
remanent strain history.
CHAPTER 6
DEPTH MODELLING
6.1 Central Low Velocity Zone
The Central Volcanic Region has the lowest measured Pn velocity, ≤ 7.4 ± 0.1 km/s,
seen around the world. Other back-arc regions generally have mantle velocities between
7.5 km/s and 7.8 km/s (e.g Iwasaki (1990), Ribe (1989)). The region of 7.3 - 7.5 km/s
beneath the central North Island has sparked debate over whether this material is of
crustal (Harrison and White 2006) or mantle origin (Stratford and Stern 2004).
Harrison and White (2006) argue that below the upper crust, there is a layer of
heavily intruded or underplated mafic lower crust with velocities of 6.9 - 7.3 km/s, to
a depth of 30 km. This is underlain by the mantle wedge consisting of velocities from
7.4 - 7.8 km/s to a depth of 100 km.
If there is a crust beneath the CVR at a depth of 30 km, it would mean that
the crust beneath the CVR is thicker than that of the western North Island, which
is inconsistent with rifting and stretching of the back-arc region. Stratford and Stern
(2004, 2006) argue that velocities of 7.3 km/s in the lower crust is unreasonable in a
area of high heat flow and volcanic activity, and that it is more likely to be perturbed
upper mantle containing some partial melt.
This chapter discusses several different approaches to estimate the depth extent of
apparent low velocity zone beneath the CVR.
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6.2 Velocity-Depth gradient
The velocity-depth gradient is estimated from local tomography studies of the North
Island. Reyners et al. (2006) detected a change in velocity of 0.2 km/s over a depth
of 20 km in the central North Island, suggesting a gradient of 0.01km/s/km. Stratford
and Stern (2004) showed a change in velocity of 0.1 km/s at a depth of 15 km beneath
the Central Volcanic Region, indicating a gradient of approximately 0.006 km/s/km.
We therefore test velocity-depth gradients between 0.005 km/s/km and 0.01 km/s/km
to estimate the depth extent of the low velocity zone (LVZ).
6.3 Depth extent estimation
In the MAR algorithm (see Appendix E), ray-paths are modelled as head-waves, where
in reality they are most likely to be turning rays (fig 6.1). A head-wave is one that
reaches a boundary at the critical angle (dependent on the velocity contrast between
layers), and travels immediately below the interface and is refracted back to the surface
at the same angle (θc). In the next sections we attemp to determine the depth to which
these turning rays reach.
Head wave
Turning Rays
θc θcθcθc
V1< V2
V1
V2
Velocity gradient vg
Figure 6.1 Schematic of refracted ray paths. Most refracted arrivals, traverse a region with a
vertically varying velocity gradient, causing them to be turning rays.
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6.4 Previous Estimates of depth extent of the central Low
Velocity Zone
6.4.1 Depth estimation from Haines (1979) Data
Haines (1979) reported a velocity of 7.4 km/s beneath the central North Island on
the basis of earthquake travel times between pairs of stations. Offsets for crustal
earthquakes along the central Low Velocity Zone (LVZ) from seismograph stations
were up to 750 km. If this ray detected the 7.4 km/s layer, it would require that
the low velocity layer extends to a depth of at least 80 km (fig 6.2 (Stratford and
Stern 2004)).
6.4.2 Depths estimation from Reyners et al (2006) Tomography
From the dense CNIPSE array deployed in 2001, Reyners et al. (2006) inverted arrival
times of earthquakes and shots for both hypercentre locations and 3D Vp and Vp/Vs
structure beneath the central North Island. Their results show the presence of a 7.4
km/s velocity region from 32 km depth beneath the CVR to a maximum depth of 65
km immediately west of the Taupo caldera (fig 6.3). This region is interpreted to be
due to a significant volume of partial melt, produced by the reaction of fluid released
by the dehydrating subducted Pacific Plate into the convecting mantle wedge.
In Reyners et al. (2006) the 7.4 km/s region is not apparent at depths less than 32
km, as has been detected by others (Stratford and Stern (2004, 2006); and Harrison
and White (2006)). This is most likely due to weakly constrained crustal structure and
sparse grid node spacing.
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Figure 6.2 Adapted from Stratford 2004.
6.5 Depth estimation process
6.5.1 Event offset and station separation
Travel times have been modelled (Chapter 4), in this study, assuming that the Pn waves
have been traveling as true head-waves, where in reality they will be refracted into the
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Figure 6.3 Depth slices from Reyners et al (2006) tomography. Colour scale has been adapted to
correspond with the colour scale used in the MAR algorithm. (a) is a 2D cross-section of Vp across
the central region of the North Island. Profile line is marked on (b)-(f) by the thick solid black line.
(b) - (f) are depth slices of the 3D tomograpy at depths of 25 km, 32 km, 40 km, 50 km and 65 km,
respectively.
mantle lid and travel at a depth dependent on their origin offset. Estimates based on
the standard New Zealand velocity model (table 3.3) (Maunder 2001), suggest that for
offsets of ca. 300 km from the furthest station, rays reach depths of approximately
40 km beneath the surface. As a first approach, the observations were split into two
groups, those station pair observations with event offsets greater than 300 km for both
stations and those with event offsets of less than 300 km. Both groups consisted of
approximately 1200 observations, providing similar resolution within the LVZ.
Figure 6.4 shows the results from these subgroups. The first thing to notice is that
the region of 7.4 km/s is apparent in (b), which suggests that this region extends to
depths greater than 40 km. This reinforces the Stratford and Stern (2004) interpre-
tation of this zone being mantle, as the normal crust is a maximum of 35 km thick
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Figure 6.4 Inferred depth slices representing wave speeds above and below 40 km depth. (a) Shows
mantle velocities created from events between 50 – 300 km offset from nearsest station, assumed to
penetrate no deeper than 40 km depth. (b)Shows mantle velocities from event at offsets greater
than 300 km from the nearest station, inferred to penetrate at depths greater than 40 km. Black
shading represents uncertainty associated with accuracy of the model.The region with no shading is
resolved to ± 0.2 km/s; first degree of shading represents ± 0.3 km/s; and the darkest shade represents
uncertainties of greater than ± 0.4 km/s.
in all models of the central North Island. The event with greatest offset in this data
set is 600 km, suggesting a maximum depth being sampled of 70 km, using the same
depth estimation method as used on Haines (1979) data by Stratford and Stern (2004)
(discussed above).
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6.5.2 Circular ray-path estimation
Another method commonly used to estimate depth penetration is by assuming a 2
layer model. In this case, a crust of constant velocity and thickness overlying an upper
mantle with a linearly varying velocity is used. This will result in straight raypaths
in the crustal layer, and circular bending rays in the mantle. A constant crust, of
velocity 6.0 km/s and thickness 22 km, is assumed to realistically represent the velocity
structure beneath the CVR (Stratford and Stern 2004). It was found that with realistic
mantle velocity gradients (0.005 - 0.01 km/s/km) and an uppermost mantle velocity
of between 7.4 – 8.0 km/s, a ray will not penetrate to depths greater than 80 km for
the event offsets within the dataset (fig 6.5) (seeAppendix G, for details). This would
result in a maximum time difference of 0.2 s between stations pairs.
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Figure 6.5 Test of velocity gradient on depth penetration of rays transversing layer with upper most
Pn-velocity of 7.4 km/s
6.5.3 MacrayTM modelling of LVZ
Forward modelling ray-tracing was carried out for a 2D NE-SW profile line along the
axis of the central LVZ (fig 6.6) using the MacrayTM software of Luetgert (1988).
The ray-tracing algorithm for forward modelling is based on zero-order asymptotic ray
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theory developed by Cerveny et al. (1977) for the theoretical response of a laterally
heterogeneous medium.
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Figure 6.6 Low Velocity Zone beneath the central North Island.
Travel time for a refracted ray is calculated by:
T =
r
V2
+
δz
V1 cos(θ)
(6.1)
where T is the total travel time, δz is thickness of the layer, V1 is the velocity in layer
1, V2 is the velocity in layer 2, θ is the incidence angle, and r is the travel path length
in layer 2 (Lay and Wallace 1995). When a vertical gradient exists within a layer, a
turning wave is produced. Travel time for a turning ray is calculated by:
δT (ab) =
1
Vg
ln
sin(θb)(1 + cos(θb))
sin(θa)(1 + cos(θa))
(6.2)
where Vg is the velocity gradient and θa and θb are the ray inclinations to the vertical
at depths a and b in the layer (Lay and Wallace 1995).
Coordinates of 26 events and 18 stations within the central LVZ were projected
onto a 2D profile line (fig 6.7) parallel to the axis of the observed low velocity region.
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The initial 2D model was based on velocity-depth profiles estimated from the results
of tomographic modelling in the northern South Island (Eberhart-Phillips et al. 2005),
and central and southern North Island (Reyners et al. 2006). The 2D profile consists
of 6 layers, with average velocities of 5.2 km/s for the uppermost crust, underlain by a
layer of average 5.6 km/s, and a lower crustal layer of 6.4 km/s. The low velocity layer
of interest consists of velocities ranging from 7.3 km/s to 7.5 km/s at the base, with
an average of 7.4 km/s and a vertical velocity gradient ranging from 0.003 – 0.01 s−1.
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Figure 6.7 2D depth profile of the Low Velocity Zone of the CVR observed in fig 6.6. Profiles (i)
- (vi) are initial velocity profiles estimated from previous tomography. ( (i) & (ii) (Eberhart-Phillips
et al. 2005); (iii), (iv), (v) & (vi) (Reyners et al. 2006))
The resultant rays from earthquakes do not reach depths greater than 60 km, so
we are unable to say if the LVZ layer extends deeper than this from the available data.
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MAR inversion of MacrayTM traveltimes
Travel time differences, event locations and station positions projected on to the profile
line (fig 6.8) were run through the MAR algorithm. The resultant mantle surface (fig
6.9) shows an average mantle velocity along the line of 7.4 km/s increasing to 7.5 km/s
towards the southern end of the profile.
The results show that the MAR algorithm can successfully extract the mantle ve-
locity from a known input. The agreement in the results from MacRay traveltimes
(fig 6.9) and the observed traveltimes (see insert, fig 6.9), show that the 2D model
accurately represents the structure of the LVZ.
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Figure 6.8 Figure of events and stations aligned within the Low Velocity Zone, used to estimate
the depth to which this zone reaches (fig 6.6). (a) shows events and stations true position within the
LVZ, where (b) shows the projected locations of events and stations along the 2D profile line used for
depth modelling
6.6 Summary
Each of the above depth estimation techniques and data (summarized in table 6.1),
indicate that this low velocity material beneath the central North Island extends to
depths greater than 40 km, reaching a maximum depth of ca. 65 – 80 km. This suggests
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Figure 6.9 Resultant model from MAR, of observations calculated from differencing MacRayTM
travel times along the central LVZ profile line. Insert shows the results from the complete dataset
within the region of resolution of the profile line.
that the low velocity material extends well into the mantle lithosphere and therefore
is likely to be of mantle origin.
Table 6.1
Summary of depth estimates for LVZ discussed in this chapter
Model Estimate Depth estimate
Haines Data ≤ 80 km
Reyners et al (2006) ≤ 65 km
Event and station separation 40 km ≤ D ≤ 70 km
Constant mantle Vg ≤ 75 km
2D profile line ≤ 60 km
This LVZ exhibits velocity that are on average 10% lower than the global norm
for mantle material. Laboratory studies by Hammond and Humphreys (2000) suggest
that melt inclusions can produce a decrease in Pn velocities of 10% with just 2% of
partial melt present. Another explanation for low mantle velocities near subduction
zones, is the presence of water generated by the dehydration of the subducted slab
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(Peacock 1990).
Further discussion of the effect of temperature, melt and water on the reduction of
Pn velocities is discussed in the next chapter (Chapter 7 : Uppermost mantle structure
beneath the central North Island)
CHAPTER 7
DISCUSSION OF MANTLE STRUCTURE BENEATH THE
NORTH ISLAND
7.1 Summary of observations
Our results (fig 4.5, fig 5.5) show that the Pn velocity in the uppermost mantle
beneath the North Island varies from velocities of less than 7.4 ± 0.1 km/s in the
centre to velocities as high as 8.5 ± 0.2 km/s in the east, with an overall average of
8.0 km/s. Anisotropy estimations show a consistent trench parallel fast direction over
most of the North Island, with the exception of the western region.
The North Island can be split into four distinct regions, based on the characteristic
of Pn velocity and Pn anisotropy observations (fig 4.7).
(1) the western North Island
(2) the Taranaki Region
(3) the Central Volcanic Region (CVR)
(4) the eastern North Island.
Table 7.1
Summary of Pn results
Region PnVelocity Anisotropy
western NI 7.9 ←→ 8.2 null
Taranaki 7.5± 0.1 NS (uncertain)
CVR 7.4± 0.1 NNE-SSW (trench − parallel)
eastern NI 8.1 ←→ 8.5 NNE-SSW (trench − parallel)
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7.1.1 Western North Island
Pn-velocities of between 7.9 ± 0.1 – 8.2 ± 0.2 km/s are seen west of the CVR. These
velocities are indicative of slow-to-normal mantle velocities.
This region is not well resolved with the available raypath coverage, however, null
or insignificant anisotropic measurements are apparent.
7.1.2 Taranaki Volcanic Region
Velocities in the neighbourhood of Taranaki are determined to be≤ 7.5± 0.1 km/s from
the MAR algorithm, in agreement with other local seismic velocity surveys (Sherburn
and White (2005); (2006)).
Pn anisotropy in this region is not well constrained, with only a slight indication
of a north-south fast direction. SKS splitting measurements across the TRL (Savage
et al. 2007) show no overall consistency of fast anisotropic direction.
7.1.3 Central Volcanic Region
The Central Volcanic Region has the lowest measured mantle velocity, ≤ 7.4 ± 0.1
km/s, which extends to depths of at least 65 km (see chapter 6).
Pn anisotropy measurements in this region show a trench parallel fast direction,
suggesting the flow of water-enriched mantle or partial melt is perpendicular to the
spreading direction of the back-arc extension (Reyners et al. 2006).
7.1.4 Eastern North Island
Below the eastern North Island, Pn velocities are greater than 8.1 ± 0.1 km/s reaching
a localised maximum of greater than 8.5 ± 0.2 km/s. These higher velocities can be
attributed to the subducted oceanic plate.
The highest measured value of mantle anisotropy is located beneath the southern
part of the east coast region, which suggests that the anisotropy is most likely to
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be within the subducting plate. This trench parallel fast orientation of anisotropy
is likely due to trench-parallel fossil anisotropy within the subducting plate (Reyners
et al. 2006).These results are also consistent with SKS splitting measurements (?).
7.1.5 North Island crustal observations
Crustal delay terms are estimated as consistent time errors unique to each station.
The resulting relative delay times are shown in figure 4.8. Four different crustal types
can be seen. In the eastern North Island (3) we see late arrivals (+0.4 ←→ +1.2 s),
whereas those in the western North Island (1) are seen to be relatively early (-1.0←→
+0.4 s), consistent with thicker crust in the east than in the west. The station terms
estimated for the CVR (2) show some variability (-0.7 ←→ + 0.7 s), but are mostly
small oscillations about the mean crustal time delay. Station delays to the south (4)
are not well resolved, and are generally smoothed to about zero (-0.2 ←→ +0.4 s).
Estimations of station delay times are generally in agreement with crustal velocity
profiles calculated from local seismic experiments (fig 1.7). Maximum station pair
crustal differences (fig 4.8) are estimated as 1.3 s from the modelling algorithm, and if
calculated from the velocity profile in figure 1.7 the maximum difference between the
eastern profile and western profile is 1.4 s. These results suggest thinner / higher Vp
crust in the west, a thicker / lower Vp crust in the east, while in the CVR there are
very small time delays, indicating a slow crustal Vp, in a thin crust.
7.2 Tectonic Implications from Pn wave speeds
The velocity of a mantle seismic wave is dependent on the pressure, temperature,
melt fraction and water content of the region through which it propagates. Thus, by
modelling the seismic velocity structure of a region, insight into the temperature, melt
and water content can be obtained.
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7.2.1 Effect on mantle velocities of temperature, melt fraction and water
content
Direct measurements of temperature is limited to the upper few kilometres of the
Earth’s crust. Estimates of temperatures at greater depths require indirect methods,
such as surface heat flow and radiogenic heat production (e.g. Clauser and Huenges
(1995)), mantle seismic velocity from refraction and tomography studies (e.g. Black
and Braile (1982)) and thermobarometry studies of mantle xenoliths (e.g. Harder and
Russell (2006)). Typical temperature ranges of the mantle lid range from 500◦C to
900◦C (Turcotte and Schubert (2002); Peacock (2003)). Studies of back-arc regions
(Currie and Hyndman 2006) suggest a much higher range for the upper most mantle,
800− 1400◦C.
Estimates of temperature and partial melt effects on seismic velocity in the mantle
have largely been made in laboratory studies (Sato et al. (1989); Isaak (1992); Anderson
et al. (1992)). For dry olivine, a velocity – temperature gradient of -0.5 m/s/K is
generally accepted (Isaak 1992), although gradients as steep as -2.0 m/s/K have been
estimated by Sato et al. (1989) for olivine beneath its solidus temperature.
These values are not appropriate for a wet subduction zone setting. The release of
water into the upper mantle from the downgoing plate lowers the solidus temperature
for olivine.
For back-arc regions, the relationship between velocity and temperature is shown,
by Weins and Smith (2003), to be:
∂Vp
∂T
≈ −1.0m/s/K
∂Vs
∂T
≈ −0.8m/s/K
(7.1)
where Vp is the P-wave speed, Vs is the S-wave speed, and T is the temperature.
Partial melt (Φ) also has a reducing effect on Pn and Sn velocities. Based on lab-
oratory studies of melt inclusions (Hammond and Humphreys 2000), velocity - partial
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melt gradients are:
1
V p
∂Vp
∂Φ
≈ −3.6%
1
V s
∂Vs
∂Φ
≈ −7.9%
(7.2)
where Φ is the percent partial melt. The relationship between seismic velocity and
melt fraction shows that S-waves are affected at twice the rate of P-waves, and are
therefore a better indicator for the presences of melt.
Combining equations 7.1 and 7.2, the melt and temperature effects on velocity,
ignoring the effect of water, can be estimated as follows.
δV =
∂V
∂T
δT +
∂V
∂φ
δφ (7.3)
Figure 7.1 shows the relationship between melt fraction and temperature for a
given Vp and Vs. It is evident that the S-wave is reduced more quickly than the
P-velocity as the melt fraction increases.
If we examine the case of the Central Volcanic Region of the North Island, where
Pn velocities of 7.3 ± 0.1 km/s are observed, and assume a Sn velocity of 3.95 km/s
(observed by Haines (1979)), then temperature range of 600 − 1150◦C and a melt
fraction between 0.009 - 0.022 can be inferred (fig 7.2). However, it must be noted
that small errors in velocities can result in large uncertainties in temperature and melt
fraction estimates.
Previous studies into the upper mantle characteristics by Stratford (2006) infer a
temperature range of between 700− 900◦C at approximately 25 km depth beneath the
CVR. In chapter 6, the depth extent of the low velocity region beneath the CVR was
estimated to range to a depth of between 65 and 80 km. It is therefore likely that the
temperature range sampled is between 700− 1100◦C.
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Figure 7.1 Upper: The relationship between temperature, melt and P-velocity. A reference velocity
of 8.1 km/s is assumed. Lower: The relationship between temperature, melt and S-velocity. A
reference velocity of 4.7 km/s is assumed.
Recent studies have turned to attenuation to understand the wet mantle in back-arc
regions (Weins and Smith 2003). High attenuation seen below the Central Volcanic
Region ( 1000/Qp = 5.0) is consistent with a hydrated mantle wedge at temperatures
just above the solidus (Salmon 2007). At 30 km depth this equates to a temperature
of about 1000◦C (Salmon 2007) and is indicative of 2 % melt.
Effects of water
Karato (2003) looks at the effects of water on seismic wave velocities in the upper
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Figure 7.2 Temperature Range (between stars) in the upper mantle beneath the CVR can be
estimated from the Velocity observations. Pn velocity of 7.3 ± 0.1 km/s (black lines) and a Sn
velocity (coloured lines) of 3.95 km/s Haines (1979) result in a temperature range of 600− 1150◦C in
the uppermost mantle
mantle. When water is dissolved in silicates, some chemical bonds will be replaced
with weaker bonds such as H-O. Seismic wave velocity (V ) is related to the bond
strength and, hence, elasticity (elastic constant, c) through:
V =
√
c
ρ
(7.4)
where ρ is the density of the material. Both density and elastic constant will be
reduced by the incorporation of water. Karato and Jung (1998) calculate the relation-
ship between seismic velocity and the change in bond strength from the introduction
of water to be:
∂V
V
= −A∂ψ (7.5)
where ∂ψ is the volume fraction of water, and A is a constant which depends on the
mechanism of softening and the elastic constants (estimated to be 0.54 for P-waves,
and 0.49 for S-waves for the upper mantle) (Karato and Jung 1998).
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Figure 7.3 Relationship between, temperature, melt and water for the observed Vp of 7.3 km/s in
the Central Volcanic Region
Including the effect of bond-weakening by the introduction of water from the sub-
ducted slab in EQ 7.3, the change in mantle velocity can be estimated by,
δV =
∂V
∂T
δT +
∂V
∂φ
δφ− A∂ψV (7.6)
A maximum volume fraction of water can be estimated by the change in velocity
due to the introduction of water alone, i.e. no temperature or melt content increase.
δVmax = −A∂ψV (7.7)
The maximum volume fraction of water will not exceed 0.2 %, using the Karato
and Jung (1998) estimates for A, and a minimum Vp of 7.3 km/s. δVmax is -800 for a
normal mantle velocity of 8.1 km/s that is assumed for the uppermost mantle region.
Figure 7.3, shows the minimum and maximum ranges for temperature ( 700 −
1100◦C), melt fraction (0.004 - 0.021) and volume water fraction (0 - 0.02%). The
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exact relationship between water content and melt fraction is needed to refine these
values. Unfortuntely, there is little known about the effect of water on melt fraction at
these temperatures for uppermost mantle depths and pressures.
7.3 Regional discussion
The North Island of New Zealand offers a unique opportunity to study plate boundary
deformation processes, due to its location on a continental mass above the boundary.
The North Island provides one of the few places on Earth where a spreading back-
arc region is located on land (Hatherton 1970). The mantle velocities seen here are
generally lower than elsewhere in similar tectonic settings. Observations of Pn velocities
beneath other back-arcs generally range from 7.8 km/s - 8.2 km/s (Currie and Hyndman
2006), whereas in the CVR Pn velocities of 7.4 or less are being observed at the Moho.
It is therefore difficult to compare with other regions around the globe.
The presence of Hikurangi Plateau off the east coast of the North Island, may
influence the amount of water within the mantle wedge or the angle or rate of the
subducting plate. The benefit of modelling one aspect of the subduction regime, is that
it generally provides constraints or information for kinematic models of the system as
a whole
Below we discuss the four regions observed beneath the North Island and what
could be inferred from their characteristics.
7.3.1 Western North Island
The results of modelling the uppermost mantle P- velocity and anisotropy in the North
Island presents an interesting conundrum when looking at the western region, north of
the Taranaki-Ruapehu line. The Pn wave speeds in this region suggest that the upper
mantle has a lower shear modulus than the global average (Christensen and Mooney
1995) and is, therefore, susceptible to strain deformation. According to the tectonic
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reconstruction of New Zealand (King 2000), the western North Island underwent 50
- 100 km of shortening during the Miocene. If anisotropy is a direct indicator of
deformation history (Ribe 1992), then why do we not detect any in this region?
An explanation proposed by Stern et al. (2006) is that we are observing a relatively
young mantle (≤ 5 Ma) that hasn’t had time to take up the signature of deformation.
Rayleigh-Taylor instabilities
The suggestion of a Rayleigh-Taylor instability beneath the western North Island (Stern
et al. 2006) provides a possible explanation for observations of low mantle velocities,
and the absence of anisotropy in the western North Island, as well as providing an ex-
planation for abrupt changes in attenuation, crustal thickness and electrical resistivity
seen across the Taranaki-Ruapehu-Line (Salmon 2007).
A Rayleigh-Taylor instability (fig 7.4) occurs any time a dense heavy fluid is be-
ing accelerated into a light fluid (Rayleigh 1883). In terms of mantle tectonics, the
lithospheric mantle acts as the dense, heavy layer intruding into a warmer astheno-
spheric mantle. The process involves an initial uniform thickening of the lithosphere,
which was seen in the North Island approximately 25-5 Ma (King 2000). With time
the thickened mantle lid may become heavy and unstable, developing viscous proper-
ties and eventually a blob will develop, dropping off after time. After detachment of
the instability, warm asthenosphere fills the ensuing gap, causing rapid uplift of the
Earth’s surface (Stern et al. 2006). In the western North Island peripheral extension of
the crust was seen between 10-5 Ma in the Taranaki Basin (King and Thrasher 1992).
Uplift occurred approximately 5 Ma, coinciding with the onset of volcanism (Stern
et al. 2006).
The weakened lithosphere would cause the destruction of the original mantle strain
record, resulting in little or no detectable anisotropy in the newly formed mantle, as
observed with both Pn and SKS anisotropy measurements.
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Figure 7.4 Cartoon illustrating the three general stages of a developing Rayleigh-Taylor Instability
(adapted from Houseman and Molnar (1997))
7.3.2 Taranaki
Previous studies by Haines (1979) detected Pn velocities of 7.8 km/s in the region of
Mt Taranaki. More recent studies by Sherburn and White (2005), (2006) and Reyners
et al. (2006), detect velocities as low as 7.2 km/s at depths of 35–50 km. The MAR
algorithm estimates velocities of ≤ 7.5, suggesting a temperature anomaly of 300◦C
(Stratford 2006), and 1.4% melt.
Chemically, Mt Taranaki is distinct from the volcanoes of the CVR. Why they are
coeval is a question that has not yet been answered. Mt Taranaki is the active front
of a south-wards migrating low-K andesitic volcanic range, and Mt Ruapehu is the
southern most volcano in the CVR volcanic system. The line connecting these two
volcanoes, the Taranaki-Ruapehu Line (TRL), has been of subject of recent studies
(Salmon (2007); Stern et al. (2006)).
A distinct change in crustal thickness across the TRL, from 25 km in the North
to 32-36 km in the south, is observed over a small horizontal distance (≤ 30km)
(Salmon 2007). Studies of seismic attenuation and magnetic resistivity over this line
have shown that the uppermost mantle is disturbed in this region. It is this that may
be the boundary between the low-velocity zone observed beneath Taranaki and the
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western North Island.
7.3.3 The Central Volcanic Region
The Central Volcanic Region has an extremely low measured upper mantle velocity,
≤ 7.4 ± 0.1 km/s, bordered by rapid changes (over 50 km) to velocities of 8.0 km/s
in both the east and the west. Similar velocities in this region were also detected by
Haines (1979), Stratford and Stern (2004); (2006) and Harrison and White (2006).
Harrison and White (2006) argue that below the upper crust there is a layer of 6.9 –
7.3 km/s of heavily intruded or under-plated mafic lower crust, to a depth of 30 km.
This is underlain by the mantle wedge consisting of velocities from 7.4 – 7.8 km/s to a
depth of 100 km. Stratford and Stern (2004), (2006) argue that velocities of 7.3 km/s
in the lower crust are unreasonable in an area of known high heat flow and volcanic
activity. If the crust in the CVR were 30 km thick, it would be thicker than the crust
in the western North Island, which is inconsistent with subduction zone and rifting
settings.
In Chapter 6, the depth extent of the low-velocity region seen beneath the CVR was
investigated. Numerous approaches show that a region of seismic velocities between
7.3 – 7.5 km/s are seen to depths of at least 65 – 80 km, suggesting that a large region
of upper mantle is altered by heat, melt and water caused by the subduction zone
system.
From the above discussion of temperature, melt fraction and water content, the
observed Pn velocity in the CVR could be caused by temperatures of between 700 −
1100◦C, or a melt presence of 0.4 - 2.1 %, and a maximum water content of 0.02.
Seismic anisotropy from both SKS splitting measurement (?) and Pn estimates
show trench parallel fast directions, suggesting flow of melts in the mantle wedge.
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7.3.4 Eastern North Island
Below the eastern North Island, high velocities of ≥ 8.3 km/s are seen in the upper
mantle. These high velocities have been detected by many, e.g. Smith (1977), Haines
(1979), Reyners et al. (2006), and are attributed to the subducting oceanic plate. It
can be seen (fig 1.9) that the subducting slab is shallow beneath the eastern margin of
the North Island, then starts to dip more steeply towards the western boundary of this
region, beneath the CVR. The tomography of the subducted plate beneath the North
Island, by Reyners et al. (2006) (fig 1.9), shows that the seismic P-velocity within
the slab increases with depth, suggesting the release of water into the overriding plate.
This water is then introduced into the mantle wedge beneath the CVR, resulting in
the observed presence of melt and water within the uppermost mantle.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
8.1 Summary
The principal focus of this thesis was to produce a velocity model of the uppermost
mantle beneath the central North Island, using Pn wave phases. Information obtained
from the modelling procedure has provided insight into uppermost mantle P-wave
velocities, Pn anisotropy and crustal irregularities. This chapter summarises the key
aspects of the modelling algorithm and its output.
8.1.1 Modelling Method
In calculating the uppermost mantle P-wave slowness, the observed data can be parti-
tioned between mean slowness, variations in mantle slowness, the anisotropic effects in
the mantle, and variations in combined crustal velocity and thickness beneath seismic
stations. The key aspects of the modelling algorithm are summarised below.
• Upper mantle Pn velocities can successfully be modelled using the method of
least-squares collocation.
• The main advantage of least-squares over traditional tomographic modelling is
that no tight constraints or psuedo-observations are required.
• The total covariance matrix can be split into the sum of the mantle covariance,
crustal covariance and an observation uncertainty covariance.
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• The mantle covariance function describes the correlation of the slowness between
any two points in the mantle, through the correlation distance, and the expected
deflection of the slowness from the average value.
• The crustal covariance is the correlation between points in the crust. The crustal
covariance can be separated from mantle effects so there is minimal interaction
between mantle and crustal systems. The interaction was tested by assigning
station delay terms of -0.7 s to the western North Island, principally making all
the delay terms constant across the North Island. The model was re-run and
resulted in little variation in the underlying mantle.
• The measurement uncertainty covariance is related to the picking precision.
8.1.2 Principal Mantle observations
The North Island can be split into 4 regions, based on the resulting Pn velocity and
anisotropy estimations.
(1) The western North Island, where Pn velocities range from 7.9 to 8.2 km/s, with
no apparent anisotropy.
(2) The Taranaki Volcanic Region, where Pn velocities of ≤ 7.5 km/s, and insignif-
icant anisotropy with a slight suggestion of N-S fast direction.
(3) The Central Volcanic Region, where Pn velocities of ≤ 7.4 km/s, and trench
parallel fast direction anisotropy. Investigation into the depth to which the low velocity
zone reaches suggest at least 65 - 80 km.
(4) The eastern North Island, where Pn velocities of ≥ 8.1 km/s, and strong trench
parallel fast direction anisotropy, suggest that the cool subducting slab is being tra-
versed.
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8.1.3 Crustal observations
Estimates of crustal delay times beneath each station are estimated through the mod-
elling algorithm, and are in agreement with crustal travel times estimated from seismic
profiles throughout the North Island.
8.2 Conclusions and possible future work
8.2.1 Conclusions
During this study, a new method for modelling Pn wave speeds was developed. This
method utilised least-squares collocation, traditionally used in gravity and GPS sur-
veys, to produce a continuous model of Pn velocity structure. The region of focus was
the uppermost mantle beneath the central North Island of New Zealand. Travel time
data was collect at pairs of stations, roughly in line with earthquake epicentres and
then differenced to removed the dependence on an exact origin time and event location.
This data was then run through the algorithm, where probabilistic bounds were placed
on mantle and crustal characteristics. The resulting model consists to a continuous
surface of mantle velocities and anisotropy, with point estimates of crustal travel time
delays beneath the seismograph stations.
Based on these results, the North Island can be split into 4 main regions based on
the Pn anisotropy and velocity results (fig 5.5). These 4 regions correspond with regions
previously identified in several studies, primarily those of Haines (1979), Reyners et al.
(2006), Stratford (2006) and Greve (2008) (see previous discussion on characteristics).
This suggests that the algorithm developed is a successful alternative to traditional
methods used to model Pn wave speed characteristics.
There are several advantages of this method over traditional 2D tomography. Firstly,
the is no need for detailed knowledge of the velocity profile and nodal interaction that is
required in gridded tomography. Our method relies on the signal within the data to be
segmented into probabilistic bounds of velocity, anisotropy, crustal and error character-
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istics. Secondly, it is relatively quick, processing 11000 observations in a few minutes.
And finally, it is independent of other velocity models used in locating earthquake
epicentre.
8.2.2 Development of modelling algorithm
Having tested the method in the North Island, we are aware that of several key steps
that will improve (and fully test) the algorithm and methods capability. Firstly, the
lack of earthquakes off the west coast has left a void in raypath coverage. It would be
ideal to test this algorithm further is a region of the world with full 360◦ of azimuthal
coverage, such as the the western US. This region has been model previously with 2D
tomography (Hearn 1996), and has been shown to have great ray coverage, resulting
in good resolution of both Pn velocity structure and Pn anisotropy.
It would also be a key advantage to test Sn velocity modelling through this algo-
rithm. This was not fully tested / applied to the North Island of New Zealand, as most
of the Sn signal is attenuated as the wave traverses the island. The behaviour of Sn
wave phase can provide key insight into upper mantle properties and ideally should be
included in the modeling algorithm to obtain a fuller understanding of region
Once the modelling algorithm has been fully tested and the modelling of the Sn
wave phase has been included this method could be used as an alternative to traditional
2D tomographic method in all regions of the world. As each method of modelling has
its own short comings, combining alternative techniques can often results in a more
realistic understanding of mantles properties and dynamic processes. It would therefore
be very interesting to combine Pn and Sn observations from both the North Island and
the South Island to get a velocity map of the greater continental New Zealand region.
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APPENDIX A
DERIVATION OF EQUATIONS
A.1 List of Variables
A.1.1 Seismic tomography
Tij ray travel time between event i and station j
αi travel time in crust at the source
βj travel time in crust at the receiver
δijk travel time of seismic ray between event i and station j in cell k within the mantle
Sk average slowness in cell k
γij correction for velocity depth gradient
A.1.2 Slowness modelling
A furthest station from event epicenter in station pairing
B closest station to event epicenter in station pairing
l vector of observations (travel time differences)
lAB travel time difference between stations A and B
M matrix differencing station arrival time
p vector of parameters
s signal measurement
n noise measurement
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∆ distance between event and station
Sav average mantle slowness
S ′(θ) anisotropic mantle slowness
So azimuthally dependent slowness
αQ travel time in crust at the source
θ path integrals between event and stations
φ crustal delay terms beneath stations
ξmeas measurement uncertainties
E vector of combined errors
Cmeas covariance of measurements
Cmant covariance of mantle slowness
Ccrust covariance of crustal slowness
Ctot sum of measurement, mantle and crustal covariances
Ym amplitude of deflection from average mantle slowness
Yc amplitude of deflection of crustal slowness
x points in the mantle
D correlation distance
A.1.3 Ray Geometry
To event origin time
αo delay time due to crustal neighbourhood about the epicenter
δo distance to Moho piercing point from epicentre
Ti arrival time at station
αi(αA, αB) delay time due to crustal neighbourhood beneath stations
δi distance to Moho piercing point from station
∆i(∆A,∆B) distance between epicenter and station
Vai apparent mantle velocity
t (tA, tB) travel time of ray between event and station
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A.2 Derivation of equation 2.8
Equation 2.8 calculated the covariance between time measurements at station pair A
and B. The time taken for a ray to arrival at a station, can be expressed as an integral
over the path joining the event and the station. For stations A and B the travel time
can be represented as:
tA =
∫
sA
q
Z(xA)dxA
tA =
∫
sB
q
Z(xB)dxB
(A.1)
where Z(x) represents the path between epicenter and station.
The covariance of the above equations is given by:
〈tA, tB〉 = 〈
∫
sA
q
Z(xA)dxA
∫
sB
q
Z(xB)dxB〉 (A.2)
〈tA, tB〉 = 〈
∫
sA
q∫
sB
q
Z(xA)Z(xB)dxAdxB〉 (A.3)
〈tA, tB〉 =
∫
sA
q∫
sB
q
〈Z(xA)Z(xB)〉dxAdxB (A.4)
〈Z(xA)Z(xB)〉 is equivalent to the covariance between points xA and xB. And
〈tA, tB〉 is the covariance of the mantle paths Cmpath
Cmpath(sA, sB,q) =
∫
sA
q∫
sB
q
〈Cov(xA, xB)〉dxAdxB (A.5)
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APPENDIX C
FIELDWORK
C.1 Temporary Deployments
To sample the uppermantle beneath the central North Island, the NZNSN seismographs
in the west of the island were too few for our needs. We deployed two seismograph
arrays in the western North Island. The first deployment, WNIPSE (Western North
Island Passive Seismic Experiment), was located in the Waikato, central-west North
Island, between the latitudes 37.5◦S and 38.5◦S [6380000 N - 6350000 N]. The sec-
ond deployment, CORO was located further north, along a north-south line down the
eastern coast of the Coromandel Peninsular [6520000 N - 6430000 N].
C.2 Equipment
Each site was equipped with a sensor (either a Marks Product L4 or a Guralp CMG-
40T), a GPS antenna, a solar panel, batteries and fencing (when needed). The GPS
system ensures that the timing of the data recorder is constantly updated, and that
the timing of event arrivals are reliable (to within µsec). Solar panels are used to keep
the batteries powered to run the seismographs and reduce the need for regular battery
changes. Victoria University of Wellington, Institute of Geophysics has designed an A-
frame for the short-period stations, which mount the solar panels and have a protruding
stem at the top to mount the GPS antenna (fig C.1)
An ideal site for a seismometer would have a clear view of the sky. The reason for
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GPS antenna
A-frame
Solar Panel
Seismometer
Figure C.1 Photo of the seismograph site consisting of an A-frame supporting a solar panel and
GPS antenna.
this is twofold: Firstly, to ensure that sites have adequate sun for the solar panels to
keep the batteries charged; secondly, for the GPS antenna to receive signals from a
sufficient number of satellites to give accurate timing. The solar panel ideally needs a
north facing slope, without trees or buildings obscuring its line-of-sight to the sun.
Seismographs need very accurate timing and all instruments use a GPS antenna to
receive time information. When selecting sites, a handheld GPS receiver was carried
and if this received the signal from four or more satellites and a position lock was able
to be established, then it was considered that the sky coverage was sufficient.
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C.3 Installation and Servicing
The installation of a seismograph site consists of several steps. Once a site was selected,
a hole was dug into the topsoil, in an attempt to reach basement rock. If it was not
possible, the hole was stopped at around 70 cm depth (fig C.2). Typically the top of
the sensor was no less than 20 cm below the surface.
70 cm
Figure C.2 Photo of the seismograph hole of 70 cm depth (photo taken by Sonja Greve). This
particular site is located on a farm at the top of a hill, where 2 greywake quaries have recently been
active.
The sensor is wrapped in a watertight bag, and placed on concrete bases inside a
tube casing, to protect the it from the collapse of the soil and, as best it can, water
(fig C.3).
Sensors were then aligned to true North.
Once all the equipment was set up at a site, final checks were made for the correct
operation of the sensor and GPS antenna. Checking the sensor involved viewing each
of the direction components to see if they were picking up a signal, from a stomp-test.
The GPS was assured to be working by allowing the position to lock, to at least 4
satellites, before leaving the site.
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Figure C.3 Photo of the seismograph hole of 70cm depth, insulated with a water resistant rubbish
bag and a protective tube.
Two weeks after initial installation, sites were revisited to ensure that no problems
had been encountered. The equipment was checked to ensure it was still functioning,
data was downloaded and checked for unwanted issues with the records. A noise-to-
signal ratio was estimated to make sure that the site was worth while. If the noise was
too high, the site would be moved. If issues arose, we attempted to fix them while in
the field else the faulty components (usually the GPS, storage card or the sensors) were
replaced, if spares were available, or else it was brought back to Wellington for servicing.
In extreme cases, parts were returned to the manufacturer and new equipment was
returned and installed.
If all equipment and records were fine, then new disks were installed and left to
record for two months, and then revisited.
C.4 Site selection
It is preferable for a seismograph to be situated on a solid rock foundation, ideally
solid basement rock, to avoid resonance and attenuation of seismic rays. Deployment
sites were place directly on the sporadic greywacke outcrops in the both the Waikato
(fig C.4) and the Coromandel Peninsular(fig C.5). Those sites not placed directly on
bedrock were buried at a depth of a least 70 cm in soil (fig C.2), in a region which is
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assumed to lie directly above the basement rocks. Concrete was laid at the bottom of
the hole to provide a solid flat surface for the sensor.
Geology of the Waikato
Geologically, the Waikato area lies within the Australian plate, west of the active
Australian-Pacific boundary. It predominately consists of silts, sands, gravels and
hydrothermally alter Andersites. Basement rocks in this region are mostly marine
sandstones (fig C.4) (Edbrooke 2005).
HAMILTON
WATA
WLKA
COWA
WULC
SUTA
MUIA
HULA
PEAC
FLYC
VERC
YTFC
STEC
PUKC
TOZ
HIZ
Figure C.4 Geological setting of the Waikato district and the locations of the temporary seismome-
ter deployment. Blue regions indicate marine basement rocks, primarily composed of course sandstone;
Pink regions indicate extensively hydrothermally altered Andesites; Yellow regions indicate predomi-
nately silts, sands and gravels. (for more details see the Qmap collections (Edbrooke 2005))
Sites are generally chosen to lie in regions of marine basement rocks (fig C.4, table
3.1), to reduce attenuation of seismic waves. Seismograph stations shown in yellow,
were primarily located in a straight-line continuation of the CNIPSE-line deployment
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(Henrys et al. 2003), with 10 km separations, as close to basement rock as possible.
Red stations locations, were chosen primarily for their proximity to basement rock.
Geology of the Coromandel
The Coromandel Peninsula is formed mainly of igneous rocks from volcanic activity
that started about 20 Ma. Activity in the Coromandel ceased about 10 Ma, and has
since moved south to the Rotorua-Taupo region. The oldest rocks in the region are sed-
imentary rocks consisting of sandstone, siltstone and conglomerate, known collectively
as Greywacke. Site are primarily chosen to be located on basement rock (Greywacke).
CMPJ
CMCW
CMRF
CMWP
CMTV
CMSF
KUZ
THAMES
Figure C.5 Geological setting of the Coromandel Peninsular and the locations of the temporary
seismometer deployment. Blue regions indicate marine basement rocks, primarily composed of course
sandstone; Pink regions indicate extensively hydrothermally altered Andesites; Dark pink represents
regions of pumice-rich ignimbrite. (for more details see the Qmap collections (Edbrooke 2001)).
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C.5 Processing of raw data
Data Processing Process
Collect data from the seismometer
( .REF format)
upload data disks
covert .REF to .ref
rt130cut
covert .ref to .segy
ref2segy
merge and cut files to obtain events
segymerge ; segycut
convert to SAC format
segy2sac
read in component files
filter waveform (if needed) 
pick first arrival
calculate velocity estimate
save arrival time
once in SAC
Figure C.6 Flowchart indicating the steps taken to get observations from raw data.
Basic processing of raw seismic data was done to obtain arrival times of events
at the deployed sites. Using basic PASSCAL (IRIS 2008) programs, the data was
transformed, merged and cut to obtain files containing the earthquake arrival on each
component at each station (fig C.6). These files are then converted into .sac format
(data format allowing the data to be read into the SAC (Seismic Analysis Code)
software (SAC 2008)), to be processed and arrival times picked. Picked times are then
used to estimate the average velocity between the event and the receiver. If this velocity
is within the range of 5.5 – 8.5 km/s (allowing for the crustal velocity to reduce the
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apparent speed), then it is assumed that the first arrival is a Moho refraction (Pn wave
phase).
C.6 List of Events used from temporary deployment
Table C.1
Relevant events during the WNIPSE deployment
CUPS-ID Year Month Day Origin Time Lat Lon E N depth Mag
2318330 2004 11 6 13 43 34.28 -39.29 177.55 2902116 6202448 33.3 3.61
2318938 2004 11 7 22 7 1.84 -37.08 178.36 2986566 6444118 32.5 4.13
2320429 2004 11 11 5 36 52.49 -38.30 178.94 19.7 4.03
2320652 2004 11 11 17 13 32.26 -39.59 177.08 2860704 6172034 30.9 3.60
2328494 2004 11 27 12 21 52.54 -35.80 178.39 2997592 6585201 33.0 3.92
2328987 2004 11 28 11 4 49.91 -42.60 173.54 2554015 5844795 39.3 3.70
2330539 2004 12 1 7 18 55.06 -39.07 177.62 2909743 6226947 35.2 3.75
2332466 2004 12 4 13 11 31.21 -40.42 176.22 2783561 6082708 29.1 3.62
2332448 2004 12 4 13 12 8.40 -40.46 176.23 2783856 6078190 25.6 4.03
2332900 2004 12 5 7 48 39.51 -39.69 177.05 2857580 6160303 25.6 4.43
2333554 2004 12 6 8 54 25.29 -38.42 178.26 2969271 6295717 26.7 3.74
2335000 2004 12 8 20 59 51.93 -39.06 179.64 33.0 3.74
2340566 2004 12 18 23 55 55.41 -40.24 176.63 2818406 6101578 28.1 4.50
2348362 2005 1 7 12 5 46.00 -42.82 173.23 2528757 5821529 33.0 3.51
2349148 2005 1 9 4 43 17.05 -40.89 175.51 2721545 6032141 25.6 3.60
2351428 2005 1 14 13 7 25.57 -36.48 179.18 33.0 3.56
2351845 2005 1 15 14 38 55.02 -35.03 178.45 3008220 6670507 33.0 3.86
2351980 2005 1 15 23 23 51.58 -42.82 177.36 2866892 5812273 33.0 4.05
2352910 2005 1 18 4 19 19.07 -39.63 176.56 2815201 6169581 22.2 3.51
2352944 2005 1 18 6 24 5.72 -41.43 175.75 2740026 5971321 16.8 3.61
2352986 2005 1 18 8 36 4.24 -41.46 175.79 2742999 5967966 18.8 5.24
2352990 2005 1 18 8 46 41.70 -41.44 175.77 2741859 5970096 18.7 3.79
2353002 2005 1 18 9 26 0.07 -41.46 175.80 2743987 5967913 18.0 5.22
2353032 2005 1 18 10 47 10.52 -41.46 175.80 2744136 5968317 19.5 3.95
2353382 2005 1 19 6 16 13.23 -37.43 179.40 33.0 3.57
2353997 2005 1 20 11 39 11.32 -39.94 178.80 3005862 6124804 33.0 3.54
2354133 2005 1 20 18 56 31.43 -41.09 175.05 2682436 6010999 30.8 5.61
2551909 2005 1 20 19 2 22.85 -41.08 175.04 2681679 6011971 29.2 3.56
2552027 2005 1 20 19 3 38.62 -41.09 175.04 2681453 6011665 28.4 3.70
2354379 2005 1 21 7 27 36.15 -41.09 175.07 2684294 6010769 28.7 3.67
2354877 2005 1 22 8 14 15.83 -41.08 175.06 2682800 6012009 29.1 4.25
2355251 2005 1 23 2 27 47.88 -41.08 175.07 2684038 6011939 28.5 3.64
2355650 2005 1 23 23 21 32.81 -35.64 179.07 33.0 4.01
2356020 2005 1 24 18 21 34.22 -41.46 175.76 2740943 5968403 17.9 3.73
2356982 2005 1 26 20 42 54.42 -39.19 178.08 2948483 6212124 17.2 3.65
2358102 2005 1 29 9 59 29.01 -37.21 176.91 2856877 6435833 30.4 3.53
2359081 2005 1 31 17 31 53.29 -41.46 175.76 2740709 5968722 19.9 5.32
2569289 2005 1 31 17 35 34.58 -41.44 175.67 2733465 5971262 16.6 3.57
2363790 2005 2 12 0 45 19.43 -38.91 177.63 2911333 6244174 27.3 3.73
2366369 2005 2 17 21 31 10.17 -39.90 174.60 2647037 6143571 27.9 5.22
2366516 2005 2 18 5 7 38.45 -40.94 176.08 2769439 6025390 32.4 3.56
2584495 2005 2 22 17 48 18.08 -35.51 178.83 33.0 4.46
2370765 2005 2 28 4 22 24.31 -38.07 178.80 33.0 3.73
2371616 2005 3 2 4 24 36.60 -41.09 175.07 2683972 6011304 25.8 3.59
2374997 2005 3 10 1 30 15.33 -35.97 179.38 33.0 4.04
2375023 2005 3 10 2 50 10.89 -38.61 174.17 2612280 6287426 17.8 3.93
2591352 2005 3 10 7 16 46.81 -41.58 178.06 2932120 5946163 33.0 3.63
2376569 2005 3 13 22 30 24.35 -35.28 178.46 3007435 6643045 33.0 4.65
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Table C.2
Relevant events during the deployment in the Coromandel Peninsular
CUPS-ID Year Month Day Origin Time Lat Lon E N depth Mag
2485245 2005 11 11 14 18 2.93 -41.43 175.84 2747219 5971382 20.0 3.84
2486904 2005 11 15 3 42 13.65 -37.82 179.83 33.0 3.65
2487262 2005 11 15 23 6 25.53 -41.55 174.32 2619804 5961311 27.0 3.92
2487505 2005 11 16 10 32 31.13 -36.11 179.25 33.0 4.38
2488053 2005 11 17 14 53 48.72 -40.50 174.34 2623758 6078125 23.4 3.95
2488550 2005 11 18 20 55 57.95 -38.43 178.30 2972298 6294350 28.6 3.61
2488632 2005 11 19 1 33 24.78 -38.99 178.39 2976384 6232690 33.0 3.74
2488900 2005 11 19 18 1 43.57 -40.36 178.59 2984388 6079215 33.0 3.64
2489083 2005 11 20 0 43 49.93 -42.68 172.91 2502294 5836535 33.0 4.02
2491046 2005 11 24 10 9 37.07 -35.68 177.70 2936071 6602999 33.0 3.75
2495389 2005 12 4 2 22 33.79 -41.79 173.84 2579522 5935306 37.3 3.60
2496060 2005 12 5 13 59 29.43 -37.41 178.80 21.7 3.80
2496529 2005 12 6 13 44 25.74 -39.68 175.73 2743915 6165821 15.6 3.55
2498995 2005 12 12 13 55 47.78 -40.51 176.05 2768792 6072528 26.0 5.15
2499328 2005 12 13 8 9 48.33 -41.10 174.86 2666378 6010840 29.7 4.55
2500744 2005 12 16 16 29 25.16 -40.50 176.01 2764702 6074004 29.7 3.98
2500818 2005 12 16 20 26 39.53 -40.89 175.51 2721453 6031814 26.7 3.99
2501074 2005 12 17 11 47 24.58 -37.49 179.89 33.0 3.93
2502274 2005 12 20 7 33 56.45 -37.38 178.79 25.7 4.10
2503505 2005 12 23 2 37 51.78 -40.86 176.34 2791161 6033463 29.2 4.21
2503589 2005 12 23 7 26 56.85 -40.84 176.31 2789435 6036157 28.3 3.62
2504298 2005 12 24 21 26 30.89 -36.89 177.17 2881618 6470167 33.0 3.64
2506531 2005 12 30 6 58 49.33 -38.54 177.90 2936833 6284772 24.4 3.52
2508372 2006 1 3 6 3 44.72 -39.22 177.69 2915275 6210278 33.0 3.52
2509817 2006 1 6 1 34 52.49 -39.18 177.88 2931203 6213519 24.2 3.59
2510085 2006 1 6 16 24 17.77 -41.10 174.67 2650287 6010420 32.9 4.04
2511778 2006 1 10 12 17 59.80 -36.71 179.19 33.0 4.01
2741867 2006 1 13 15 11 55.94 -41.08 175.07 2684061 6011883 28.4 3.59
2513129 2006 1 13 15 12 4.09 -41.08 175.06 2683342 6012161 28.3 4.44
2513968 2006 1 15 16 28 27.58 -38.45 178.03 2948920 6293485 24.0 3.63
2745492 2006 1 20 23 21 44.55 -36.24 178.08 2967058 6538391 33.0 3.74
2516679 2006 1 22 7 27 22.07 -36.29 178.51 3005153 6531063 33.0 3.65
2516708 2006 1 22 9 11 55.61 -39.40 177.66 2911001 6189936 33.0 3.85
2516827 2006 1 22 16 52 8.71 -39.97 176.59 2816477 6131813 25.1 4.50
2517112 2006 1 23 10 21 43.23 -38.60 178.12 2956242 6276269 33.0 3.89
2519024 2006 1 27 18 31 20.23 -39.72 176.33 2795737 6159467 35.2 4.19
2520592 2006 1 31 21 1 42.92 -41.10 174.68 2651304 6010414 32.4 3.61
2522154 2006 2 5 0 29 49.24 -40.33 176.38 2797263 6091579 33.0 4.41
2523589 2006 2 8 14 34 35.73 -40.86 175.67 2735221 6034744 28.8 3.67
2760834 2006 2 13 19 35 2.56 -37.77 178.55 2998614 6366377 16.8 4.43
2525686 2006 2 13 19 41 10.27 -37.77 178.51 2995156 6366228 15.3 3.99
2525993 2006 2 14 13 6 23.74 -39.51 177.14 2866154 6180600 33.0 3.56
2526034 2006 2 14 15 22 2.50 -40.05 175.53 2725773 6125826 26.6 3.70
2527778 2006 2 18 15 39 52.57 -35.67 179.55 33.0 4.44
2528358 2006 2 19 23 57 7.79 -35.56 179.68 33.0 3.61
2528738 2006 2 20 21 45 19.99 -39.74 176.71 2828038 6156112 37.2 3.95
2530623 2006 2 25 9 45 25.28 -38.58 177.88 2935232 6279788 23.8 3.54
2532082 2006 2 28 19 35 19.81 -36.10 179.29 33.0 4.17
2533155 2006 3 2 23 12 15.00 -41.72 174.65 2647323 5942397 28.3 3.91
2535291 2006 3 7 6 38 13.64 -35.93 178.72 33.0 3.91
2535866 2006 3 8 9 22 39.91 -40.79 176.41 2797954 6040461 19.8 4.13
2536987 2006 3 10 14 17 51.90 -40.12 174.96 2677491 6119277 18.9 4.51
2537096 2006 3 10 19 10 27.92 -40.12 174.96 2677350 6118775 15.0 4.19
2537994 2006 3 12 13 6 26.63 -40.12 174.99 2679234 6118927 25.2 4.19
2540106 2006 3 17 1 29 36.48 -37.34 179.44 33.0 3.87
2540684 2006 3 18 6 43 49.82 -34.17 177.42 2918572 6770988 33.0 4.82
2540909 2006 3 18 17 56 21.81 -38.84 178.39 2978185 6249193 31.4 4.29
2543155 2006 3 23 12 27 13.46 -38.05 178.30 2974928 6337285 23.0 4.27
2545446 2006 3 28 2 37 33.19 -40.42 176.83 2835318 6080497 25.6 3.57
2547355 2006 4 1 16 58 15.93 -40.36 176.75 2828622 6086877 33.0 3.98
2548999 2006 4 5 12 30 55.08 -42.30 177.43 2875193 5868870 33.0 3.76
2553337 2006 4 13 22 31 13.58 -35.75 178.53 33.0 3.62
2556524 2006 4 20 14 52 46.94 -41.67 174.28 2616183 5947928 16.5 4.04
2558043 2006 4 23 14 16 32.04 -40.99 174.76 2657901 6023034 36.4 3.78
2559584 2006 4 26 19 51 17.47 -36.78 177.13 2878869 6482992 33.0 3.74
2560110 2006 4 27 23 56 14.46 -40.39 176.25 2786199 6085725 17.3 3.62
2560350 2006 4 28 14 18 36.31 -37.80 179.15 33.0 3.79
2560900 2006 4 29 17 37 2.07 -39.32 177.80 2923942 6198092 19.9 3.73
2563267 2006 5 4 3 45 23.61 -39.17 178.75 3006193 6209801 33.0 3.91
2564285 2006 5 6 9 1 29.95 -41.09 175.06 2683317 6011437 29.1 3.54
2565010 2006 5 8 3 30 16.31 -37.88 179.13 33.0 3.63
2566002 2006 5 10 12 0 46.37 -36.77 177.11 2877603 6483939 33.0 4.05
2801945 2006 5 17 9 27 12.40 -36.20 179.96 33.0 3.67
2570246 2006 5 20 3 23 44.79 -39.97 176.70 2826265 6130589 31.2 4.16
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Table D.1
Differences of re-picked arrival times versus GeoNet arrivals
EQ−CUSP− ID Station GeoNet− pick Re− picked Difference
469232 TAZ 20.007 19.9285 0.0785
1469232 URZ 12.364 12.247 0.117
1489058 KATZ 26.286 26.248 0.038
1489297 CNZ 48.212 48.2965 -0.0845
1489297 MOZ 54.081 54.0355 0.0455
1489297 URZ 28.641 28.5355 0.1055
1501401 RATZ 14.292 14.291 0.001
1501401 WATZ 15.246 15.218 0.028
1528031 BSZ 54.668 54.594 0.074
1528031 CNZ 44.273 44.294 -0.021
1528031 EDRZ 26.937 27.0035 -0.0665
1528031 HARZ 29.764 29.727 0.037
1528031 KAVZ 42.79 42.74 0.05
1528031 LIRZ 29.998 29.994 0.004
1528031 MARZ 26.643 26.6265 0.0165
1528031 MGZ 43.397 43.3885 0.0085
1528031 MGZ 43.397 43.3885 0.0085
1528031 MGZ 43.397 43.3885 0.0085
1528031 MOZ 48.937 48.8535 0.0835
1528031 NGZ 43.588 43.5465 0.0415
1528031 NGZ 43.588 43.5465 0.0415
1528031 OIZ 45.062 45.026 0.036
1528031 PATZ 33.377 33.3635 0.0135
1528031 TAZ 30.181 30.1855 -0.0045
1534158 CNZ 46.703 46.6035 0.0995
1534158 URZ 27.079 27.0645 0.0145
1540707 RATZ 15.218 15.214 0.004
1540707 URZ 32.353 32.3215 0.0315
1540707 WATZ 16.093 16.0615 0.0315
1568731 NGZ 55.738 55.687 0.051
1568731 URZ 35.61 35.55 0.06
1586439 CNZ 47.192 47.1915 0.0005
1586439 NGZ 46.538 46.552 -0.014
1598181 KNZ 27.592 27.591 0.001
1598181 URZ 40.09 40.09 0
1600244 CNZ 47.224 47.2505 -0.0265
1600244 FWVZ 47.845 47.819 0.026
1600244 KAVZ 45.595 45.5525 0.0425
1600244 NGZ 46.576 46.514 0.062
1600244 URZ 26.775 26.7425 0.0325
1601222 CNZ 46.037 46.0395 -0.0025
1601222 FWVZ 46.404 46.33 0.074
1601222 KAVZ 44.554 44.527 0.027
1601222 URZ 25.823 25.8015 0.0215
1630864 MGZ 22.98 22.902 0.078
1630864 OIZ 20.738 20.749 -0.011
1638076 CNZ 48.699 48.667 0.032
1638076 NGZ 47.867 47.8385 0.0285
1638076 URZ 28.261 28.2705 -0.0095
1647680 NGZ 46.006 46.007 -0.001
1663531 BSZ 51.302 51.261 0.041
1663531 CNZ 41.8 41.8065 -0.0065
1663531 HARZ 28.482 28.456 0.026
1663531 KATZ 39.335 39.3125 0.0225
1663531 KNZ 21.039 20.998 0.041
1663531 MGZ 40.818 40.8155 0.0025
1663531 MOZ 47.697 47.6835 0.0135
1663531 NGZ 41.112 41.1125 -0.0005
1663531 OIZ 42.25 42.23 0.02
1663531 PATZ 31.412 31.401 0.011
1663531 URZ 22.332 22.306 0.026
1663531 UTU 32.048 32.049 -0.001
1663531 WHTZ 35.696 35.653 0.043
1663534 CNZ 40.935 40.914 0.021
1663534 NGZ 40.168 40.143 0.025
APPENDIX E
MODELLING CODES
E.1 ImpEQcalc
ImpEQcalc is a matlab code created to determine all possible station pairings and
extract earthquakes from the event list that lie roughly inline with them, and satisfy
selection criteria.
%To find useful EQS for certain Station pairs
%Read files
stats=load(’STATIONSmat.loc’); % list of station lats. Lons, elev
EQS=dlmread(’EQS NIeol.loc’,’,’); % CUSP,YR,MON,DAY,HR,MIN,SEC,LAT,LON,E,N,Z,MAG
%calculate number of events
[m n]=size(EQS);
numEQs=m;
%calculate number of stations
[m n]=size(stats);
numstats=m;
%Calculates x-ys from lats and lons
d2r=pi/180;
latrad=38*d2r;
statcrd=stats;
statcrd(:,2)=stats(:,1)*111;
statcrd(:,1)=stats(:,2)*111*cos(latrad);
EQcrd=EQS(:,9)*111*cos(latrad);
EQcrd=[EQcrd EQS(:,8)*111];
%loop through the event and station list to find the events that satisfy the selection
criteria
angcut=10; % max opening agle = 10degrees
mindist=40; % min distance from closest station = 40km
mindepth=16; % min depth of epicenter = 16km
EQlist=[];%EQcrdlst=[];
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for i=1:numstats
disp(i)
s0=statcrd(i,1:2);
for j=1:numstats
if(i˜=j)
s1=statcrd(j,1:2);
vct=s1-s0;
dist01=sqrt(vct*vct’);
vct=vct/dist01;
for k=1:numEQs
ex=[EQcrd(k,1) EQcrd(k,2)];
vct2=ex-s0;
dist0=sqrt(vct2*vct2’);
vct2=vct2/dist0;
dist1=sqrt((ex-s1)*(ex-s1)’);
dist2=sqrt((ex-s0)*(ex-s0)’);
dot=vct*vct2’;
ang=acos(dot);
depth=EQS(k,12);
if(ang<angcut/180*pi)&&(dist0>mindist+dist01)&&(depth>mindepth)
eqgeog=[EQS(k,8:9) EQS(k,12)];
%checking data with geocentric coordinates
lat=eqgeog(1,1)*d2r;lon=eqgeog(1,2)*d2r;h=-eqgeog(1,3);
a = 6378388;
b = 6356911.946;
e = 1 - (bˆ2 / aˆ2);
N = a / sqrt(1 - (eˆ2 * sin(lat)ˆ2));
X = (N + h)*cos(lat)*cos(lon);
Y = (N + h) * cos(lat)* sin(lon);
Z = ((bˆ2 /aˆ2)*N + h)*sin(lat);
coord = [X,Y,Z];
EQlist=[EQlist;[EQS(k,1:7) i j dist01 eqgeog ang dist1 dist2]];
end
end
end
end
end
%Filter station combinations that lack reciprocal observation. This is not always used.
% Was an initial criteria to indicate anisotropy regions
[m n]=size(EQlist);
filter=zeros(numstats,numstats);
for i=1:m
st0=EQlist(i,8);st1=EQlist(i,9);
filter(st0,st1)=1;
end
listbuff=[];
for i=1:m
st0=EQlist(i,8);st1=EQlist(i,9);
if(filter(st0,st1)==1)&&(filter(st1,st0)==1) listbuff=[listbuff;EQlist(i,:)]; end
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end
EQlist=listbuff;
[m n]=size(EQlist);
%Dump data into files by station pair combinations EQlist=sortrows(EQlist,9);
EQlist=sortrows(EQlist,8);
oldst0=-1;oldst1=-1;
for i=1:m
st0=EQlist(i,8);st1=EQlist(i,9);
if((st0˜=oldst0)||(st1˜=oldst1)) && (i˜=1)
fclose(file);
disp([’close’ num2str(file)]);
end
if(st0˜=oldst0)||(st1˜=oldst1)
fname=[’statcomb’ num2str(st0) ’ ’ num2str(st1)];
disp([’open ’ fname]);
file=fopen(fname,’w’);
disp(file);
end
fprintf(file,’%d %d %d %d %d %d %f %d %d %d %d %d %d %d %d\n’,EQlist(i,:));
oldst0=st0;oldst1=st1;
end
%Concatenate reciprocal station observations
for i=1:numstats-1
for j=i+1:numstats
disp([i j]);
if(filter(i,j)==1)&&(filter(j,i)==1)
fname1=[’statcomb’ num2str(i) ’ ’ num2str(j)];
fname2=[’statcomb’ num2str(j) ’ ’ num2str(i)];
unix([’cat ’ fname1 ’ ’ fname2 ’ > buff’]);
unix([’mv buff ’ fname1]);
unix([”’rm” ’ fname2]);
end
end
end
% removes all the repeated results
EQlist=sortrows(EQlist,1);
prev=-1;
shortlist=[];
for i=1:m
if EQlist(i,1)˜=prev
shortlist=[shortlist;EQlist(i,:);];
end
prev=EQlist(i,1);
end
fid=fopen(’shortlist’,’w’);fprintf(fid,’%d %d %d %d %d %d %f %d %d %d
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%d %d %d %d %d);
fid=fopen(’EQlist’,’w’);fprintf(fid,’%d %d %d %d %d %d %f %d %d %d %d
%d %d %d %d);
E.2 MARCOV
MARCOV (Mantle Analysis Routine – Covariance) is a C++ source code that gen-
erates a covariance function from event observations and ray-paths. It breaks each
ray-path into 32 gaussian-spaced points of covariance and correlates these with each
signal point defined on a surface. See attached CD for code.
The classes and functions are described below.
E.2.1 Classes
Cerf Handles error function reference table.
Cpaths Handles all information relavent to paths, including file reading, path redun-
dancy check, and uncertainty filters.
E.2.2 Functions
Ginteg preforms double Gaussian integration covariance function.
CalcCov calculates the paths covariance
Gsiginteg performs gaussian integration of signal points on a surface.
CalcSigCov calculates covariance of a “signal” point with respect to a pair of paths
GuassQuadCoeff Gaussian quadrature is performed by numerically integrating a
function
DumpPars output the Matrices needed
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Main reads input parameters and calls all other routines
E.3 MAR
MAR is a matlab code which allows various processing options to be selected. It
calls up MARCOV to calculate the covariance matrix of observations (see Appendix
MARCOV). The velocity estimation can be calculated along with estimates for crustal
station terms and anisotropic effects.
E.3.1 Defining parameters:
This section allows the data files and processing options to be selected.
\setting up requirements
useMarcovSynth=false; %Run synthetic marcov and stick in meas uncertainties
byte-format=’ieee-le’;
ChiSq=5.991;
wsqr=3.02;
synth = false;
synthErrs = false;
doOutliers = true; VelOn = true; DontPause = true; RemoveStTerms = false; RemoveAniMantle = false; RemoveMantle = false; LoadDewght = false;
statsname =′′; EQsname =′′;
\requesting input files
finished=0;
ls ..
fold=input(’Choose folder ’,’s’);
eval([’cd ../’ fold]);
while(˜finished)
\Requesting processing stage
disp(’(1) Run the covariance matrix estimation’);
disp(’(2) Run the velocity estimation’);
disp(’(3) Display results’);
disp(’(4) Do all’);
disp(’(5) Change folder’);
disp(’(0) Quit’);
162 MODELLING CODES
inp=input(’Choice? ’);
if(inp==0)
finished=1;
end;
E.3.2 Covariance function:
This section calls up the C++ source code MARCOV to calculate the covariance
functions between raypaths and signal points to raypath.
\To calculate the covariance function by calling up MARCOV.
if(inp==1)||(inp==4)
ls
statsname=input(’Stations file name ’,’s’); \input station list
if(length(statsname)==0)
\call up default file names
statsname=’STATS’
EQsname=’EQS’;
pathsname=’PATHS’;
else
EQsname=input(’Earthquakes file name ’,’s’); \input EQ list
pathsname=input(’Paths file name ’,’s’); \input Path data
end
corrdist=input(’Correlation distance ’,’s’); \input station correlation distance (km)
if(length(corrdist)==0)
\set defaults is correlation distance is not stated
corrdist=’100’;
bounds=’2590 2980 6150 6600 10’;
locerr=’10’;
timecut=’0.8’;
else
bounds=input(’Grid bounds <xmin xmax ymin ymax step> ’,’s’); \input grid
bounds
if(length(bounds)==0)
bounds=’2590 2980 6150 6600 10’;
end
\input mislocation error details
locerr=input(’EQ location error (km) ’,’s’);
timecut=input(’Cutoff time for EQ location error (seconds) ’,’s’);
end
\calling up MARCOV to calculate the covariance matrix
eval([’ !../source/marcov2 ’ statsname ’ ’ EQsname ’ ’ pathsname ’ ’ corrdist
’ ’ bounds ’ ’ locerr ’ ’ timecut]);
end
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E.3.3 Calculation of velocity estimate:
This section estimates the velocity variations from the covariance functions calculated
in MARCOV, allowing for various crustal phenomena such as variation in thickness
beneath each station and anisotropy.
\To calculate velocity estimate for Pn wave Phase
if(inp==2)||(inp==4)
% NOTE - data format: StA StB Azimuth time distance
% Read all the parameters and paths file name from marpar, which was outputted by
marcov
fid=fopen(’marpar’,’r’);
marpars=fscanf(fid,’%f’,7);
pathsname=fscanf(fid,’%s’,1);
statsname=fscanf(fid,’%s’,1);
fclose(fid);
CheckOutliers=true;
VectorScale=1000; \Scale of anisotropy bars
anidecim=10; \reduces number of anisotropy bars plotted
StParsOn=true;
\input model crustal parameters
MeasErr=input(’Measurement error (s) ’);
if(length(MeasErr)==0)
MeasErr=0.15;
ScaleCov=0.015; %squared later
else
\wobbliness of surface through observations (raypath integral)
ScaleCov=input(’Modelled wobbliness of surface (s) ’);
end
\crustal correlation between each station stcorD=input(’Please input the corre-
lation distance between stations (m) ’);
\maximum that a time delay can vary from some baseline value
statvar=input(’Please enter maximum correlated station delay time (s) ’);
statvar=statvarˆ2;
\allows for dipping interfaces resulting in anisotropic measurements at stations
statanivar=input(’Please enter the station term anisotropy (s) ’);
statanivar=statanivarˆ2;
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AnisoOn=true;
\magnitude of anisotropic mantle with respect to slowness variability
AniVar=input(’Please enter the variability of the mantle slowness anisotropy’);
if(length(AniVar)==0)
AniVar=0.001; \Ratio of Anisotropy variability to slowness variability (squared later)
end
if(AniVar<0)
AniVar=0;
AnisoOn=false;
end
VelOn=true;
Cpt=marpars(1);
dat=load(pathsname);
fid=fopen(’cov.bin’,’rb’,’ieee-be’); \covariance between raypaths
fid2=fopen(’sigcov.bin’,’rb’,’ieee-be’); \covariance between signal points
numsigpts=marpars(2);
\defining grid parameters Xmin=marpars(3)*1000;
Xmax=marpars(4)*1000;
Ymin=marpars(5)*1000;
Ymax=marpars(6)*1000;
stp=marpars(7)*1000;
\creating station index
numst=max(max(dat(:,1:2)));
[m,n]=size(dat);
stindex=zeros(numst,1);
parnum=1;
stpar=0;
for i=1:m
st1=dat(i,1);
st2=dat(i,2);
if(stindex(st1)==0)
stpar=stpar+1;
stindex(st1)=stpar;
end
if(stindex(st2)==0)
stpar=stpar+1;
stindex(st2)=stpar;
end
end
obs=dat(:,4);
obsbuff=obs;
totpars=parnum+stpar;
for i=1:m
st1=dat(i,1);
st2=dat(i,2);
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par=1;
design(i,par)=dat(i,5);
az1=dat(i,6);
az2=dat(i,7);
if(StParsOn)
par=stindex(st1);
X(i,par)=1;
Ys(i,par)=sin(az1);
Yc(i,par)=cos(az1);
par=stindex(st2);
X(i,par)=-1;
Ys(i,par)=-sin(az2);
Yc(i,par)=-cos(az2);
end
end
\loads path covariances
C=fread(fid,[m m],’double’);
fclose(fid);
\MARCOV only out put the top triangle of the covariance matrix.
\makes covariance matrix symmetric
Cl=tril(C)-diag(diag(C));
C=Cl+tril(C)’;
C=C*ScaleCovˆ2;
Cpath=C;
\Read in stations into vectors indexed by stpar number
fid=fopen(statsname,’r’);
while(length(fscanf(fid,’%s’,1))>0)
stationnum=fscanf(fid,’%d’,1);
stpn=stindex(stationnum);
if(stpn>0)
stationx(stpn)=fscanf(fid,’%f’,1);
stationy(stpn)=fscanf(fid,’%f’,1);
else
fscanf(fid,’%f’,1);fscanf(fid,’%f’,1);
end
end
disp([stationx’ stationy’])
fclose(fid);
\end read stations
\creates a anisotropic covariance matrix
if(AnisoOn)
\loads path covariances fid=fopen(’covsin.bin’,’rb’,’ieee-be’);
Cani1=fread(fid,[m m],’double’);
fclose(fid);
\Make symmetric
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Cl=tril(Cani1)-diag(diag(Cani1));
Cani1=Cl+tril(Cani1)’;
fid=fopen(’covcos.bin’,’rb’,’ieee-be’);
Cani2=fread(fid,[m m],’double’);
fclose(fid);
\Make symmetric
Cl=tril(Cani2)-diag(diag(Cani2));
Cani2=Cl+tril(Cani2)’;
\calculates anisotropy covariances
Cani1=AniVarˆ2*Cani1;
Cani2=AniVarˆ2*Cani2;
\Add anisotropy
C=C+Cani1+Cani2;
end
if(synth)
obs=dat(:,5)./(8-0.2*cos(2*dat(:,6)))+randn(size(obs))*0.05;
obsbuff=obs;
end
\Covariance of measurement differences of all stations to same EQ
Cerr=MeasErr*X;
Cerr=Cerr*Cerr’;
%Remove covariances for different EQ obs
EQnum=dat(:,3);
buff=EQnum*ones(size(EQnum’));
buff=(buff==buff’);
Cerr=Cerr.*buff;
\Add in small extra diagonal cov term to eliminate problem where degenerate station
differences exist
Cerr=Cerr+1e-10*eye(size(C));
tst=diag(chol(Cerr));
\Downweight degenerate observations. Note that these could be combinations across
many observation sets.
tst=(tst<0.01);
Cerr=Cerr+diag(tst)*100;
numdeg=sum(tst);
C=C+Cerr;
%C=C+diag(MeasErrˆ2*ones(m,1));
\station covariances
[AE BE]=meshgrid(stationx);
[AN BN]=meshgrid(stationy);
Ed=AE-BE;
Nd=AN-BN;
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Edsq=Ed.ˆ2;
Ndsq=Nd.ˆ2;
Dstat=(Edsq+Ndsq).ˆ.5;
Cstat=statvar*exp(-Dstat/stcorD);
CstatX=(X*Cstat*X’);
C=C+CstatX;
\Calculating covariance for station term anisotropy
Cani=statanivar*exp(-Dstat/stcorD);
% Creating C(beta) and C(gamma)
CbetaY=(Ys*Cani*Ys’);
CgammaY=(Yc*Cani*Yc’);
C=C+CbetaY+CgammaY;
if(synthErrs)
numsynth=10000;locerr=20;
%obs=obs*ones(1,numsynth);
geom=load(’geom.txt’);
for i=0:max(EQnum)
EQposx(i+1,:)=locerr*randn(1,numsynth);
EQposy(i+1,:)=locerr*randn(1,numsynth);
end
obs=[];
for i=1:m
disp(i)
stx0=geom(i,1);sty0=geom(i,2);
stx1=geom(i,3);sty1=geom(i,4);
eqx=geom(i,5);eqy=geom(i,6);
ObsD=((eqx-stx0).ˆ2+(eqy-sty0).ˆ2).ˆ0.5-((eqx-stx1).ˆ2+(eqy-sty1).ˆ2).ˆ0.5;
obs(i,:)=((EQposx(EQnum(i)+1,:)+eqx-stx0).ˆ2+(EQposy(EQnum(i)+1,:)+eqy-
sty0).ˆ2).ˆ0.5-((EQposx(EQnum(i)+1,:)+eqx-stx1).ˆ2+(EQposy(EQnum(i)+1,:)+eqy-
sty1).ˆ2).ˆ0.5;
obs(i,:)=obs(i,:)-ObsD+design(i,1);
buff=abs(obs(i,:)-design(i,1))/8;
obs(i,:)=obs(i,:)-obs(i,:).*(buff>2)+design(i,1)*(buff>2);
end
obs=obs/8;
end
\Calculation of parameters
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Ci=inv(C);
dCi=(design’*Ci);
nrm=dCi*design;
ni=pinv(nrm);
Md=ni*dCi;
p=Md*obs;
[m n]=size(design);
est=design*p;
res=obs-est;
if(˜synthErrs)
ssr=(res’*Ci)*res;
seuw=sqrt(ssr/(m-n-1-numdeg))
disp(’PAUSED’);
pause
%plot(res) rmd=diag(design*ni*design’);
rmd=diag(C)-rmd;
\Calculate Standard deviations for each residual
rstd=rmd.ˆ0.5;
signif=res./rstd;
for i=1:m
if(abs(signif(i))>2)
disp([i dat(i,1:2) res(i) signif(i)]);
end
if(abs(signif(i))>4.0)
disp(’Large Residual!’);
disp(’PAUSED’);
pause
end
end
if(CheckOutliers)
disp(’PAUSED’);
pause
end
[Y,I]=max(abs(signif))
end
CiR=Ci*res;
\Calculate Estimated Apparent velocity from stochastic and deterministic models
dist=dat(:,5);
T=(Cpath+Cerr)*CiR+dist*p;
%Figure(1)
%plot(dist,dist./Test,’.’);
%pause
%Figure(2)
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StTerm=Cstat*X’*CiR;
par2stat=[(1:length(stindex))’ stindex];
par2stat=sortrows(par2stat,2);
i=min(find(par2stat(:,2)>0));
par2stat=par2stat(i:end,1);
StationTerms=[par2stat stationx’ stationy’ StTerm];
save -ASCII ST TERMS StationTerms
\Calculate covariance signal
disp(’Calculating Signal’);
Cs=fread(fid2,[m numsigpts],’double’);Cs=Cs’;
fclose(fid2);
Cs=Cs*ScaleCovˆ2;
[ms,ns]=size(Cs);
v=Cs*CiR+ones(ms,1)*p(1,:);
nis=fix((Xmax-Xmin)/stp);
njs=fix((Ymax-Ymin)/stp);
Xstp=(Xmax-Xmin)/nis;
Ystp=(Ymax-Ymin)/njs;
if(synthErrs)
cnt=1;
for i=0:njs
y=Ymin+i*Ystp;
for j=0:nis
x=Xmin+j*Xstp;
sb=1./v(cnt,:);
%sb=sqrt(mean(sb.ˆ2)-mean(sb)ˆ2);
%sb=sqrt(mean(sb.ˆ2)-mean(sb)ˆ2);
sb=sort(sb);
i1=floor(numsynth*(1-0.68)/2);
i2=numsynth-i1;
sb2=abs(sb(i1)-sb(i2))/2;
pts(cnt,1)=x;pts(cnt,2)=y;pts(cnt,3)=sb2;
cnt=cnt+1;
end
end
save -ASCII estsignal pts;
\Calculate velocity estimations
else
if(VelOn)
disp(’Calculating Velocity’);
cnt=1;
for i=0:njs
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y=Ymin+i*Ystp;
for j=0:nis
disp([i j 1/v(cnt)]);
x=Xmin+j*Xstp;
pts(cnt,1)=x;pts(cnt,2)=y;pts(cnt,3)=1/v(cnt);
cnt=cnt+1;
end
end
save -ASCII estsignal pts;
disp(’PAUSED’);
pause
\Calculate velocity uncertainities
disp(’Calculating Velocity Uncertainties’);
Q=design’*Ci;
R=Q’*ni;
S=R*design’;
Cpt=Cpt*ScaleCovˆ2;
cnt=1;
for i=0:njs
y=Ymin+i*Ystp;
disp(i);
for j=0:nis
x=Xmin+j*Xstp;
Cxy=Cs(cnt,:);
Csp=ni(1,1)-ni(1,:)*Q*Cxy’-Cxy*R(:,1)-Cxy*Ci*Cxy’+Cxy*S*Ci*Cxy’+Cpt;
% disp(ni(1,1));
% disp(Cpt-Cxy*Ci*Cxy’);
% pause;
pts(cnt,1)=x;pts(cnt,2)=y;pts(cnt,3)=1/(v(cnt)-sqrt(Csp))-1/v(cnt);
cnt=cnt+1;
end
end
save -ASCII esterrors pts;
end
end
\Calculate anisotropy if(AnisoOn)
disp(’Calculating Anisotropy’);
fid2=fopen(’sigsincov.bin’,’rb’,’ieee-be’);
aniCs1=fread(fid2,[m numsigpts],’double’);aniCs1=aniCs1’;
fclose(fid2);
fid2=fopen(’sigcoscov.bin’,’rb’,’ieee-be’);
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aniCs2=fread(fid2,[m numsigpts],’double’);aniCs2=aniCs2’;
fclose(fid2);
aniCs1=AniVarˆ2*aniCs1;
aniCs2=AniVarˆ2*aniCs2;
anisig1=aniCs1*CiR;
anisig2=aniCs2*CiR;
nis=fix((Xmax-Xmin)/stp);
njs=fix((Ymax-Ymin)/stp);
Xstp=(Xmax-Xmin)/nis;
Ystp=(Ymax-Ymin)/njs;
AniMag=sqrt(anisig1.ˆ2+anisig2.ˆ2);
AniPerc=(1./(v-AniMag)-1./(v+AniMag))./(1./(v-AniMag)+1./(v+AniMag))
AniPerc=200*AniPerc;
disp([’Max anisotropy =’ num2str(max(AniPerc)) ’%’]);
AniPerc=AniPerc*VectorScale;
AniAz=atan2(anisig2,anisig1)/2+pi/2;
anifile=fopen(’estaniso’,’w’);
fprintf(anifile,’>\n’);
cnt=1;plcnt=1;
for i=0:njs
y=Ymin+i*Ystp;
for j=0:nis
x=Xmin+j*Xstp;
if(mod(i+floor(anidecim/2),anidecim)==0)&&(mod(j+floor(anidecim/2),
anidecim)==0) fprintf(anifile,’%f,%f\n’,[x+AniPerc(cnt)*sin(AniAz(cnt)),
y+AniPerc(cnt)*cos(AniAz(cnt))]);
fprintf(anifile,’%f,%f\n’,[x-AniPerc(cnt)*sin(AniAz(cnt)),
y-AniPerc(cnt)*cos(AniAz(cnt))]);
fprintf(anifile,’>\n’);
% ani(2*plcnt-1,1)=x;ani(2*plcnt-1,2)=y;ani(2*plcnt-1,4)=AniPerc(cnt);
ani(2*plcnt-1,3)=AniAz(cnt);
% ani(2*plcnt,1)=x;ani(2*plcnt,2)=y;ani(2*plcnt,4)=AniPerc(cnt);
ani(2*plcnt,3)=AniAz(cnt)+180;
plcnt=plcnt+1;
end
cnt=cnt+1;
end
end
fclose(anifile);
disp(’Calculating Anisotropy Uncertainties’);
\Calculate anisotropy uncertainity
Q=design’*Ci;
R=Q’*ni;
S=R*design’;
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cnt=1;
anifile=fopen(’estanierrors’,’w’);
fprintf(anifile,’>\n’);
for i=0:njs
y=Ymin+i*Ystp;
% disp(i);
for j=0:nis
x=Xmin+j*Xstp;
if(mod(i+floor(anidecim/2),anidecim)==0)&&(mod(j+floor(anidecim/2),anidecim)==0)
Cxy=[aniCs1(cnt,:);aniCs2(cnt,:)];
Csp=AniVarˆ2*eye(2)-Cxy*Ci*Cxy’;
Cspi=inv(Csp);
NumSegs=100;
pts=[];
pts2=[];
jump=0;
for k=0:NumSegs;
ang=2*pi/NumSegs*k;
dir=[sin(ang) cos(ang)];
r=sqrt(ChiSq/(dir*Cspi*dir’));
err=r*dir;
sig1=anisig1(cnt)+err(1);
sig2=anisig2(cnt)+err(2);
AniMag=sqrt(sig1.ˆ2+sig2.ˆ2);
AniPerc=(1./(v(cnt)-AniMag)-1./(v(cnt)+AniMag))./(1./(v(cnt)-AniMag)+1./(v(cnt)+AniMag));
AniPerc=200*AniPerc;
AniPerc=AniPerc*VectorScale;
AniAz=atan2(sig2,sig1);
AniAz=AniAz/2+pi/2;
if(k==0)
OldAz=AniAz;
end
AniAz=AniAz-jump*pi;
if((AniAz-OldAz)>pi/2)
jump=jump+1;
AniAz=AniAz-pi;
elseif((AniAz-OldAz)<-pi/2)
jump=jump-1;
AniAz=AniAz+pi;
end
OldAz=AniAz;
pts=[pts;AniAz,x+AniPerc*sin(AniAz),y+AniPerc*cos(AniAz)];
pts2=[pts2;AniAz,x-AniPerc*sin(AniAz),y-AniPerc*cos(AniAz)];
end
pts=pts’;
pts2=pts2’;
fprintf(anifile,’%f,%f\n’,pts(2:3,:));
fprintf(anifile,’>\n’);
fprintf(anifile,’%f,%f\n’,pts2(2:3,:));
fprintf(anifile,’>\n’);
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end
cnt=cnt+1;
end
end
fclose(anifile);
end
end
E.3.4 Plotting results:
The results are best analysed in image form. The raypath coverage is plotted from the
epicenter coordinates and station positions. The velocity is plotted as a continuous
surface with anisotropy estimations plotted as lines with uncertainty circle, length as
an indication of amount of anisotropy. How well the model resolves the data in terns
of standard deviations is also shown as continuous surface.
\plotting up raypath coverage, velocity estimation (with anisotropy)
and velocity model uncertainity.
if(inp==3)||(inp==4)
if isempty(statsname)
ls
statsname=input(’Stations file name ’,’s’);
EQsname=input(’Earthquakes file name ’,’s’);
end
cmd=[’ !sh ../source/plotrays.sh ’ statsname ’ ’ EQsname ];
eval(cmd);
!sh ../source/plotsigani.sh
!sh ../source/ploterrors.sh
end
if(inp==5)
cd ..
ls
fold=input(’Choose folder ’,’s’);
eval([’cd ’ fold]);
end
end
cd ../source
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APPENDIX F
STATION TERM ANISOTROPY
The effect of a sloping Moho boundary and first order crustal inhomogeniety beneath
each station is approximated with a station term anisotropy, and is modelled as an
azimuthally dependent signal term (EQ F.1). The crustal anisotropy due to aligned
cracks and inclusions, will be dependent on 2θ, which is included in the estimation of
station term anisotropy, but can not be independently solved for.
C ′(θ) = α sin θ + β cos θ + γ (F.1)
where θ is a column vector of the azimuth with which the ray approaches the station,
α and β are parameters dependent on the time at various azimuths and γ is the
average time delay beneath an individual station. α, β, and γ are correlated through
a covariance function and then differenced for each ray at each station.
γ is the station delay time, where α and β indicate the direction of fastest approach.
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Table F.1
Estimation of stationterm anisotropy
Station α β γ azimuthθ Magnitude
BFZ -0.289 -0.238 -0.375 50.52 0.374
BKZ -0.176 -0.241 4.458 36.18 0.299
BSZ -1.280 -1.001 -0.397 51.98 1.625
CMCW -0.011 -0.261 -1.349 2.34 0.261
CMPJ 0.043 -0.132 -0.731 -18.03 0.139
CMRF -0.170 0.566 -0.143 -16.70 0.591
CMSF 0.427 0.109 0.257 75.65 0.441
CMTV -0.977 1.026 0.183 -43.60 1.417
CMWP -0.045 0.834 -0.291 -3.06 0.835
CNZ 0.004 -0.280 -0.500 -0.83 0.280
COWA 0.140 0.070 -1.165 63.36 0.156
DFE 0.214 0.032 -1.543 81.42 0.217
DRZ -0.170 -0.217 -0.233 38.03 0.276
EDRZ -0.173 0.411 0.353 -22.82 0.446
FWVZ -0.224 -0.241 -0.520 42.95 0.329
HARZ 0.234 -0.435 -0.437 -28.25 0.494
HATZ 0.214 -0.685 -0.489 -17.35 0.718
HBZ -1.278 0.500 -0.014 -68.65 1.373
HITZ 0.157 0.711 -0.397 12.48 0.728
HIZ 0.286 0.127 -0.196 65.96 0.313
HBH -1.123 0.070 0.308 -86.42 1.125
HULA 0.044 -0.545 -0.208 -4.61 0.546
HUTZ 1.586 -0.520 -0.309 -71.84 1.670
KATZ 0.011 -0.270 -0.384 -2.41 0.270
KAVZ 0.023 -0.185 -0.434 -7.11 0.187
KETZ 0.157 -0.285 -0.434 -28.78 0.325
KNZ 0.865 1.003 0.993 40.77 1.324
KRP 0.072 -0.555 0.821 -7.36 0.560
KRVZ 0.075 -0.187 -0.510 -21.84 0.202
KUZ 0.638 -0.043 -0.725 -86.13 0.639
LIRZ 0.101 -0.577 -0.667 -9.93 0.586
MAHZ -0.490 -0.397 -0.039 50.98 0.630
MARZ 0.470 -0.616 -0.827 -37.32 0.775
MGZ -0.023 -0.371 -0.720 3.61 0.372
MNG -1.302 0.304 -0.444 -76.87 1.337
MOH -0.002 0.472 0.191 -0.30 0.472
MOVZ -0.887 -0.141 -0.325 80.94 0.899
MOZ -0.045 0.197 -0.023 -12.74 0.202
MRZ -1.349 0.449 -0.320 -71.60 1.422
MTVZ -0.216 -0.129 -1.176 59.15 0.251
MUIA 0.146 -0.418 0.033 -19.25 0.442
MWZ -0.001 0.071 -0.042 -0.89 0.071
MXZ -0.999 0.390 0.672 -68.66 1.073
MYRZ 0.100 0.027 1.997 74.65 0.104
NEZ -0.726 -0.048 -0.536 86.19 0.727
NGZ 0.022 -0.271 -0.490 -4.62 0.272
NOZ -0.088 -0.231 0.301 20.73 0.247
NRZ -0.363 -0.830 -0.675 23.60 0.906
NWEZ -0.322 -0.236 -0.567 53.80 0.399
OIZ -0.020 -0.364 -0.984 3.14 0.365
OTVZ 0.030 -0.252 -0.285 -6.68 0.254
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Estimation of stationterm anisotropy continued..
Station α β γ azimuthθ Magnitude
PAHZ -0.641 0.508 0.928 -51.64 0.818
PARZ 0.060 0.237 -0.702 14.26 0.244
PATZ -0.088 0.125 0.075 -34.95 0.153
PGZ -0.460 0.390 -0.551 -49.67 0.603
PKE -0.398 0.284 -0.594 -54.48 0.489
PKVZ 0.440 -0.264 -0.536 -59.04 0.513
PUKC 0.021 -0.142 0.232 -8.37 0.143
PUZ -0.587 0.509 0.076 -49.07 0.776
RAEZ -0.218 -0.266 -1.254 39.32 0.344
RATZ 0.118 -0.595 -0.396 -11.25 0.606
RITZ 0.084 -0.368 -0.368 -12.88 0.377
RUZ -0.090 -0.443 -0.929 11.51 0.452
SUTA -0.354 -0.597 -0.265 30.65 0.694
TAHZ -0.489 0.079 1.005 -80.86 0.496
TAZ 0.236 -0.062 -0.085 -75.23 0.244
TEHZ -0.945 0.079 -0.402 -85.21 0.948
TGRZ -0.086 0.123 1.910 -34.86 0.150
TKEZ -0.099 -0.421 -0.621 13.20 0.432
TOZ -0.693 -0.391 0.099 60.54 0.795
TRVZ -0.123 -0.212 -0.173 30.12 0.245
TTH -1.065 0.314 0.945 -73.56 1.111
TUTZ 0.348 0.282 0.120 50.93 0.448
TUVZ -0.026 -0.092 -0.266 15.79 0.096
TWVZ 0.286 -0.392 -1.100 -36.12 0.486
URZ 0.314 0.162 0.071 62.74 0.353
UTU 0.503 -0.237 -0.747 -64.75 0.556
VERC -0.016 -0.087 0.286 10.56 0.088
VRZ -0.138 -0.062 -0.218 65.78 0.151
WAHZ -0.963 0.438 0.179 -65.52 1.058
WATA 0.455 -1.123 -0.222 -22.05 1.212
WATZ -0.462 -0.188 -0.431 67.90 0.499
WAZ -1.112 -0.673 -0.488 58.84 1.300
WEL 0.222 -0.482 -0.534 -24.72 0.531
WHH -0.297 -0.059 0.742 78.82 0.303
WHTZ -0.705 0.238 0.571 -71.39 0.744
WIZ 0.546 -1.091 -0.398 -26.57 1.220
WLKA 0.944 0.452 2.064 64.41 1.047
WLZ 0.111 -0.525 -0.748 -11.90 0.536
WPVZ -0.010 -0.287 -0.353 1.94 0.287
WTVZ -0.077 -0.278 -0.510 15.56 0.289
WTZ -1.041 1.187 0.488 -41.25 1.578
WULC -0.126 -0.034 -0.111 74.90 0.131
178
APPENDIX G
DEPTH MODELLING
G.1 Ray Paths through a medium with a depth dependent
velocity gradient
G.1.1 Linear change of velocity with Depth - Circular Ray-paths
If we start off with a simple model, a ray travelling through a single medium of a
constant, non-zero, linear velocity gradient, normal to the Earth’s surface, we can use
Snell’s Law of Refraction to find equations for travel-time and coordinates of the ray-
path. Snell’s Law of Refraction dictates that a ray will refract at an interface between
different velocities. The raypath through a medium of linearly increasing velocity will
be circular (Stacey 1977). The equation of the circle depends on three parameters.
(1) The initial velocity at the boundary from which the ray departs, Vo
(2) The velocity gradient within the material, Vg
(3) The initial take-off angle with which the ray departs the overlaying boundary,
θ
The circle radius can be calculated by (Dobrin and Savit 1988):
R =
Vo
Vgsin(θ)
(G.1)
The equation of the circle can also be expressed as:
Rsin(θ) = z + z0 (G.2)
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Figure G.1 Schematic of the propagation of a circular ray path, through a medium with constant,
non-zero, velocity gradient. Illustrating the equation of a circle with a centre of curvature located
above the interface.
where z0 is the distance of the centre of curvature above the boundary surface, z is the
distance below the interface that the ray propagates (fig G.1).
By comparing Snell’s Law and equation G.2, we see that zo is dependent on only
the initial velocity V0 and the velocity gradient within the layer Vg.
zo =
V0
Vg
(G.3)
The ray-path will be sharply curved for a large velocity gradient and almost straight
for a small one. If the initial angle of incidence is small, the ray descends steeply to
a large depth and returns to the surface at a greater offset than if the initial angle is
large (i.e. a shallow angle).
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G.1.2 Depth penetration estimation
The depth to which a ray penetrates a medium can be calculated from the circular
raypath. If we assume that the crust is a single layer with a constant average velocity
of 6 km/s (Stratford 2006) and offset, the depth to which a ray reaches is dependent
on the uppermost mantle velocity (assumed to be between 7.4 – 8.2 km/s for the
North Island) and the vertical velocity gradient within the mantle (0.005 - 0.01 s−1)
Gradients are estimated from velocity observations beneath the North Island from
Stratford (2006) and Reyners et al. (2006).
It can be seen (fig G.2) that assuming a crustal thickness of 22 km with an average
velocity of 6 km/s, no matter what the uppermost mantle velocity in the range of 7.4
- 8.0 km/s, the ray will not reach depths of more than 75 km for events offset of less
than 615 km.
For the dataset used in the MAR algorithm (modelling code, see Appendix E) ,
there are no epicentral locations more than 610 km from the furthest station used.
Therefore, from the dataset used here, we will not be able to say that the low velocity
zone seen in the central North island reaches depths greater than 75 km.
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Figure G.2 Estimates of depth penetration with linearly varying vertical velocity gradient. (a) with
initial mantle velocity of 7.4 km/s, (b) with initial mantle velocity of 7.8 km/s, and (c) with initial
mantle velocity of 8.0 km/s.
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