The greedy perimeter stateless routing (GPSR) protocol is a well-known position-based routing protocol. Data packet routing in position-based routing protocols uses the neighbors' geographical position information, which is stored in the sender's neighbors list, and the destination's position information stored in the routing data packet header field to route the packet from source to destination. In the GPSR protocol, the sender routes the packets to a neighboring node, whose geographical position is the closest to the destination of all the sender's neighbors. However, the selected neighbor is closer to the edge of the maximum of the sender's transmission range and thus has a higher likelihood of leaving the transmission range of the sender. Thus, the wireless link between the sender node and its routing neighboring node may break down, which degrades the performance of the routing protocol. In this study, we identify and study the effects of network parameters (beacon packet interval-time, node speed, network density, transmission range, and network area size) on wireless link breakage, identified as the neighbor wireless link break (NWLB) problem, in the GPSR protocol. To overcome the NWLB problem, we propose a neighbor wireless link break prediction (NWLBP) model. The NWLBP model predicts the accurate position of a routing neighboring node in the sender's neighbors list before routing the data packet to that neighbor. The simulation results show the ability of the NWLBP model to overcome the observed problem and to improve the overall performance of the GPSR protocol.
Introduction
In Mobile Ad hoc Network (MANET) position-based routing protocols such as DREAM, LAR, and GPSR [1] , the data packet routing decision is based purely on the local geographical position information knowledge of the node's neighbors. Each node forming the network must be able to determine its own geographical position information (x, y coordinates) using a Global Position System (GPS) device [2] . In addition, each node needs to maintain accurate geographical position information on its immediate neighbors to make effective routing decisions. For this purpose, each node within a determined time interval, periodically broadcasts a short beacon packet to announce its presence and geographical position information to those of its neighbors that are within its transmission range. However, the geographical position information of all known neighboring nodes is recorded by the receiving nodes in their lists of neighbors. Later, the node uses the neighbors' position information from its list of neighbors for routing a data packet to its destination. If a node fails to receive a beacon packet from the corresponding neighboring node over a certain time interval, the node will remove that neighbor from its list of neighbors.
A highly dynamic topology is a distinguishing feature and one of the challenges of MANET. Wireless links a between nodes are created and broken as the nodes move within one another's transmission ranges. Furthermore, as the nodes move, the topology of the network changes rapidly and unpredictably. Nodes may join or leave the network abruptly or gradually. As a result of node mobility, the established wireless links between the nodes may break and require re-establishing. Moreover, the position information in the nodes' lists of neighbors is often inaccurate and does not reflect the actual positions of the neighboring nodes, thus requiring the retransmission and rerouting of the data packets between nodes. However, the correctness and accuracy of position information in the node's list of neighbors is crucial and fundamental in determining the performance of position-based routing protocols [3] . Existing position-based routing protocols assume implicitly or explicitly the availability of accurate position information in the nodes' lists of neighbors, while in reality only an imprecise estimate of this position information is available for the nodes.
Inaccurate information on the position of nodes may result in a node being wrongly listed as within its neighbors' transmission range. This problem has serious consequences for network performance because nodes in position-based routing protocols depend on each other for routing the data packets to their destination, and because they move quickly at a uniform or non-uniform speed, wireless links between them are unstable and easily broken. We call this phenomenon the neighbor wireless link break (NWLB) problem.
In this study, we identify the problem of NWLB between the sender node and its routing neighboring nodes in GPSR protocol. In addition, we identify and analyze the network parameters that affect this problem, which are the beacon packet interval-time (BPIT), node speed (NS), network density, transmission range, and network area size. Finally, to solve this problem, we propose a mobility prediction model that can provide accurate position information on its neighbors to the sender node at the time of the routing process. This helps the sender node to route the data packet to a suitable neighbor on its list.
The rest of the article is organized as follows. In Section 2, we provide the background, review related work, and outline the limitations of current mobility prediction models. In Section 3, the NWLB problem is identified. In Section 4, the effect of network parameters is analyzed and discussed. In Section 5, the mobility prediction model is introduced. Section 6 presents the simulation results and evaluation, and Section 7 presents the conclusions and possible direction of future work in this area.
Background and related work

The GPSR protocol
The GPSR protocol [4] is an efficient and scalable routing protocol in MANETs. In the GPSR protocol, nodes route the data packet using the locations of its one-hop neighbors. When a node sends a data packet, it transmits it to the neighbor within its transmission range that has the shortest Euclidean distance to the destination node.
The GPSR protocol uses two forwarding strategies to route the data packet to the destination: greedy forwarding and perimeter forwarding. In greedy forwarding, GPSR makes forwarding decisions using information about the position of immediate neighbors in the network topology as shown in Figure 1a . In Figure 1a , node x wants to send a data packet destined for node D; x sends the data packet to node y which is listed in x's list of neighbors as shown in Table 1 , and is closer to D than any of x's other neighbors. This greedy forwarding process is repeated by nodes y, k, z, and w until the data packet reaches the destination node D.
When the greedy forwarding strategy fails to find a neighbor closer to the destination than itself, the GPSR protocol shifts from the greedy forwarding strategy to the perimeter forwarding strategy. A simple example of such a topology is shown in Figure 1b . Here, node x is closer to the destination node D than its neighbors w and y. Although there are two paths to D, x-y-z-D and x-w-v-D, x will not choose to forward the data packet to w or y using greedy forwarding strategy. In this case, the GPSR protocol declares x as the local maximum to D and the shaded region without nodes as a void region. To route the data packet around the void region, the perimeter forwarding strategy constructs a planarized graph b for the neighbors of node x and routes the data packet around the void region using the right-hand rule. The right-hand rule states that when arriving at node x from y, the next traversed edge is the one sequentially counterclockwise about x from edge (x, y). By applying the right-hand rule in Figure 1b , node x forwards the data packet to hop w.
Related work
Several mobility prediction approaches and techniques have been proposed in the literature for MANET routing protocols. The details of these approaches and techniques can be found in [5] . We survey here the mobility prediction research efforts in predicting the connectivity of the neighboring nodes based on the position information of the nodes.
Jia et al. [6] proposed a two-hop Hello protocol (THello) aiming to improve the accuracy of the list of neighbors. By exchanging beacon packet messages within the two-hop scope, neighbor location information can be obtained, even if a neighbor has moved out of the sender's communication range, so the corresponding entry in the neighbor tables of the nodes can be removed explicitly rather than waiting for time out. However, using two-hop hello beacon packet messages will increase the chances of beacon packets colliding with data packets and thus increase the number of retransmissions, resulting in increasing end-to-end delay and wastage of battery power [7] . Creixell and Sezaki [8] proposed a geographical routing protocol which makes routing decisions based on the current and future positions of the node. To estimate the future position of the node, the authors used a prediction method based on real trajectory data. The disadvantage of this approach is in the implementation cost. The authors used single low-range laser scanners to track the pedestrian trajectory movements of the nodes, which necessitated a high storage space for the neighbors table because they used it to save the historical movements of the neighboring nodes.
Kai-Ten et al. [9] proposed the velocity-aided routing (VAR) protocol, which determines its data packet routing based on the relative velocity between the intended routing node and the destination node. The VAR protocol incorporates the predictive moving behaviors of mobile nodes in the protocol design. Xu et al. [10] proposed a mobility prediction mechanism to acquire neighborhood information at a future actual transmission time. In this prediction mechanism, the sender node will only send a request to collect information on neighbors before the transmission process, thereby conserving the energy consumption of periodical beacon packets; once the neighboring nodes receive the position request command, they will send two beacon packets at a specific interval. Based on received positions within beacon packets, the sender will predict the positions of its neighboring nodes at a future transmission time. Son et al. [11] proposed two mobility prediction schemes; neighbor position prediction and destination position prediction, to overcome lost link and loop problems in position-based routing protocols. The authors built their prediction schemes based on the position information of two beacon packets and the beacon time of neighboring nodes stored in the lists of neighboring nodes. Shah and Nahrstedt [12] proposed a positiondelay prediction scheme which assists Quality of Service routing protocols to estimate a future instant position based on information on previous positions. Su et al. [13] proposed a simple prediction method. They calculated the route expiry time D t during which two nodes i and j will stay connected to each other. The same prediction time approach is used by Sandulescu and Nadjm-Tehrani [14] . The authors exploited the context of mobile nodes information, such as the speed and radio range, to estimate the contact window time t cw between two meeting neighbors.
Cadger et al. [15] explored and analyzed the locationprediction schemes proposed in [11, 12] . Both were implemented on top of the GPSR protocol. The results indicated that the addition of location prediction to GPSR overwhelmingly improved its reliability performance.
Limitations of current mobility prediction models
In addition to the previously observed and discussed limitations of mobility prediction models, most of the current research in mobility predictions is based on piecewise linear node motion between successive beacon packet updates. In addition, it assumes that the mobile nodes move at constant speed without considering direction information in the beacon packet updates or prediction techniques used. Furthermore, current research built mobility prediction models based on two or more beacon packet updates.
This study argues that two or more beacon packet updates are not available to the sender on its neighbors Figure 2a , where node i moves from position P 1 to P 2 . Assume that according to the node i BPIT, node i sends its beacon packet at position P x . In this scenario, node A will receive only one position information point from node i. Due to this, node A fails to make a prediction decision when it needs to route a data packet to destination D. Another limitation of current mobility prediction models is wrong prediction decisions that nodes can make. For example, Figure 2b shows that node i moves in direction d 1 then changes direction at point P x to move in direction d 2 . Consequently, node s received node i's beacon packets at point P 1 and P 2 . In this situation, node s will predict that node i's future direction will be in direction d x , while the actual direction of node i is in direction d 2 . This is because current mobility prediction models do not include the direction of movement in their prediction concept.
Based on the drawbacks observed in current mobility prediction models, this study has built a new mobility prediction model that considers the limitations described in Figure 2a , b.
The NWLB problem
In the GPSR protocol, every node, within a time interval, periodically broadcasts a beacon packet within its own transmission range. The beacon packet carries the node ID and its current position information (x, y coordinates). Every node that receives the beacon packet creates a new entry in its list of neighbors for the incoming node beacon packet and retains this information for later use in the data packet routing process. By using the beacon packets, all the nodes in the network will have geographical position information about their neighboring nodes.
Position-based routing protocols always route the data packet to the neighboring node closest to the destination node. The sender node searches its list of neighbors for this node, but the selected next hop node may not be within the transmission range of the sender, although it is listed as a neighboring node. This is because the routing neighbor is close to the limit of the sender's transmission range with a high probability that the selected neighboring node may have left the sender's transmission range, even though it is still listed in the sender's list of neighbors. This situation is defined as a NWLB problem. Figure 3 shows the NWLB problem; the GPSR protocol has defined node y at position l y1 as a routing node since node y is clearly the neighbor closest to destination d. This is because the beacon packet heard from node s about node y at time t 1 . However, when node s decides to route the data packet to node y at time t 2 , node y may be in position l y2 , which was not recognized by node s at the time it made the routing decision. Node s can recognize that node y is no longer a neighbor if it does not receive a beacon packet from it within a time interval usually greater than 3 times the BPIT [4] . At time t 2 , node y is out of the transmission range of node s, but is still listed in the list of s's neighbors (t 2 -t 1 < 3* BPIT). This situation would let node s route the data packet to an out-of-date routing neighbor (node y) and the routing data packet would be dropped on the wireless link.
Effect of network parameters on the NWLB problem
Many network parameters in [16] can affect the existence of the NWLB problem, including BPIT, NS, network density, node transmission range, and network area size.
Effect of BPIT and NS
One of the variables that control the node connectivity in position-based routing protocols is the node BPIT [17] . BPIT specifies the maximum time interval between the transmissions of beacon packets among the nodes. Each node in position-based routing protocols periodically broadcasts beacon packets to its neighbors to make them aware of its presence (ID) and its geographical position information (x, y coordinates). Receiving nodes, within the sender's transmission range, create or update their neighbors list and use the information in the beacon packets for later routing processes. Position information carried by these beacon packets becomes inaccurate as the BPIT increases. In addition, the position information that nodes associate with their neighbors in their list of neighbors becomes less accurate between beacon packets as these neighbors move. Figure 4a depicts the effect of BPIT on NWLB in the GPSR protocol. Here, node s recognizes its neighboring node n 1 in its list of neighbors at position n 1 ' from the beacon packet information that arrived at time t 1 . If node n 1 broadcasts its beacon packet, using BPIT 2 at time t 3 , rather than using BPIT 1 at time t 2 , where BPIT 2 > BPIT 1 and t 3 >t 2 , it is expected that there will be a higher probability of node n 1 being out of the transmission range of node s which leads the NWLB problem to be more possible to happen.
Moreover, variation of the NS means a change in the degree of node mobility which in turn affects the NWLB problem. Each node can move at different speeds and the maximum NS is the other parameter determining the occurrence of the NWLB problem. Figure 4b depicts the effect of NS on the NWLB problem in GPSR position-based routing protocols. Here, node s recognizes its neighboring node n 1 in its list of neighbors at position n 1 ' at time t 1 . If node n 1 moves using NS 1 rather than NS 2 , where NS 2 > NS 1 , it is expected that node n 1 will travel a greater distance and the probability that it will be out of node s' transmission range will increase. From Figure 4a , b, we can conclude that as the BPIT and NS increase, the NWLB problem increases.
Effect of network density
The network density, which represents the number of nodes within the network area, affects the NWLB problem. In MANET, the node communicates with its neighboring nodes to send, receive, and route data traffic. The NWLB problem is clearly evident when network density increases. Figure 5a shows the selected routing neighbor at low network density, where a small number of neighboring nodes are within the sender's transmission range, and Figure 5b shows the selected routing neighbor at high network density, where a large number of neighboring nodes are within the sender's transmission range. At low network density, the average route length (RL) to destination is about (2/3)R, where R is the node transmission range radius. The (2/3)R route is more stable in routing the data packets and the routing nodes on the route are less likely to break the wireless links with their neighbors when they move. At high network density, the average RL to destination is closer to R. This causes the routing nodes to be located at the limit of the transmission range of the sender node. This route is less stable in routing the data packets and the routing nodes are more likely to break the wireless links with their neighbors in the route when they move. In addition, we observed from Figure 5a , b that a low network density increases the RL to the destination (number of hops). In Figure 5a , the number of hops to reach the destination is three hops, while, in contrast, high network density decreases the RL, two hops in Figure  5b . 
Effect of node transmission range
The transmission range represents the limit of node connectivity with its neighbors. In the GPSR protocol, increasing the node's transmission range reduces the number of hops (RL) needed to reach the intended destination and enhances the overall network connectivity [18] . In addition, it reduces the likelihood of the node having the NWLB problem with its neighboring nodes while they are moving. Conversely, decreasing the node's transmission range increases the number of intermediate hops between the source and destination and increases the chance of the NWLB problem arising between the nodes. Figure 6a shows the sender with a short transmission range R 1 and Figure 6b shows the sender with a long transmission range R 2 where R 2 >R 1 . With a short transmission range, the selected routing neighbor is closer to the sender's transmission range limit and any routing node movement will break the wireless link with the sender. In addition to this, a short transmission range increases the RL to the destination since the data packet has to be routed using many hops before it arrives. For the long transmission range, as shown in Figure 6b , the selected routing neighbor is far from the limit of the sender's transmission range and the probability of the routing node movement breaking the wireless link with the sender will decrease. Moreover, the long transmission range decreases the RL to the destination because the data packet is routed using fewer hops before it arrives at the destination.
Effect of network area size
Network area size represents the x and y dimensions of the network area. In the GPSR protocol, increasing the network area size yields an increment in the number of routing hops the data packet needs to use to reach the intended destination. In addition, increasing the network area size yields a decrease in the NWLB problem since the routing neighbor will be far from the limit of the sender node transmission range. Decreasing the network area size decreases the number of routing hops used to route the data packet to its destination and hence increases the average number of NWLB since the data packet will be routed to neighboring nodes closer to the limit of the sender's transmission range. Figure 7a , b shows a small and a large network. With a small network area, the RL to the destination is short and this increases the NWLB problem, while with a large network area, the RL to destination is long and this decreases the NWLB problem. The effect of the 
network area size can be considered a mirror for the network density effect explained in Figure 5 . A high network density reflects a small network area size and vice versa. We can create a high-density network using x number of nodes by distributing the same number of nodes within a small network area size.
Proposed NWLBP model
Let us assume that the latest beacon packet was generated at time t 1 from neighboring node i to a particular sender node s reporting position coordinates x i Figure 8 and Table 2 illustrates the notations used for the NWLBP model.
From Figure 8 , applying the laws of sines and cosines to the triangle KLM obtains the following formulas:
where v i , and the instant of time information become available to the sender node in its list of neighbors. along the x-axis, and the instant at time point t 1 when this data are received by the node's list of neighbors. The node's modified list of neighbors is shown in Figure 9 .
In summary, when the sender node has a data packet to be routed to a destination, the sender first uses the position information available in its list of neighbors to predict the position of its selected routing neighbor using Equations (1) and (2) . The sender node then calculates its distance from the predicted neighboring node position using the following formula:
where D i p is the predicted neighboring node's distance from the sender node and (x s c , y s c ) is the current position of the sender node along the x and y axes. When the sender node finds that the value of D i p is greater than its transmission range, it will not route the data packet to that neighbor even though that neighbor is shown to be the closest neighbor to the destination. Using the NWLBP model, the sender node has the ability to avoid routing the data packet to a neighboring node that is located outside the sender's transmission range even though it is still listed as a neighboring node.
Our NWLBP model does not contribute to any additional communication overhead, intense computation, or bandwidth use between the nodes. All the computations are done locally within the node and do not involve the neighbors participant. The NWLBP model only utilizes the GPSR protocol beacon packet to carry extra information, as shown in Figure 9 , to the nodes' neighbors. Consequently, the model does not increase the number of beacon packets generated between the nodes.
Results and evaluation
Simulation model and assumption
In our simulation experiments, we assume the network consists of a set of wireless nodes, where each node knows its position accurately using a localization technique such as GPS. All nodes have the same radio range and they broadcast beacons to their neighbors, so each node is aware of its neighbors and their locations. In addition, we assume (i) nodes detect and announce accurate locations, (ii) radio ranges of all nodes are exact and symmetric, and (iii) there are no obstacles and nodes within radio range can always communicate. Admittedly, these assumptions are ideal and do not hold in practice. Violation of any of these assumptions under actual conditions can result in destruction of the GPSR protocol mechanism itself [19] as well as the prediction model. For the NWLBP prediction model, under actual conditions, as long as the node can receive a beacon packet from its neighbors, it can predict the future position of its neighbor and assist the GPSR protocol to forward the data packet to the best candidate neighbor in the direction of its destination.
To show the effectiveness of the NWLBP model, we built our own discrete-event simulation model using C+ + Builder 6 [20, 21] . The simplicity of the GPSR protocol and NWLBP model implementation made us the confident that our simulation model compared well with other simulation tools such as NS2 [22] . NS2 places more emphasis on the performance and validity of a distributed protocol than on the visual or real-time visibility features of the simulation. In addition, NS2 has a high consumption of computational resources and lacks a generalized analysis tool. Figure 10 shows a set of screen snapshots for our implementation of the GPSR protocol and an illustration of the NWLB problem. The acceleration of node i at time t 1
The node direction with respect to x-axis t c
Instant time point of current time
The predicted position of node i at time t c Figure 9 The node's modified list of neighbors. The data points presented in the simulation results were calculated as the average of ten simulation runs to eliminate the effect of any anomalous individual result because we observed a realistic variance among the points using ten or more simulation runs. We plotted the 95% confidence interval as error bars on the figures.
Our simulation study was conducted with varying numbers of nodes, numbers of data traffic sources, and NSs. We Table 3 as constant unless otherwise stated. The source and destination nodes were randomly selected from the nodes in the simulation scenario. The GPSR protocol is used as the underlying routing platform protocol.
The performance metrics used in simulation experiments are 1. Control overhead: The control overhead metric represents the total number of beacon packets exchanged by all the nodes in the network.
End-to-End delay:
This metric represents the average end-to-end delays experienced by each data packet at each hop on its way from source node to destination node.
3. Non-optimal route: This metric represents the number of hops experienced by each data packet along its route from source node to destination while it passes through the intermediate nodes.
4. Node false position: The node false position metric represents the difference in distance in meters between the real (accurate) and the false (inaccurate) neighboring node i position in the node j list of neighbors.
In this study, we used the bound simulation area (BSA) mobility model [23] as the pattern for the movement of nodes as shown in Figure 11 . Unlike other mobility models such as the random way point mobility model [23] , the BSA mobility model reflects the relationship between the mobile nodes' previous and current motion behavior. In BSA, speed and direction of current movement randomly diverge from the previous speed and direction after each time increment. This makes the movement of the nodes smooth in both speed and direction. The position, speed, and direction of movement of the nodes are updated at every Δt time step according to the following formulas:
where v max is the maximum speed defined in the simulation, Δv is the change in speed which is uniformly distributed between [-A max × Δt, A max × Δt,], A max is the maximum acceleration of a given mobile node, Δ∅ is the change in direction which is uniformly distributed 
between [-∞ × Δt, ∞ × Δt], and ∞ is the maximum angular change in the direction of mobile node travel. Figure 12 shows the effect of BPIT and NS on the occurrence of the NWLB problem in the GPSR protocol for different BPIT and NS values. As the BPIT and NS increase, the percentage of neighbors who break the wireless link with the sender also increases. Longer BPIT and a high NS yield results in neighbors being listed in the sender's list of neighbors when they are in fact outside the transmission range as shown in Figure  4 . Figure 13 shows the effect of network density on the percentage of NWLB observed in the sender's list of neighbors and the average RL for four different network densities as shown in Table 4 . In general and for the reasons shown in Figure 5 , when the network density increases, the average NWLB increases while the average RL decreases. Figure 14 shows the effect of transmission range on the average NWLB and average RL. As shown in Figure  6 , when the transmission range increases, the chance of the selected forwarding neighbor being at the limit of the transmission range will reduce, which results in fewer wireless link breakages with the sender. In addition, a longer transmission range decreases the RL since the packet has to be routed using fewer intermediate hops. Figure 15 shows the effect of network area size on the average NWLB and average RL. As shown in Figure 7 , when the network area size increases, the average NWLB decreases while the average RL increases. The increment in the network area size results in an increase in the number of routing hops between the source and destination nodes. With more hops between the source and destination, it is expected to get greater RL between them. Both the network density and network area size have the reverse effect on the average NWLB and average RL. Increasing the network area has the same effect of decreasing the network density on the average NWLB and the inverse effect on the average RL as shown in Figure 13 . In other words, when we distribute the nodes within a small network area size, we increase its density and when we distribute the nodes within large network area size, we decrease the nodes density within it. Increasing the NS did not result in a corresponding increase in the number of beacon packets in the basic mechanism of the GPSR protocol or in the implementation of the NWLBP model. The same observation applied to the effect of the number of data traffic sources. Figure 16 shows that the increase in the number of the nodes increases the overhead for the control packets. Extra nodes in the network mean that extra beacon packets will be broadcasted by each node. Figure 17 shows the average end-to-end delay in the GPSR protocol with and without using the NWLBP model as a function of NS. Using the NWLBP model achieves a lower average end-to-end delay compared to the GPSR performance without using the NWLBP model, because NWLB problem causes the data packet to be retransmitted several times to the neighboring node that is listed in the sender's list of neighbors but is out of the its transmission range. The data packet retransmission causes additional delays at the intermediate nodes. However, using the NWLBP model, the sender routes the data packet to the listed routing neighbor that is within the sender's transmission range. Consequently, the data packet avoids additional delays on its route to its destination. Figure 18 shows the average end-to-end delay as a function of the number of nodes. In general, as the number of nodes increases, the average end-to-end delay increases because of the effect of node density in the network as shown in Figure 5 , which is caused by many occurrences of the NWLB problem. Using the NWLBP model achieves less average end-to-end delay even though the number of nodes increases in the network. This is because the NWLB model guarantees to route the data packet to the neighbor listed in the sender's list of neighbors and within its transmission range. Figure 19 shows the average end-to-end delay as a function of the number of data traffic sources in the network. It can be seen that as the number of data traffic sources increases, the average end-to-end delay also increases. The increase in the number of data traffic sources in the network causes more data packets to be rerouted using different paths and hence to be subjected to the NWLB problem. Using the NWLBP model achieves less average end-to-end delay due to its mechanism of routing the data packets to a neighbor within the sender's transmission range. Figure 20 shows the non-optimal route in the GPSR protocol, using and without using the NWLBP model, as a function of the NS in the network. In general, as the NS increases, the non-optimal route also increases. The high speed increases the possibility of out-of-date position information in the senders' list of neighbors which leads to a high possibility of choosing the wrong neighboring node for data packet routing. Using the NWLBP model achieves better (fewer) non-optimal routes. This is because the network topology information is maintained by the NWLBP model which yields more accurate position information and more suitable selection of the routing neighbor from the sender's list of neighbors. Figure 21 shows the non-optimal route in the GPSR protocol, using and without using the NWLBP model, as a function of the number of nodes in the network. We note that as the number of nodes increases, the non-optimal route decreases. This is because of the effect of network density as shown in Figure 5 . When the number of nodes increases in the network, the sender node has many candidate neighbors on its list for routing the data packet. This reduces the chance of wrong selection in picking the neighbors on the list but out of the sender's transmission range. The NWLBP model performs better in reducing the non-optimal routes because of better decisions in picking the routing neighbor from the sender's list of neighbors. Figure 22 shows the non-optimal route in the GPSR protocol, using and without using the NWLBP model, as a function of the number of data traffic sources in the network. As the number increases, the number of non-optimal routes increases. The increase in the nonoptimal route is due to more source-destination data flows, which cause a high rate of data packets to be routed to a neighbor out of the sender's transmission range. The NWLBP model performs better on non-optimal routes due to the NWLBP model mechanism for routing the data packet to the neighbor within the sender's transmission range. Figure 23 shows the node false position in the GPSR protocol, using and without using the NWLBP model, as a function of the NS. In general, as the NS increases, the number of false positions increases due to the effect of NS, as shown in Figure 4 . Figure 23 shows that the NWLBP model reduces the number of node false positions for all NSs because accurate node position information is maintained in the senders' list of neighbors. Figure 24 shows the node false position in the GPSR protocol, using and without using the NWLBP model, as a function of the number of nodes. In both cases, as the number of nodes increases, the number of node false positions also increases since there are more nodes in the network with more inaccuracies in their position information. Figure 24 shows that the NWLBP model achieves fewer node false positions. We did not observe any influence of the number of data traffic sources on the number of node false positions. As the number of data traffic sources increases, the node false position remains static since a node false position is not related to the number of data traffic sources in the network. We observed that the increase in the number of data traffic sources does not affect the distance between the actual and false node positions.
Effect of network parameters on the NWLB problem
End-to-end delay
Non-optimal route
Node false position
Conclusion and future work
In this study, we introduced the NWLB problem between the sender node and its routing neighboring Figure 21 Non-optimal route versus number of nodes. node in the GPSR position-based routing protocol. In addition, we introduced the BPIT, NSnode speed, network density, node transmission range, and network area size as network parameters that can affect the occurrence of this problem. To overcome the NWLB problem, we proposed the NWBLP model, which helps the sender to predict the position of the routing neighboring node before routing the data packet to it. The NWLBP model helps the sender make an accurate prediction based on up-to-date and accurate position information. The simulation results show that the NWBLP model achieved a better network performance for different performance metrics such as control overhead, endto-end delay, non-optimal route, and node false position.
In future work, we aim to show that the NWBLP model can support many position-based routing protocols. Some perform better in a mobile network with high mobility, while others perform better in a mobile network with low mobility. A possible area of future research could be to examine the NWBLP model under more realistic conditions such as position estimation error and obstacle environment. In addition, the performance of the NWBLP model would be an interesting study when applied in the real MANET environment since it is easy to implement. Moreover, the NWBLP model may be affected if the node changes its direction of motion, speed, or acceleration value after broadcasting its last beacon packet and before its next scheduled beacon packet, based on its BPIT. Furthermore, considering the error in node-predicted position when applying the NWBLP model would be an interesting future study since the error in the predicted node position can be investigated if the mobility pattern of the nodes is known.
Endnotes a Wireless link refers to the communication channel between two neighboring nodes.
b A planar graph is a graph that can be drawn in the plane with no crossing edges.
Abbreviations BPIT: beacon packet interval-time; BSA: bound simulation area; CBR: constant bit rate; DREAM: distance routing effect algorithm for mobility; GPS: global position system; GPSR: greedy perimeter stateless routing; LAR: location aided routing; MANET: mobile ad hoc network; NS: node speed; NWLB: neighbor wireless link break; NWLBP: neighbor wireless link break prediction; RL: route length; VAR: velocity-aided routing.
