In this paper we interpret chaos synchronization schemes within the framework of Lagrange programming networks, which form a class of continuous-time optimization methods for solving constrained nonlinear optimization problems. From this study it follows that standard synchronization schemes can be regarded as a Lagrange programming network with soft constraining, where synchronization between state vectors is defined as a constraint to the dynamical systems. New schemes are proposed then which implement synchronization by hard and soft constraints within Lagrange programming networks. A version is derived which takes into account synchronization errors within the problem formulation. Furthermore Lagrange programming networks for achieving partial and generalized synchronization are given. The methods assume the existence of potential functions for the given systems. The proposed Lagrange programming networks with hard and soft constraining show improved performance on many simulation examples for identical and nonidentical chaotic systems. The schemes are illustrated on Chua's circuit, Lorenz attractor and n-scroll circuits.
Introduction
Chaos synchronization has been intensively studied in recent years [Chen & Dong, 1998 ]. Schemes with mutual coupling and master-slave synchronization have been analyzed especially for ad hoc examples of general interest such as Chua's circuit and Lorenz attractor or for classes of nonlinear systems, e.g. Lur'e systems [Chen & Dong, 1998; Wu & Chua, 1994; Kocarev et al., 1993; Suykens et al., 1997a Suykens et al., , 1999 . Synchronization schemes have been investigated for identical and nonidentical chaotic systems, including aspects as local and global synchronization, robust synchronization, partial synchronization and generalized synchronization. Many of the synchronization methods have been applied to secure communications using chaos, where a message signal is defined as an external input of the scheme [Chen & Dong, 1998; Wu & Chua, 1994; Suykens et al., 1997c] .
In this paper we make an interpretation of chaos synchronization schemes within the framework of Lagrange programming networks [Zhang & Constantinides, 1992] . Being related to the Hopfield network [Hopfield, 1984] and other recurrent neural networks for nonlinear optimization [Kennedy & Chua, 1988] , Lagrange programming networks have been proposed as a class of continuous-time nonlinear optimization [Cichocki & Unbehauen, 1994] for solving constrained nonlinear optimization problems with equality and/or inequality constraints [Fletcher, 1987] . Synchronization between state vectors of two nonlinear dynamical systems is defined then as a constraint to the dynamical system, assuming that there exists a potential function for the given systems, which is motivated by [Zubov, 1997] and potential function theory [Hazewinkel, 1991] with related results in circuit theory [Weiss et al., 1998 ].
As a result of the study we propose Lagrange programming networks for chaos synchronization that implement state vector synchronization by hard and soft constraints based upon an augmented Lagrangian. The synchronization constraint is realized in an asymptotical sense, which is different from the theory of differential-algebraic equations [Beardmore & Song, 1998 ] where synchronization could be considered as an algebraic constraint.
Certain standard synchronization schemes can be regarded as Lagrange programming networks with soft constraining only. New schemes are presented for full state synchronization, partial synchronization and generalized synchronization [Kocarev & Parlitz, 1996] . The Lagrange programming networks for synchronization are applied to identical and nonidentical chaotic systems. Often synchronization is only achievable up to a small synchronization error, as shown in e.g. [Suykens et al., 1999] on robust synchronization of nonidentical Lur'e systems. A Lagrange programming network for chaos synchronization is proposed which takes into account synchronization errors in the problem formulation. In order to demonstrate the methods, Chua's circuit [Chua et al., 1986; Chua, 1994; Madan, 1993] , Lorenz system [Lorenz, 1963] and n-scroll circuits [Suykens et al., 1997b; Yalcin et al., 2000] have been taken as simulation examples. In many cases the Lagrange programming network shows an improved performance compared to standard schemes that correspond to soft constraining. Theoretically speaking smooth versions to Chua's circuit and n-scroll circuits [Huang et al., 1996; Ponomarenko & Matrosov, 1996] should be considered. However, simulation results suggest that the piecewise-linear nature of the circuits does not pose a problem for the investigated examples. At this point it is important to stress that no explicit construction of the underlying potential functions has to be made in order to simulate all of the synchronization schemes; only the existence of a potential function is needed, eventually in a generalized sense of potential function theory. This paper is organized as follows. In Sec. 2 we discuss some standard synchronization schemes. In Sec. 3 Lagrange programming networks for constrained nonlinear optimization are shortly reviewed. In Sec. 4 Lagrange programming networks for chaos synchronization are proposed. The cases of partial and generalized synchronization are discussed in Sec. 5. Simulation examples are presented in Sec. 6.
Synchronization Schemes
In the context of synchronization of chaotic systems one studies schemes of the form [Chen & Dong, 1998; Wu & Chua, 1994] 
with f (·) : R n → R n , g(·) : R n → R n , state vectors x, z ∈ R n and coupling matrices M, N ∈ R n×n which are often chosen diagonal. In the case of (1) the coupling between the two dynamical systems is mutual. For master-slave synchronization on the other hand one has the scheme
with master system M, slave system S and coupling matrix K ∈ R n×n . Master-slave schemes are especially of interest in applications for secure communications using chaos, where the message signal is defined as an external input to the scheme [Wu & Chua, 1994; Suykens et al., 1997] . Loosely speaking, for (1) and (2) synchronization means that x − z 2 → 0 as t → ∞. Synchronization is often studied by stability analysis of the error systemė
for (2) where e = x − z is the error signal. From the equations it is immediately clear that the analysis is simplified in the case of identical master and slave systems. For ad hoc examples such as Chua's circuit or Lorenz attractor synchronization has been studied in detail [Kocarev et al., 1993; . For the example of identical Lur'e systems a sufficient condition for global asymptotic stability of the error system may be derived from a quadratic Lyapunov function. The class of Lur'e systems includes e.g. Chua's circuit [Chua et al., 1986; Chua, 1994; Madan, 1993] , n-scroll circuits [Suykens et al., 1997b] and coupled Chua's circuits . More specifically, for identical Lur'e systems one has the scheme
with error systeṁ
where η(e; z) = σ(Ce + Cz) − σ(Cz) with σ(·) : R l → R l and A ∈ R n×n , B ∈ R n×l , C ∈ R l×n . For η and σ one assumes a sector condition [0, k] . This means that for η the inequality η T Λ[η − kCe] ≤ 0 holds ∀ e, z with Λ a positive definite diagonal matrix. Employing a quadratic Lyapunov function V (e) = e T P e with P = P T > 0 it is straightforward to derive the following sufficient condition for global asymptotic stability of the error system:
where < 0 denotes a negative definite matrix. In the master-slave scheme (2) synchronization may be regarded as a control problem where a feedback matrix K has to be designed such that the slave is synchronized to the master system. The control is based upon the full state vectors x, z. In case there is a lack of full state information dynamic output feedback could be applied to the scheme [Suykens et al., 1997a] . Also observer-based synchronization design is relevant in this context [Morgül & Solak, 1997] . For nonidentical Lur'e systems within the master-slave scheme
with nonidentical matrices A 1 , A 2 , B 1 , B 2 and C 1 , C 2 , conditions for robust synchronization have been derived in [Suykens et al., 1999] . Master and slave systems that behave in qualitative different ways with respect to each other (stable points, limit cycles versus chaos), can be synchronized up to a small synchronization error within (7). In addition to synchronization of the type x − z 2 → 0 as t → ∞, one can also consider generalized synchronization [Kocarev & Parlitz, 1996] which means that there exists a transformation H : R n → R m such that a manifold {(x, z) : z = H(x)} is reached as t → ∞ with a nonempty basin of attraction.
Lagrange Programming Networks
In this section we shortly review Lagrange programming networks as introduced by Zhang and Constantinides [1992] . Lagrange programming networks form a class of continuous-time optimization methods for solving constrained nonlinear programming problems with equality and/or inequality constraints. Here we review the equality constraint case.
Consider the optimization problem
with given functions J(·) : R p → R and h(·) : R r → R s , where r ≤ s. The functions J and h are assumed to be twice continuously differentiable. Based upon the Lagrangian
where λ ∈ R r denotes the vector of Lagrange multipliers, the Lagrange programming network for finding a local minimum to (8) is given by
which yields the equations
For this network it can be shown that when (ξ * , λ * ) is a stationary point of L(ξ, λ) and the Hessian ∇ 2 L(ξ * , λ * ) is positive definite, then (ξ * , λ * ) is an asymptotically stable point of (11). Under the
2 is a Lyapunov function for the network. The problem (8) can be convexified by considering the optimization problem
with augmented Lagrangian
In this case the local convexity assumption ∇ 2 L(ξ * , λ * ) > 0 is weakened. This augmented Lagrangian yields the Lagrange programming network
This network makes use of hard and soft constraints in order to solve the optimization problem, while in (11) only hard constraints are implemented.
Chaos Synchronization and Lagrange Programming Networks
Now, let us establish the link between the previous two sections and interpret the chaos synchronization schemes with respect to Lagrange programming networks. For a systemẋ
with right-hand side defined in an n-dimensional Euclidean space and f being a real-valued, continuous and continuously differentiable function in x, Poincaré and Lyapunov have shown that (15) can be transformed to the forṁ
by introducing new independent variables [Zubov, 1997] (potential systems of differential equations pp. 298-301). Consider again the vector fields f (x), g(z) as in (1). In the sequel we have to assume then the existence of potential functions U 1 (x) and U 2 (z) for the given vector fields f (x), g(z) such that
without the need actually for constructing U 1 (x), U 2 (z). This assumption is reasonable for a large class of nonlinear systems being further motivated in the area of circuit theory by the work on Brayton-Moser mixed potential functions [Weiss et al., 1998 ] and potential function theory [Hazewinkel et al., 1991] . According to [Hazewinkel et al., 1991] the test for the fields to be the gradient of a potential is that their Jacobian matrix is symmetric, which indicates that the field is rotation free. However, in the sequel we will assume the existence of a potential function also in the case of nonsymmetric Jacobian matrices, thereby relying on [Zubov, 1997] and further possible generalizations of potential functions [Hazewinkel et al., 1991] . The latter are characterized then in another way than (17) and would require a different notation than (17) in the further derivations. Let us consider then the optimization problem
where γ is a positive real constant. The synchronization constraint x = z is expressed in terms of hard and soft constraints by the terms λ T (x − z) and 1/2 γ x − z 2 2 respectively. The corresponding Lagrange programming network for (18) and (19) is given by
after application of (10) and (17). We modify this further into the following synchronization scheme with mutual coupling
which is characterized by two positive real coupling constants γ 1 , γ 2 instead of γ in (20). Master-slave synchronization is a special case of (21) by taking one of the constants γ 1 , γ 2 equal to zero. Here Σ {ν|θ} denotes a system of differential equations with state vector ν for given parameters θ.
Hence, classical synchronization schemes of the form
could be considered as a special case of (21) with soft constraining only, instead of hard together with soft constraints.
As illustrated for example in [Suykens et al., 1999] , synchronization can often only be achieved up to a small synchronization error. In this sense the performance of the Lagrange programming network can be enhanced by modifying the problem formulation (18) into:
where c is a positive real constant. This formulation tolerates a synchronization error ε which is minimized within the cost function J.
From (23) and (24) one obtains the Lagrange programming network Σ 3 {x, z, ε, λ|γ 1 , γ 2 , c} :
after applying the master-slave heuristic of (21). We have to emphasize that in order to simulate each of the synchronization schemes Σ no construction of the underlying potential functions U 1 , U 2 has to be made. The schemes are applied with given systems f, g. Furthermore, note that the synchronization constraint in (18) is an algebraic constraint which the Lagrange programming network has to realize. This constraint is only achieved in an asymptotical sense which is basically different from the way similar problems are analyzed in the theory of differential-algebraic equations [Beardmore & Song, 1998 ], with applications e.g. to constrained Hamiltonian systems.
Partial and Generalized Synchronization
In the case of partial synchronization one aims at synchronizing e.g. only one state variable instead of the full state vector. We illustrate how this can be done within the Lagrange programming framework. Let us define two output variables p, q ∈ R with ẋ = f (x)
Similar to (24), defining the Lagrangian
for (26) yields the Lagrange programming network Σ 4 {x, z, ε, λ|γ 1 , γ 2 , c} :
where ε(t), λ(t) ∈ R and γ has been split into the constants γ 1 , γ 2 . This network aims at achieving partial synchronization |p − q| → 0 as t → ∞. Finally, generalized synchronization can be expressed by the optimization problem min x, z∈R n , ε∈R m J(x, z, ε)
where ψ(·, ·) : R n × R n → R m characterizes the synchronization manifold that has to be reached. From the Lagrangian
one obtains the Lagrange programming network Σ 5 {x, z, ε, λ|γ 1 , γ 2 , c} :
after applying the master-slave heuristic.
Simulation Examples
In this section we present simulation examples of the Lagrange programming networks Σ 1 , Σ 2 , . . . , Σ 5 by taking Chua's circuit, Lorenz attractor and n-scroll circuits as examples for f, g. Chua's circuit is given by the equations
with nonlinear characteristic
and parameters a = 9, b = 14.286, m 0 = −1/7, m 1 = 2/7, in order to obtain the double-scroll attractor [Chua et al., 1986; Chua, 1994; Madan, 1993] . For a = 8 and a = 5 one obtains the case of periodic and sink behavior respectively. By introducing additional breakpoints in the PWL characteristic (33) one obtains a generalized Chua's circuit for (32) with nonlinearity
which exhibits n-scroll attractors where n denotes a natural number and for q = 1 one obtains Chua's circuit (32) and (33) [Suykens et al., 1997b; Yalcin et al., 1999] . In order to obtain a 5-scroll attractor one sets q = 3 with m = [0.9/7; −3/7; 3.5/7; −2.7/7; 4/7; −2.4/7] and c = [1; 2.15; 3.6; 6.2; 9] in (34). The Lorenz system [Lorenz, 1963; Chen & Dong, 1998 ] is given by the equations
with the Lorenz attractor obtained by σ l = 10, r l = 28, b l = 8/3. We apply the synchronization schemes by assuming the existence of a potential function for each of the subsystems, eventually in a more generalized sense than characterized by (17). Strictly speaking, in fact smooth versions to Chua's circuit and n-scroll circuits [Huang et al., 1996; Ponomarenko & Matrosov, 1996] should be considered. However, simulation results suggest that the piecewise-linear nature of the circuits does not pose a problem in the examples that have been investigated.
In Fig. 1 a comparison is made between the standard scheme Σ 2 and the Lagrange programming networks Σ 1 , Σ 3 that implement synchronization as a hard constraint. The example makes use of Chua's circuits with a double-scroll as master system and a double-scroll, periodic behavior and sinks as the slave system. The Lagrange programming network Σ 3 shows the best performance. The synchronization scheme Σ 3 that has been simulated for this example of two Chua's circuits is
In Fig. 2 master-slave synchronization with hard and soft constraining between Chua's circuit and Lorenz attractor is shown using Σ 3 . When the value of γ 2 is taken as large (γ 1 = 0 for master-slave synchronization) the performance of Σ 2 and Σ 3 is comparable in this example. In Fig. 3 masterslave synchronization between a 5-scroll attractor and the double-scroll is shown by applying Σ 3 for a smaller value of γ 2 . Synchronization is achieved up to a small synchronization error. Figure 4 shows the benefit of applying Lagrange programming networks Σ 3 which results in smaller synchronization errors compared to Σ 1 . In Fig. 5 partial synchronization is illustrated on identical and nonidentical Chua's circuits by applying Σ 4 . For larger values of γ 2 in the master-slave scheme the complete state vector becomes synchronized, while for smaller values only x 2 , z 2 synchronize when w = [0; 1; 0]. Figures 6 and 7 show generalized synchronization using Lagrange programming networks Σ 5 for identical and nonidentical Chua's circuits. The target synchronization manifold here is characterized by ψ(x, z) = (x − z) T (x − z) − 1 = 0. This manifold is reached up to a small synchronization error.
Chaos Synchronization: A Lagrange Programming Network Approach 807 {x, z, ε, λ|0, 100, 1} illustrated on identical Chua's circuits with double-scroll attractors for f (x) and g(z). The target synchronization manifold is characterized by ψ(x, z) = (x−z)
T (x−z)−1 = 0. (a) Chua's circuit with double-scroll as master system f (x); (b) controlled double-scroll at slave system after synchronization in the generalized sense; (c) ε(t), λ(t); (d) ψ(x(t), z(t)) 2 showing that the synchronization manifold is reached up to a small synchronization error. 
Conclusions
We introduced methods of Lagrange programming networks for chaos synchronization. The main difference with other synchronization methods is that in Lagrange programming network approach synchronization is implemented both as a hard and soft constraint. Classical schemes may be regarded as soft constraining only. We have shown on simulation examples of full state synchronization, partial and generalized synchronization how the performance can be improved by applying Lagrange programming networks. This has been shown for identical as well as nonidentical chaotic systems with Chua's circuit, Lorenz system and n-scroll circuits as examples. From the investigated Lagrange programming networks, the version which takes into account an explicit formulation of the synchronization error yields the best performance. All this is based upon a new interpretation of synchronization problems within a Lagrangian framework. The contribution of this paper is mainly conceptual in the sense of establishing new links between synchronization, neural networks and constrained optimization. Although the results of this paper are supported by many simulation results, a better understanding of the existence of potential functions in the generalized sense of potential function theory is needed within this context. the framework of a Concerted Action Project MIPS (Modelbased Information Processing Systems) of the Flemish Community. J. Suykens is a postdoctoral researcher with the National Fund for Scientific Research FWO-Flanders.
