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ON RECTANGULAR UNIMODULAR MATRICES OVER THE
RING OF ALGEBRAIC INTEGERS
GIACOMO MICHELI AND VIOLETTA WEGER
Abstract. Let n and m be positive integers such that n < m. In this paper we
compute the density of rectangular unimodular n by m matrices over the ring of
algebraic integers of a number field.
1. Introduction
Given an n ×m matrix M over an integral domain R, with n < m, one of the
natural questions arising is whether one can adjoin m− n rows to this matrix, such
that the new m×m matrix M is invertible, i.e. the determinant of M is a unit in R.
Matrices with this property are called rectangular unimodular matrices. It is worth
mentioning that the rectangular unimodularity property has been deeply studied
in the past: one of the most distinguished results is the Quillen-Suslin Theorem
[21, 23], previously known under the name of Serre’s Conjecture. This paper deals
with the problem of computing the “probability” that a randomly chosen rectangular
matrix is unimodular. Since no uniform probability distribution is allowed over Z,
one introduces the notion of density. The density of a set S ⊂ Zd is defined to be
ρ(S) = lim
B→∞
|S ∩ [−B,B[d|
(2B)d
if the limit exists. In [13] the authors compute the density of rectangular unimod-
ular matrices over the ring of rational integers Z. Unfortunately, the proof of [13,
Proposition 1] is flawed as the inequality [13, Equation 2] is wrong: a counterexam-
ple is simply obtained by setting Si = {i} for all i ∈ Z (other counterexamples are
of course possible). We should notice that [13, Equation 2] is correct for example
for finite unions (which is not the case in the proof of [13, Proposition 1]).
The purpose of this paper is twofold: on one side we fix the proof of [13] and
on the other side we generalise the result to unimodular matrices over the ring of
algebraic integers.
For the case n = 1,m = 2 and R = Z results in this direction were found
independently by Cesa´ro [4, 5] and by Mertens [14], who proved that the density
of coprime pairs of integers is equal to 1ζ(2) , where ζ denotes the Riemann zeta
function. This has been generalised in [19] to coprime m-tuples of integers and in [8]
to coprime m-tuples of algebraic integers of a number field K. Interestingly similar
to the result of Mertens-Cesa´ro, the density of coprime m-tuples of algebraic integers
is 1ζK(m) , where ζK denotes the Dedekind zeta function of K. Recently, the result in
[8] was used in [1] for a cryptanalysis of the NTRU cryptosystem.
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2 G. MICHELI AND V. WEGER
More recent results on densities can be found in [6, 7, 9, 11, 12, 15, 16, 17, 18, 22,
25].
The main purpose of this paper is to show that the density of n×m rectangular
unimodular matrices over the ring of algebraic integers OK of a number field K is
n−1∏
i=0
1
ζK(m− i) .
The main tool for proving this is the local to global principle by Poonen and Stoll
[20, Lemma 1], where it is shown that the computation of some densities can be
reduced to measuring certain appropriately chosen subsets of the p-adic integers.
This technique is an evolution of the Ekedahl’s Sieve [24]. An even more general
result is [3, Proposition 3.2].
The paper is organised as follows: in Section 2 we recall some basic facts from
algebraic number theory and introduce the fundamental tool used in the proof of
the main result. In Section 3 we state and prove Theorem 13, the main theorem
of this paper. Finally, in Section 4 we present some experiments which show how
accurate the density result is compared with the actual probability of selecting a
random unimodular matrix with bounded entries.
2. Preliminaries
We first want to fix some notations and state some important facts from algebraic
number theory. Let N be the set of positive integers. Let K be a number field with
degree [K : Q] = k. Let us denote by OK the ring of algebraic integers of K. Note
that OK ∼= Zk as Z-modules, hence OK has a Z-basis, called integral basis. Every
non-zero prime ideal p of OK intersects Z in a prime ideal pZ for some prime p.
In this case we say that p is lying above p and denote this by p | p. The residue
field OK/p is a finite extension of Z/pZ ∼= Fp: in fact, OK/p ∼= Fpdeg(p) , where
deg(p) = [OK/p : Fp] denotes the inertia degree, for p | p.
Definition 1. Let K be a number field and let L be the Galois closure of K/Q.
The norm map for the extension field K/Q is defined as
NK/Q : K → Q
a 7→
∏
σ∈Gal(L/Q)
σ(a).
Let ` be a positive integer. Observe that the norm can be extended to the field of
rational functions K(x1, . . . , x`), since it holds that
Gal(L/Q) ∼= Gal(L(x1, . . . , x`)/Q(x1, . . . , x`)).
For the sake of completeness, let us make explicit the definition of such norm for
the extension field K(x1, . . . , x`)/Q(x1, . . . , x`). For this we need the multi-index
notation: let a = (a1, . . . , a`) ∈ N`, then we denote by
|a| =
∑`
i=1
ai,
xa =
∏`
i=1
xaii .
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Let ϕ ∈ K[x1, . . . , x`], let ca = c(a1,...,a`) ∈ K, then one can write ϕ as
ϕ(x1, . . . , x`) =
∑
a∈N`
|a|≤d
cax
a,
for some d ∈ N. The norm map is then given by
N : K(x1, . . . , x`) → Q(x1, . . . , x`)∑
a∈N`
|a|≤d
cax
a 7→
∏
σ∈Gal(L/Q)
∑
a∈N`
|a|≤d
σ(ca)x
a.
Another important fact is the following: if a ∈ p, where p is a non-zero prime
ideal in OK , then it holds that NK/Q(a) ≡ 0 mod p for p | p.
Let ζK denote the Dedekind zeta function over the number field K, so that ζQ = ζ
is the classical Riemann zeta function. Let us denote by Zp the ring of p-adic integers.
Let us define rectangular unimodular matrices.
Definition 2. Let R be a domain and n < m ∈ N. Let M ∈ Matn×m(R). M is
said to be rectangular unimodular, if there exist m−n rows in Rm, such that when
adjoining these rows to M the resulting m×m matrix M is invertible, i.e. det(M)
is a unit in R.
From [10] one has the following characterization of rectangular unimodular ma-
trices over Dedekind domains;
Proposition 3. Let D be a Dedekind domain and n < m ∈ N. Let M ∈ Matn×m(D).
M is rectangular unimodular, if and only if the ideal generated by all the n×n minors
of M is D.
For example coprime m-tuples over OK are 1×m rectangular unimodular matri-
ces, as OK is a Dedekind domain. It is then immediate to characterize rectangular
unimodular matrices in terms of prime ideals:
Proposition 4. Let D be a Dedekind domain and n < m ∈ N. M ∈ Matn×m(D)
is rectangular unimodular, if and only if M mod p has full rank for any p non-zero
prime ideal of D.
Definition 5. The density of a set S ⊂ Zd is defined to be
ρ(S) = lim
B→∞
|S ∩ [−B,B[d|
(2B)d
if the limit exists. Then one defines the upper density ρ¯ and the lower density ρ
equivalently with the lim sup and the lim inf respectively.
We define the density over the ring of algebraic integers in the same way as in [8].
Definition 6. Let E = {e1, . . . , ek} be an integral basis for OK . Define
O[B,E] =
{
k∑
i=1
aiei | ai ∈ [−B,B[∩Z
}
.
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Let m ∈ N and S a subset of OmK , we define the upper density of S with respect to
E to be
ρ¯E(S) = lim sup
B→∞
| O[B,E]m ∩ S |
(2B)mk
and the lower density of S with respect to E to be
ρE(S) = lim infB→∞
| O[B,E]m ∩ S |
(2B)mk
.
We say that S has density d with respect to E, if
ρ¯E(S) = ρE(S) = ρE(S) = d.
Whenever this density is independent of the chosen basis E, we denote the density
of a set S by ρ(S) and we say that S has density ρ(S).
For convenience, let us restate here the local to global principle by Poonen and
Stoll in [20], since this will be the main tool in the proof of Theorem 13. If S is a
set, then we denote by 2S its powerset. Let MQ = {∞} ∪ {p | p prime} be the set
of all places of Q, where we denote by ∞ the unique archimedean place of Q. Let
µ∞ denote the Lebesgue measure on Rd and µp the normalized Haar measure on
Zdp. For T a subset of a metric space, let us denote by ∂T its boundary. By R≥0 we
denote the non-negative reals.
Theorem 7 ([20, Lemma 1]). Let d be a positive integer. Let U∞ ⊂ Rd, such that
R≥0 · U∞ = U∞ and µ∞(∂(U∞)) = 0. Let s∞ = 12dµ∞(U∞ ∩ [−1, 1]d). For each
prime p, let Up ⊂ Zdp, such that µp(∂(Up)) = 0 and define sp = µp(Up). Define the
following map
P : Zd → 2MQ
a 7→ {ν ∈MQ | a ∈ Uν} .
If the following is satisfied:
(2.1) lim
M→∞
ρ¯
({
a ∈ Zd | a ∈ Up for some prime p > M
})
= 0,
then:
i)
∑
ν∈MQ sν converges.
ii) For S ⊂ 2MQ , ρ(P−1(S)) exists, and defines a measure on 2MQ.
iii) For each finite set {S} ⊂ 2MQ, we have that
ρ(P−1({S})) =
∏
ν∈S
sν
∏
ν 6∈S
(1− sν),
and if S consists of infinite subsets of 2MQ, then ρ(P−1(S)) = 0.
To show that (2.1) is satisfied, one can often apply the following useful lemma,
that can be deduced from the result in [24].
Lemma 8 ([20, Lemma 2]). Let d and M be positive integers. Let f, g ∈ Z[x1, . . . , xd]
be relatively prime. Define
SM (f, g) =
{
a ∈ Zd | f(a) ≡ g(a) ≡ 0 mod p for some prime p > M
}
,
then
lim
M→∞
ρ¯(SM (f, g)) = 0.
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3. The Density of Rectangular Unimodular Matrices
Remark 9. Let R be an integral domain and n ∈ N. Recall that, if X is an n × n
polynomial matrix over R[x1,1, . . . , xn,n] having as (i, j) entry the variable xi,j , then
det(X) ∈ R[x1,1, . . . , xn,n] is irreducible.
Let `, k ∈ N, f ∈ C[x1, . . . , x`] and e = (e1, . . . , ek) ∈ (C \ {0})k. In the new
polynomial ring C[x(1)1 , x
(2)
1 , . . . , x
(k)
` ] let us denote by fe
f
(
k∑
u=1
x
(u)
1 eu, . . . ,
k∑
u=1
x
(u)
` eu
)
.
Lemma 10. Let `, k, f and e be as above. If f ∈ C[x1, . . . , x`] is irreducible, then
fe is irreducible in C[x
(1)
1 , x
(2)
1 , . . . , x
(k)
` ].
Proof. The idea of the proof is the following: we will assume the contrary, i.e. fe =
g · h and we will show that by the irreducibility of f one can partition the variables
appearing in g and h. This allows us to evaluate in the variables annihilating h (and
therefore also fe). On the other hand with the rest of the variables appearing in fe,
which are not fixed yet, we can yield fe to be non-zero, which brings the desired
contradiction. In what follows we will do this in detail.
Let us fix the notation x(w) =
(
x
(w)
1 , x
(w)
2 , . . . , x
(w)
`
)
, for all w ∈ {1, . . . , k}. We
suppose that
fe = g
(
x(1), . . . , x(k)
)
h
(
x(1), . . . , x(k)
)
.
This factorization also holds in
S(1) := C
(
x(2), . . . , x(k)
) [
x(1)
]
.
First we show that fe is irreducible in S
(1): in S(1) fe can be written as
f
(
e1x
(1)
1 + b1, . . . , e1x
(1)
` + b`
)
,
where bi ∈ C
(
x(2), . . . , x(k)
)
for all i ∈ {1, . . . , `}. Since e1x(1)i + bi is an affine trans-
formation and f is irreducible, we have that fe is irreducible in S
(1). This forces, that
for all i ∈ {1, . . . , `} the variable x(1)i will not appear in g and h at the same time. Re-
peating an analogous argument for S(w) = C
(
x(1), . . . , x(w−1), x(w+1), . . . , x(k)
) [
x(w)
]
for all w ∈ {1, . . . , k} we can partition the blocks of variables x(w) for g and h. So
we can write
fe = g
(
x(u1), . . . , x(us)
)
h
(
x(v1), . . . , x(vt)
)
,
for some s, t ∈ N. Without loss of generality we may assume that
fe = g
(
x(1), . . . , x(s)
)
h
(
x(s+1), . . . , x(k)
)
.
By contradiction, let us assume that fe is reducible, so that we can choose a non-
trivial factorization with 1 ≤ s < k. Now we evaluate x(j) at c(j) =
(
c
(j)
1 , . . . , c
(j)
`
)
∈
C` for j ∈ {s+ 1, . . . , k} in such a way, that
h
(
c(s+1), . . . , c(k)
)
= 0.
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This is possible, since C is algebraically closed and h is not a constant. Thus, also
fe evaluated at c
(s+1), . . . , c(k) is zero.
Observe that the maps
ψi : Ck → C(
x
(1)
i , . . . , x
(k)
i
)
7→
k∑
j=1
ejx
(j)
i
are surjective for all i ∈ {1, . . . , `}. Then
fe
(
x
(1)
1 , . . . , x
(k)
`
)
= f
(
ψ1
(
x
(1)
1 , . . . , x
(k)
1
)
, . . . , ψ`
(
x
(1)
` , . . . , x
(k)
`
))
.
Hence
0 = g
(
x(1), . . . , x(s)
)
h
(
c(s+1), . . . , c(k)
)
= fe
(
x(1), . . . , x(s), c(s+1), . . . , c(k)
)
= f
(
ψ1
(
x
(1)
1 , . . . , x
(s)
1 , c
(s+1)
1 , . . . , c
(k)
1
)
, . . . , ψ`
(
x
(1)
` , . . . , x
(s)
` , c
(s+1)
` , . . . , c
(k)
`
))
= f
(
φ1
(
x
(1)
1 , . . . , x
(s)
1
)
, . . . , φ`
(
x
(1)
` , . . . , x
(s)
`
))
,
where for all i ∈ {1, . . . , `}
φi
(
x
(1)
i , . . . , x
(s)
i
)
:= ψi
(
x
(1)
i , . . . , x
(s)
i , c
(s+1)
i , . . . , c
(k)
i
)
,
which are again surjective, because ei 6= 0, for all i ∈ {1, . . . , k}. Let z = (z1, . . . z`) ∈
C` be such that f(z) 6= 0. To get a contradiction, we want to find
(
a
(1)
j , . . . , a
(s)
j
)
∈
Cs for all j ∈ {1, . . . , `}, such that
f
(
φ1
(
a
(1)
1 , . . . , a
(s)
1
)
, . . . , φ`
(
a
(1)
` , . . . , a
(s)
`
))
6= 0.
For this we use the surjectivity of φj for all j ∈ {1, . . . , `}, and that f(z) 6= 0: we
choose
(
a
(1)
j , . . . , a
(s)
j
)
∈ Cs, such that
φj
(
a
(1)
j , . . . , a
(s)
j
)
= zj .
With this choice we got the desired contradiction, as
0 6= f
(
φ1
(
a
(1)
1 , . . . , a
(s)
1
)
, . . . , φ`
(
a
(1)
` , . . . , a
(s)
`
))
= fe
(
a(1), . . . , a(s), c(s+1), . . . , c(k)
)
= 0.

Remark 11. Let L be the Galois closure of K/Q. Notice that, if f(x1, . . . , x`) is
irreducible inOK [x1, . . . x`], then we have that σ(f) is irreducible in σ(OK)[x1, . . . x`]
for all σ ∈ Gal(L/Q).
Lemma 12. Let M be a positive integer and let N be the norm map for the extension
field K(x1, . . . xM )/Q(x1, . . . xM ). Let F,G ∈ OK [x1, . . . , xM ] be irreducible and
such that there are variables appearing in F but not in G, then N(F ) and N(G) are
coprime.
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Proof. Let L be the Galois closure of K/Q. Let us assume that there exists a h |
N(F ) and h | N(G). By the definition of the norm over K(x1, . . . xM )/Q(x1, . . . xM ),
it follows that h | σ(F ) and h | τ(G), for some σ, τ ∈ Gal(L/Q). By Remark 11 we
have that σ(F ) and τ(G) are irreducible in σ(OK)[x1, . . . xM ]. Hence either h = 1
(in which case we are done), or h = σ(F ) = τ(G), which contradicts the assumption
that there are variables of F not appearing in G. 
Theorem 13. Let n and m be positive integers such that n < m and K be an
algebraic number field. The density of n×m rectangular unimodular matrices over
OK is
n−1∏
i=0
1
ζK(m− i) ,
where ζK denotes the Dedekind zeta function of K.
Remark 14. Notice that this is independent of the chosen basis.
Proof. To start the proof we need to set up a family of subsets Up of Zknmp for which
condition (2.1) is verified, and such that P−1({∅}) is the set of rectangular unimod-
ular matrices over OK . In what follows, we actually construct their complements,
that are nicer to deal with when it comes to Haar measures.
Let k = [K : Q] and {e1, . . . , ek} be an integral basis of OK . Let us consider the
following maps: the usual reduction modulo a rational prime p
pip : Zp → Fp,
the bijective map
Ep : Fkp → OK/(p)
(a1, . . . , ak) 7→
k∑
i=1
aiei,
and the natural surjective map
ψp : OK/(p)→
∏
p|p
(OK/p) .
Observe that these maps can be extended componentwise to the following maps:
pip : Zknmp → Fknmp ,
Ep : Fknmp → (OK/(p))n×m,
ψp : (OK/(p))n×m →
∏
p|p
(OK/p)n×m .
We get the following composition Fp = ψp ◦ Ep ◦ pip:
Zknmp
pip−→ Fknmp
Ep−→ (OK/(p))n×m
ψp−→
∏
p|p
(OK/p)n×m.
Observe that Fp is a composition of surjective maps, hence also surjective. Let
{p1, . . . , p`p} be the set of prime ideals ofOK lying above p. Let Tp =
∏
p|p(OK/p)n×m.
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To easier the notation, let us define the following subset of Tp
Lp =
{(
ap1 , . . . , ap`p
)
∈ Tp | api ∈ Fn×mpdeg(pi) has full rank
}
.
Consider now the following set
Ap =
{
A ∈ Zknmp | Fp(A) ∈ Lp
}
.
We are interested in computing the Haar measure of Ap, which will be needed in
the last part of the proof. Notice that
Ap =
⊔
f∈Lp
F−1p (f).
Hence we have that
µp(Ap) =
∑
f∈Lp
µp(F
−1
p (f)).
We first want to compute µp(F
−1
p (f)): let f be in Tp, then observe that we can
write
µp(F
−1
p (f)) = µp(pi
−1
p E
−1
p ψ
−1
p (f)).
Since ψp is Fp-linear, there exists an f¯ ∈ (OK/(p))n×m with
ψ
−1
p (f)) = f¯ + Ker(ψp).
Hence we can write
µp(F
−1
p (f) = µp(pi
−1
p (E
−1
p (f¯ + Ker(ψp)))).
Since Ep is bijective and the kernel of pip is pZknmp , there exist f1, . . . , f|Ker(ψp)| ∈
Zknmp , such that we can write
F−1p (f) =
|Ker(ψp)|⊔
i=1
(
fi + pZknmp
)
.
Notice that the Haar measure of
(
fi + pZknmp
)
is p−knm, independently of fi. Hence
the Haar measure of F−1p (f) is
µp(F
−1
p (f)) =| Ker(ψp) | p−knm.
Since this is independent of the chosen f ∈ Tp, one has that
µp(Ap) =
∑
f∈Lp
µp(F
−1
p (f)) =| Lp | · | Ker(ψp) | p−knm.
Let us first compute the size of the the kernel of ψp. Since
ψp : OK/(p)→
∏
p|p
OK/p
is surjective, we have that
dimFp (Ker(ψp)) = dimFp (OK/(p))− dimFp
∏
p|p
OK/p
 = k −∑
p|p
deg(p).
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Hence for
ψp : (OK/(p))n×m →
∏
p|p
(OK/p)n×m
we have that
dimFp
(
Ker(ψp)
)
= knm−
∑
p|p
deg(p)nm.
Therefore
| Ker(ψp) |= pknm−
∑
p|p deg(p)nm.
The next step is to compute the size of Lp. Since OK/p ∼= Fpdeg(p) and for a prime
power q the number of full rank matrices over Fn×mq is
n−1∏
i=0
(
qm − qi) ,
we have that
| Lp |=
∏
p|p
n−1∏
i=0
(
pdeg(p)m − pdeg(p)i
)
.
Thus the Haar measure of Ap is given by
µp (Ap) = p
−knm | Ker(ψp) | · | Lp |
=
1
pknm
(
pknm−
∑
p|p deg(p)nm
)∏
p|p
n−1∏
i=0
(
pdeg(p)m − pdeg(p)i
)
= p−
∑
p|p deg(p)nm
∏
p|p
n−1∏
i=0
(
pdeg(p)m − pdeg(p)i
)
=
∏
p|p
n−1∏
i=0
p− deg(p)m
(
pdeg(p)m − pdeg(p)i
)
=
∏
p|p
n−1∏
i=0
(
1− pdeg(p)(i−m)
)
.
Finally we are ready to use Theorem 7 to compute the wanted density. Let now
U be the set of rectangular unimodular n×m matrices over OK , notice that thanks
to Proposition 4 we can write
U = {M ∈ Matn×m(OK) |M mod p has full rank for any prime ideal p ⊂ OK} .
Since we want to use Theorem 7, we want to choose a family {Uν}ν∈MQ such that
for S = {∅}, we have that P−1({∅}) = U . For this, let us choose U∞ = ∅, then
clearly s∞ = 0. Let Up = Acp = Zknmp \Ap. We have that
sp = µp(Up) = 1− µp(Ap) = 1−
∏
p|p
n−1∏
i=0
(
1− pdeg(p)(i−m)
)
.
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from which it follows that, if (2.1) holds, using Theorem 7, we get
ρ(U) = ρ(P−1({∅}) =
∏
ν∈∅
sν
∏
ν 6∈∅
(1− sν)
= (1− s∞)
∏
p prime
(1− sp)
=
∏
p prime
∏
p|p
n−1∏
i=0
(
1− pdeg(p)(i−m)
)
=
n−1∏
i=0
∏
p prime
∏
p|p
(
1− 1
pdeg(p)(m−i)
)
=
n−1∏
i=0
1
ζK(m− i) ,
which is exactly the final claim. Therefore, it remains to show that (2.1) holds.
Let
E : Zk → OK ,
(a1, . . . , ak) 7→
k∑
i=1
aiei.
and E be its natural componentwise extension from Zknm to On×mK .
For A ∈ Zknm, let us denote the n×n minors of E(A) by Ai for i ∈
{
1, . . . ,
(
m
n
)}
.
Hence A ∈ Up is equivalent to 〈A1, . . . , A(mn)〉 ⊆ p for some p | p. Thus for all
i ∈ {1, . . . , (mn)} we have that 〈Ai〉 ⊆ p and hence that NK/Q(Ai) ≡ 0 mod p. This
implies that p | NK/Q(Ai) for all i ∈
{
1, . . . ,
(
m
n
)}
and hence that
p | gcd
(
NK/Q(A1), . . . , NK/Q(A(mn)
)
)
.
Observe that by the consideration above, the set{
A ∈ Zknm | A ∈ Up for some prime p > M
}
is a subset of
BM =
{
A ∈ Zknm | p | NK/Q(A1), p | NK/Q(A2) for some prime p > M
}
.
For (2.1) to be satisfied, it remains to show that BM has upper density tending
to zero, for M going to infinity. In order to prove that, we want to use Lemma
8 but for that we need a pair of coprime polynomials. Let us consider the matrix
B ∈ Q[x1,1, x1,2, . . . , xn,m] having as (i, j)-th entry the variable xi,j . Using Remark
9 we know that for all i ∈ {1, . . . , (mn)}, the n× n minors mi of A are irreducible in
C[x1,1, . . . , xn,m]. Recall that for an integral basis (e1, . . . , ek) for OK , with Lemma
10 we have that for all i ∈ {1, . . . , (mn)}
mi
(
k∑
u=1
x
(u)
1,1eu, . . . ,
k∑
u=1
x(u)n,meu
)
= (mi)e
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are also irreducible in OK [x(1)1,1, x(2)1,1, . . . , x(k)n,m]. Since (m1)e and (m2)e have different
variables appearing, we can use Lemma 12 to conclude that f = N((m1)e) and
g = N((m2)e) are coprime polynomials in Z[x
(1)
1,1, x
(2)
1,1, . . . , x
(k)
n,m]. Observe now that
since NK/Q(Ai) = N((mi)e(A)), for i ∈ {1, 2} we have that
BM =
{
A ∈ Zknm | p | f(A), p | g(A) for some prime p > M
}
.
Hence, using Lemma 8 directly we have proven (2.1), i.e. limM→∞ ρ¯(BM ) = 0.

Remark 15. It is worth noticing that instead of using Lemma 10 and 12, one could
use a combination of [3, Proposition 3.2], [3, Lemma 3.3] (and therefore [2, Theorem
18]) in order to prove that condition (2.1) holds.
As a corollary, setting n = 1 one gets the generalisations of the Mertens-Cesa´ro
Theorem, which coincides with the result in [8] and does not use the lattice based
argument [8, Theorem 3.10]:
Corollary 16. For m ∈ N, the density of coprime m-tuples over the algebraic
integers OK of a number field K is 1ζK(m) .
And as another immediate corollary of this result, by setting K = Q, one gets a
fix for the result in [13]:
Corollary 17. For n < m ∈ N, the density of n × m rectangular unimodular
matrices over Z is given by
n−1∏
i=0
1
ζ(m− i) ,
where ζ is the Riemann zeta function.
4. Experimental results
Since Theorem 13 gives only the asymptotic density of the set of rectangular
unimodular matrices, we include here some experiments to see how the asymptotics
agree with the actual estimates: in the Tables 1a, 1b, 2a, 2b, we performed a
Monte-Carlo test on some number fields to understand the accuracy of the result in
Theorem 13. In the following tables we fixed the bound on the coefficients of the
basis, denoted by B (like in Definition 6) to be just 3 and run a Monte-Carlo test
on 50000 random matrices over the algebraic integers of the respective number field
to check how many are unimodular, the result of this test will be denoted by P(U).
As one can see, it turns out that already for B = 3 and when the degree of K is
greater than or equal to 2 we have an agreement of around 99%. It seems that for
the case of rational integers we have one of the worst situations, with an accuracy
of around 90% in the worst case n = 1 m = 2, 95% for n = 2 m = 3, and 99% in all
other cases. It is also worth noticing that the accuracy seems to be increasing when
the number of columns grows with respect to the number of rows. For the case of
rational integers, in Figure 1 we see how quickly the asymptotic density is achieved
for fixed values for n and m when the bound B on the coordinates increases.
The SAGE code is available upon request.
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n m P(U) predicted density
1 2 0.66896 0.60792
1 3 0.84234 0.83190
2 3 0.53026 0.50573
1 4 0.92652 0.92393
2 4 0.77268 0.76863
3 4 0.47866 0.46727
1 5 0.96530 0.96438
2 5 0.89246 0.89103
3 5 0.74122 0.74125
4 5 0.45820 0.45063
(a) Comparing P(U) with the
predicted density from Theorem
13 over Z
n m P(U) predicted density
1 2 0.70308 0.69687
1 3 0.86826 0.86803
2 3 0.60542 0.60491
1 4 0.93628 0.93654
2 4 0.81370 0.81295
3 4 0.56878 0.56652
1 5 0.96812 0.96861
2 5 0.90542 0.90714
3 5 0.79024 0.78743
4 5 0.54838 0.54874
(b) Comparing P(U) with the
predicted density from Theorem
13 over the ring of integers of the
number field Q(
√
2)
n m P(U) predicted density
1 2 0.84256 0.83941
1 3 0.95892 0.95813
2 3 0.80680 0.80427
1 4 0.98754 0.98713
2 4 0.94656 0.94581
3 4 0.79298 0.79393
1 5 0.99620 0.99582
2 5 0.98416 0.98302
3 5 0.94072 0.94186
4 5 0.79192 0.79061
(a) Comparing P(U) with the
predicted density from Theorem
13 over the ring of integers of the
number field Q[x]/(x3 + x+ 1)
n m P(U) predicted density
1 2 0.83346 0.84149
1 3 0.96832 0.97000
2 3 0.81210 0.81625
1 4 0.99328 0.99371
2 4 0.96516 0.96391
3 4 0.81040 0.81112
1 5 0.99876 0.99860
2 5 0.99244 0.99232
3 5 0.96278 0.96256
4 5 0.80914 0.80999
(b) Comparing P(U) with the
predicted density from Theorem
13 over the ring of integers of the
number field Q[x]/(x5− 13x− 7)
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Figure 1. Testing 100000 random matrices over the rational inte-
gers with fixed n = 5,m = 9, letting B vary from 10 to 350
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