This paper investigates the identification problem for a class of input nonlinear systems whose disturbance is in the form of the moving average model. In order to improve the computation complexity, the key term separation principle is introduced to avoid the redundant parameter estimation. Based on the decomposition technique, a hierarchical Newton iterative identification method combining the key term separation principle is proposed for enhancing the estimation accuracy and handling the computational load with the presence of the high dimensional matrices. In the identification procedure, the unknown internal items or vectors are replaced with their iterative estimates. The effectiveness of the proposed identification methods is shown via a numerical simulation example.
Introduction
In the modern cyber-physical system, including robotics systems [1, 2] , railway control systems [3, 4] , etc., system identification plays an important role in establishing relationship between the virtual system and the real world by using the modeling technique [5, 6] . Generally, modeling techniques can be split into two groups: nonparametric modeling and parametric modeling. Nonparametric modeling, so-called black or grey box modeling, ignores the mechanism of the system and instead concentrates on studying the relationship between the system input and output [7, 8] . In contrast, parametric modeling focuses on estimating the parameters where the model structure is fixed on the basis of the first principle or others [9, 10] .
The parametric modeling or parameter estimation relies deeply on adaptive algorithm [11, 12] . The core idea of adaptive parameter estimation is to recursively adjust the parameters by using the residuals, which makes the estimates approximately approach the true value. Under this framework of adaptation, the recursive least squares algorithms [13, 14] , the stochastic gradient algorithms [15] , and the iterative algorithms [16, 17] are well developed and underpin several heuristic or bioinspired learning algorithms [18] [19] [20] . For example, we use the adaptive algorithms such as gradient descent algorithm for learning the weights in the neural networks or training the fitness in the genetic algorithms.
Under the adaptive identification framework, the Newton iterative algorithm can produce high accuracy estimation with fast convergence property [21] [22] [23] . However, the identification process involves heavy matrix computation. In the industry field, the wireless embedded devices are so vulnerable to the complexity of the algorithm that high power-consumed computation needs be avoided. The decomposition technique, as an effective tool to improve the computation efficiency, is applied into many identification algorithms. For example, Ding et al. decomposed Hammerstein-controlled autoregressive systems into three subsystems and employed the auxiliary model identification idea for handling unknown parameters coupled in each subsystem [24] . Ma et al. proposed a decomposition-based recursive least squares identification methods for multivariate pseudolinear systems using the multi-innovation theory [25] .
Block-oriented identification of the nonlinear systems such as the Hammerstein models [26, 27] , the Wiener models [28] , or the Hammerstein-Wiener models has become the active topic in the research of nonlinear parametric modeling, and many identification methods have been developed [29] [30] [31] . Liu and Bai presented an iterative identification algorithm for Hammerstein systems and studied its convergence [32] . The iterative algorithms utilize the batch of data for parameter estimation and are used in various off-line applications. Ding et al. focused on on-line identification and proposed a recursive least squares parameter estimation algorithm for output nonlinear autoregressive systems [33] . Recently, Ma et al. used the variational Bayesian approach to identify the Hammerstein parameter varying systems for chemical dynamic processes, which often work under various conditions bringing the varying model parameters [34] .
The general Hammerstein model or input nonlinear model presented by a memoryless nonlinear block and a linear dynamic subsystem can be formulated.
where y t ∈ ℝ and u t ∈ ℝ are the measured system output and input, v t ∈ ℝ is the stochastic white noise, G z and N z are the transfer functions of the system model and the noise model, the intermediate variable x t = G z u t denotes the noise-free system output, and w t = N z v t denotes the noise model output. The unmeasurable variable u t is the output of the nonlinear block and can be represented as the linear combination of the known parameter vectors γ 1 , γ 2 , ⋯, γ m and the known basis
where the nonlinear block
The superscript T denotes the matrix/vector transpose.
It is worth noting that the model in (1) can represent various input nonlinear systems, e.g., when G z = B z /A z , and the system is corrupted by the colored noise, i.e., N z = D z , system (1) denotes an input nonlinear equation-error moving average (IN-EEMA) system,
where
Recently, a key variable separation-based (multiinnovation) Newton iterative algorithm has been proposed for nonlinear finite response moving average systems [22] and an identification model-based (multi-innovation) Newton iterative algorithm has been proposed for nonlinear finite response autoregressive moving average systems [23] . On the basis of the works in [22, 23] , this paper studies several Newton iterative parameter estimation methods for IN-EEMA systems.
The objective of this work is to develop algorithms for improving the computational efficiency and achieving accurate parameter estimation for system (3). We develop three extended Newton iterative parameter estimation algorithms using the key term separation principle and the decomposition technique. The simulation results show that the algorithms are effective for identifying the proposed systems.
Briefly, this paper is organised as follows. Section 2 derives the identification model and develops an extended Newton iterative identification algorithm. Section 3 proposes a key term separation-based extended Newton iterative algorithm. Section 4 presents a key term separation-based extended Newton iterative algorithm using the decomposition technique. Section 5 provides an illustrative example to show the effectiveness of the algorithms. Finally, concluding remarks are offered in Section 6.
The Extended Newton Iterative Identification Algorithm
For the identification of Hammerstein system, in order to reduce the sensitivity of the projection algorithm to noise and to improve convergence rates of the stochastic gradient algorithm, Ding et al. proposed a Newton recursive and a Newton iterative identification algorithms by using the Newton method (Newton-Raphson method) [35] . Based on the work in [35] , this paper considers identification of input nonlinear systems with colored noise and the disturbance is an autoregressive moving average process. Consider system (3) and define the parameter vectors a, b, d, γ, and η as
and the information vector φ t and the information matrix F t as
The output of system (3) can be expressed as
Assume that the input/output data is u t , y t : t = 1, 2, ⋯, L , where L denotes the data length. Define the stacked matrices:
Define the cost function:
The Hessian matrix of J θ is computed by
Let k be an iterative variable,
be the iterative estimate of
at the kth iteration. Using the similar method in [35] , minimizing J θ , we have
Here, the question is that it is impossible to accomplish computing θ k because the unmeasurable noise
Inspired by the former work in [36, 37] , these unknown issues can be dealt with by replacing the unknown items with their estimates. Let the iterative estimate of φ t be φ k t :
According to (7), we have
Replacing the unknown parameters and vectors in the above equation with their iterative estimates η k ,b k , γ, and φ k t , we can computev k t − i througĥ
Then the extended Newton iterative (E-NI) algorithm for IN-EEMA systems is summarized as follows:
Notice that the Hessian matrix in (18) requires more computational effort as the number of system parameters grows.
The Key Term Separation-Based Extended Newton Iterative Algorithm
In this section, the key term separation principle is employed to parameterize the IN-EEMA systems. The core idea of the key term separation technique is to express the system output as a linear combination of the system parameters [38, 39] . Therefore, the redundant parameter estimation can be avoided. Let the first parameter of B z be 1, and the system in (7) can be rewrite as
Substituting the key term u t into (2) gives
Define the parameter vector ϑ and the information vectors φ a t , φ d t , and ϕ t as
Then system (3) takes the form of the identification model as
Consider L sets of data and define the stacked vector Y L and the stacked matrix Φ L as
Define the cost function
Let ϑ k be the iterative estimation of ϑ at the kth iteration, and using the Newton method to minimize J ϑ gives
Replace the unknown variables u t − i at the kth iteration with the iterative estimatesû k−1 t − i and define
Replacing γ i,k in (2) with γ i , the iterative estimates of u t − i can be computed through
From (28), we have
Replacing ϕ t − i and ϑ with ϕ k t − i and ϑ k respectively, the iterative estimates of v t − i is computed bŷ
Substituting unknown ϕ t in the stacked matrix Φ L with its estimate, the iterative estimate of Φ L is given by
Then we replace the Φ L in (33) with Φ L and summarize the key term separation-based extended Newton iterative (KT-NI) algorithm for the IN-EEMA model:
Extended Newton Iterative Algorithm Using the Decomposition Technique
Define the information vectors φ a t and φ d t as
Rewrite the IN-EEMA system in (7) as
By applying the decomposition technique to the IN-EEMA system, we divide model (51) into two subsystems. One subsystem contains the system parameter vector
T , and the other subsystem contains the system parameter vector ϑ 2 ≔ γ, d T . Define two auxiliary outputs:
t a 53
Combining (51), (52), and (53), it gives
T be the iterative estimates of ϑ 1 and ϑ 2 at the kth iteration, respectively. Define the cost functions:
Notice that the unknown parameter vectors ϑ 1 and ϑ 2 in cost functions above are replaced by their iterative estimates. For the sake of brevity, define the stacked matrices:
Then the cost functions can be rewritten as
Minimizing J 1 ϑ 1 and J 2 ϑ 2 by using the Newton method, it yields
The similar issue arises that the information vector φ d t contains the unknown items v t − i ; hence, ϑ 1,k and ϑ 2,k in the two equations above cannot be directly calculated. Here, following the solution carried out in the last two sections and replacing the unknown noise items with their iterative estimatesv k−1 t − i at iteration k − 1, the iterative estimate of φ d t can be represented as
From (51), we have
Replacing unknown vectors a, b, γ, and φ d t with their iterative estimatesâ k ,b k , γ k , and φ d,k t , the estimated noisê v k t can be calculated from
Substituting the estimated vectors 
6 Complexity
The steps for computing the parameter estimates ϑ 1,k and ϑ 2,k in (62), (63), (64), (65), (66), (67), (68), (69), (70), (71), and (72) are as follows.
(1) Set the data length L, collect input output data u t , y t : t = 1, 2, ⋯, L , form Y L , and preset a small threshold value ϵ > 0 (2) Let k = 1, and set the initial values ϑ 1,0 = 1 n a +n b ,
(3) Form φ a t using (69), Γ L using (65), and Φ γ k−1 , L using (66) (4) Update ϑ 1,k using (62) (5) Form Ω L using (68) and Ψb k , L using (67) (6) Update ϑ 2,k using (63)
go to step 4; otherwise, terminate the procedure and obtain k, ϑ 1,k , and ϑ 2,k
Example
Consider the following nonlinear simulation system: In this simulation, the input vector u t is taken as an uncorrelated persistent excitation signal sequence with zero mean and v t as a white noise sequence with zero mean and variances σ 2 = 0 10 2 and σ 2 = 0 50 2 . Taking the data length L = 1000 data, we apply the proposed E-NI algorithm in (17) , (18), (19) , (20) , (21), (22), (23), (24), (25) , and (26), the KT-NI algorithm in (39) , (40), (41), (42) , (43), (44), (45) Tables 1-3 , and their parameter estimation errors δ ≔ θ t − θ / θ and δ ≔ ϑ t − ϑ / ϑ versus t of each algorithm are illustrated in Figures 1-3 .
From the simulation results in Tables 1-3 and Figures 1-3 , we can conclude following markers. 
Conclusions
In this work, we have presented extended Newton iterative algorithm, a key term separation-based extended Newton iterative algorithm, and a decomposition-based extended Newton iterative algorithm using the key term separation principle for a class of input nonlinear systems. The illustrative example shows that the decomposition-based extended Newton iterative algorithm using the key term separation principle can produce the high accurate estimates at a relatively lower computational expense. The proposed methods can be further extended to engineering systems [40] [41] [42] or other nonlinear scalar or multivariable systems [43] [44] [45] .
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