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Abstract
We model a polymer by a finite chain of Brownian particles, interacting through
a pairwise potential U. We investigate what happens when one end of the
chain is fixed and the other end slowly pulled away, and when we assume that
the chain breaks as soon as the distance between two neighbouring particles
exceeds a certain threshold b. We find that under natural conditions on U and
suitable scaling of noise and pulling speed, the laws of the break time and of the
place along the chain where the break occurs converge to explicit limits. These
limits are universal in the sense that they only depend on U′′(b).
Keywords: interacting Brownian particles, rupture of a molecular chain,
stochastic differential equations
1. Introduction
The rupture of polymer chains under strain has been an active research topic for many years.
A natural model is to regard the chain as a string of particles coupled by a nearest neighbour
force and subjected to thermal fluctuations. An early account of this point of view can be
found in [8], where also a good survey of older and different approaches is contained. While
in [8], the chain is modelled by Newtonian dynamics, recently the more tractable model of
overdamped particles has received more attention. In [9, 10], one end of an overdamped chain
in a thermal environment is anchored at a fixed position, while the other end is pulled with
a force that is increasing linearly in time. One is interested in the (random) force (equiva-
lently, the random time) where the chain breaks, as a function of the length N of the chain.
∗Authors to whom any correspondence should be addressed.
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It is found that the average force necessary for breaking the chain is first decreasing with
N, but then starts increasing for even larger N before saturating in the limit of very long
chains.
A slightly different scenario is when the chain is elongated by a force that does not depend
on time, but is reasonably close to the force necessary to break the chain without influence
of thermal fluctuations. In this setting [], study the dependence of the breaking rates on the
chosen potential, and it is found that the Lennard-Jones and Morse potentials lead to different
rupture rates at equal barrier height. In [12, 19], the question is asked at which point along the
chain a rupture occurs—in [12] it is found that in an elongated chain in the limit of small noise,
the rupture location is uniform along the chain, with the exception of the two extremal bonds
where the rate is twice as high as at the other bonds [19] goes beyond the limit of small noise
and finds that for finite noise, the middle bonds are somewhat less likely to break than the ones
close to the boundary. In [], for a Morse type potential a power law tail of the distribution of
break rates is discovered, which is universal in the sense that it does not depend on the details
of the potential.
All of the above papers work on the physical level of rigour and in the adiabatic setting,
i.e. they assume that at each point in time the distribution of the particles in the chain is sta-
tionary given the force applied at that point in time. They then use various expansions and
approximations to reach their conclusions and sometimes validate their findings using molec-
ular dynamics simulations. A more fundamental type of programme has been started in [1].
There, the chain is modelled as a string of Brownian particles interacting via a nearest neigh-
bour potential (in the sense of particle labels). The left end of the chain is anchored, but the
right end is pulled at constant speed, leading to a situation that is most closely related to the
one studied in [9, 10] where the chain is pulled with a force increasing in time. Rupture is
defined in terms of a first passage time of the paths of the resulting stochastic process: as soon
as the distance between two neighbouring particles exceeds a certain threshold, the chain is
declared to be broken. The potential is assumed to be convex up to that threshold, in contrast
to the situation in most of the above cited references, where the break occurs at the inflection
point of the Morse potential.
Under these assumptions [1], finds a mathematically rigorous theory of rupture in various
regimes of noise strength in relation to elongation speed. However, an important restriction
in that paper was that the chain had to consist of only three particles, meaning in particular
that only one particle was able to move non-deterministically. This restriction was overcome
recently in [3, 4], where chains of arbitrary length are considered, however at the expense
of another restriction: in these papers, the inter-particle potential is assumed to be quadratic,
and thus the first passage probabilities can be estimated using the very detailed large devia-
tion estimates available for Gaussian processes. The present paper completes the programme
started in [1] by removing the restriction to Gaussian processes in the most important regime,
namely where the scaling between speed of elongation and the noise strength is such that the
rupture occurs late enough so that all of the bonds are stretched close to the deterministic
rupture distance, but early enough so that the rupture time is much smaller than the exponen-
tially large time that one would get in a time-independent situation. The importance of that
regime is apparent by the fact that in most of the above cited papers (in particular in []) the
parameters are chosen such that rupture occurs after a relatively long, but not extremely long
time.
The passage from Gaussian to non-Gaussian setting is far from trivial: neither the Gaussian
large deviations estimates used in [3, 4] nor the symmetry arguments from [1] are available
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any more. The main tool that allows us to succeed is an a priori estimate for the path distance
of two stochastic processes, proposition 4, that may be of some interest in its own right. With
its help, we can expand the inter-particle potential to second order around the rupture distance
and estimate the distance between the original process and its Gaussian approximation by a
functional of a Gaussian process. As a result, we recover the results of [3, 4] in the nonlinear
setting.
Our model fits into the broader picture of systems of interacting Brownian particles. When
such systems evolve in a smooth way on large scales, they have been studied before via
hydrodynamic limits for many years. For systems at equilibrium, important results include
the seminal work [20] on Gaussian fluctuations around reversible equilibria, and the recent
significant progress [7] on convergence to the KPZ equation for weakly asymmetric one-
dimensional Ginzburg–Landau interface models. For the hydrodynamic limit of general non-
equilibrium systems, the classical result [21] establishes the hydrodynamic limit for one-
dimensional systems with repulsive interactions on the torus. In the case of Ginzburg–Landau
models, significant progress (in particular, extension to higher dimensions) was achieved
in [11].
The situation of a chain rupture is however very different because it is discontinuous on the
macroscopic scale. It is the easiest case of the even more challenging problem of crack propaga-
tion through solids; these cracks move on a different time scale than the standard macroscopic
dynamics, and no rigorous mathematical tools seem to exist as yet for studying them. Numeri-
cal studies include [5, 18]. But even for the one-dimensional case, i.e. the rupture of a molecular
chain under strain, the majority of the activity is non-rigorous, including all of the works cited
in the first two paragraphs. The only other rigorous approach to chain rupture that we are
aware of is the programme by Malyshev and Muzychka [15, 16], where only the mean exit
time of the chain is considered, but in the much more difficult situation where the chain is not
overdamped.
In the context of the programme started in [1], the work [2] constitutes a first step away
from the restrictions of both overdamped dynamics and strictly convex potential. However, the
results are again rather limited, as they only hold when the damping diverges as the noise
strength goes to zero, and only for a chain of three particles. In particular in view of the
results of [], it would be quite interesting to at least remove the restriction on the number of
particles.
The paper is structured as follows: in section 2, we state the main result of the paper. An
outline of the proof with the most important steps and subresults is given in section 3. The
remaining sections are devoted to the details of the proofs.
2. Model and main result
Our model is mathematically equivalent to the one-dimensional Ginzburg–Landau model with
a time-dependent boundary condition. Let d  2 be an integer, and consider a chain of d + 1
particles located on the real line, interacting via a nearest neighbour3 force given by the deriva-
tive of a potential U. The positions of the particles at time t are denoted by X 0t , . . . ,X dt . We
assume that X i0 = i, X 0t = 0 for all t, andX dt = X d0 + εt for ε > 0 and all t. This means that the
leftmost particle is fixed and the rightmost one is pulled with speed ε to the right. Altogether,
3 We always use the word ‘neighbour’ to mean consecutive indices, not neighbours in space. This is justified e.g. if we
think of the chain as consisting of a string of molecules. On the other hand, in the applications we have in mind particles
swap places with negligible probability, in which case there is no difference between spatial and index neighbours.
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the model is thus described by the system of stochastic differential equations⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
X i0 = i i = 0, 1, . . . , d;
X 0t = 0 t  0;
X dt = d + εt t  0;
dX it =
(
U′(X i+1t −X it ) − U′(X it −X i−1t )
)
dt + σ dBit, i = 1, . . . , d − 1, t  0,
(1)
where (Bit)t0 are independent Brownian motions, i = 1, . . . , d − 1, σ  0, ε  0, and U is a
sufficiently regular function. We will often write X t := (X 0t , . . . ,X dt ).
We will be interested the asymptotic behaviour of the model as ε and σ vanish. Quantities
of interest are the time and location (along the chain) of the chain rupture under the dynamics.
The physically most desirable choice for U is certainly a potential of Morse type, attractive at
short distances but becoming flat at infinity. This then leads to a motion where at first the chain
becomes more and more elongated, until at some point a fluctuation makes one of the gaps
between two neighbouring particles so large that it energetically favourable for the chain to
split into two disconnected pieces. It is not hard to see that e.g. for potentials U that are strictly
convex on an interval containing the starting distance of 1 between two particles, this critical
gap size corresponds to the first inflection point of U on [1,∞), i.e. the smallest value r for
which U′′(r) = 0.
The investigation of a break at an inflection point poses some difficulties. The reason is that
in the intermediate regime that we are interested in, the chain remains in a position where all
particles are very nearly evenly spaced right up to the time when it breaks. In such a situation
of almost equal distances s, a Taylor expansion of U′ around s shows that the effective force
which prevents each particle from leaving the position in the middle of its neighbours is equal
to U′′(s). A first problem is that this vanishes when s approaches the inflection point r, and
higher order terms of the expansion take over and have to be dealt with. A second problem
is that when some fluctuation eventually causes the distance between two particles to exceed
the critical distance r, another fluctuation may well bring them back closer together before the
deterministic part of the dynamics has had enough time to pull the chain apart. It is therefore
not even completely clear what the correct definition for a break time should be.
We avoid both problems discussed above by making two crucial assumptions. The first is
that there is a fixed distance b > 1 such that the chain breaks whenever two neighbouring
particles are b or more apart from each other. We thus introduce the stopping times
τ iX ,b = τ
i
X ,b(ε, σ) := inf{t  0 | X it −X i−1t = b} (2)
for i ∈ {1, . . . , d}, and
τX ,b = τX ,b(ε, σ) := min
1qid
τ iX ,b = inf{t  0 : ∃i ∈ {1, . . . , d} : X it −X i−1t = b}, (3)
and investigate their distributions. Furthermore, we assume that U is strictly convex and
increasing up to b, thus guaranteeing that a particle configuration with equal distances between
particles is a stable equilibrium of the no-noise dynamics. From the geometric point of view
based on the observation of the process (X t), the break time simply means the exit time of
X from a certain deterministic polytope. Accordingly, we call τ iX ,b, τX ,b, and other similar
variables exit times.
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The convexity assumption on U is made explicit via
Assumption P. The function U is three times continuously differentiable and U′′ is strictly
positive on [1, b].
The scaling regime we are interested in is characterized by the conditions
σ/ε→∞ and σ2 | ln ε|3 → 0 (4)
on the scaling parameters σ and ε. This is very slightly smaller than the ‘intermediate regime’
found in [3, 4], the difference being owed to the necessity to compare a Gaussian to the relevant











d − 1 , Ai :=
2d
d − 1 , i ∈ {2, . . . , d − 1},
ai := vdAi/
√











Recall that a random variable χ is double exponential (or Gumbel) with parameters a, b > 0,
if
P(χ  r) = exp(−a exp(−br)), r ∈ R.
Below and in the remainder of the paper, we write ⇒ for convergence in distribution.
Theorem 1. Let (X it )i=0,...,d solve the system (1), where the potential U satisfies assumption
P. Let b > 1, set u :=U′′(b), and define τ iX ,b, τX ,b and t
∗(ε) as in (2), (3) and (9), respectively.
Then in the parameter regime described by (4), we have the following weak limit theorems for











ln(σ/ε) − τ iX ,b(ε, σ)
)
⇒ χi(u),












ln(σ/ε) − τX ,b(ε, σ)
)
⇒ χ0(u), (7)




Moreover, under the same assumptions, we have
P(τX ,b = τ iX ,b) →
⎧⎪⎪⎨⎪⎪⎩
1
d − 1 i ∈ {2, . . . , d − 1};
1
2(d − 1) i ∈ {1, d}
(8)
as σ, ε→ 0.
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Theorem 1 corresponds to the result in the intermediate regime found in [3, 4]. It contains
an interesting universality in the sense that the asymptotic break time distribution only depends
on the curvature U′′(b) of U at the breaking distance. The reason for this universality is not hard
to understand intuitively. Since the chain (of initial length d) must break once its total length
exceeds db, there is the simple, but important bound
τX ,b  t∗ = t∗(ε, b) := d(b− 1)/ε. (9)
For the intermediate pulling regime, the break actually occurs when the chain is quite close
to the maximal allowed elongation db, and is therefore initiated by rather small fluctuations
around the stable equilibrium. Therefore, the quadratic approximation to the potential is a good
one for this situation, and we obtain both the universality and the actual result by comparison
with the relevant Gaussian processes. That said, the rigorous implementation of such compar-
isons on the level of sample paths is technically not easy. We achieve it by the a priori esti-
mate proposition 4, which should be considered the main technical contribution of the present
paper.
3. Outline of the proof
The first step in the proof of theorem 1 consists in a slight generalization of the relevant result
in [3]. Put very succinctly, it states that the statement of theorem 1 holds in the special case
U(x) = ux2/2 with u > 0. Since we will need the notation in the proof later on anyway, we
spell out the statement here.
Consider the linear system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Xi0 = i i = 0, 1, . . . , d;
X0t = 0 t  0;





t − 2Xit)dt + σ dBit, i = 1, . . . , d − 1, t  0,
(10)
where u > 0 is a constant and we will abbreviate Xt := (X0t , . . . , X
d
t )
. As before, define the
break times as
τ i = τ i(ε, σ) := inf{t  0 |Xit − Xi−1t = b}
and
τ = τ (ε, σ) := min
1id
τ i = inf{t  0 : ∃i ∈ {1, . . . , d} : Xit − Xi−1t = b}.
When we want to stress the dependence on the parameters u and b, we will write Xu,t, Xiu,t,
τ iu,b(ε, σ) and τu,b(ε, σ).
We consider scaling regime where
σ/ε→∞ and σ2 | ln ε| → 0. (11)
Note that this regime is slightly wider than the one given in (4); the small difference is due to
6
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the fact that close to the large deviation regime, the Gaussian and the non-Gaussian processes
start to look differently. In this regime, we have
Theorem 2. Assume that (11) holds. Then, as ε, σ→ 0, the analogue of (8) holds for











ln(σ/ε) − τ iu,b(ε, σ)
)












ln(σ/ε) − τu,b(ε, σ)
)
⇒ χ0(u), (13)
where χi(u) is a double exponential random variable with parameters
√
uai, b, and the values
ai, b are defined in (5).
[3] contains theorem 2 for the special case b = 2, u = 1. The passage to general b and u is
made by standard scaling arguments, which we spell out in section 4 for the convenience of
the reader.
The second step is to replace u in the system (10) by a time-dependent quantity φ(t). Again,
the short version of the result is that the statement of theorem 2 remains true with u replaced
by φ(t), but we spell out the result as we will need the notation later in the proofs anyway.
Let Zt = (Z0t , . . . , Z
d
t )
 solve the linear system with time-dependent coefficient⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Zi0 = i i = 0, 1, . . . , d;
Z0t = 0 t  0;





t − 2Zit)dt + σ dBit, i = 1, . . . , d − 1, t  0.
(14)
Here we immediately take φ(t) :=U′′(qt) with




where U fulfils assumption P. This is the correct linearization of (1) in the following sense:
by the assumptions on U, the potential energy U(x) =
∑d
i=1U(xi − xi−1) is minimized by the
vector (i(1 + ε td ))0id at time t. Since the pulling is slow and the noise is small, the system will
be close to that energy minimum at all times, and as terms of order zero and one cancel when
we Taylor expand each U(xi − xi−1) around 1 + ε td , so that φ(t) = U′′(1 + ε
t
d ) is the dominant
term. Notice in particular that for quadratic potentials U(x) = u x2/2, we have φ(·) ≡ u and
(Zt) coincides with (Xu,t).
Since Z = (Z0, . . . , Zd) is still a Gaussian process, we will be able to analyse it in great
detail. We work in the scaling regime
σ/ε→∞ and σ2 | ln ε|3/2 → 0, (15)
which is larger than the one for theorem 1 but smaller than the one for theorem 2 due to our
need to accommodate the fact that the coefficient of the linear force now depends on time. As
above, we introduce the break times
τ iZ,b = τ
i
Z,b(ε, σ) := inf{t  0 | Zit − Zi−1t = b}
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and
τZ,b = τZ,b(ε, σ) := min
1id
τ iZ,b = inf{t  0 : ∃i ∈ {1, . . . , d} : Zit − Zi−1t = b}.
We have
Theorem 3. Assume that (15) holds. Fix b > 1 and set u :=U′′(b). Then, as ε, σ → 0,
the analogue of (8) holds for τZ,b(ε, σ) and τ iZ,b(ε, σ) and we have the following weak limit











ln(σ/ε) − τ iZ,b(ε, σ)
)












ln(σ/ε) − τZ,b(ε, σ)
)
⇒ χ0(u), (17)
where χi(u) is a double exponential random variable with parameters
√
u ai, b, and ai, b are
defined in (5).
The third step is an a priori estimate that allows to estimate the path distance between the
processes X and Z on the relevant time scales. We assume that Z and X are defined on the
same probability space, and are driven by the same Brownian motions. On this probability
space we define the stochastic processes
S∗t := sup
0st




















|Zis − Zi−1s − qs|2
)1/2
,
where we recall that qs = 1 + εsd . We then have
Proposition 4. Let r be as in assumption P. Then there exists a large constant C depending
on d and on the potential U such that for all t  t∗ and all δ > 0 we have
P(S∗t  δ)  P(M∗t 
√
δ/C) + P(M∗t + 4C(M
∗
t )
2  r) + P(CM∗t  1). (18)
The details of the proof of theorem 1 are given in the following sections and are organized
as follows. Theorem 2 is proved in section 4, while theorem 3 is proved in section 5. It is used,
together with proposition 4, to prove theorem 1 in section 6. The proof of proposition 4 and
other more technical proofs are collected in section 7.
4. Scaling of the standard model
Here we prove theorem 2. Recall that the case where u = 1, b = 2 has been done in [3]. Below,
we will refer to this case as the standard problem.
8
J. Phys. A: Math. Theor. 54 (2021) 305204 F Aurzada et al
Step 1. Scaling of u. We first consider the scaling of u with fixed b. Let X̃ be a solution of




This family solves the system with parameters u, ε := u ε̃, and σ :=
√
u σ̃, because X̂0t = X̃
0
u t =
0, X̂dt = X̃
d





t − 2X̂it)dt +
√
u σ̃ dB̂it, i = 1, . . . , d − 1, t  0,
with appropriate independent Brownian motions B̂it.












the latter being a solution of the standard problem, yet with modified parameters.
Next, having a relation between the processes, we obtain the relations between the break
times for arbitrary b > 1,
τ iu,b(ε, σ) = u
−1 τ i1,b(ε/u, σ/
√
u), (19)
τu,b(ε, σ) = u−1 τ1,b(ε/u, σ/
√
u). (20)
Step 2. Scaling of b. Now we fix u = 1 and scale b. Let us fix a break position i ∈ {1, . . . , d}.
The break condition is
Xit − Xi−1t = b.




+ εRit = b− 1,
where Vi is an appropriate asymptotically stationary process, and Ri is a bounded deterministic














which coincides with the break condition for the standard case b = 2 with parameters ε1−b ,
σ
1−b .










Step 3. Combining two scalings. By combining the results of two scalings we
see that the vector τ i








, i = 1, . . . , d. Subsequently, this also holds for τu,b = mini τ iu,b and
τ1,2 = mini τ i1,2.
Step 4. Weak convergence. From [3] we know that theorem 2 is valid in the standard problem.


























































































































































Notice that a shifted variable having a double exponential distribution belongs to the same
class: if κ ∈ R and ξ is double exponential with parameters a, b, then ξ + κ is also double
exponential with parameters a exp{bκ}, b.





2 dv = 2. Therefore, exp{bκ} =
√




















− τ iu,b (ε, σ)
)
⇒ χi(u), (21)
where χi(u) is double exponential with parameters
√
uai, b.
The latter equation coincides with the claim (12). The proof of (13) is exactly the same.
Relation (8) follows as a by-product of the scaling reductions. Therefore, the proof of theorem
2 is finished.
Remark 5. We see from the proof that the weak convergence in (12) and (13) is locally
uniform in b (as long as b is bounded away from 1) for every fixed u. We will use this fact later
on.
5. Comparing the Gaussian processes Xu,b and Z
Before we start with the proof of theorem 3, we need two auxiliary results. The first one shows
that Z has no early breaks. Recall the notation t∗ = t∗(ε, b) := d(b− 1)/ε.
Lemma 6. There exists γ1 = γ1(d, U(·)) such that
P
(








→ 0, as ε, σ → 0. (22)
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P
(









But we also need (22) for Z. The proof of lemma 6 is given in section 7.2.
The second auxiliary lemma shows that Z and Xu are close on an important time interval.














t − Xiu,t| > δ
⎞⎠→ 0. (24)
The proof of lemma 7 is given in section 7.3.


































































































































ln(σ/ε) − τu,b−2δ(ε, σ)
)





By applying theorem 2 with b̃ := b− 2δ instead of b, we obtain4
lim sup
ε,σ→0
Pr  P(χ0(u)  r + 2 dθ
√
u).
Finally, by letting θ → 0 we obtain the desired upper bound
lim sup
ε,σ→0
Pr  P(χ0(u)  r).





















In other words, τZ,b  t.










and the rest of the derivation leading to
lim inf
ε,σ→0
Pr  P(χ0(u)  r).
continues as above, b− 2δ being replaced with b+ 2δ. 
6. Break times for the non-linear system
We recall the notation used in proposition 4. The consequence of that proposition that we will
need for the proof of our main result is





P(S∗t∗  δ) = 0. (26)
The proof of this proposition is given in section 7.5.
4 We stress that ˜b slightly depends of ε, σ through δ. Therefore, we need a uniform version of the theorem, cf
remark 5.
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 b+ 4δ, max
0id
|Xiu,s − Zis| < δ, max
0id





X iu,s −X i−1u,s
)
 b.
It follows that for every γ1 > γ/
√








P(τX ,b  t)  P(τu,b+4δ  t) − P
(




















u,s − Zis| > δ
⎞⎠− P(S∗t∗  δ)
= P(τu,b+4δ  t) − o(1),
where we used theorem 2, lemma 7 and proposition 8. The rest of the proof goes along the
same lines as in theorem 3.



































P(τX ,b  t) = P
(













































u,t − Zit | > δ
⎞⎠+ P(S∗t∗  δ)
= P(τu,b−4δ  t) + o(1),
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where we used lemmas 6, 7 and proposition 8. The rest of the proof goes along the same lines
as in theorem 3. 
7. Auxiliary technical results
7.1. Some properties of the process Z
7.1.1. Scalar analogues of Z. We work under the assumptions (15) and P. Recall that under
assumption P our potential U is convex on [1, b] and there exist finite positive constants
κmin,κmax and K such that
κmin  U′′(x)  κmax, x ∈ [1, b],
|U′′′(x)|  K, x ∈ [1, b].
Lemma 9. Let U : [1, b] → R be a function satisfying assumption P. Set φ(t) :=U′′(1 + εtd ),
t ∈ [0, t∗] and u :=φ(t∗) = U′′(b), where t∗ := d(b− 1)/ε.
Consider two scalar stochastic differential equations
dYt = −uYt dt + σ dBt, t  0, Y0 = 0,
and
dZt = −φ(t)Zt dt + σ dBt, t  0, Z0 = 0. (27)
Assume that ε, σ → 0 with (15) being true. Let
T = T (σ, ε, γ1) := [t∗ − (γ1σ/ε)
√
ln(σ/ε), t∗].










Proof. We will use the abbreviations h := ε/σ → 0 and ψ := ln(h−1) →∞.
Step 1: we derive formulas for the variances of Y, Z and their covariances. Note that the
explicit solution of (27) is given by






0φ(u)du. Therefore, for the covariance we have




exp(2Φ(s) − Φ(t1) − Φ(t2))ds.




exp(2(Φ(s) − Φ(t)))ds. (29)
14
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exp(u(s − t)) dBs; (30)



































(1 + O(ε | ln ε|)), (36)
E [(Yt − Zt)2] = σ2(O(σ2ψ) + O(ε | ln ε|)), (37)
and
E [(Zt2 − Zt1 )2]  Cσ2|t2 − t1|, t1, t2  t∗, |t2 − t1|  1. (38)
Step 2: variance analysis: proof of (34) and (35).
Under assumption (15) we have T ⊆ [t∗/2, t∗].
Relation (34) follows now directly from (32), as
e−2ut  e−2ut∗/2 = e−ud(b−1)ε−1  ε | ln ε| for t ∈ T .
Now we move to the proof of (35). Recall that under assumption P the coefficient function
φ is bounded away from zero on [0, t∗], namely φ(t)  κmin > 0, t ∈ [0, t∗]. This implies that
for 0  s  t
Φ(t) − Φ(s) =
∫ t
s
φ(u)du  κmin (t − s).








e2κmin(s−t) ds = (2κmin)
−1e−2κminw.
We use this for w := κ−1min | ln ε| to get that∫ t−w
0
e2(Φ(s)−Φ(t)) ds  (2κmin)−1ε2  ε | ln ε|. (39)
15
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In the essential zone s ∈ [t − w, t] we use the Taylor expansion of Φ:
Φ(s) − Φ(t) = Φ′(t)(s − t) + 1
2
Φ′′(̃s)(s − t)2
= φ(t)(s − t) + 1
2
φ′ (̃s)(s − t)2
= φ(t)(s − t) + ε
2d
U′′′(x̃)(s − t)2, (40)
with some s̃ ∈ [s, t] and x̃ := 1 + ε̃sd ∈ [1, b].
Recall that under assumption P we have |U′′′(x̃)|  K. Further, using that |s − t|  w =
κ−1min | ln ε|, we obtain
Φ(s) − Φ(t)  φ(t)(s − t) + K
2dκmin
ε | ln ε|(t − s).
It follows that∫ t
t−w






























2(φ(t) − K2dκmin ε| ln ε|)
 1
2φ(t)
(1 + O(ε | ln ε|)),
having used again that U′′ (and so φ) is bounded away from zero.
Putting together the last relation with (39) and (29) shows the upper bound in (35).
For the lower bound in (35), we argue similarly. Again we set w :=κ−1min | ln ε|. Using the
Taylor expansion of Φ from (40), we obtain for s ∈ [t − w, t]
Φ(s) − Φ(t)  φ(t)(s − t) − ε
d





















· (1 − e−2w[φ(t)+εwK/(2d)]).







· (1 − e−2wκmin)  1
2φ(t)
(
1 − ε | ln ε|K
2dκ2min
)
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This shows (recall (29)) that varZt  12φ(t)
(
1 − O(ε | ln ε|)
)
, as required.
Step 3: covariance analysis: proof of (36) and (37).
Relation (36) follows in the same way as we proved (35), because the integral in (33) has
the same structure as the integral in (29), the only difference being that Φ(t) is replaced by
Φ(t) + ut and all properties used in the above proof carry over.











with some x̃ ∈ [1, b]. Therefore, for t ∈ T we have
|φ(t) − u|  |U
′′′(x̃)|
d




| ln ε| → 0,
by the assumption (15) and assumption P. Using this in the following computation, we get:














φ(t)u+ φ(t)2 + u2 + φ(t)u− 4φ(t)u
2uφ(t)(u+ φ(t))


















Step 4: proof of (38).
Let 0  t1  t2  t∗. Then, using (28), we have
E [(Zt2 − Zt1 )2] = σ2(e−Φ(t2) − e−Φ(t1))2
∫ t1
0




= σ2(eΦ(t1)−Φ(t2) − 1)2
∫ t1
0




 σ2(Φ(t2) − Φ(t1))2
∫ t1
0










e2κmin(s−t1) ds + σ2(t2 − t1)
 σ2κ2max(t2 − t1)2
1
2κmin
+ σ2(t2 − t1)  Cσ2(t2 − t1),
if t2 − t1  1, as required in (38).
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Using the union bound and the fact that the length of T is γ1h−1
√















In order to estimate the last probability, we will use the standard techniques from the theory
of Gaussian processes, see [13, 14]. Essentially, we have to estimate the maximal variance of
(Dt) as well as the compactness properties of I w.r.t. the distance induced by (Dt).
Fix I ⊆ T with |I| = 1 and recall from (37) that
VI :=max
t∈I
varDt  C(σ2ψ + ε | ln ε|). (42)
Let Ē and m̄ denote the expectation and the median of the random variable supt∈I Dt, respec-
tively. It is known from the general Gaussian theory that m̄  Ē, see e.g. [13, lemma 12.2].





















































16ψC max{σ2ψ, ε | ln ε|}
)
,




−1ε−1 | ln ε|−1  ε−1
√
| ln ε| e−cε−1 | ln ε|−2 → 0,

















ψ e−cψ /(2δ) → 0,
for δ chosen small enough.
Step 6: we finally show (43).
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where N(ρ) is the minimal number of ρ-balls that is needed to cover I in the process-induced
distance
Δ(s, t) :=E [|Dt −Ds|2]1/2.
From the result (38) (and the corresponding result for Y, which is simple to show) one
obtains that
E [|Dt −Ds|2]1/2  C|t − s|1/2, t, s ∈ T ,
showing N(ρ)  C′ρ−2 for ρ > 0. This implies that the Dudley integral in (44) is upper
bounded by a constant times
√
VI | ln VI|. The claim in (43) follows, if this quantity is of
lower order compared to θ/
√
ψ, i.e. we need to show that VI |ln VI |  ψ−1. Taking relation
(42) into account, this is obtained from the following two relations:
ψ−1  σ2ψ | ln(σ2ψ)|, (45)
ψ−1  ε | ln ε| | ln(ε| ln ε|)|. (46)
Finally, using (15), we obtain
σ2ψ | ln(σ2ψ)|  (σ2ψ)2/3 = (σ2ψ3)2/3ψ−4/3  ψ−4/3  ψ−1,
thus proving (45). Furthermore, from
ψ = ln(σ/ε)  | ln ε|
inequality (46) follows trivially. 
7.1.2. A representation of Z. Let us return to the SDE system (14) with a scalar function
φ(·), where φ(t) = U′′(1 + εtd ). We will now connect (14) to the scalar processes treated in
lemma 9.
The system (14) can be written in the vector form
(Z1t , . . . , Z
d−1
t )
 = φ(t)A(Z1t , . . . , Zd−1t )dt + σdBt,
where the (d − 1) × (d − 1)-matrix A is defined by Ai,i = −2, Ai,i+1 = Ai+1,i = −1, and
Ai, j = 0 otherwise5. Consider a diagonalization of A in the form A = QDQ, where
D = diag(λ1, . . . ,λd−1) and Q being a unitary operator. We only need that all eigenvalues λ j,
1  j  d − 1, are negative.
Further, consider the scalar SDEs:
dZ jt = λ jφ(t)Z
j
t dt + σ dB
j
t , t  0, Z j0 = 0, j = 1, . . . , d, (47)
with independent Brownian motions Bj and the same scalar function φ as above. Note that up
to the prefactors λ j, these are the processes treated in lemma 9. The system of these equations
can be rewritten in the vector form with Zt = (Z1t , . . . ,Z
d−1
t )
dZt = DZtφ(t)dt + σ dBt, Z0 = 0. (48)
5 Recall that Z has d + 1 components, namely (Z0, . . . , Zd) with the trivial parts Z0 ≡ 0 and Zdt = d + εt, while in the
last equation we only want to represent the non-trivial components of Z.
19
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Set
gt := (g1t , . . . , g
d−1
t ) := −
∫ t
0
exp(A(Φt − Φs))ds · ν,
and further g0t ≡ gdt ≡ 0, where ν j := j/d, j = 1, . . . , d − 1, and Φt :=
∫ t
0φ(s)ds. It is simple to
check that
Agtφ(t) = g′t + ν.
This yields the following representation of (Z1t , . . . , Z
d−1
t ) in terms of processes
(Z1t , . . . ,Z
d−1
t ).




(εt + d) + εgit + (Q
Z)it, i = 1, . . . , d − 1, (49)
where (git) are bounded deterministic functions defined above.
Proof. Note that
(Zi+1t − 2Zit + Zi−1t )φ(t)dt + σ dB̃it
=
i + 1 − 2i + i − 1
d
(εt + d)φ(t)dt + ε(gi+1t − 2git + gi−1t )φ(t)dt
+ ((QZ)i+1t − 2(QZ)it + (QZ)i−1t )φ(t)dt + σ dB̃it
= ε(Agtφ(t))idt + (AQZtφ(t))idt + σ dB̃it
= ε(g′t + ν)
idt + (QDZtφ(t))
idt + σ d(QB)it
= ε(g′t + ν)
idt + (QZ)itdt
= dZit ,
where we used (48) in the last but one step. Also the initial condition is verified:

















‖ exp(D(Φt − Φs))Qν‖2 ds
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Remark 11. We proved in lemma 9 that the solution to (27) satisfies
varZ jt  C1σ2, t  t∗,
E [(Z jt1 − Z
j
t2 )
2]  C2σ2|t1 − t2|, t1, t2  t∗, |t1 − t2|  1,
which carries over to linear combinations of the Z j, e.g. to the processes (QZ)i in the
representation (49).
7.2. Proof of lemma 6
Let us fix a break position i ∈ {1, . . . , d}. Our starting point is a representation from
lemma 10:









t , i = 0, . . . , d − 1, (50)
where Δit is a bounded deterministic part, and Z
j are the independent processes from (47) (for
this proof, independence is irrelevant). Let Di := supt>0 |Δit|.
The exit condition of ith component at a time s is now equivalent to qs + εΔit + V
i
s = b;
in other words, Vis =
ε
d (t∗ − s) − εΔ
i
t. A necessary condition for the break is V
i
s  εd (t∗ − s) −
εDi. We may restate it as
P(τ iZ,b  t)  P
(
∃s  t : Vis 
ε
d
(t∗ − s) − εDi
)
.
By remark 11, the centred Gaussian process Vi, being a linear combination of theZ j, inherits
their following properties:
var Vit  C1σ2, t  t∗,
21






)2  C2σ2|t1 − t2|, t1, t2  t∗, |t1 − t2|  1,
with the constants C1, C2 depending on dimension d and potential U. By standard arguments











, R > 0, 1  t  t∗, (51)
with some C3 = C3(C1, C2).
By using (51), it follows that








































































, as in the assertion of lemma 6, we obtain























(1 + o(1)) → 0,
if we choose γ1 so large that C3γ
2
1/d
2 > 1. This finishes the proof of lemma 6.
7.3. Proof of lemma 7
As above, we set T := [t∗ − γ1 σε
√
ln σ/ε, t∗].










(εt + d) + εg̃it + (Q
Z)it,
respectively, where g and g̃ are bounded deterministic functions and Y and Z are the vectors
of the solutions to (27) with constant prefactor u and varying prefactor φ, respectively.
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For the differences, we have
Xiu,t − Zit = ε(git − g̃it) + (Q(Y− Z))it,
so that (using the boundedness of gt and g̃t) for some K > 0 and all t  0
‖Xu,t − Zt‖∞  εK + ‖Q(Y− Z)‖∞
 εK + ‖Q(Y− Z)‖2
= εK + ‖Y− Z‖2
 εK +
√
d − 1‖Y− Z‖∞.


















d − 1 sup
t∈T




















by lemma 9. This finishes the proof of lemma 7.
7.4. Proof of proposition 4
Let, as above, A denote the discrete Laplace operator in one dimension with d supporting
points, i.e. the (d − 1)-dimensional square matrixA withAi, j = −2 when i = j,Ai, j = 1 when
|i − j| = 1, and Ai, j = 0 otherwise. The largest eigenvalue λ1 of A is strictly negative, namely
λ1 = −2(1 − cos(π/d)).
By assumption P, U′′ is continuous and strictly positive on [1, b]. Therefore, there exist some
r > 0 and u2 = u2(r) > 0 such that U′′(x) > u2(r) for all x ∈ [1, b+ r]. By the continuity of
the third derivative of U, we have u3(r) := sup{|U′′′(x)| : |x|  b + r} < ∞. We define the
constant
cr := c(U, d, r) :=
6(d − 1)u3(r)
|λ1|u2(r)
and the stopping time
tr(ω) := inf{t ∈ R : ∃i  n with |X is (ω) −X i−1s (ω)|  b+ r} ∧ t∗.
Proposition 12. Let r, cr be as above. For all ω ∈ Ω and all t  tr(ω) we have










Proof. Let t be arbitrary at first. We define W t = X t − Zt. Since Z and X are driven by the
same Brownian motions, the process W fulfils
dW it = dX it − dZit = U′(X i+1t −X it )dt − U′(X it −X i−1t )dt
− U′′(qt)(Zi+1t + Z−1t − 2Zit)dt.
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By adding and subtracting the term U′′(qt)(X i+1t + X i−1t − 2X it )dt, and making the definition
(ψt(x))i :=U′(xi+1 − xi) − U′(xi − xi−1) − U′′(qt)(xi+1 + xi−1 − 2xi), (52)
we obtain
dW it = (ψt(Xt))i + U′′(qt)(W i+1t −W i−1t − 2W it )dt.
In matrix notation, using the discrete Laplacian, this reads as








′′(qv )dvA ψs(X s)ds.
The largest eigenvalue of the matrix e
∫ t
s U
′′ (qv)dvA is bounded above by e(t−s)u2λ1 , and thus by the
matrix norm inequality we obtain
‖Zt(ω) −X t(ω)‖2 = ‖W t(ω)‖2 
∫ t
0






for all t > 0 and all ω ∈ Ω.
When we Taylor expand the first two terms on the right-hand side of (52) around the point





|U′′′(ξ+)(xi+1 − xi − qs)2|+
1
2
|U′′′(ξ−)(xi − xi−1 − qs)2|,
where ξ+ lies between qs and x
i+1 − xi, and where ξ− lies between qs and xi − xi−1.
With s  tr(ω) and xi = Xs(ω), the definition of tr(ω) and the fact that 0  qs  b for









‖ψs(X s(ω))‖2  (d − 1)
d−1∑
i=1
|ψs(Xs(ω))i|  (d − 1)u3(r)
d∑
i=1
(X is (ω) −X i−1s (ω) − qs)2,
for all s  tr(ω). By the inequality
(X is −X i−1s − qs)2  3(Zis −X is )2 + 3(Zi−1s −X i−1s )2 + 3(Zis − Zi−1s − qs)2,
and since Z0 ≡ X 0 and Zd ≡ X d, we obtain
‖ψs(X s(ω))‖2  6(d − 1)u3(r)
(
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Inserting this into the inequality (53), we obtain











for all t̃  tr(ω). The maps t̃ → (S∗t̃ (ω)) and t̃ → (M∗t̃ (ω)) are monotone increasing. Therefore
for t  tr(ω), we obtain the result by taking the supremum over t̃  t on both sides of the above
inequality. 
Proof of proposition 4. We decompose
P(S∗t  R) = P(S∗t  R, t  tr,
√
2crM∗t < 1) (54)
+ P(S∗t  R, t > tr,
√
2crM∗t < 1) (55)




t  1). (56)
The term (56) is simply estimated by P(
√
2crM∗t  1), giving the third term on the right-hand
side of the claim.
Turning to the term (54), we will show that for all ω ∈ Ω with St(ω)  R, t  tr(ω) and√









holds, which then gives the first term on the right-hand side of the claim. To see (57), recall











for all s  tr(ω). Since t  tr(ω), this inequality holds for all s  t. Let M > 0. The equation
y = cr(y2 + M2/2) has two nonnegative solutions if and only if c2r M
2 < 1/2, and in this case
the smaller one of those is given by
1 −
√





2crM∗t (ω) < 1 and monotonicity we have
√
2crM∗s (ω) < 1 for all s  t;
by the above considerations (with M = M∗s (ω)), we find that for all s  t and all ω fulfiling
the relevant conditions in (54), the value of S∗s (ω) can not be in the interval between the two
solutions of the quadratic equation for any s  t. Since the function s → S∗s (ω) is continuous
and has the value 0 for s = 0, it therefore has to stay to the left of the smaller root, and is
therefore for s = t bounded by 2crM∗t (ω)
2. We thus arrive at (57).
Finally we discuss the term (55). The considerations of the previous paragraph still apply,




for all ω relevant to (55). Since tr(ω) < t  t∗, by definition of tr(ω), there is at least one i  d
with |X itr(ω)(ω) −X
i−1
tr(ω)
(ω)| = b+ r, and we get
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b+ r = |X itr(ω)(ω) −X
i−1
tr(ω)
(ω)|  |X itr(ω)(ω) − Z
i
tr(ω)(ω)|


















M∗t (ω)  |Zitr(ω)(ω) − Z
i−1





 r − 4cr(M∗tr(ω)(ω))
2  r − 4cr(M∗t (ω))2.
Therefore, M∗t (ω) + 4cr(M
∗
t )(ω)
2  r for all ω relevant to (55), and we obtain the second term
on the right-hand side of the claim. 
7.5. Proof of proposition 8
By proposition 4, it is enough to prove that for t = t∗ = d(b−1)ε the right-hand side of (18) tends
to zero, as ε, σ → 0.
Under assumption (4) we have δ → 0. Therefore, the first probability in the right-hand side






Since θ > 0 is arbitrary, we may drop C here. Furthermore, by using the union bound, it is





|Zis − Zi−1s − qs| 
√
δ) = 0, i = 1, . . . , d.
We fix i. By representation (50) we have
P( sup
0st∗
|Zis − Zi−1s − qs| 
√
































δ − εDi 
√















Notice that t∗ ≈ ε−1, while under assumption (4)
26









| ln ε| = θ
(
σ2 | ln ε|3
)−1/2| ln ε|  | ln ε|,
which completes the proof of proposition 8.
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