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1. Introduction
The Ariki–Koike algebras, and their rational degenerations, are interesting algebras which appear
naturally in the representation theory of aﬃne Hecke algebras, quantum groups, symmetric groups
and general linear groups; see [18,14] for details. They include as special cases the group algebras of
the Coxeter groups of type A (the symmetric groups) and the Coxeter groups of type B (the hyperoc-
tahedral groups).
Let Hn be an Ariki–Koike algebra, or a degenerate cyclotomic Hecke algebra, of type G(,1,n), for
integers ,n 1. For each multipartition μ of n there is a Specht module S(μ), which is a right Hn-
module. (All of the undeﬁned terms and notation, here and below, can be found in Section 2.) When
Hn is semisimple the Specht modules give a complete set of pairwise non-isomorphic irreducible
Hn-modules as μ runs through the multipartitions of n. In general, the Specht modules are not
irreducible however every irreducible Hn-module arises, in a unique way, as the simple head of
some Specht module.
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Ind and Res, between the categories of ﬁnite dimensional Hn-modules and Hn±1-modules. By [2,
Proposition 1.9], in the Ariki–Koike case the restriction of the Specht module S(μ) to Hn−1 has a
Specht ﬁltration of the form
0= R0 ⊂ R1 ⊂ · · · ⊂ Rr = Res S(μ),
such that R j/R j−1 ∼= S(μ − ρ j), where ρ1 > ρ2 > · · · > ρr are the removable nodes of μ. Conse-
quently, if Hn+1 is semisimple then by Frobenius reciprocity
Ind S(μ) ∼= S(μ ∪ α1) ⊕ · · · ⊕ S(μ ∪ αa),
where α1, . . . ,αa are the addable nodes of μ. This note generalizes this result to the case when Hn
is not necessarily semisimple. More precisely, we prove the following:
Main Theorem. Suppose thatHn is an Ariki–Koike algebra or a degenerate cyclotomic Hecke algebra of type
G(,1,n) and let μ be a multipartition of n. Then, as anHn+1-module, the induced module Ind S(μ) has a
ﬁltration
0= I0 ⊂ I1 ⊂ · · · ⊂ Ia = Ind S(μ),
such that I j/I j−1 ∼= S(μ ∪ α j), where α1 > α2 > · · · > αa are the addable nodes of μ.
This result is part of the folklore for the representation theory of these algebras, however, we have
been unable to ﬁnd a proof of it in the literature when  > 1. If  = 1 then our Main Theorem is
an old result of James [12, §17] in the degenerate case (that is, for the symmetric group), and it can
be deduced from [9, Theorem 7.4] in the non-degenerate case (the Hecke algebra of the symmetric
group). We prove our Main Theorem by giving an explicit construction of Ind S(λ); see Corollary (3.7).
Our argument is similar in spirit to that originally used by James [12] for the symmetric groups
in that we identify the induced module as a quotient of the corresponding permutation module.
Our approach, which uses cellular basis techniques, gives an explicit Specht ﬁltration of the induced
module; in contrast, James’ approach is recursive.
Suppose now thatHn is deﬁned over a ﬁeld of characteristic p  0, or a suitable discrete valuation
ring. Then by projecting onto the blocks of Hn the induction functor Ind can be decomposed as a
direct sum of subfunctors
Ind=
⊕
i∈I
i-Ind,
where I = Z/pZ, in the degenerate case, and I = {qaQ s | a ∈ Z and 1 s  r} in the non-degenerate
case. (If the parameters Q 1, . . . , Qr are all non-zero then, up to Morita equivalence, it is enough to
consider the cases where Q 1, . . . , Qr are all powers of q by the main result of [11]. In this case we
can take I = Z/eZ where e is the smallest positive integer such that 1 + q + · · · + qe−1 = 0.) The
functor i-Ind is a natural generalization of Robinson’s i-induction functor; see [2, 1.11] and [14, §8] for
the precise deﬁnitions.
(1.1). Corollary. Suppose that μ is a multipartition of n and i ∈ I . Then i-Ind S(μ) has a ﬁltration
0= I0 ⊂ I1 ⊂ · · · ⊂ Ib = i-Ind S(μ),
such that I j/I j−1 ∼= S(μ ∪ α j), where α1 > α2 > · · · > αb are the addable i-nodes of μ.
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only if α and β have the same residue. By the Main Theorem and the deﬁnition of the functor i-Ind,
the Specht module S(μ ∪ α) is a subquotient of i-Ind S(μ) if and only if α is an i-node (cf. [2,
Corollary 1.12]). This implies the result. 
Recently Brundan and Kleshchev [5] have shown that Hn is naturally Z-graded and Brundan,
Kleshchev and Wang [8] have shown that S(μ) admits a natural grading. There should be a graded
analogue of our induction theorem; see [8, Remark 4.12] for a precise conjecture. Unfortunately, the
arguments of this paper do not automatically lift to the graded setting because it is not clear how to
use our results to ﬁnd a homogeneous basis of the induced module.
2. Ariki–Koike algebras
In order to make this note self-contained, this section quickly recalls the deﬁnitions and results
that we need from the literature and, at the same time, sets our notation. We concentrate on the
non-degenerate case as the degenerate case follows in exactly the same way, with only minor changes
of notation, using the results of [3, §6]. See the remarks at the end of this section for more details.
Throughout this note we ﬁx positive integers  and n and let Sn be the symmetric group of
degree n. For 1 i < n let si = (i, i + 1) ∈ Sn . Then s1, . . . , sn−1 are the standard Coxeter generators
of Sn .
Let R be a commutative ring with 1 and let q, Q 1, . . . , Q  be elements of R with q invertible. The
Ariki–Koike algebra Hn =HR,,n(q, Q 1, . . . , Q ) is the associative unital R-algebra with generators
T0, T1, . . . , Tn−1 and relations
(T0 − Q 1) · · · (T0 − Q ) = 0,
(Ti − q)(Ti + 1) = 0, for 1 i  n − 1,
T0T1T0T1 = T1T0T1T0,
Ti+1Ti Ti+1 = Ti Ti+1Ti, for 1 i  n − 2,
Ti T j = T j Ti, for 0 i < j − 1 n − 2.
Using the relations it follows that there is a unique anti-isomorphism ∗: Hn →Hn such that T ∗i = Ti ,
for 0 i < n.
Ariki and Koike [1, Theorem 3.10] showed thatHn is free as an R-module with basis {La11 · · · Lann Tw |
0  a1, . . . ,an <  and w ∈ Sn} where L1 = T0 and Li+1 = q−1Ti Li T i for i = 1, . . . ,n − 1, and
Tw = Ti1 · · · Tik if w = si1 · · · sik ∈ Sn is a reduced expression (that is, k is minimal).
The Ariki–Koike basis theorem implies that there is a natural embedding of Hn in Hn+1 and that
Hn+1 is free as an Hn-module of rank (n + 1). If M is an Hn-module let
IndM = M ⊗HnHn+1
be the corresponding induced Hn+1-module. Note that induction is an exact functor since Hn+1 is
free as an Hn-module.
We will need the following easily proved property of the basis elements [10, 2.1].
(2.1). Suppose that 1 k n, a ∈ R and w ∈ Sk × Sn−k . Then
(L1 − a) · · · (Lk − a)Tw = Tw(L1 − a) · · · (Lk − a).
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a partition of n is a weakly decreasing sequence λ = (λ1  λ2  · · ·) of non-negative integers such
that |λ| =∑i λi = n. A multipartition, or -partition, of n is an ordered -tuple λ = (λ(1), . . . , λ())
of partitions such that |λ| = |λ(1)| + · · · + |λ()| = n. Let Λ+,n be the set of multipartitions of n. If
λ,μ ∈ Λ+,n then λ dominates μ, and we write λμ, if
s−1∑
t=1
∣∣λ(t)∣∣+
k∑
i=1
λ
(s)
i 
s−1∑
t=1
∣∣μ(t)∣∣+
k∑
i=1
μ
(s)
i ,
for 1 s  and for all k 1. Dominance is a partial order on Λ+,n .
If λ is a multipartition let Sλ = Sλ(1) × · · · × Sλ() be the corresponding parabolic subgroup of Sn
and set aλs =
∑s−1
t=1 |λ(t)|, for 1 s , and put aλ+1 = n − 1. Deﬁne mλ = u+λ xλ where
u+λ =
∏
s=2
aλs∏
k=1
(Lk − Q s) and xλ =
∑
w∈Sλ
Tw .
Then u+λ xλ =mλ = xλu+λ by (2.1).
Let λ be a multipartition (of n). The diagram of λ is the set of nodes
[λ] = {(r, c, s) ∣∣ 1 λ(s)r  c and 1 s }.
More generally a node is any element of N× N × {1, . . . , }, which we consider as a partially ordered
set where (r, c, s) (r′, c′, s′) if either s > s′ , or s = s′ and r < r′ . For the sake of Corollary (1.1) only,
deﬁne the residue of the node (r, c, s) to be qc−r Q s .
An addable node of λ is any node α /∈ [λ] such that [λ]∪{α} is the diagram of some multipartition.
Let λ ∪ α be the multipartition such that [λ ∪ α] = [λ] ∪ {α}. Similarly, a removable node of λ is a
node ρ ∈ [λ] such that [λ] − {ρ} is the diagram of a multipartition; let λ − ρ be this multipartition.
Note that the set of addable and removable nodes for λ are both totally ordered by >.
If X is a set then an X-valued λ-tableau is a function T: [λ] → X . If T is a λ-tableau then we write
Shape(T) = λ. For convenience we identify T = (T(1), . . . ,T()) with a labeling of the diagram [λ] by
elements of X in the obvious way. Thus, we can talk of the rows, columns and components of T.
A standard λ-tableau is a map t: [λ] → {1,2, . . . ,n} such that for s = 1, . . . ,  the entries in each
row of t(s) increase from left to right and the entries in each column of t(s) increase from top to
bottom. Let T Std(λ) be the set of standard λ-tableaux.
Let tλ be the standard λ-tableau such that the entries in tλ increase from left to right along the
rows of tλ
(1)
, . . . , tλ
()
in order. If t is a standard λ-tableau let d(t) ∈ Sn be the unique permutation
such that t = tλd(t). Deﬁne mst = T ∗d(s)mλTd(t) , for s, t ∈ T Std(λ). By [10, Theorem 3.26], the set
{
mst
∣∣ s, t ∈ T Std(λ) and λ ∈ Λ+,n}
is a cellular basis of Hn . Consequently, if Hn(λ) is the R-module spanned by
{
mst
∣∣ s, t ∈ T Std(μ) for some μ ∈ Λ+,n with μ  λ},
then Hn(λ) is a two-sided ideal of Hn .
The Specht module S(λ) is the submodule of Hn/Hn(λ) generated by mλ +Hn(λ). It follows
from the general theory of cellular algebras that S(λ) is free as an R-module with basis {mt | t ∈
T Std(λ)}, where mt =mtμt +Hn(λ) for t ∈ T Std(λ).
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0= M0 ⊂ M1 ⊂ · · · ⊂ Mk = M
and multipartitions λ1, . . . ,λk such that Mi/Mi−1 ∼= S(λi), for i = 1, . . . ,k.
For each multipartition μ ∈ Λ+,n let M(μ) = mμHn . The ﬁnal result that we will need gives an
explicit Specht ﬁltration of M(μ). The proof of our Main Theorem is inspired by this ﬁltration.
Given two tuples (i, s) and ( j, t) write (i, s) ( j, t) if either s < t , or s = t and i  j.
(2.2). Deﬁnition. (See [10, Deﬁnition 4.4].) Suppose that λ,μ ∈ Λ+,n and let T: [λ] → N × {1,2, . . . , }
be a λ-tableau. Then:
(a) T is a tableau of type μ if μ(s)i = #{x ∈ [λ] | T(x) = (i, s)}, for all i  1 and 1 s .
(b) T is semistandard if the entries in each component T(s) , for 1 s , of T are:
(i) weakly increasing from left to right along each row (with respect to );
(ii) strictly increasing from top to bottom down columns; and,
(iii) ( j, t) appears in T(s) only if t  s.
Let T SStdμ (λ) be the set of semistandard λ-tableau of type μ and let T SStdμ (Λ+,n)=
⋃
λ∈Λ+,nT
SStd
μ (λ)
be the set of all semistandard tableaux of type μ.
Let t be a standard λ-tableau. Deﬁne μ(t) to be the tableau obtained from t by replacing each
entry j in t with (i, s) if j appears in row i of tμ
(s)
. The tableau μ(t) is a λ-tableau of type μ; it is
not necessarily semistandard. Finally, if S ∈ T SStdμ (λ) and t ∈ T Std(λ) set
mSt =
∑
s∈T Std(λ)
μ(s)=S
mst.
(2.3). (See [10, Theorem 4.14 and Corollary 4.15].) Suppose that λ,μ ∈ Λ+,n . Then:
(a) M(μ) is free as an R-module with basis
{
mSt
∣∣ S ∈ T SStdμ (λ), t ∈ T Std(λ) for some λ ∈ Λ+,n}.
(b) Suppose that T SStdμ (Λ+,n) = {S1, . . . ,Sm} ordered so that i  j whenever λi  λ j , where λi =
Shape(Si). Let Mi be the R-submodule of M(μ) spanned by the elements {mS jt | j  i and
t ∈ T Std(λ j)}, Then
0= M0 ⊂ M1 ⊂ · · · ⊂ Mm = M(μ)
is an Hn-module ﬁltration of M(μ) and Mi/Mi−1 ∼= S(λi), for 1 i m.
(2.4). Remark. Very few changes need to be made to the results above in the degenerate case. The
analogue of the cellular basis {mst} in the degenerate case is constructed in [3, §6]. Using this basis
of the degenerate Hecke algebra, the construction of the Specht ﬁltration of the ideals M(μ) follows
easily using the arguments of [10, §4]; cf. [7, Corollary 6.13]. The arguments in the next section,
modulo minor differences in the meaning of the symbols, applies to both the degenerate and non-
degenerate cases.
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We are now ready to start proving the Main Theorem. Fix a multipartition μ ∈ Λ+,n . As in (2.3)
we let T SStdμ (Λ+,n) = {S1, . . . ,Sm} be the set of semistandard tableau of type μ ordered so that i  j
whenever λi  λ j , where λi = Shape(Si) for 1  i  m. So, in particular, Sm = Tμ = μ(tμ) is the
unique semistandard μ-tableaux of type μ.
Throughout this section we freely identify Hn with its image under the natural embedding
Hn ↪→Hn+1. In particular, we will think of the basis element mst as an element of Hn+1, for
standard λ-tableaux s, t ∈ T Std(λ) with λ ∈ Λ+,n . This embedding also identiﬁes IndM(μ) with a sub-
module of Hn+1.
The following simple lemma contains the idea which drives our proof.
(3.1). Lemma. Suppose that μ is a multipartition of n and let ω be the lowest addable node of μ (that is,
α ω whenever α is an addable node of μ). Then:
(a) IndM(μ) = M(μ ∪ ω).
(b) The induced module IndM(μ) has a ﬁltration
0= N0 ⊂ N1 · · · ⊂ Nm = IndM(μ)
such that Ni/Ni−1 ∼= Ind S(λi), where λi = Shape(Si), for 1 i m.
Proof. By deﬁnition, mμ =mμ∪ω using the embedding Hn ↪→Hn+1. Therefore,
IndM(μ) =mμHn ⊗HnHn+1 =mμHn+1 =mμ∪ωHn+1 = M(μ ∪ ω),
proving (a). As induction is exact, part (b) follows from part (a) and (2.3)(b). 
If μ = ((n), (0), . . . , (0)) then S(μ) = M(μ). The Main Theorem in this special case is just part (b)
of the lemma. To prove the theorem when μ = ((n), (0), . . . , (0)) we explicitly describe the ﬁltration
of IndM(μ) given by the lemma in terms of the basis of M(μ ∪ ω) from (2.3).
Let ω be the lowest addable node of μ. Then ω = (z,1, ), where z  1 is minimal such that
(z,1, ) /∈ [μ]. Suppose that S ∈ T SStdμ (λ), for some λ ∈ Λ+,n , and that β is an addable node of λ. Let
S ∪ β be the semistandard (λ ∪ β)-tableau given by
(S ∪ β)(η) =
{S(η) if η ∈ [λ],
(z, ) if η = β.
Thus S ∪ β is the semistandard (λ ∪ β)-tableau of type μ ∪ ω obtained by adding the node β to S
with label (z, ). Let T SStdμ∪ω(S) be the set of semistandard tableau of type μ ∪ ω obtained in this way
from S as β runs over the addable nodes of λ. It is easy to see that every semistandard tableau of
type μ ∪ ω arises uniquely in this way, so
T SStdμ∪ω
(
Λ+,n+1
)= ∐
S∈T SStdμ (Λ+,n)
T SStdμ∪ω(S). (3.2)
Armed with this notation, observe that if S ∈ T SStdμ (λ) then mStλ =m(S∪β)tλ∪β , as an element ofHn+1,
where β is the lowest addable node of λ.
Suppose that 1  a  b < n. Let Sa,b be the symmetric group on {a,a + 1, . . . ,b} and set sb,a =
(b,b + 1) · · · (a,a + 1) ∈ Sn and Tb,a = Tsb,a = Tb · · · Ta . For convenience, we set Tb,a = 1 if b < a. The
following useful identity is surely known.
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( ∑
w∈Sa,b
Tw
)
Tb,a = Tb,a
( ∑
v∈Sa+1,b+1
Tv
)
.
Proof. It is easy to check that Sa,bsb,a = sb,aSa+1,b+1 and that sb,a is a distinguished (Sa,b,Sa+1,b+1)-
double coset representative (in the sense of [16, Proposition 4.4], for example). Therefore, if w ∈ Sa,b
and v = sb,awsb,a ∈ Sa+1,b+1 then Tw Tb,a = Twsb,a = Tsb,a v = Tb,aT v by [16, Proposition 3.3]. This
implies the lemma. 
(3.4). Lemma. Suppose that λ ∈ Λ+,n and ν = λ ∪ β , where β = (r, c, e) is an addable node of λ. Then
Tn−1,a+1mν ∈mλHn+1 , where a = aλ1 + · · · + aλe + λ(e)1 + · · · + λ(e)r .
Proof. Let Dd,a = 1 + Ta + Ta,a−1 + · · · + Ta,d , where d = a − λ(e)r + 1. Then Dd,a is the sum of
distinguished right coset representatives for Sd,a in Sd,a+1. Therefore, xλTn−1,a+1Dd,a = Tn−1,a+1xν
by Lemma (3.3). On the other hand, it follows directly from the deﬁnitions that u+ν = u+λ (Laλ+1 −
Q ) · · · (Laλe+1+1 − Qe+1). Therefore, writing mλ = xλu
+
λ and using (2.1) we see that
mλ
( ∏
s=,...,e+1
Taλs+1,aλs +1(Laλs +1 − Q s)
)
Taλe+1,a+1Dd,a = Tn−1,a+1mν ,
where the product on the left-hand side is read in order, from left to right, with decreasing values
of s. (Recall that, for convenience, aλ+1 = n − 1 and Tn−1,n = 1.) 
Let  be the Bruhat order on Sn; see, for example, [16, p. 30]. If S is a semistandard λ-tableau
of type μ let S˙ be the unique standard λ-tableau such that μ(S˙) = S and d(S˙)  d(s) whenever
s ∈ T Std(λ) and μ(s) = S. Such a tableau S˙ exists by [13, Lemma 3.9].
(3.5). Lemma. Suppose that S ∈ T SStdμ (λ) and that U ∈ T SStdμ∪ω(S). Let ν = Shape(U). ThenmUtν ∈mStλHn+1 .
Proof. Deﬁnition, mStλ =
∑
smstλ where d(s) runs over a set of right Sμ-coset representatives in the
double coset Sλd(S˙)Sμ . Therefore, mStλ = hST ∗d(S˙)mλ for some hS ∈Hq(Sμ). (Explicitly, hS =
∑
d Td
where d runs over the set of distinguished left coset representatives of Sμ ∩ d(S˙)Sλd(S˙)−1 in Sμ .)
As in Lemma (3.4), write ν = λ ∪ β , where β = (r, c, e) and set a = aλ1 + · · · + aλe + λ(e)1 + · · · + λ(e)r .
Then U = S ∪ β . Therefore, d(U˙) = s−1n−1,a+1d(S˙), so that mUtν = hT ∗d(S˙)Tn−1,a+1mν .
Finally, Tn−1,a+1mν =mλhν,a , for some hν,a ∈Hn+1, by Lemma (3.4). Therefore,
mUtν = hST ∗d(S˙)Tn−1,a+1mν = hST ∗d(S˙)mλhν,a =mStλhν,a ∈mStλHn+1,
as required. 
We can now make the ﬁltration of Lemma (3.1)(b) explicit. As a result we will show that we can
obtain a basis for the induced module by adding a node labeled (z, ) to the basis elements of M(μ)
in all possible ways.
(3.6). Theorem. Suppose thatμ ∈ Λ+,n and order T SStdμ (Λ+,n) = {S1, . . . ,Sm} as above, with λi = Shape(Si).
Let Ni be the R-submodule of M(μ ∪ ω) spanned by the elements
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mUv
∣∣ U ∈ T SStdμ∪ω(S j), v ∈ T Std(Shape(U)) for 1 j  i},
for i = 0,1, . . . ,m. Then Ni is anHn+1-submodule of IndM(λ) and
Ind S(λi) ∼= Ni/Ni−1,
for 1 i m.
Proof. By Lemma (3.1)(a), IndM(μ) = M(μ ∪ ω) and by (3.2) the set of elements
{
mUv
∣∣ U ∈ T SStdμ∪ω(S j), v ∈ T Std(Shape(U)) for 1 j m}
is precisely the basis of M(μ ∪ ω) given by (2.3), so M(μ ∪ ω) = Nm . Moreover, since Hn+1(ν) is a
two-sided ideal of Hn+1 for all ν ∈ Λ+,n+1, the action of Hn+1 on the basis {mUv} respects domi-
nance, so Ni is a submodule of M(μ ∪ ω), for 0 i m.
Recall the ﬁltration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mm = M(λ) of M(λ) given in (2.3). By Lemma (3.1)(b),
to prove the theorem it is enough to show by induction on i that IndMi = Ni , for 0 i <m. This is
trivially true when i = 0 so we may assume that i > 0.
To show that IndMi ⊆ Ni note that mSitλi ∈ Ni and mSitλi + Mi−1 generates Mi/Mi−1 as an Hn-
module. Therefore, IndMi ⊆ Ni by induction on i.
To prove the reverse inclusion, suppose that U ∈ T SStdμ∪ω(Si) and let ν = Shape(U). Then mUtν ∈
mSitλiHn+1 ⊆ IndMi by Lemma (3.5). Therefore, mUv ∈ IndMi , for any v ∈ T Std(ν). It follows by
induction that Ni ⊆ IndMi as required. 
For each addable node β of μ let Nβ be the submodule of M(μ ∪ ω) spanned by
{
mUv
∣∣ U ∈ T SStdμ∪ω(λ), v ∈ T Std(λ) where λ ∈ Λ+,n+1 and λ  μ ∪ β}+ Nm−1,
where Nm−1 is the submodule of M(μ ∪ ω) deﬁned in Theorem (3.6). Note, in particular, that
Nα = Nm−1.
We can now prove a more explicit version of the Main Theorem of this paper.
(3.7). Corollary. Suppose that μ is a multipartition of n and let α1 = α > · · · > αa = ω be the addable nodes
of μ. Then Ind S(μ) ∼= M(μ ∪ ω)/Nα is a free R-module with basis
{
mUv + Nα
∣∣ U ∈ T SStdμ∪ω(μ ∪ α j), v ∈ T Std(μ ∪ α j), for 1 j  a}.
In particular, Ind S(μ) has a ﬁltration 0 = I0 ⊂ I1 ⊂ · · · ⊂ Ia = Ind S(μ) such that I j/I j−1 ∼= S(μ ∪ α j), for
j = 1, . . . ,a.
Proof. That Ind S(μ) ∼= M(μ ∪ ω)/Nα is a special case of Theorem (3.6). The second claim follows
from (2.3) by setting I j = Nα j+1/Nα , for 0 j < a. To prove that S(μ ∪ α j) ∼= I j/I j−1, for 1 j  a,
observe that the bijective map
S(μ ∪ α j) −→ I j/I j−1; ms →m(Tμ∪α j)s + I j−1, for s ∈ T Std(μ ∪ α j),
commutes with the action of Hn+1. (Here, Tμ = μ(tμ) is the unique semistandard μ-tableau
of type μ.) 
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by writing {λi,1  · · ·  λi,ai } = {Shape(U) | U ∈ T SStdμ∪ω(Si)}, for i = 1, . . . ,m. Theorem (3.6) then implies,
just as in the proof of Corollary (3.7), that M(μ ∪ ω) has a Specht ﬁltration
0⊂ I1,1 ⊂ · · · ⊂ I1,a1 ⊂ I2,1 ⊂ · · · ⊂ Im,am = M(μ ∪ ω),
with Ii,a/I<i,a
∼= S(λi,a), where Ii,a is the submodule of M(μ ∪ ω) with basis
{
mUv
∣∣ U ∈ T SStdμ∪ω(λ j,b), v ∈ T Std(λ j,b) where j < i, or j = i and b a}
and where I<i,a = Ii,a−1 if a > 1, I<i,1 = Ii−1,ai−1 if i > 1 and I<1,1 = 0.
Fred Goodman has pointed out that this ﬁltration of M(μ∪ω) is, in general, different to that given
by (2.3) because the order in which the Specht modules appear does not have to be compatible with
the dominance ordering—note, however, that the Specht modules in each ‘layer’ Ni/Ni−1 are totally
ordered by dominance. For example, suppose that  = 1 and let μ = (32,1) so that μ ∪ α = (4,3,1)
and μ ∪ ω = (32,12). Then
U =
1 1 1 2
2 2
3 4
is a semistandard ν-tableau of type μ ∪ ω, where ν = (4,22). (As  = 1 we can label semistandard
tableaux with the integers 1, . . . ,n.) However, μ∪αν even though ν = μ∪β for any addable node β
of μ.
As induction and restriction are both exact functors the main result of this note, together with [2,
Proposition 1.9] (and the corresponding argument for the degenerate case), shows that the full subcat-
egory of Hn-mod which consists of modules which have a Specht ﬁltration is closed under induction
and restriction.
(3.9). Corollary. Suppose that M has a Specht ﬁltration. Then the modules ResM and IndM both have Specht
ﬁltrations.
In [17, Theorem 3.6] and [6, Theorem 4.6] it is shown that for each multipartition μ ∈ Λ+,n there
exists an indecomposable Hn-module Y (μ), a Young module, such that
M(μ) ∼= Y (μ) ⊕
⊕
λμ
Y (λ)⊕cλμ
for some non-negative integers cλμ . Each Young module Y (μ) has a Specht ﬁltration. Therefore, by
Corollary (3.9), Res Y (μ) and Ind Y (μ) both have Specht ﬁltrations.
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