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Abstract
We study nonglobal positive solutions to the Dirichlet problem for ut ¼ upðDu þ uÞ in
bounded domains, where 0opo2: It is proved that the set of points at which u blows up has
positive measure and the blow-up rate is exactly ðT  tÞ
1
p: If either the space dimension is one
or po1; the o-limit set of ðT  tÞ
1
puðtÞ consists of continuous functions solving Dw þ w ¼
1
p
w1p: In one space dimension it is shown that actually ðT  tÞ
1
puðtÞ-w as t-T ; where w
coincides with an element of a one-parameter family of functions inside each component of its
positivity set; furthermore, we study the size of the components of fw40g with the result that
this size is uniquely determined by O in the case po1; while for p41; the positivity set can
have the maximum possible size 2p
p
for certain initial data, but it may also be arbitrarily close to
the minimal length p:
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0. Introduction
Let us consider the problem
ut ¼ upðDu þ uÞ in O ð0; TÞ;
uj@O ¼ 0;
ujt¼0 ¼ u0; ð0:1Þ
where 0opo2; OCRn is a smooth bounded domain and u0AC0ð %OÞ is positive in O
and vanishes at @O:
In [Wi2] (see also [FMcL]) it has been shown that if O is small in the sense that the
principal eigenvalue l1ðOÞ of the Laplacian in O is greater than one, then all
solutions are global in time and t
1
puðx; tÞ approaches a u0-independent limit function
as t-N: (In both references it is required that u0AC1ð %OÞ has strictly negative
normal derivative at @O; but actually this assumption may be dropped using e.g.
Corollary 6.2.4 in [Win1].)
As we are interested in non-global solutions of (0.1), we restrict our considerations
in the sequel to large domains satisfying
l1ðOÞo1: ð0:2Þ
Under this condition, it has been shown in [FMcL] (for p ¼ 2; cf. also [Lo]) and in
[TI,Wi1] (for general p) that for sufﬁciently nice initial data all solutions to (0.1) blow
up in ﬁnite time, i.e. there is ToN such that writing mðtÞ :¼ jjuðtÞjjLNðOÞ; we have
lim sup
t-T
mðtÞ ¼N:
Moreover, part of the result in [Wi3] is that for 1opo2 in one space dimension and
under somewhat restrictive assumptions on the initial data, the scaled proﬁle uðx;tÞ
mðtÞ
attains a limit monotonically and uniformly in O as tsT ; and this limit is a solution
of the singular elliptic equation Qxx þ Q ¼ dQ1p for some d40 inside its positivity
set. Unfortunately, the hard technical restrictions on the data (such as symmetry and
monotonicity of u0 and of u0xx þ u0) that had to be made there diminish the class of
admissible u0 in such a drastic way that the question whether a similar result holds
for more general data does not seem to be answerable by ‘obvious modiﬁcations of
the proof ’.
In the case 0opo1; the substitution u ¼ ð1 pÞ
1
pv
1
1p transforms (0.1) into the
related problem for the porous medium type equation vt ¼ Dvm þ vm with m ¼
1
1p41; which has been studied e.g. in [BG,Gal,SGKM] where, however, the
attention is drawn primarily to the Cauchy problem or the radially symmetric
setting.
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Our present interest is in a uniﬁed treatment for any pAð0; 2Þ and all positive
continuous u0: After some preliminaries, we prove in Section 2 that u blows up in a
set of positive measure at the rate induced by the ODE y0ðtÞ ¼ ypþ1ðtÞ; that is, mðtÞ
behaves essentially like ðT  tÞ
1
p as t-T (see Lemmas 2.2 and 2.3). Next, we use the
fundamental semi-convexity estimate (Lemma 1.3; cf. also [Fr,Win2] for po1) and
the availability of a Lyapounov functional to describe the o-limit set of ðT  tÞ
1
puðtÞ
if either n ¼ 1 or po1 (Theorem 3.5). Finally, Section 4 is devoted to a complete
description of the asymptotics near t ¼ T in the one-dimensional setting: Theorem
4.6 will show that
ðT  tÞ
1
puðx; tÞ-wðxÞ as t-T ;
where w coincides in each component of its positivity set with some member of a one-
parameter family of solutions of wxx þ w ¼ 1pw1p: Being interested in which of these
members are preferred, we ﬁnally show in Theorem 4.7 that if po1; always those w
whose positivity components have maximal size are chosen, while for p41 there are
both solutions with large and small components of the corresponding asymptotic
positivity sets.
We remark that the assumption that u0 be positive may be relaxed to 0cu0X0 if
po1; in the ‘strongly degenerate’ case pX1; however, the spatial support of any
(weak) solution to (0.1) remains constant in time—in contrast to the porous medium
type setting (cf. e.g. [LDalP] or [Win1], Theorem 1.2.4). In respect of the above
remark on the situation of small domains, we can therefore expect a nonnegative
initial datum to enforce blow-up only if we guarantee that its positivity set has at
least one large component fulﬁlling (0.2).
The results obtained in [FMcL,SW,Wi3] and in [TI] indicate that in the case pX2;
blow-up occurs essentially faster than at the rate ðT  tÞ
1
p—a phenomenon which
may be observed also in the setting of periodic boundary conditions, cf. [An2]—so
that most of the methods presented below cease to apply. For a detailed study on this
subject as well as on the case of critical domains with l1ðOÞ ¼ 1; we refer to a
subsequent work.
1. Existence results and a basic estimate
Lemma 1.1. There is a uniquely determined maximal existence time ToN and a
unique function uAC0ð %O ½0; TÞÞ-CNðO ð0; TÞÞ fulfilling u40 in O ½0; TÞ and
solving (0.1) in the classical sense.
u can be obtained as the C0locð %O ½0; TÞÞ-CNlocðO ð0; TÞÞ—limit of a mono-
tonically decreasing sequence of solutions ueAC0ð %O ½0; TeÞÞ-CN
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ð %O ð0; TeÞÞ; er0; TesT ; to the nondegenerate problems
@tue ¼ upe ðDue þ ueÞ in O ð0; TeÞ;
uej@O ¼ e;
uejt¼0 ¼ u0;e; ð1:1Þ
where ðu0;eÞe40 is any (fixed) decreasing sequence of functions from C1ð %OÞ satisfying
u0;ej@O ¼ e and u0 þ e2pu0;epu0 þ 2e:
Proof. All the assertions follow from standard procedures as performed e.g. in [Win1,
Theorem 1.2.2], or [Wi2], except for the one concerning ﬁniteness of T ;
which can be seen as follows (cf. [FMcL, Theorem 2.2]): Fix a smooth
subdomain *OCCO such that l1ð *OÞo1 and let *Y denote a positive eigen-
function in *O: Then in the case pa1 the function yðtÞ :¼ R *O u1p *Y satisﬁes
1
1py
0Xð1 l1ð *OÞÞ
R
*O uðtÞ *YXcð
R
*O u
1pðtÞ *YÞ
1
1p by Jensen’s inequality, hence y0pcya
for some a40 if p41 and y0Xcyb for some b41 if po1; implying in both cases that y
cannot be global. The proof for p ¼ 1 is similar, involving yðtÞ :¼ R *O ln uðtÞ *Y
instead. &
Due to the degeneracy in (0.1) caused by the factor up; we do in general not know
much about regularity of the solution near points where u vanishes. It is therefore
not clear whether u and its derivatives behave ‘properly’ near the boundary to justify
integration by parts (cf. the proof of Lemma 3.2) or differentiation under the integral
sign as in the proof of Lemma 2.3. In order to circumvent such difﬁculties, we
approximate our solution u by functions having certain nice decay properties near
the lateral boundary: Let ðu0;kÞkANCCNð %OÞ be such that jju0;k  u0jjLNðOÞo1k and
akYpu0;kpbkY holds with constants 0oakobk; where Y denotes the principal
eigenfunction in O with maxY ¼ 1: Consider the approximate problems
@tuk ¼ fkðukÞðDuk þ ukÞ in O ð0; TðukÞÞ;
ukj@O ¼ 0;
ukjt¼0 ¼ u0;k ð1:2Þ
with fkðxÞ :¼ xp if p41; while in the case pp1 we ﬁx an arbitrary p0Að1; 2Þ and let
fkðxÞ :¼
kp
0pxp
0
for xp1
k
;
xp for x4
1
k
:
8><
>: ð1:3Þ
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Then we have
Lemma 1.2. The problems (1.2) have unique classical solutions ukAC0ð %O
½0; TðukÞÞÞ-CNðO ð0; TðukÞÞÞ; TðukÞ-T ; which may be approximated by func-
tions uk;e solving (1.2) with uk;e ¼ uk þ e on the parabolic boundary. As k-N; uk-u
in the topology of C0locð %O ½0; TÞÞ-CNlocðO ð0; TÞÞ:
The uk have the property that for each kAN and each t40 there is a constant
cðk; tÞ40 such that if p41 then
jdistðx; @OÞa1þjð2pÞ@ax@jtukðx; tÞjpcðk; tÞ; j ¼ 0; 1; a ¼ 0; 1; 2; ð1:4Þ
for ðx; tÞAO ð0; T  tÞ; while if pp1 then (1.4) holds with p replaced by p0:
Proof. Existence, approximation, uniqueness and regularity of uk again follow as in
[Win1] or [Wi2]. We show the convergence uk-u and (1.4). First, let us prove that if
TðukÞ is chosen maximally then
lim inf
k-N
TðukÞXT : ð1:5Þ
To this end let, according to Lemma 1.1, ue be the solution of (1.1) which is easily
seen to fulﬁll ueXe2 in O ð0; TeÞ: Hence for kX2e; ue satisﬁes @tue ¼ fkðueÞðDue þ ueÞ
in O ð0; TeÞ with uej@OX0 and uejt¼0Xu0;k; so that comparison shows that as long
as both solutions exist,
ukpue 8kX2e; ð1:6Þ
implying
TðukÞXT2
k
sT as k-N;
whereby (1.5) follows as well as, given t40; the existence of k0ðtÞAN and MðtÞ40
such that
ukpMðtÞ in O ð0; T  tÞ 8kXk0ðtÞ: ð1:7Þ
Moreover, (1.6) shows that the uk are uniformly small near @O: Let t40 and Z40 be
given, where we may assume that Z is so small that TZ
2
4T  t: Then on the set
SZ :¼ fxAO j uZ
2
ðx; tÞoZ 8tAð0; T  tÞg; which is obviously a neighborhood of @O;
we have due to (1.6) that
ukpZ in SZ  ð0; T  tÞ 8kXZ2: ð1:8Þ
Clearly, akY is a subsolution of (0.1), so that
ukXakY in O ð0; TðukÞÞ: ð1:9Þ
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Altogether, (1.5), (1.7) and (1.9) imply together with interior parabolic Schauder
estimates that uk-u˜ in C
N
locðO ð0; TÞÞ holds for a subsequence and @tu˜ ¼ u˜p
ðDu˜ þ u˜Þ in O ð0; TÞ: Now (1.8) and an additional argument near t ¼ 0 necessary
to compensate the lack of Ho¨lder continuity of u0 (cf. [Win1, Theorem 1.2.2]) shows
that also uk-u˜ in C
0
locð %O ½0; TÞÞ; u˜jt¼0 ¼ u0 and u˜j@O ¼ 0; hence u˜ must coincide
with the unique solution u of (0.1) and the whole sequence converges.
In order to verify of the boundary estimates (1.4), observe that (1.7) guarantees
that from u0;kpbkYpc˜ke (where e is the solution of De ¼ 1 in O; ej@O ¼ 0) we
have
ukpmaxfc˜k; MðtÞgepcðk; tÞY in O ð0; T  tÞ; ð1:10Þ
which is a consequence of the fact that @tðMðtÞeÞ  fkðukÞðDðMðtÞeÞ þ ukÞX0 holds
true in the indicated region.
We may now adopt a scaling argument as performed in [Wi1] to derive (1.4) from
(1.9) and (1.10), where in the case pp1 we use that it sufﬁces to show the desired
estimates in a small neighborhood SCO of @O where uko1k in S  ð0; T  tÞ; so that
in fact @tuk ¼ kp0pup
0
k ðDuk þ ukÞ in S  ð0; T  tÞ: &
The following lemma characterizes one of the most important features of solutions
to problems like (0.1) (or (1.2)), namely the fact that the time derivative of a solution
can be controlled from below, provided that t is bounded away from zero. Most of
the descriptions of blow-up phenomena for (0.1) published so far ([FMcL,TI,Wi2])
are based on the property that ut be nonnegative, which is—for smooth u0—true if
and only if Du0 þ u0X0: Dropping this rather restrictive assumption, we obtain the
semi-convexity estimate presented in the following lemma. Estimates of this type were
used for the case p ¼ 2 in [Gag], but appear also in different settings (see e.g. [H] or
Chapter 5 in [Fr]).
Lemma 1.3. Suppose fAW 1;Nloc ð½0;NÞÞ is positive and
f 0ðxÞx
f ðxÞ Xb40
holds for some constant b: Then every classical solution wAC0ð %O ½0; T0Þ; T040; of
the problem
@tw ¼ f ðwÞðDw þ wÞ in O ð0; T0Þ; T040;
wj@O ¼ e40;
fulfills
wt
w
X 1
bt
in O ð0; T0Þ:
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Proof. Fix t40: As w is positive and thus smooth in %O ½t; T0  t; the
function z :¼ wt
w
 f ðwÞ
w
ðDw þ wÞ ¼: FðwÞðDw þ wÞ is in C0ð %O ½t; T0  tÞ-C2;1ðO
ðt; T0  tÞÞ and fulﬁlls
zt ¼ f
0ðwÞw
f ðwÞ z
2 þ FðwÞð2rw  rz þ wDzÞ
X bz2 þ FðwÞð2rw  rz þ wDzÞ in O ðt; T0  tÞ:
On @O; we have z ¼ 0; while at t ¼ t; zX M for all MXM0 and some sufﬁciently
large M040: Hence, by comparison, zXfM on O ðt; T0  tÞ for all MXM0; where
fMðtÞ is the solution of fM 0 ¼ bf 2M on ðt;NÞ; fMðtÞ ¼ M; i.e. fMðtÞ ¼ 1bðttÞþM1:
Consequently, zX 1bðttÞ on each cylinder O ðt; T0  tÞ; hence also zX 1bt on
O ð0; T0Þ: &
2. The blow-up rate
The aim of the present section is to determine the rate at which u blows up, which
will—besides being of interest itself— give rise to the transformation (3.1) in the next
section. We shall see in the proof of Lemma 2.3 that the delicate point is to ﬁnd an
upper bound, which requires some preparations that turn out to be useful tools also
for later purposes. We start with an important consequence of Lemma 1.3.
Lemma 2.1. ðiÞ For all t40; we have the estimatesZ
O
u
p2
k jrukj2p
1
p  1
Z
O
u
p
k þ
1
pt
 
if p41; ð2:1Þ
Z
O
ua1k jrukj2p
1
a
Z
O
u1þak þ
1
t
uak
 
if pp1; ð2:2Þ
where aAð0; 1Þ is arbitrary.
ðiiÞ For all t40; Z
O
jrukðtÞj2-
Z
O
jruðtÞj2
holds uniformly on ½t; T  t:
Proof. (i) Lemma 1.3 applied to uk and f ¼ fk—note that fk
0ðxÞx
fkðxÞXp holds for all p
from ð0; 2Þ—gives @tuk
uk
X 1
pt
or equivalently
Duk þ ukX 1
pt
u
1p
k in O ð0; TðukÞÞ: ð2:3Þ
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For d40; let cdAC
Nð½0;NÞÞ be such that cd  0 on ð0; d2Þ;cd  1 on ðd;NÞ and
0pcdp1: Deﬁning jdðxÞ :¼
R x
0 cdðZÞ dZ; we then have 0pjdðxÞpx for all x40 and
thus for p41 and ﬁxed t40; using (2.3),
Z
O
ðp  1Þup2k jrukj2  jd0ðup1k Þ ¼ 
Z
O
Dukjdðup1k Þ
p
Z
O
uk þ 1
pt
u
1p
k
 
jdðup1k Þ
p
Z
O
u
p
k þ
1
pt
 
;
hence by Fatou’s lemma ðp  1Þ RO up2k jrukj2p ROðupk þ 1ptÞ: The case pp1 is treated
similarly.
Starting from the inequality
Z
O
jrukðtÞj2 
Z
O
jruðtÞj2
				
				
p
Z
fuðtÞXdg
jjrukðtÞj2  jruðtÞj2j þ 2 sup
jXk
Z
fuðtÞodg
jrujðtÞj2
¼: I1 þ I2
which is valid for all d40 by Fatou’s lemma, we proceed as follows: Given Z40; we
ﬁrst choose, in accordance with part (i), d40 so small that
2ð2dÞg sup
kAN
Z
O
ukðtÞgjukxðtÞj2oZ
2
8tA½t; T  t;
where g :¼ 2 p if p41 and gAð0; 1Þ is arbitrary in the case pp1: As uk-u
uniformly on %O ½t; T  t; we ﬁnd k0 such that ukp2d in the set M :¼ fðx; tÞAO
½t; T  t j uðx; tÞodg for kXk0; whence we have achieved that for such k; I2oZ2 for
all tA½t; T  t: Next, the complement K of M is a compact subset of O ½t; T  t;
so that Lemma 1.2 guarantees uniform convergence ruk-ru on K ; whereby I1oZ2
for any tA½t; T  t holds for sufﬁciently large k and the assertion follows. &
As a by-product of the Lemmas 1.3 and 2.1, we obtain that the ‘monotone blow-
up set’
S% :¼ fxAO j lim sup
t-T
uðx; tÞ ¼Ng
has positive measure. A corresponding result in the case Du0 þ u0X0 and for p ¼ 2
was proved already in [FMcL]; for general initial data, already a formal replacement
of the resulting estimate Du þ uX0 (which is the main ingredient in the proof of
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jS%j40 in [FMcL]) by Du þ uX 1pt u1p (cf. Lemma 1.3) lets us guess that, at least
if p41; a closer look near @O—that is, where u becomes small—might be necessary.
Lemma 2.2. If ðtkÞkAN is a sequence of times such that tksT as k-N and mðtkÞ ¼
maxtA½0;tk  mðtÞ for all k, then there is m40 and a set S0CO with positive Lebesgue
measure such that
uðtkÞXmmðtkÞ in S0
for all k from an appropriate subsequence. In particular, jS%j40:
Proof. Note that ﬁnite time blow-up of u implies that a sequence ðtkÞkAN with the
indicated properties indeed exists. Writing qkðxÞ :¼ uðx;tkÞmðtkÞ ; we infer from (2.1) and
(2.2) and Fatou’s lemma that ðqkÞkAN is bounded in W 1;2ðOÞ; whence we may assume
qk,Q in W
1;2ðOÞ: As 0pqkp1; we then also have qk-Q in LrðOÞ 8roN and a.e.
in O for a subsequence. We claim that Qc0; whereby the assertion will follow upon
applying Egorov’s theorem.
First, let De ¼ 1 in O and ej@O ¼ 0: Then upvðx; tÞ :¼ mðtkÞðeðxÞ þ 14Þ on the
parabolic boundary of O ð0; tkÞ for sufﬁciently large k; and since vt  upðDv þ
uÞX0 due to our assumption on the tk; it follows by comparison that qkpe þ 14 in O:
We conclude from the continuity of e that there is a smooth subdomain O0CCO
such that qko12 in O\O0 for large k: Thus, we may choose xkAO0 such that qkðxkÞ ¼ 1
for such k: Now from Lemma 1.3 and the uniform positivity of u in O0 (cf. e.g. (1.9)),
we have Dqkpqk þ 1ptkupðtkÞ qkpcqk for large k and some constant c40: Hence, by
elliptic comparison qkpwk þ 12 in O0; where Dwk ¼ cqk in O0; wkj@O0 ¼ 0: But if Q
vanishes identically then qk-0 in L
rðO0Þ for r4n
2
will imply by elliptic regularity
theory [GT, Lemma 9.17] that wk-0 in C
0ð %O0Þ and thus 1 ¼ qkðxkÞpwkðxkÞ þ 12-12
as k-N; which is absurd. &
By Lemma 1.1, there is a sequence tksT such that mðtkÞsN: The following
lemma shows that actually limt-T mðtÞ ¼N and moreover gives a sharp estimate
for the blow-up rate. In the proof of the upper bound, the preceding two corollaries
serve as the main ingredients.
Lemma 2.3. There is C040 such that for all tAð0; TÞ; we have
p
1
p
ðT  tÞ
1
p
pmðtÞp C0
ðT  tÞ
1
p
: ð2:4Þ
Proof. (i) For the left inequality, we ﬁrst brieﬂy outline the proof of the well-known
fact that m is locally Lipschitz on ð0; TÞ with derivative not exceeding mpþ1: Indeed,
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ﬁx tAð0; TÞ and h0 ¼ Tt2 and let xðtÞAO be such that uðxðtÞ; tÞ ¼ mðtÞ: With a
similar meaning for xðt þ hÞ; 0ohoh0; we gain from uðxðt þ hÞ; tÞpuðxðtÞ; tÞ that
mðt þ hÞ  mðtÞp uðxðt þ hÞ; t þ hÞ  uðxðt þ hÞ; tÞ
p max
K½t;tþh0
jutjh; ð2:5Þ
where K :¼ fxAO j uðx; t˜ÞX1
2
mðt˜Þ for some t˜A½t; t þ h0gCCO: Similar arguments
ﬁnally lead to
mðt þ hÞ  mðtÞ
h
				
				p max
Kt½t2;
Tþt
2

jutjpcðtÞ
for all jhjph1; h140 sufﬁciently small, and some KtCCO: Hence, mðtÞ is
differentiable a.e. on ð0; TÞ and now a reﬁnement of (2.5) shows that for hoh0;
mðt þ hÞ  mðtÞp utðxðt þ hÞ; t þ hÞh þ max
K½t;tþh0
juttj  h
2
2
¼mpðt þ hÞðDuðxðt þ hÞ; t þ hÞ þ uðxðt þ hÞ; t þ hÞÞ  h þ ch2
pmpþ1ðt þ hÞ  h þ ch2;
for Dup0 at points of local maxima. Thus, at times where m0ðtÞ exists, we have
m0ðtÞpmpþ1ðtÞ;
implying the left inequality of (2.4) upon integration over ðt; tkÞ and letting k-N;
where tksT is chosen in such a way that mðtkÞ-N:
(ii) We ﬁrst suppose p41 and consider the approximating sequence ðukÞkAN from
Lemma 1.2; let
JkðtÞ :¼ 1
2 p
Z
O
u
2p
k ; tAð0; TðukÞÞ:
It then follows from Lemma 1.2 that ju1pk @tukjpcðk; tÞ on O ðt; T  tÞ; hence Jk is
differentiable with
Jk
0ðtÞ ¼
Z
O
u
1p
k @tuk ¼
Z
O
ukðDuk þ ukÞ ¼
Z
O
ðjrukj2 þ u2kÞ:
As j@t jrukðx; tÞj2j ¼ j2ruk  @trukðx; tÞjpcðk; tÞ  ðdistðx; @OÞÞp2AL1ðOÞ; we see
that also d
dt
R
O jrukj2 exists on ð0; TðukÞÞ and since @tuk vanishes at @O; we may
integrate by parts to get
d
dt
Z
O
jrukj2 ¼ 2
Z
O
Duk  @tuk:
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Thus, J 00k exists on ð0; TÞ and
J 00k ðtÞ ¼ 2
Z
O
ðDuk þ ukÞ  @tuk
¼ 2
Z
O
j@tukj2
u
p
k
;
so that the Cauchy–Schwarz inequality implies
ðJk 0Þ2p2 p
2
Jk  J 00k ;
which is equivalent to
d
dt
ðJk 0  J
 2
2p
k ÞX0: ð2:6Þ
Now from Lemma 2.1(ii) it follows that for all t40;Z
O
jrukðtÞj2-
Z
O
jruðtÞj2 uniformly on ½t; T  t:
Since also uk-u uniformly on O ½t; T  t; this means, writing JðtÞ :¼
1
2p
R
O u
2pðtÞ; that Jk-J and Jk 0-
R
O ðjruj2 þ u2Þ uniformly on ½t; T  t;
implying by elementary arguments that J 0 exists on ð0; TÞ and Jk 0-J 0:
Next, by Lemma 2.2, there are m40 and a sequence of times tksT such that
JðtÞX m
2p
2 pjS0jm
2pðtkÞ 8kAN; ð2:7Þ
which means that lim supt-T JðtÞ ¼N by part (i), so that there must be some t040
with J 0ðt0Þ40 or
d :¼ J 0ðt0ÞJ
2
2pðt0Þ40:
From (2.6) and the convergence Jk-J; Jk
0-J 0 we now gain that for t4t0;
J 0ðtÞJ
2
2pðtÞXd;
which is equivalent to
d
dt
JðtÞ
p
2p
 
p p
2 p d 8t4t0
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and gives upon integrating over ðt; T  tÞ and letting t-0
JðtÞp p
2 p dðT  tÞ

 2p
p
:
Recalling (2.7), we end up with
mðtÞp 2 p
mp2jS0j JðtÞ
  1
2p
pcðT  tÞ
1
p
and conclude the proof in the case p41:
If pp1; we let jkðxÞ :¼
R x
0
Z
fkðZÞ dZ and consider
JkðtÞ :¼
Z
O
jkðukðtÞÞ:
Then again, for ﬁxed k; Jk is twice differentiable with
Jk
0ðtÞ ¼
Z
O
uk
fkðukÞ @tuk ¼
Z
O
ðjrukj2 þ u2kÞ
and
J 00k ðtÞ ¼ 2
Z
O
ðDuk þ ukÞ@tuk ¼ 2
Z
O
j@tukj2
fkðukÞ :
An explicit calculation shows that
jkðxÞ  fkðxÞ ¼
1
2 p0 x
2; xp1
k
;
kp2
p0  p
ð2 pÞð2 p0Þ x
p þ 1
2 p x
2; x4
1
k
:
8><
>>:
This shows that jkðxÞfkðxÞX 12p x2 on Rþ and thus
ðJk 0Þ2p
Z
O
u2k
fkðukÞ
  Z
O
j@tukj2
fkðukÞ
 !
p ð2 pÞ
Z
O
jkðukÞ
  Z
O
j@tukj2
fkðukÞ
 !
¼ 2 p
2
JkJ
00
k :
Now the rest of the proof is identical to the above part for p41 starting from (2.6). &
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Remark. A formal proof of (2.4) is given in [TI] under the additional assumption
Du0 þ u0X0; but it leaves open some questions, for there are several technical details
such as integration by parts and differentiation under integral signs which lack
justiﬁcation.
3. A Lyapounov functional and the x-limit set
Motivated by Lemma 2.3, we guess that ðT  tÞ
1
puðtÞ might be some kind of
‘appropriate’ rescaling of the solution; indeed, if we let
t ¼ : Tð1 esÞ
yðtÞ :¼ðT  tÞ
1
p; and
vðx; sÞ :¼ uðx; tÞ
yðtÞ  ðTe
sÞ
1
puðx; Tð1 esÞÞ; ð3:1Þ
then s runs from 0 toN as t crosses ð0; TÞ and v is a solution of the problem
vs ¼ vpðDv þ vÞ  1
p
v in O ð0;NÞ;
vj@O ¼ 0;
vjs¼0 ¼T
1
pu0: ð3:2Þ
Lemma 2.3 guarantees that v is globally bounded by C0 and jjvðsÞjjLNðOÞXp
1
p:
Moreover, investigating u near t ¼ T is equivalent to studying v for large s: In
particular, we shall be interested in the o-limit set
oðvÞ :¼ fwAL2ðOÞ j vðskÞ-w in L2ðOÞ for some sk-Ng:
As a preparation, we ﬁrst rewrite the integral properties of u stated in Lemma 2.1 in a
form in which they are inherited by v:
Corollary 3.1. There is c40 such that for all sX1;
Z
O
vp2ðsÞjrvðsÞj2p c if p41;Z
O
va1ðsÞjrvðsÞj2p cðaÞ if pp1 8aAð0; 1Þ:
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The basic ingredient for the characterization of the o-limit set of v will result from
the existence of the Lyapounov functional: Let
VðjÞ :¼
Z
O
1
2
jrjj2  1
2
j2 þ 1
pð2 pÞ j
2p
 
for 0pjAW 1;2ðOÞ:
Then, formally, it follows from multiplying (3.2) by vs
vp
and integrating by parts
that s/VðvðsÞÞ is nonincreasing on ð0;NÞ: However, it is not a priori clear
that integrating by parts e.g. the expression
R
O Dvvs is admissible in the present
situation, since unfortunately we do not have enough information on the behavior of
rv and vs near @O: We therefore once again return to the approximating sequence
ðukÞkAN in
Lemma 3.2. For all 0os1os2oN; we have
Z s2
s1
Z
O
v2s
vp
þ Vðvðs2ÞÞpVðvðs1ÞÞ: ð3:3Þ
Proof. Let us rescale the uk in amplitude and time in the same way as v; namely,
deﬁne vkðx; sÞ :¼ ukðx;tÞyðtÞ  e
s
pukðx; Tð1 esÞÞ: Then the properties of uk listed in
Lemma 1.2 carry over to vk in the following form: vk exists in O ð0; SðvkÞÞ with
SðvkÞ-N; vk-v in C0locð %O ½0;NÞÞ-CNlocðO ð0;NÞÞ; and, given s041;
jrvkðx; sÞjpcðk; s0Þ; j@svkðx; sÞjpcðk; s0Þðdistðx; @OÞÞb ð3:4Þ
holds for ðx; sÞAO ½s10 ; s0 and large k; where b ¼ p  1 if p41 and b ¼ p0  1 if
pp1; hence b40 in any case. Note that in deriving the second inequality we have
used that each of the terms in @svk ¼ 1p yuk þ y@tuk decays as asserted. Finally,
Lemma 2.1(ii) ensures that
Z
O
jrvkðsÞj2-
Z
O
jrvðsÞj2 as k-N ð3:5Þ
holds for all s40: (In fact, the convergence is even uniform on compact subsets of
ð0;NÞ:)
Now we have collected all ingredients for the proof of (3.3): If p41; we multiply
the equation satisﬁed by vk; that is,
@svk ¼ vpkðDvk þ vkÞ 
1
p
vk in O ð0;NÞ;
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by @svk
v
p
k
; integrate by parts on Od  ðs1; s2Þ; where Od :¼ fxAO j distðx; @OÞ4dg; and
get upon letting d-0;
Z s2
s1
Z
O
j@svkj2
v
p
k
þ Vðvkðs2ÞÞpVðvkðs1ÞÞ
in virtue of (3.4) and Fatou’s lemma. Taking k-N and using (3.5) as well as once
again Fatou’s lemma, we arrive at (3.3).
The argument in the case pp1 is again more subtle which is this time due to the
nonhomogeneity of the fk: Note that vkðx; sÞ ¼ T
1
pe
s
pukðx; Tð1 esÞÞ satisﬁes
@svk ¼ ypfkðukÞðDvk þ vkÞ  vk in O ð0; SðvkÞÞ
with yðtÞ ¼ ðT  tÞ
1
p  T
1
pe
s
p: Multiplication by @svk
ypfkðukÞ; integration by parts over
Od  ðs1; s2Þ and taking d-0 yield as above
Z s2
s1
Z
O
j@svkj2
ypfkðukÞ þ
1
2
Z
O
ðjrvkðs2Þj2  v2kðs2ÞÞ þ
1
p
Z s2
s1
Z
O
vk@svk
ypfkðukÞ
p1
2
Z
O
ðjrvkðs1Þj2  v2kðs1ÞÞ; ð3:6Þ
where we have used that for ﬁxed k;
Ik;d :¼
Z s2
s1
Z
Od
vk@svk
y1fkðukÞ-
Z s2
s1
Z
O
vk@svk
y1fkðukÞ ¼: Ik as d-0;
for the integrand is bounded uniformly with respect to d in virtue of (3.4). Ik;d is of
the form
Ik;d ¼
Z
Od
Z s2
s1
jk@s
v
2p
k
2 p
 !
with
jkðx; sÞ ¼
v
p
k
ypfkðukÞ ¼
ðkyvkÞpp
0
if kyvkp1;
1 else:
(
Thus, jkAC
0;1ð %Od  ½s1; s2Þ with
@sjkðx; sÞ ¼
ðp  p0ÞðkyvkÞpp
01
ky 1
p
vk þ @svk
 
if kyvkp1;
0 else;
8<
:
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where we notice ys ¼ 1p y: The crucial point is now that Lemma 1.3 gives @tukX
1
pt
uk which implies @svk þ 1p vk ¼ TesTes @tuky X 1pðes1Þ vkX cvk for sXs1: This
shows that @sjkpcðp0  pÞðkyvkÞpp
0
if kyvkp1; hence the second term in
Ik;d ¼ 1
2 p
Z
Od
ðjkv2pk Þðs2Þ 
Z
Od
ðjkv2pk Þðs1Þ
 
 1
2 p
Z
Od
Z s2
s1
@sjk  v2pk ¼: J1 þ J2
is bounded from below independently of d by
J2X  cðp0  pÞ
Z s2
s1
Z
fxAOd j vkðsÞp 1kyg
ðkyvkÞpp
0
v
2p
k
X  cðp
0  pÞ
2 p
p
2 pT
2p
p jOjkp2:
Furthermore, applying twice Lebesgue’s dominated convergence theorem yields for
each s40
lim
k-N
lim
d-0
Z
Od
ðjkv2pk ÞðsÞ ¼
Z
O
v2pðsÞ:
Thus,
lim inf
k-N
IkX
1
2 p
Z
O
v2pðs2Þ  1
2 p
Z
O
v2pðs1Þ:
Using now (3.5) and the fact that ypfkðukÞ-vp a.e. in O ðs1; s2Þ; we conclude from
(3.6) by Fatou’s lemma that (3.3) holds also if pp1: &
In two particular cases we are able to assert uniform Ho¨lder bounds for v:
Lemma 3.3. Suppose n ¼ 1 or po1: Then there is a40 such that
vACa;
a
2ð %O ½1;NÞÞ:
Proof. (i) If po1 then the assertion follows from the global boundedness of v and
Ho¨lder estimates for degenerate parabolic equations in divergence form (cf. [PV])
applied to V :¼ v1p which solves 1
1p Vs ¼ DV m þ V m  1p V with m ¼ 11p:
(ii) In the one-dimensional case, we invoke Sobolev’s embedding theorem which in
view of Corollary 3.1 asserts that
jjvðsÞjj
C
1
2ð %OÞ
pC0 8sX1:
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In order to show that also
jvðx; s2Þ  vðx; s1ÞjpMðs2  s1Þ
1
4 8xAO ð3:7Þ
holds for some M40 and all s24s1X1 with js2  s1jp1; we follow an idea
demonstrated in [BF] and suppose on the contrary that for each M40 we could ﬁnd,
depending on M; x0AO and s24s1X1; js2  s1jp1; such that
jvðx0; s2Þ  vðx0; s1ÞjXMðs2  s1Þ
1
4: ð3:8Þ
We argue from this to a contradiction by constructing suitable functions to test (3.2)
with. To prepare this, let us show that the identityZ s2
s1
Z
O
vs  c ¼
Z s2
s1
Z
O
vpvxcx  pvp1jvxj2cþ vpþ1 
1
p
v
 
 c

 
ð3:9Þ
holds for all cAW 1;Nð %OÞ: Indeed, multiplying (3.2) by ðvpeÞþ
vp
cðxÞ ¼: jðx; sÞ; e40;
and noting that jAW 1;Nð %O ½s1; s2Þ vanishes outside fvp4egCCO ½s1; s2
regardless of the boundary values of c; we see that we may integrate by parts
over O ðs1; s2Þ to getZ s2
s1
Z
O
vs
ðvpeÞþ
vp
c
¼
Z s2
s1
Z
O
ðvp  eÞþvxcx  pvp1wfvp4egjvxj2c


þ vpþ1  1
p
v
 ðvp  eÞþ
vp
c

:
Since ðvp  eÞþ-vp a.e., jðvp  eÞþjpvp and vx; vsAL2ðO ðs1; s2ÞÞ (cf. Lemma 3.2),
we may use Lebesgue’s dominated convergence theorem to arrive at (3.9).
Let now 0pc0ACN0 ðRÞ be such that c0  1 on ð12; 12Þ and supp c0Cð1; 1Þ and
deﬁne
cðxÞ :¼ c0
x  x0
M
4C0
 2
ðs2  s1Þ
1
2
0
B@
1
CA; xAO; ð3:10Þ
as test function in (3.9). Note that
cðxÞ ¼ 1 if jx  x0jp1
2
M
4C0
 2
ðs2  s1Þ
1
2 and
cðxÞ ¼ 0 if jx  x0jX M
4C0
 2
ðs2  s1Þ
1
2: ð3:11Þ
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If we suppose ﬁrst vðx0; s2Þ4vðx0; s1Þ then we have for xAsupp c due to (3.11),
vðx; s2Þ  vðx; s1Þ ¼ ðvðx; s2Þ  vðx0; s2ÞÞ þ ðvðx0; s2Þ  vðx0; s1ÞÞ
þ ðvðx0; s1Þ  vðx; s1ÞÞ
XMðs2  s1Þ
1
4  2C0jx  x0j
1
2
XMðs2  s1Þ
1
4  2C0 M
4C0
ðs2  s1Þ
1
4
¼M
2
ðs2  s1Þ
1
4;
while similarly, if vðx0; s2Þovðx0; s1Þ;
vðx; s2Þ  vðx; s1Þp M
2
ðs2  s1Þ
1
4:
In both cases,
Z s2
s1
Z
O
vsc
				
				 ¼
Z
supp c
½vðs2Þ  vðs1Þc
				
				
X
Z
fc¼1g
½vðs2Þ  vðs1Þc
					
					
X
M
2
ðs2  s1Þ
1
4
1
2
M
4C0
 2
ðs2  s1Þ
1
2
¼ 1
4ð4C0Þ2
M3ðs2  s1Þ
3
4: ð3:12Þ
The right-hand side of (3.9) is estimated using the Cauchy–Schwarz inequality:
Z s2
s1
Z
O
vpvxcx
				
				p jjvjjpLNðOð0;NÞÞ
Z s2
s1
jjvxðsÞjjL2ðOÞjsupp cj
1
2jjcxjjLNðOÞ
p cðs2  s1ÞjM2ðs2  s1Þ
1
2j12  1
M2ðs2  s1Þ
1
2
¼ cM1ðs2  s1Þ
3
4
p cðs2  s1Þ
3
4; ð3:13Þ
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Z s2
s1
Z
O
½pvp1jvxj2cþ vpþ1  1
p
v
 
c
				
				
p pjjvjjp1
LNðOð0;NÞÞjjvxjj2LNðð1;NÞ;L2ðOÞÞ


þ jjvjjpþ1
LNðOð0;NÞÞ þ
1
p
jjvjjLNðOð0;NÞÞ
 
jOj

ðs2  s1Þ
pcðs2  s1Þ
3
4; ð3:14Þ
for s2  s1p1pM: Eqs. (3.12)–(3.14) inserted into (3.9) give
M3pC1;
where C1 does not depend on x0 nor on s1; s2: But this contradicts the hypothesis that
M could be chosen arbitrarily large and thus proves the lemma. &
For later use, we state an immediate consequence of Lemma 3.3 and parabolic
Schauder estimates [LSU, Theorem IV.10.1]:
Corollary 3.4. Let n ¼ 1 or po1: If vðskÞ-w in L2ðOÞ for some sequence sk-N; then
vðskÞ-w in CNlocðfw40gÞ:
The main result of this section is that if either n ¼ 1 or po1; the o-limit set of v
contains equilibria of (3.2) only.
Theorem 3.5. Suppose n ¼ 1 or po1 and let wAoðvÞ: Then wAC0ð %OÞ; wj@O ¼ 0 and
Dw þ w ¼ 1
p
w1p in fw40g: ð3:15Þ
Proof. If vðskÞ-w in L2ðOÞ then Lemma 3.3 shows that vðskÞ-w in C0ð %OÞ and
moreover, if G is an open set with %GCfw40g; then there exist positive numbers s
and d such that
vXd in G  ðsk  s; sk þ sÞ for all kAN: ð3:16Þ
Therefore
Z s
s
Z
G
jvðx; sk þ tÞ  vðx; skÞj2 dx dt ¼
Z s
s
Z
G
Z skþt
sk
vsðx; xÞ dx
				
				
2
dx dt
p
Z s
s
jtj
Z
G
Z skþt
sk
v2s ðx; xÞ dx
				
				dx dt
p
Z N
sks
Z
G
v2s-0 as k-N;
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hence Z s
s
Z
G
jvðx; sk þ tÞ  wðxÞj2 dx dt-0 as k-N: ð3:17Þ
Next, let us ﬁx zACN0 ððs; sÞÞ such that
R s
s zðsÞ ds ¼ 1: Then we have for all
jACN0 ðGÞ if pa1 (the case p ¼ 1 again being treated similarly)
0 ¼
Z skþs
sks
Z
G
1
1 p v
1pðx; sÞz0ðs  skÞjðxÞ  vðx; sÞzðs  skÞDjðxÞ


 ðvðx; sÞ  1
p
v1pðx; sÞÞzðs  skÞjðxÞ

dx ds
¼
Z s
s
Z
G
1
1 p v
1pðx; sk þ tÞz0ðtÞjðxÞ  vðx; sk þ tÞzðtÞDjðxÞ


 ðvðx; sk þ tÞ  1
p
v1pðx; sk þ tÞÞzðtÞjðxÞ

dx dt
¼: I1 þ I2 þ I3:
By (3.16) and (3.17),
I1- 1
1 p
Z s
s
Z
G
w1pðxÞz0ðtÞjðxÞ ¼ 0;
and similarly I2 and I3 have the ‘right’ limits, so that we ﬁnally obtainZ
G
wDjþ w  1
p
w1p
 
j

 
dx ¼ 0 8jACN0 ðGÞ;
that is, Dw þ w  1
p
w1p ¼ 0 in G: &
The above theorem considerably improves our knowledge on the size of the blow-
up set.
Corollary 3.6. (i) If po1 then jS%j4nn where nn denotes the volume of the ball in Rn
whose first eigenvalue equals one.
(ii) If n ¼ 1 then jS%j4p:
Proof. Fix any wAoðvÞ and let G be a component of fw40g: Then ðw 
dÞþAW 1;20 ðGÞ and
R
G
jrðw  dÞþj2 ¼
R
G
wðw  dÞþ  1p w1pðw  dÞþo
R
G
ðw  dÞ2þ
for some sufﬁciently small d40; whence Gd :¼ fw4dg-G has ﬁrst eigenvalue less
than one. As %GdCG; there is a piecewise smooth domain G0 with GdCG0CCG and
l1ðG0Þo1: Thus, the Faber–Krahn inequality (See [Ka, Chapter II.8] and the
references therein) shows that jG0jXnn; and both claims follow since n1 ¼ p: &
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Remark. For n ¼ 1; the next section will provide an upper bound for the size of the
components G of fw40g: It will turn out that pojGjp2p
p
(Lemma 4.1) and that both
estimates are sharp (Theorem 4.7).
4. Asymptotics in one space dimension
In the one-dimensional case, the blow-up condition l1ðOÞ means that the
length of the interval O must be greater than p; so that we may assume in the sequel
that
O ¼ L
2
;
L
2
 
with L4p:
Our goal is to show that oðvÞ is actually a singleton. As a ﬁrst step, let us characterize
all possible members of oðvÞ; that is, all continuous nonnegative functions w
fulﬁlling wxx þ w ¼ 1p w1p inside fw40g and having zero boundary values. If we
restrict to one component of fw40g and translate the x-variable such that w takes
its maximum inside this component at x ¼ 0; we see that w solves an initial value
problem for the above ordinary differential equation with wxð0Þ ¼ 0 and wð0Þ ¼ a
for some a40: Moreover, wðxaÞ ¼ 0 for some minimal xa40 and w is symmetric
around x ¼ 0: In respect of these premises, we obtain a one-parameter family of
solutions wa with the properties listed in
Lemma 4.1. Suppose a and xa are positive numbers and wAC0ð½0; xaÞ-C2ð½0; xaÞÞ is
a function satisfying
wxx þ w ¼ 1
p
w1p in ½0; xaÞ;
wð0Þ ¼ a;
wxð0Þ ¼ 0;
wðxaÞ ¼ 0;
0owp a in ½0; xaÞ: ð4:1Þ
Then
(i) wxo0 in ð0; xaÞ:
(ii) aXap :¼ 2pð2pÞ
 1
p
: Conversely, for each aXap; (4.1) has a unique solution wa and
a/xa is strictly decreasing on ½ap;NÞ with xap ¼ pp and lima-N xa ¼ p2:
(iii) waAC1ð½0; xaÞ and waxðxaÞ ¼ 0 if and only if a ¼ ap:
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(iv) If appaoboN then wa and wb intersect exactly once in ð0; xbÞ and wax4wbx
holds at this point.
Observe that for a ¼ ap; the solution
wapðxÞ ¼
2
pð2 pÞ cos
2 p
2
x
 1
p
is explicitly known.
Proof. (i) We ﬁrst show that w has no local maximum in f0owoag: Indeed,
suppose 0owoa; wx ¼ 0 and wxxp0 at some x040: Then wxxp0 implies by (4.1)
that w þ 1
p
w1pp0 which is for w40 equivalent to wXp
1
p: Calculating the ﬁrst
integral of (4.1), we get for xA½0; xaÞ
w2x ¼ a2 
2
pð2 pÞ a
2p
 
 w2  2
pð2 pÞ w
2p
 
¼ : f ðaÞ  f ðwðxÞÞ: ð4:2Þ
As f 0ðsÞ40 for sAðp
1
p;NÞ; this gives the contradiction 0 ¼ w2xðx0Þ ¼ f ðaÞ 
f ðwðx0ÞÞ40; since we assumed wðx0Þoa:
Next, assume w has a local minimum at some x0Að0; xaÞ: Then w increases on
ðx0; x˜Þ where x˜oxa is a point of a local maximum of w: By what we have just
shown, we necessarily have wðx˜Þ ¼ a: As wxðx˜Þ ¼ 0; this means however that w is x˜-
periodic and positive on ½0;NÞ; contradicting wðxaÞ ¼ 0: Consequently, wxo0
on ð0; xaÞ:
(ii) If aoap then d :¼ f ðaÞo0; so that, by (4.2), f ðwÞpd on ½0; xaÞ and thus w must
be discontinuous at xa:
For aXap; the solution of wxx þ w ¼ 1p w1p; wð0Þ ¼ a; wxð0Þ ¼ 0; which—as long
as being positive—is given in implicit form by
x ¼
Z 1
wðxÞ
a
dtﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1t2 2
pð2pÞapð1t2pÞ
q ;
in fact reaches zero at
xa ¼
Z 1
0
dtﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2  2
pð2pÞapð1 t2pÞ
q pZ 1
0
dtﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2p  t2
p
¼ p
p
¼ xap ;
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where the improper integral may be evaluated e.g. using the substitution t ¼ sin
2
p t:
From the formula for xa it is also clear that a/xa strictly decreases with
lima-N xa ¼
R 1
0
dtﬃﬃﬃﬃﬃﬃﬃ
1t2
p ¼ p
2
:
(iii) is clear from (4.2).
(iv) From the strict monotonicity a/xa it is clear that wa and wb intersect at least
once in ð0; xbÞ: At each intersection point, we have by (4.2)
w2ax  w2bx ¼ f ðaÞ  f ðbÞo0;
since f 040 on ða; bÞCðp
1
p;NÞ: Thus, at this point, wax ¼ jwaxj4 jwbxj ¼ wbx; in
particular, the function wa  wb can have at most one zero in ð0; xbÞ: &
The following remarkable property concerning spatial extrema of v relies on the
Sturmian Theorem (cf. [An1] or [An2, Theorem C, or Theorem 2.1]). Recall that a
zero x0 of a C
1-function jðxÞ is called a multiple zero if jxðx0Þ ¼ 0:
Lemma 4.2. For all s40 and all x0AO; x0a0; the equality
vxðx0; sÞ ¼ 0
can hold for at most a finite number of times sAðs;NÞ:
Remark. As (0.1) allows for symmetric solutions, it is clear that the restriction x0a0
may not be removed.
Proof. Fix s40 and suppose there were x0a0 such that vxðx0; skÞ ¼ 0 for inﬁnitely
many sk4s; where we may assume x0Að0; L2Þ: If we let v˜ðx; sÞ :¼ vð2x0  x; sÞ and
zðx; sÞ :¼ vðx; sÞ  v˜ðx; sÞ for ðx; sÞAG  ðs;NÞ; G :¼ ð2x0  L2; L2Þ; then zð2x0 
L
2
; sÞ ¼ vð2x0  L2; sÞ40 and zðL2; sÞ ¼ vð2x0  L2; sÞo0 for all s: We claim that the
number of zeroes of zðsÞ in G is ﬁnite and nonincreasing on ðs;NÞ and drops
whenever zðsÞ has a multiple zero. Indeed, for all s04s; continuity of z on %G  ½0; s0
guarantees that for some subdomain G0CCG; we have jzj40 on ð %G\G0Þ  ½s; s0: As
zACNð %G0  ½s; s0Þ and
zs ¼ vpðzxx þ zÞ  1
p
z þ ðv˜xx þ v˜Þ
Z 1
0
pðv˜ þ tðv  v˜ÞÞp1 dt
 
z
¼ : Aðx; sÞzxx þ Bðx; sÞz in G0  ðs; s0Þ
with coefﬁcients A; BACNð %G0  ½s; s0Þ; the Sturmian Theorem asserts that the
number Nðs; G0Þ of zeroes in G0 has the properties just stated; this implies the claim
since Nðs; GÞ ¼ Nðs; G0Þ for all sA½s; s0 by construction of G0 and s0 was arbitrary.
However, we clearly have zðx0; sÞ ¼ 0 for all sA½s;NÞ and by hypothesis zxðx0; skÞ ¼
2vxðx0; skÞ ¼ 0 for all kAN; whence the N-valued function Nð; GÞ drops by at least
one at each s ¼ sk which is absurd. &
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Using the notation
wa;x0ðxÞ :¼ waðx  x0Þ; and
Ja;x0 :¼ supp wa;x0  ½x0  xa; x0 þ xa;
we obtain two lemmas describing the number of intersections of vðskÞ with certain
wd;x0 ; provided that vðskÞ tends to some wb;x0 as k-N: The result is, roughly
speaking, exactly the one that might be expected after regarding the graphs of wb;x0
and wd;x0 as described in Lemma 4.1; the proof of the ﬁrst lemma requires locally
uniform convergence of vxðskÞ which is asserted by Corollary 3.4.
Lemma 4.3. Suppose vðskÞ-wa;x0 in Ja;x0 for some sk-N: Then for each d4a
there is k0 ¼ k0ðdÞAN such that for kXk0; vðskÞ intersects wd;x0 exactly twice
in Jd;x0 :
Proof. Throughout the proof, we suppress the index ‘x0’ in ‘wd;x0 ’ etc. Let zkðxÞ :¼
vðx; skÞ  wdðxÞ in G :¼ fxAJd j xXx0g: Then, as zk-wa  wd uniformly in G and,
by Lemma 4.1, wa intersects wd exactly once in G; say, at %x; we can ﬁnd for each e40
a number k1 ¼ k1ðeÞ such that
zkðxÞa0 8xAG with jx  %xjXe; 8kXk1: ð4:3Þ
We ﬁx a ball B ¼ Brð %xÞCCG and let M :¼ 1þ jjwajjC2ð %BÞ þ jjwd jjC2ð %BÞ: Then,
writing d :¼ waxð %xÞ  wdxð %xÞ40; we claim that for e :¼ min d2M; r
 
there is
k2Xk1ðeÞ such that zk has exactly one zero in Beð %xÞ which is moreover a simple
one. Together with (4.3) and an analogous consideration on fxAJd j xpx0g; this
will prove the lemma.
So let us ﬁx e as above. As zkðx0Þo0 for kXk1 and vðskÞ40 ¼ wd on @Jd ; we ﬁnd,
using (4.3), xkABeð %xÞ with zkðxkÞ ¼ 0: If we choose k2Xk1 such that jjvðskÞ 
wajjC1ð %BÞoe which is possible due to Corollary 3.4, we have for all kXk2 and all
xABeð %xÞ
jzkxðxÞ  dj ¼ jðvxðx; skÞ  waxð %xÞÞ þ ðwdxð %xÞ  wdxðxÞÞj
p jvxðx; skÞ  waxðxÞj þ jwaxðxÞ  waxð %xÞj þ jwdxð %xÞ  wdxðxÞj
p jjvðskÞ  wajjC1ð %BÞ þ jjwajjC2ð %BÞjx  %xj þ jjwd jjC2ð %BÞjx  %xj
oMepd
2
: ð4:4Þ
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Hence if xABeð %xÞ and kXk2 then there is xABeð %xÞ with
jzkðxÞj ¼ jzkðxkÞ þ zkxðxÞðx  xkÞj
¼ jzkxðxÞj jx  xkj
X
d
2
jx  xkj:
Consequently, xk is the only zero of zk in Beð %xÞ: &
Lemma 4.4. If for some c4ap; vðskÞ-wc;x0 in Jc;x0 with sk-N; then for all dA½ap; cÞ
there is k0 ¼ k0ðdÞ such that for kXk0; vðskÞ intersects wd;x0 at least four times in Jd;x0 :
Proof. The assertion is obvious, since at @Jd;x0 ; vðskÞ40 ¼ wd;x0 and for large k; we
have vðx0; skÞ4wd;x0ðx0Þ as well as vðskÞowd;x0 on @Jc;x0CJd;x0 : &
Now we have collected all ingredients for the proof of
Lemma 4.5. If vðskÞ-wa;x0 in Ja;x0 for some aXap; x0AO; and some sequence sk-N
then vðsÞ-wa;x0 in Ja;x0 as s-N:
Proof. We successively investigate all the cases that may occur:
(i) vðx0; sÞ-a as s-N
(ii) vðx0; %skÞ-caa as k-N for some %sk-N:
Suppose (i) holds. Then:
(i.i) Either there is %sk-N such that vð%skÞ-wb;x1cwa;x0 in Ja;x0-Jb;x1 with
wb;x1ðx0Þ ¼ a: In particular, x1ax0; say, x14x0: But then there exists
x2Aðx0; x1Þ; x2a0; such that ðwa;x0Þxðx2Þo0oðwb;x1Þxðx2Þ: As, by Corollary 3.4,
vðskÞ-wa;x0 and vð%skÞ-wb;x1 in C1ð½x0; x1Þ; we may assume vxðx2; skÞo0ovxðx2; %skÞ
for all k: Extracting subsequences, we can achieve sko%skoskþ1 for all k and ﬁnd that
for each k there is s˜kAðsk; %skÞ such that vxðx2; s˜kÞ vanishes, contradicting Lemma 4.2.
(i.ii) Alternatively, vð%skÞ-wa;x0 in Ja;x0 for every sequence %sk-N: This is exactly
the assertion of the lemma.
It remains to exclude case (ii). On the contrary, if (ii) occurs, we are in one of the
following situations:
(ii.i) c ¼ 0: After reduction to sko%skoskþ1 for all k; we ﬁnd—for large
k  s˜kAðsk; skþ1Þ such that vðx0; s˜kÞ ¼ a2: Hence we may assume
(ii.ii) c40: Then there is a subsequence of ð%skÞkAN; again denoted by ð%skÞkAN; with
vð%skÞ-wb;x1 in Ja;x0-Jb;x1 with wb;x1ðx0Þ ¼ c: Then either
(ii.ii.i) x1ax0 which is easily seen to be impossible by exactly the same arguments
as in (i.i),
or ﬁnally
(ii.ii.ii) x1 ¼ x0; i.e. vð%skÞ-wc;x0 : In this case, we suppose without loss of generality
that c4a and let, for arbitrary but ﬁxed dAða; cÞ; zðx; sÞ :¼ vðx; sÞ  wd;x0ðxÞ;
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ðx; sÞAG  ½1;NÞ; where G :¼ Jd;x0 : With the help of the Sturmian Theorem and a
restriction procedure as performed in the proof of Lemma 4.2, we use the fact that
wd;x0 solves the same parabolic equation as v to conclude that the number NðsÞ of
zeroes of zðsÞ in G is ﬁnite and nonincreasing on ½1;NÞ: But the Lemmas 4.3 and 4.4
assert that NðskÞ ¼ 2 and Nð%skÞX4 for large k; which is evidently absurd. &
Summarizing and recalling Theorem 3.5 and the deﬁnition of v; we immediately
arrive at
Theorem 4.6. There are NAN; xðiÞAO; and aðiÞX 2
pð2pÞ
 1
p
; i ¼ 1;y; N; depending on
u0 only, such that jsuppwaðiÞ;xðiÞ-supp waðjÞ;xðjÞ j ¼ 0 for iaj and
ðT  tÞ
1
puðtÞ-w :¼
XN
i¼1
waðiÞ;xðiÞ as t-T
holds in W
1;2
0 ðOÞ-CNlocðfw40gÞ:
Finally, Theorem 4.6 gives rise to the question which of the possible proﬁles w
described in Lemma 4.1 are actually chosen out of the one-parameter family: those
having large support and small amplitude or rather those with small support and
large maximum? It turns out that here the value p ¼ 1 turns out to be critical in the
sense that for po1; always those w with maximal support are preferred, while in the
case p41 there are ‘large’ sets of initial data enforcing both proﬁles with large and
small support. For the sake of a convenient formulation of our result, we use the
notation
Cþs :¼ fu0AC0ð %OÞ j u040 in O; u0j@O ¼ 0 and u0ðxÞ ¼ u0ðxÞ 8xAOg:
Theorem 4.7. (i) Let po1 and w :¼ limt-T ðT  tÞ
1
puðtÞ: Then each component of
fw40g has length
L if Lp2p
p
and
2p
p
if L4
2p
p
:
(ii) If pX1 then for any L0oL with L0p2pp there is a set M relatively open in
Cþs -C2ð %OÞ (with respect to the C2ðOÞ topology) such that for all u0AM; the positivity
set of the corresponding profile w has exactly one component with size not less than L0:
In particular, if L42p
p
then
ðT  tÞ
1
puðtÞ-wap
whenever u0AM:
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(iii) Suppose p41: Then for all e40 there is a set Me relatively open in Cþs -C2ð %OÞ
(with respect to the C2 topology) such that for all u0AMe;
ðT  tÞ
1
p-wa;
where a is so large that fwa40gC p2  e; p2 þ e
 
:
Proof. (i) We claim that for all O0CCO and all gAðp; 1Þ;
jðvgÞxjpcðg;O0; vÞ in O0  ð1;NÞ; ð4:5Þ
implying wgAW 1;Nloc ðOÞ for wAoðvÞ; which will yield the assertion since, by Lemma
4.1(iii), this is possible only if w40 in O or w consists of translates of wap :
To prove (4.5), let b :¼ 1g and z :¼ vg; i.e. v ¼ zb: Then zs ¼ zpbzxxþ
ðb 1Þzpb1z2x þ 1b zpbþ1  1pb z and
zxs ¼ zpbzxxx þ ½pbþ 2ðb 1Þzpb1zxzxx þ ðb 1Þðpb 1Þzpb2z3x
þ pbþ 1
b
zpbzx  1
pb
zx:
Let 0pjACN0 ðOÞ be such that j  1 in O0 and 0pcACNð½0;NÞÞ fulﬁll c  1 in
ð1;NÞ and c  0 in 0; 1
2
 
: Set zðx; sÞ :¼ jðxÞcðsÞ and g :¼ z2z2x: At a point where g
takes its maximum, we have gx ¼ 0 (hence zxzx ¼ zzxx) as well as
0p 1
2
ðgs  zpbgxxÞ
¼ zzsz2x þ z2zxzxs  zpb½ðz2x þ zzxxÞz2x þ 4zzxzxzxx þ z2z2xx þ z2zxzxxx
¼ ðb 1Þðpb 1Þz2zpb2z4x  ½pbþ 2ðb 1Þzzxzpb1z3x
þ zzs þ
pbþ 1
b
z2zpb  1
pb
z2 þ ð2z2x  zzxxÞzpb

 
z2x:
As b41 and pbo1 and z is bounded, it follows that z2z2xpc and thus (4.5) has been
proved.
(ii) Let yðxÞ solve y0 ¼ p
2
y2 þ b on ð0; xNÞ and yð0Þ ¼ 0; that is, yðxÞ ¼ﬃﬃﬃﬃ
2b
p
q
tan
ﬃﬃﬃﬃ
pb
2
q
x
 
; with b40 chosen such that xN :¼ p2
ﬃﬃﬃﬃ
2
pb
q
coincides with L0
2
; i.e.
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b ¼ 2p2
pL2
0
: Given a40; deﬁne ea :¼ ab
1þx
2
N
2
b
: Then
M :¼ u0ACþs -C2ð %OÞ j u0ð0Þ ¼ a40; u0xo0 in 0;
L
2
 
and  eaou0xxo0 in ½0; xN

is open in Cþs -C2ð %OÞ with respect to the C2 topology, and for u0AM we have, since
yðxÞXbx;
u0x þ yðxÞu04 eax þ bx a  ea
2
x2N
 
40 in ð0; xNÞ
due to the choice of ea: As u0 is symmetric and decreasing for x40; so is the
corresponding solution u (cf. [Wi3]) and thus the function zðx; tÞ :¼ ux þ yðxÞu is
nonnegative on the parabolic boundary of ð0; xNÞ  ð0; TÞ: As zx ¼ uxx þ y0u þ yux
and zxx ¼ uxxx þ y00u þ 2y0ux þ yuxx; z is easily seen to satisfy
zt ¼ uxt þ yut
¼ upuxxx þ pup1uxuxx þ ðp þ 1Þupux þ yupuxx þ yupþ1
¼ upzxx þ pup1ðz  yuÞzx þ up1½ðp þ 2Þy0u þ 2py2u þ ðp þ 1Þu  pyzz
þ yupþ1½y
00
y
þ ð2þ pÞy0  py2  p
¼ upzxx þ Aðx; tÞzx þ Bðx; tÞz þ Cðx; tÞ in ð0; xNÞ  ð0; TÞ
with continuous functions A; B and C: By deﬁnition of y; y00 ¼ pyy0 and thus
Cðx; tÞ
yupþ1
¼ 2y0  py2  p ¼ 2b pX0;
because bXp
2
due to the restriction on L0: It follows from the maximum principle
that z must be nonnegative in ð0; xNÞ  ð0; TÞ and therefore uxX yðx0Þu or
uðx; tÞXeyðx0Þx0uð0; tÞ in ð0; x0Þ  ð0; TÞ for all x0oxN: Thus, L02 ; L02
 
Cfw40g
holds for w :¼ limt-T ðT  tÞ
1
puðtÞ: Clearly, w decreases on 0; L2
 
; so that fw40g is a
single interval of length not less than L0:
(iii) The proof follows an idea demonstrated in [Zi]. We may assume e to be so
small that xe :¼ p2 þ eomin p; L2
 
: The set
Ne :¼ u0ACþs j u0 is nonincreasing on 0;
L
2
 
and
Z xe
0
u
1p
0 ðxÞ cos xo0
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contains
Me :¼ u0ACþs -C2ð %OÞ j u0xo0 on 0;
L
2
 
; u0xxð0Þo0 and

Z xe
0
u
1p
0 ðxÞ cos xo0

;
a set that is open in Cþs -C2ð %OÞ with respect to the C2 norm. Given u0ANe; the
solution u (and thus w ¼ limt-T ðT  tÞ
1
puðtÞ) is symmetric and nonincreasing for
x40 and fulﬁlls
1
1 p
Z xe
0
u1pðtÞ cos x ¼
Z xe
0
ðuxx þ uÞðtÞ cos x
¼ uxðxe; tÞ cos xe þ uðxe; tÞ sin xe
4 0 for tAð0; TÞ;
for cos xeo0 and sin xe40: Hence,
R xe
0 u
1pt cos x decreases on ð0; TÞ to a limit being
nonnegative due to the deﬁnition of Ne: Now if wðxeÞ were positive, we would have
u1pðtÞ-0 uniformly on ½0; xe; so that
R xe
0 u
1pðtÞ cos x-0; a contradiction.
Consequently, we have fw40gCðxe; xeÞ: &
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