Abstract|Region-based approaches to image and video compression have been very actively explored in the last few years. It is widely expected that they will result in rate/quality gains and expanded functionalities. In such approaches one of the essential problems is the representation of luminance and color in arbitrarily-shaped regions. For rectangular blocks extracted from natural images the discrete cosine transform (DCT) has been found to perform close to the eigentransform. Although for arbitrarilyshaped regions orthogonalization-based procedures have been shown to perform very well, their computational complexity and memory requirements are prohibitive for today's technology. Therefore, other approaches are presently investigated and particular attention is paid to low implementation complexity. In this paper, we propose a new class of orthogonal transforms that self-adapt to arbitrary shapes. The new algorithms are derived from owgraphs of standard fast transform algorithms by a suitable modi cation of certain butter y operators. First, we show how to derive a shape-adaptive transform from the discrete WalshHadamard transform (DWHT) owgraph. Then, we discuss modi cations needed to arrive at a DCT-based shapeadaptive transform. We give implementation details of this transform and compare its computational complexity with several well-known approaches. We also evaluate the energy compaction performance of the new transform for both synthetic and natural data. We conclude that the proposed DCT-based shape-adaptive transform gives a very benecial compaction/complexity ratio compared to other wellknown approaches. The complexity of the new method does not exceed the complexity of two non-adaptive DCTs on a circumscribing rectangle, and therefore, unlike other tested methods with comparable energy compaction, it is suitable for large regions. This property should prove very valuable in the future when true region-based image/video compression methods are developed.
I. Introduction I MAGE and video compression standards commonly used today are based on a uniform partitioning of data into rectangular blocks; luminance and color of each block are suitably processed and organized into a stream of bits for transmission or storage. Although ubiquitous, such schemes su er from two basic drawbacks. First, when the available bit rate is severely limited, block boundaries clearly emerge. This distortion is particularly annoying R. Stasi nski is with H gskolen i Narvik, Lodve Langes gt. 2, N-8501 Narvik, Norway on leave from the Technical University of Pozna n, Poland. This work was performed when he was with INRS-T el ecommunications. J. Konrad is with INRS-T el ecommunications, 16 Place du Commerce, Verdun, QC, Canada H3E 1H6.
This work was supported by the Fonds pour la formation de chercheurs et l'aide a la recherche, Qu ebec, Canada under research grant 96-ER-1577 and by the Natural Sciences and Engineering Research Council of Canada under strategic grant STR192788. since human observers are sensitive to regular patterns. Secondly, bit stream organization based on rectangular blocks is very rigid and does not allow for exible manipulation of data streams (e.g., in video database querying). To alleviate the above problems compression methods that do not use uniform rectangular blocks have been considered. One such approach is based on image partitioning into irregularly-shaped regions 15], 23]. Although several variants of this approach have been proposed, most assume that a segmentation of an image into regions is performed rst, followed by independent compression of each region (segment). An immediate bene t of such an approach, as opposed to rectangular image partitioning, is that all pixels associated with an object are treated as one entity. Consequently, such functionalities as segment-by-segment progressive transmission or database query by object can be envisaged. The other bene t is that with bit rate reduction, distortion increases uniformly within the whole region; all pixels within a segment are treated jointly. A possible increase in error at region boundary is largely obscured by the spatial masking property of the human visual system (HVS) 16] .
Although the upcoming MPEG-4 standard (a good overview can be found in 20]) addresses the above issues, its framework does not depart too far from a block-based hybrid coding structure 9] proposed in MPEG-1/2. To address the region-based access, alpha planes that identify spatial location of regions have been introduced in MPEG-4. The introduction of such planes permits a division of each block into arbitrarily-shaped parts for the purpose of independent texture coding and motion compensation of each part. Clearly, object boundaries can be handled more e ciently in this approach than in standard blockbased coding. However, any region is still divided into (perhaps partial) blocks, and therefore an independent coding of these blocks is likely to result in a distortion inside the region (block visibility) if bit rate is severely limited. We believe that a joint processing of all pixels in a region, e.g., by a single transformation applied to all of region's samples, would be more bene cial both from the manipulation and compression point of view than the current block-based proposal of MPEG-4. For instance, to perform an object query by example, only a few transform coecients could be used to reconstruct a coarse content of the region against which a coarse representation of the query example could be compared; this would allow a rapid elimination of unlikely matches. In compression, as discussed above, not only a segment-wise progressive transmission would be possible, but perhaps the compression e ciency could be improved as well. Although not demonstrated to date, it seems likely that due to the contribution of a single transform coe cient to all pixels in a region, coe cient quantization should result in a uniform distortion throughout the region instead of the potential block visibility of MPEG-4. A true region-based transformation is likely to be adopted in future compression standards, however to date it has been judged too complex and insu ciently researched to be considered for MPEG-4.
Regardless of the approach adopted (full regions or full/partial blocks), one of the essential problems in regionbased image compression is how to e ciently represent luminance and chrominance information within an arbitrary shape. If the basic concepts from the current standards, such as intra-frame coding and inter-frame motion compensation, are to be retained in the new region-based coder, then either the luminance/chrominance information in a region or the corresponding prediction error would have to undergo a transformation. The resulting transform coecients would have to be quantized to allow rate control. Therefore, the most important properties that a shapeadaptive transform should possess are:
1. orthogonality to allow addition of new coe cients without recomputing the previous ones, 2. good energy compaction to assure high e ciency, 3. frequency-like indexing of transform coe cients to match HVS characteristics (psychovisual irrelevancy removal), 4. simplicity to facilitate a real-time implementation. To date two approaches to the transformation of arbitrarily-shaped regions have been dominant: extrapolation of data to a rectangular support followed by a standard transform and transformation adapted to region shape. Both approaches will be discussed in detail in Section II.
In this paper we propose a new class of fast shapeadaptive orthogonal transforms that, we believe, should nd application in true region-based image compression. From owgraphs of the fast discrete Walsh-Hadamard transform (DWHT) and discrete cosine transform (DCT) algorithms we derive their new shape-adaptive variants. The new transforms are orthogonal and very simple. We evaluate the energy compaction performance 16] of the new shape-adaptive DCT-based algorithm against that of several well-known approaches. We demonstrate that the new method has very good energy compaction properties and that its 2-D implementation is quite insensitive to the order of processing directions. We compare the complexity of the new DCT-based transform with other algorithms; we estimate its complexity to be less than the complexity of two standard DCTs applied to a rectangle circumscribed on the region under transformation. We conclude that the method is suitable for the transformation of large regions unlike other tested methods of comparable compaction performance. Moreover, for a rectangular shape the method simpli es to the standard, but sub-optimally implemented, DCT algorithm; backward compatibility with the DCT is assured. Although the transform coe cient indexing does not correspond to true frequencies in the new transform, for natural images a zig-zag scan of coe cients similar to that used in the DCT corresponds very well to the descending order of coe cient amplitudes. This interesting observation will undoubtedly have to be explored further in any rate-distortion study of the method.
The paper is organized as follows. In Section II we dene the problem and discuss the past research. Then, in Section III we develop the new algorithm and in Section IV we discuss its implementation and compare its complexity with other methods. In Section V we show experimental results. Finally, in Sections VI and VII we discuss the advantages of the developed transforms and we draw conclusions.
II. Problem statement and past research Let S be a region of arbitrary shape and U its complement to a surrounding rectangle (Fig. 1) ; pixel values in U are undetermined. The goal is to represent luminance and/or color in S in the most e cient manner. Most of the methods proposed to date can be divided into two classes. The rst class comprises methods that exploit standard transforms de ned on a rectangular support, such as 2-D DCT. Clearly, this approach requires that samples in U be somehow determined, for example by an extrapolation from the data within S. In order that the subsequent transform be e ective, the extrapolation must preserve statistical properties of the data within S. The other class of methods limits the basis functions of a transform to region's shape; shape-adaptive transforms result.
A. Extrapolation-based approaches
The most straightforward approach to the extrapolation is to pad out U with a constant intensity and then apply a transform to the resulting rectangular block. Usually, such a method does not perform well since xed-value padding results in sharp intensity transitions at region boundary that produce long tails in the transform-domain representation. In the case of the DCT, zero padding has been con rmed experimentally to give a very poor performance 4]. A better, yet still very simple, extrapolation can be performed by replicating boundary points of region S everywhere in U. For example, a separable operation can be performed as follows: intensity at location X ( Fig. 1 ) can be copied from the horizontally-nearest point in S (boundary point) either to the left or to the right of X, followed by similar operation vertically but with respect to the resulting rectangle (S plus the horizontal extrapolation). A variant of such padding has been adopted in phase I of MPEG- 4 9] . Alternatively, a more complicated non-separable extrapolation can be used; for example, intensity at X can be recovered from the nearest point in S in the Euclidean sense. The computational overhead is small, but since the statistics in the extrapolated region do not match those inside S (only boundary points are used), the performance is still poor. To approximate region statistics better, mirror re ection of intensities inside S with respect to region boundary has been proposed; the method performs about 3-4dB better (PSNR) than zero padding for DCT 4] at the cost of increased computational overhead. It is worth noting, however, that any separable implementation of the 2-D (row-column) mirror re ection is sensitive to the order of operations (horizontal followed by vertical or vice versa); structural properties of intensity in S are fairly well propagated into U only in the direction of the rst mirror replication. This will be further discussed in Section V. A more advanced signal extrapolation based on the method of successive approximation has been proposed in 12]. In the original contribution the authors proposed to project the image vector obtained by scanning S onto each of the DCT basis vectors limited to S, and choose the basis vector with the largest projection (largest transform coefcient) 1 . This is done iteratively, but since basis vectors are not orthogonal, it is possible that the same basis vector is selected more than once. Another de ciency is that the number of transform coe cients may exceed region size without perfectly reconstructing intensity in S. To alleviate these problems, various modi cations to the original procedure have been proposed 4], 2].
Another interesting technique recently proposed for data extrapolation is an iterative approach based on the theory of successive projections onto convex sets (POCS) 6], 5]. The method can be described by the following steps:
1. extrapolate the undetermined samples in U from S (to obtain a signal supported on a rectangle), 2. compute a 2-D DCT on the rectangle, 3. exit, if the result is satisfactory, 4. set to zero some of the DCT coe cients (to limit signal bandwidth), 5. compute inverse 2-D DCT for the bandwidth-limited signal, 6 . within S replace the resulting samples with samples from the original signal (to assure unmodi ed signal inside S), 7 . return to 2. The major strength of the method is that it can be implemented in real time using existing hardware with only a slight additional cost. Clearly, the method uses an assumption of limited signal bandwidth to perform extrapolation, a realistic assumption for practical signals. The initial extrapolation and the choice of coe cients for zeroing are design parameters. Usually a simple mirror-image re ection is used as initial extrapolation; the type of initial extrapolation does not change the point of convergence but a ects the number of iterations before convergence is reached 5]. As for the zeroing of coe cients, a simple triangular zone in the low-frequency part of the coe cient plane can be used; coe cients inside this zone are retained and those outside are zeroed. According to the POCS theory the method will converge only if the selection of retained DCT coe cients is xed throughout iterations. This means that the selection of coe cients to be retained is highly dependent on the initial extrapolation; large high-frequency components may be produced by an unsuitable extrapolation and thus may result in a sub-optimal zone for coe cients to be retained. To alleviate this problem it has been proposed to adapt the coe cient selection as the algorithm progresses 2], however this may a ect the convergence of the algorithm.
B. Shape-adaptive transforms
Unlike extrapolation methods, shape-adaptive transforms process pixels within S only; pixels in U remain undetermined as they do not impact any operation.
Let the intensities in S U (Fig. 1 ) be scanned linearly (e.g., row by row) and represented by vector x 2 R M ;
M is the total number of pixels in S U. Similarly, let the intensities in S be scanned and represented by vector x S 2 R MS , where M S is the number of pixels in S. Since many algorithms discussed in this paper are separable, we will also discuss 1-D shape-adaptive transforms. In fact, we will develop the new transform in detail for the 1-D case. Therefore, the notions of region and undetermined pixels for a 1-D signal need to be suitably modi ed; we will use the same symbols S and U except that we will call the former a (1-D) segment rather than an object. Consequently, N S will be the number of samples inside the 1-D segment S and N U will be the number of undetermined samples; N=N S +N U .
The optimal transform for arbitrarily-shaped regions is the Karhunen-Loeve transform (KLT) also called the eigentransform. It imposes the upper limit on the compression level for a given signal and therefore often serves as a benchmark 18], 24]. It is not, however, a practical transform; DCT is used instead since for rectangular segments from natural images it gives similar performance.
For an intensity in S with autocorrelation matrix R S = Efx S x T S g, the KLT is de ned as X S = Tx S where X S is the vector of transform coe cients and R S = T T T: (1) Above, is a diagonal matrix of eigenvalues of R S , and the superscript T denotes transposition. Since a reliable estimation of the autocorrelation matrix R S is not trivial and also since R S would have to be transmitted to the receiver, it is much more practical to establish a xed autocorrelation (autocovariance) model. Due to the high correlation of neighboring pixels in natural imagery, the following exponential model is often used for zero-mean wide-sense stationary processes over rectangular S R S ] i;j = jmi?mjj 1 jni?njj 2 ; (m i ; n i ); (m j ; n j ) 2 S; (2) where (m i ; n i ) is the location of i-th pixel.
For very high correlations ( 1 ; 2 ! 1) and rectangular shape S, the DCT basis functions approach those of the KLT. However, in the case of an arbitrary shape S resulting from a segmentation process (such as in Fig. 13 .b) the assumption of stationarity of intensities is questionable; one would expect a larger correlation between pixels C and D, than between pixels A and B (Fig. 1) A very interesting shape-adaptive DCT technique has been devised by Sikora and Makai 19] . Since the method is of row-column type, we rst describe its 1-D variant using the 1-D notation established earlier in this section:
1. shift the samples of segment S to the beginning of the data vector ( rst N S vector entries are populated with samples from S, whereas the remaining entries are unde ned), 2. compute the N S -point DCT using (21) (the DCT size matches the segment size N S and thus the undetermined samples from U are not processed), 3 . multiply the result by 4=N S . A 2-D separable extension of this algorithm can be performed in a standard way described in Section III-E but the resulting 2-D transform becomes non-orthogonal. To make it orthogonal again, the multiplier above should be proportional to 1= p N S as proposed in 11], 13]. However, the orthogonalized version is not DC-preserving, unlike the original approach of Sikora and Makai 19] ; by a DC-preserving transform we mean a transform that gives only one non-zero coe cient for a constant-valued input signal 11]. A transform without DC preservation 13] is suitable for inter-frame coding only, when zero-mean signals are processed. For intra-frame coding it was shown in 11] how to modify the encoder/decoder structure when the properly computed DC coe cient replaces the X(0; 0) sample of the orthogonal transform. These issues are further discussed in Section III-E.
The method of Sikora and Makai is much less complex computationally than the KLT and Gilge's basis orthogonalization and at the same time has good compression properties 18]. In fact, it is simple enough to be considered as a solution for practical region-based coders, e.g., MPEG-4 17], 20], 9]; blocks fully-enclosed within a region are treated in a standard fashion whereas boundary blocks containing two or more regions are processed by the shape-adaptive transform. The method is not suitable, however, for the processing of large regions as it requires 1-D DCTs of all lengths from 1 to max(K; L) for a region with an K L circumscribing rectangle.
III. A new fast algorithm for shape-adaptive transformation
Central to the development of a new shape-adaptive transform is the observation that a linear transform algorithm can be represented by a series of matrix multiplications 26]. The proposed methodology is generic and applies to any orthogonal transform, but to make the explanations clear we will make extensive use of examples. Our development below is carried out for a 1-D transform, having in mind an extension to separable multi-dimensional transforms (Section III-E). Therefore, the 1-D notation proposed in Section II-B applies throughout the current section.
A. Matrix representation and permuting butter ies
The underlying idea in the new shape-adaptive algorithm is the replacement of some operations of a fast orthogonal transform algorithm in such a way that the undetermined data samples from U are ignored, while the overall transform remains orthogonal.
Consider the following matrix representation of a fast orthogonal transform algorithm: T = T K : : : T i+1 T i T i?1 : : : T 2 T 1 ; (3) where K denotes the number of stages into which the transform can be decomposed. In practical algorithms the matrix T is usually not strictly orthogonal 2 Q i ] j;k , can be set to zero since the output sample number j remains undetermined. With the above reasoning, the 2 We will use traditional de nitions from linear algebra, although for historical reasons they are somewhat confusing: an orthogonal matrix is a matrix consisting of orthogonal and normalized columns, and an orthogonal basis is a basis consisting of orthogonal vectors, not necessarily normalized. Consequently, by an orthogonal transform we will understand a transform with an orthogonal basis. The special case of N=2 is very important since a 2 2 matrix Q i describes a two-point butter y. Two-point butter ies are building blocks of many fast discrete orthogonal transform algorithms when the size of the data vector is equal to a power of 2, e.g., DWHT ( where is a rotation angle; V 1 represents Householder re ection whereas V 2 is a Givens rotation. The above matrices apply if both input samples belong to S. However, when either input sample belongs to U they simplify, as we discussed above, to one of the following matrices 3 :
With the above permuting butter ies, undetermined samples can be passed through at the same position (V I ) or they can be moved around (V S ) without a ecting samples from S.
Since many orthogonal transform algorithms can be represented by a mixture of interleaved orthogonal matrices and diagonal matrices of (scalar) multipliers, the above methodology is su cient for the derivation of a wide class of shape-adaptive transforms. 3 The multiplier associated with sample in S may be alternatively set to -1.
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. Flowgraphs of (a) 8-point DWHT algorithm and of (b) the decomposition of its rst stage.
B. DWHT example
Due to its particular simplicity, we will use the DWHT algorithm to demonstrate various aspects of the proposed approach. The new methodology will be applied later to the DCT owgraph for which we will also show experimental results. T N=2 T N=2  T N=2 ?T N=2  = T N=2 0  0 T N=2  I N=2 I N=2  I N=2 ?I N=2   ; where the subscripts show dimensions of submatrices, and
Note that the recursion above implies how the fast DWHT algorithm can be constructed. For N=8 the recursion stops after two steps resulting in a owgraph presented in Fig. 2 .a and in a matrix that can be decomposed as follows:
T 3 = 3   7  7  7  7  7  7  7  7  7  7  5 : (9) Combining equations (6) and (8) :
The above matrices result from replacing entries (2,2), (2,6), (6, 2) and (6, 6) in the matrix 1;3 (9) by the corresponding entries of V I and V S (5), respectively; orthogonality of 1;3 is maintained. Clearly, either of the above matrices may replace 1;3 and the overall transform T (6) will remain orthogonal. Note that the substitution matrices above do not encompass the p 2 multiplier (10) . Once this multiplier is included, the modi ed substitution matrices 3   7  7  7  7  7  7  7  7  7  7  5 apply as direct replacements for T 1;3 . Note that in column 6 the non-zero entry equals 1 although formally it should be p 2. This is done to save unnecessary computations since x(6) is undetermined and its value on output is irrelevant.
At the output of the rst stage the undetermined sample x(6) will appear as a sample with index 2 or 6 depending whether Q I 1;3 or Q S 1;3 is used. This means that the butter y from the second stage into which feeds the undetermined sample should also be replaced by a permuting butter y. The same reasoning applies to subsequent stages. The resulting DWHT-based transform will completely ignore the undetermined sample x(6).
C. Modi cations to assure a constant-valued (DC) basis function Since the proposed transform will be applied to images, it is very important that basis functions match image properties as closely as possible. Although in a general case designing those basis functions is non-trivial, one image property stands out. In many synthetic as well as natural images large areas exhibit constant or almost constant luminance/color; this is a 2-D equivalent of the DC component in 1-D signals. If none of the basis functions of an orthogonal transform is at, then a good approximation of luminance/color in such an area will require a combination of several basis functions. Since an image compression scheme usually involves quantization of corresponding coe cients, the outcome may be a non-at (rippled) approximation of a constant-luminance/color area. The situation would be di erent, however, should one of the basis functions be constant-valued. Then, quantization of its coecient would cause a gray level/color change, but no ripples (distortions) would show up. Therefore, we need to design a transform with a constant-valued basis function; an orthogonal transform that includes such a basis function is DC-preserving (see de nition in Section II-B). x (1) x (2) x (3) x (4) x (5) x (6) x (7) X(0) X(4) Fig. 3 . Example of 8-point structure for computing the DC component in many orthogonal transforms.
various algorithms is in the way the input data samples are permuted, e.g., Fig. 2 .a (DWHT) versus Fig. 7 (DCT) .
In the case of a shape-adaptive transform special care must be taken to properly compute the DC component.
For a butter y with x top and x bot being the top and bottom input samples, respectively, a logical strategy is to apply the following rules:
1. if x top 2 S and x bot 2 S, apply regular butter y, 2. if x top 6 2 S and x bot 2 S, swap positions of both samples, i.e., apply V S (5), 3 . if x top 2 S and x bot 6 2 S, pass both samples with no change, i.e., apply V I , 4 . if x top 6 2 S and x bot 6 2 S, pass both samples with no change, i.e., apply V I . In case 2 above, x top is unde ned and therefore V S should be used to swap positions and move the unde ned sample towards the bottom of the owgraph. Similarly, in case 3 x bot is unde ned but since x top is de ned their positions should not be swapped as otherwise the unde ned sample would be pushed up in the owgraph and could preclude computation of the DC component. In case 4 it does not matter what operation is performed (both samples are unde ned) but to minimize the complexity both inputs should be passed with no change. With this strategy all undetermined samples are pushed down to lower parts of the algorithm owgraph. An open question is whether to apply this strategy to the whole algorithm owgraph (Fig. 2) or only to its DC part from Fig. 3 . From the DWHT owgraph ( Fig. 2.a) it is clear that every time an undetermined sample is pushed down by the V S operation (instead of the regular butter y), its index at the output increases. For example, let us analyze the input sample x(0) (Fig. 2.a) .
With the V I operation between x(0) and x(4), the index of the input sample x(0) would be 0 at the output. However, the V S operation would increase the output index to 1. In the second stage, another V S operation would increase this index to 3, whereas the nal V S in the third stage would increase it further to 7 (note that the order of output samples in Fig. 2 is permuted) .
In the case of the DCT algorithm that we will discuss in Section IV 21], there are very few exceptions to these rules, at least for small and moderate values of N. Therefore, we shall apply the above rules to the whole structure of the DWHT and DCT algorithms. An example owgraph of shape-adaptive DWHT-based 4 . algorithm constructed using the above rules is presented in Fig. 4 .
The above algorithm, however, does not yet assure a constant-valued basis function and therefore X(0) does not correspond to the true DC value. This is caused by the p 2 multipliers in the algorithm structure (Fig. 4.a) (Fig. 3) of the DWHT owgraph (Fig. 4.a X(N=2) is also a high-frequency component in DFT, DCT, DST, and DHT. If certain samples x(n) are undetermined, expression (13) must be modi ed. Let (n) be an indicator function de ned as follows:
(n) = 1 if n 2 S; 0 if n 2 U: 4 We call this algorithm DWHT-based (DCT-based) since some DWHT (DCT) butter ies have been replaced by permuting butteries and therefore the resulting basis functions are not DWHT (DCT) basis functions any more. 
N=2?1 X m=0 (2m + 1)x(2m + 1):
After the removal of p 2 multipliers from the DCcomputing substructure (Fig. 3) , the basis vectors of T that correspond to X(0) and X(N=2) become (even N)
In general, this scalar product is non-zero; t 0 and t N=2
are not orthogonal. To make them orthogonal again, we multiply the odd-indexed samples of t N=2 by w so that t T 0 t N=2 = e ? w o , and we set w to e = o . In the particular case of functions from Fig. 5 .d-e, w equals 2/3. The multiplication by w is shown in Fig. 6 .a; it can be performed in the very last butter y of the substructure from Fig. 3 . Note that in the particular case shown in Fig. 5 , the nal basis functions for X(0) and X(N=2) resemble closely their non-adaptive counterparts; both functions have restricted support and the function for X(N=2) (Fig. 5.e) has the odd samples additionally scaled. However, since both the support and the scaling depend on the number of samples in S and on their distribution this behavior does not generalize; a general relationship between the form of basis functions and object shape is very complicated. Note that the above reasoning applies throughout the butter ies of the structure from Fig. 3 . More speci cally, the upper butter y in the second stage of the owgraph from Fig. 3 computes the DC and high-frequency components for all even indices of data samples, and the lower butter y computes the same components for odd indices. The four butter ies in the preceding stage carry out the same computation for indices modulo 4 . This means that the local orthogonalization described above applies to all butter ies of that structure, except that the multiplier w must be re-de ned as follows:
where a ; b denote numbers of samples from S summed up at nodes a and b (Fig. 6.a) . In the very last butter y, however, a = e , and b = o .
This local orthogonalization guarantees that the DC basis function is orthogonal to other basis functions in the structure from Fig. 3 . Unfortunately, energies of these basis functions are, in general, di erent from the corresponding energies in the non-adaptive version of the algorithm. Therefore, if we carry out computations using a w-corrected structure (butter y from Fig. 6 .a applied throughout the structure from Fig. 3 ) but with unchanged remaining part of the algorithm owgraph, the whole transform will be non-orthogonal. This is due to the fact that the basis function energies have been diminished by the rejection of p 2 multipliers in the structure from Fig. 3 . We restore the lost gain by introducing multipliers z in butteries containing multiplication by w ( Since only orthogonal and diagonal matrices appear in representations of many fast orthogonal transform algorithms (e.g., FFT, DCT/DST, DWHT, DHT), the derivation of inverse algorithms is particularly simple. The only remark to be made here is that many multiplications may be saved if we allow the inverse algorithm to introduce a gain. Then, the true inverse can be obtained by pre-or post-multiplication of the data by the product of gains for forward and inverse shape-adaptive transforms (4), which may be included in the decoder. Taking into account the above simpli cation, the nonnormalized inverse of the operation from Fig. 6 .a is shown in Fig. 6 .b, where = 1 + w is the determinant of the matrix representing operation from Fig. 6 .a taken with negative sign. Notice that the input transform sample X(0) should be multiplied by the inverse of v (18) applied at the output of the forward algorithm.
E. Multi-dimensional extensions
A one-dimensional transform can be always generalized to a two-dimensional separable transform 10]; rst, the 1-D transform is applied to each of the image columns, and then to each of the rows of the intermediate result (or vice versa). The approach is very simple and it guarantees that the computational complexity of the 2-D algorithm is not greater than O(N 3 ), and only O(N 2 log N) for fast transforms such as DFT, DCT, DST, DWHT. This approach has been used by Sikora and Makai 19] . We propose a similar separable 2-D generalization for the shape-adaptive transforms described here.
In the case of shape-adaptive approaches, a di culty emerges immediately. The usual separable 2-D transform T] k;m P] n;l x(m; n); (19) where T and P are row-and column-wise transforms, respectively. Note that all rows are processed by the same transform T, whereas all the columns are processed by P. P m ] n;l x(m; n); (20) where T l (l = 0; :::; N ? 1) and P m (m = 0; :::; M ? 1) are again row-and column-wise 1-D transforms but, in general, di erent for each row and column. Note that when the order of computations is changed, i.e., a row-wise transformation is followed by a column-wise transformation, the resulting 2-D transform is usually di erent. Indeed, this can be observed in the experimental results of Section V. The generalization to the multi-dimensional case can be done similarly.
Recall that orthogonality and good energy compaction are two of the properties required of a transform in the context of compression (Section I). In constantluminance/color areas, often encountered in images, the latter condition translates to DC preservation as discussed in Section III-C. However, for shape-adaptive separable 2-D transforms that can be formulated as in (20) , the orthogonality and the DC preservation are in con ict 11] . Assume that all 1-D transforms in (20) are orthogonal, that they compute correct DC value (11) , and that their gain is a function of N S . In order to construct an orthogonal separable 2-D transform, all 1-D transform gains need to be equalized to one value. Hence, the algorithm should proceed as follows: As for the rst problem, recall that a and b (16) are counts of samples belonging to S that are summed up at 5 Although a transform without scaling computes the correct DC value, it does not have to be DC-preserving, in contrast to the original proposal of Sikora and Makai (see 11]). In this case, the transform is not orthogonal and can produce several non-zero AC coe cients for strictly at intensities. nodes a and b. Since the algorithm for T 0 begins with butter ies from Fig. 6, the nodes a and b for the rst-stage butter y in T 0 are nodes at which samples X(0) of two different column transforms, e.g., P m and P n , are available. This means that the counts a and b in T 0 are equal to N S for columns m and n; the w multiplier (16) is uniquely de ned.
As for the second problem, as explained in Section III-C for the case of 1-D transforms, the multiplier z restores the lost transform gain due to the rejection of p 2 multipliers (17) . Now, however, we deal with the whole 2-D transform and we need to perform gain correction due to the removal of multipliers v. Recall S being the number of samples in the 2-D region S. We need not even write a special procedure for this particular row transformation; appropriately initialized standard procedure will do the job correctly.
Of course, the construction of a shape-adaptive transform based on multidimensional fast transforms like vectorradix FFTs is also possible. This is due to the fact that a nite multidimensional vector can be always mapped into a one-dimensional vector, and hence a twodimensional transform owgraph can be interpreted as a one-dimensional one. Then, the reasoning described for the one-dimensional transforms can be applied as well.
IV. Implementation and complexity of the shape-adaptive DCT-based algorithm Although DCT is more complex computationally than DWHT, it performs much better on natural images. In fact, DCT is the most ubiquitous transform used in image/video compression today.
In the subsequent discussion of the new shape-adaptive DCT-based algorithm, we shall use DCT given by the following formula
c(k) = for which the amplitude gain is p N=2 29] . In particular,
we shall study a DCT algorithm introduced in 21] that belongs to the group of algorithms requiring the smallest known number of arithmetical operations. The rst DCT algorithm having this property was presented in 28]. It is di cult to say (if possible at all) which of the best DCT algorithms has the simplest realization. However, it has been shown that the algorithm from 21] has good error rounding properties 27].
A. Algorithm implementation As can be seen from Fig. 7 , the owgraph of a DCT algorithm is not as regular as that of the DWHT algorithm (Fig. 2) . However, a more detailed analysis shows that the only important complication is related to the appearance of general orthogonal butter ies (i.e., with non-trivial multipliers). Transformation of these butter ies into permuting butter ies is straightforward (Section III). Fig. 8 shows owgraphs of 8-point shape-adaptive DCT-based fast algorithm; in Fig. 8.a owgraph resulting in a non- The input data to a shape-adaptive algorithm consists of image and segmentation vectors. While the former contains intensity and color of an image region, the latter comprises labels identifying whether a given location belongs to the segment S. The one-dimensional shape-adaptive forward algorithm (encoder) may be implemented in one step by means of S-controlled \if" statements preceding each butter y (decision whether to use regular or permuting butter ies). The inverse algorithm (decoder), however, requires two steps: the rst step to permute the transmitted shape of segment S into S 0 and recover the order of transmitted transform coe cients, and the second step to perform the actual S 0 -controlled computations.
B. Computational complexity
The computational complexity of the new algorithm is of the same order as that of the DCT. In the worst case, when the input vector contains no undetermined samples (standard DCT), in addition to DCT operations the new algorithm tests if a sample is determined and performs (redundant) switching before each DCT butter y.
Since the shape-adaptive algorithm consists of up to two S-dependent stages (decoder), it actually performs up to two additional complex control operations per each DCT butter y 6 . It should be noted that even a standard DCT implementation should perform a binary decision testing before its butter ies as some of them are multiplierless while others contain multiplications. This is caused by asymmetry characteristics of the optimal DCT algorithms that are too complicated to be realized by pure \do" loops.
x (0) x (1) x (2) x (3) x (4) x (5) x (6) x (7) X (2) X (7) X (4) X (6) X (1) X (3) X(5) Fig. 7 . Flowgraph of the 8-point DCT algorithm used in the paper (s i = sin i=16, c i = cos i=16). Let's consider a 1-D N-point transform and a 2-D separable transform with M=N N points; we implicitly assume that the surrounding rectangle (square) is N N.
Our conservative estimate is that the computational complexity of the new algorithm is approximately that of two standard DCT algorithms. With the appearance of undetermined samples its complexity actually declines since one such sample causes that on average 1=N of the butter ies lose their status as standard DCT operations. The burden associated with the calculation of w and z, and multiplication by them is of rank O(N). Moreover, (integer) values of a and b necessary for the calculation of w and z are small; a look-up table can be used instead of performing real-time computation of w and z. The only exception is the algorithm operating on X(0) samples of the rst processing direction (see Section III-E). However, its extra cost is negligible compared to the complexity of the whole transform. Thus, the overall complexity for an Npoint shape-adaptive DCT-based transform is of the order O (2N(1 + log N) )=O(N log N). In the case of 2-D separable transform with an N N surrounding square, the 1-D transform is repeated N times for image rows and then N times for its columns. Clearly, the 2-D transform's complexity is 2N times higher than the complexity of the 1-D transform, i.e., of the order O(N 2 log N).
Of the methods discussed in Section II the lowest computational complexity is attained by techniques based on data extrapolation followed by a rectangle-supported DCT; exception is the POCS method. Their complexity is equal to that of one DCT algorithm plus O(N U The POCS method requires some data extrapolation for initialization and then each iteration requires two DCTs plus O(N) operations for data testing/zeroing. Since in our implementation usually about 5 iterations were necessary, the complexity of the method was high; about 10 times the complexity of the DCT. However, existing hardware can be used for implementation and the decoder is very simple since just one inverse DCT is needed. This is advantageous for broadcasting, but in a point-to-point transmission where both the encoder and decoder complexity count, the overall computational complexity of the algorithm proposed here is much lower.
The method proposed by Sikora and Makai 19] is the only shape-adaptive method that under certain conditions may have computational complexity comparable to the new algorithm. This is the case when small data blocks and fast DCT algorithms are used. However, a practical implementation of all necessary DCT algorithms (for a given maximum block size) is complicated, and for N exceeding 10 becomes extremely complex. For example, for N 10 we (N 2 log N) ).
V. Experimental results
To evaluate the performance of the new algorithm in terms of the energy compaction e ciency, we have performed three types of experiments: synthetic region shapes with synthetic data, synthetic region shapes with natural data, and natural region shapes with natural data. Fig. 9 shows two of the several shapes tested: a regular elliptic shape and a highly irregular non-convex shape that will be called \atol". under the assumption that transform coe cients in X are ordered from highest to lowest energy. We perform the energy ordering of coe cients to eliminate the impact of coe cient scan on the comparison of di erent transforms; the proposed DCT-based transform is built from regular as well as permuting butter ies and thus its coe cients do not correspond to the true frequencies, unlike in the case of the DCT. We express the basis restriction error e in decibels as follows " = 10 log 10
and we use " to evaluate the energy compaction performance of various algorithms. In addition to the proposed DCT-based shape-adaptive algorithm, that we shall call the SK algorithm, we have software-simulated (Matlab and C) and tested 6 approaches: KLT, Gilge's approach (GEM), Sikora's approach (SM), DCT with extrapolation based on mirrorimage extension (DCT-M), DCT with zero padding (DCT-0), and POCS. Although the DCT-0 method is not a stateof-the-art approach, we included it in our tests since it has the lowest computational complexity of all the methods tested. A few implementation details are in order here. All separable algorithms have been applied either in vertical-horizontal or horizontal-vertical mode; the latter is called subsequently \transposed algorithm". In the GEM approach, Matlab's Gram-Schmidt orthogonalization was used and the subsequent basis functions for orthogonalization were selected by zig-zag scanning in the transform coe cient space. Special care has been taken in the implementation of the SM method to assure transform's orthogonality, which was not the case in the original proposal 19]. Not only does this simplify the computation of the basis restriction error, but also it makes the SM method more e cient 13], 11]. Mirror-image extrapolation for DCT was performed periodically but always in the forward direction (increasing indices); it was done vertically rst in the regular mode and horizontally rst in the transposed mode. We have implemented a very basic version of the POCS method; we have selected beforehand a triangular zone of coe cients to keep and we did not change it afterwards.
This permitted us to generate results for a xed p only. We initialized the method with mirror-image extrapolation. Fig. 10 shows the basis restriction error " as a function of p for ellipse and atol with synthetic data. To generate the synthetic data we have used a 2-D autoregressive (AR) process based on Markov-1 model in horizontal and vertical directions with 1 = 2 =0.9 (2) similarly to the approach undertaken in 18]. The KLT clearly outperforms the other methods. Note the very close compaction performance of the SM and GEM methods in the case of the ellipse but the better performance of the GEM approach (by about 2dB) for atol. This can be explained by observing that while the GEM method builds true 2-D basis functions, the SM method is separable and by \pushing" the pixels together may mix up distant and unrelated region characteristics. The SK algorithm performs about 1dB below the GEM and SM methods for ellipse, while for atol it attains the SM compaction performance for mild coecient restriction (high p's) but loses up to 1dB for severe restrictions (low p's). DCT-M and DCT-0 perform much poorer compaction at mild restrictions for ellipse; for more severe restrictions, however, DCT-M performs similarly to the proposed method but in this range all di erences are small anyway. For atol, DCT-M performs slightly better than SK at severe truncation but loses up to 1dB for mild truncations.
We have tested the same shapes on natural images as well. We have extracted the ower bed from eld #0 of interlaced ITU-R 601 sequence \Flowergarden" (Fig. 11 ). Fig. 12 shows " for the same algorithms as before except for the KLT 7 . Note that because of the interlace statistical properties of the image in vertical and horizontal directions are very di erent. For SM, SK and DCT-M approaches two curves are shown (one for regular and one for transposed processing); the GEM approach is non-separable, and DCT-0 does not depend on the direction. Note the high sensitivity of the SM algorithm to the direction of processing; di erences of up to 8dB can be observed. Smaller but also very signi cant sensitivity can be observed for the DCT-M algorithm. The SK method performs very similarly in both direction modes for ellipse and has a much smaller gap than the other two algorithms for atol. Overall SK outperforms DCT-M signi cantly and performs better (ellipse) or much better (atol) than SM in the worse direction. Interestingly, the better version of the SM algorithm for both shapes and the better version of the SK algorithm for atol outperform the compaction of the GEM approach. This may be due, however, to the fact that for this particular image the selection of basis functions during orthogonalization in the GEM approach was not optimal.
Finally, we have compared the methods for natural region shapes and natural data. Fig. 13 .a shows image #6 from QCIF sequence \Carphone" that we have used for experiments. The segmentation from Fig. 13 .b has been computed by an advanced method that takes into account both intensity of individual images as well as motion between them 14]. Although far from perfect, this segmentation clearly identi es primary moving objects. GEM outperforms SM by about 1dB and SK by about 2dB; POCS, DCT-0 and DCT-M are well below. Interestingly, whereas SM and DCT-M perform better compaction for transposed processing, the SK method does a better job for regular processing. To compare the results subjectively Fig. 15 shows the reconstructed face segment using the 5 methods after retaining in each case 20%, 10% and 5% of highest-energy coe cients. While the GEM approach gives the best results subjectively, it is computationally impractical. On the other hand DCT-M and especially POCS are too blurred con rming their poor energy compaction properties. As for the SM and SK approaches, in informal subjective viewing on a CRT screen 8 viewers had di culty expressing clear preference between the two algorithms; for some p's they preferred SM while for others they liked SK better. The latter preference was due to sharper edges produced by our algorithm around the mouth, eyes and eyebrows. This can be perhaps explained by the fact that a shift in the rst dimension performed in the SM method breaks down the continuity of the orthogonal edges. The resulting jagged edges signi cantly contribute to the highfrequency content in the transform domain, thus causing a marked distortion upon truncation of the corresponding coe cients. Such a shift is not necessary in the SK method which may explain better edge reproduction.
In the nal experiment we have applied the above meth- ods to all segments of \Carphone" while keeping 10% of coe cients in each region (Fig. 16) . Note a signi cant di erence in energy compaction, especially for DCT-M, between regular and transposed processing. For the POCS method, the direction of initial mirror-image extrapolation had little impact while DCT-0 is obviously independent of the processing directions. Clearly, SM and SK outperform other approaches 9 both subjectively and numerically in terms of region-averaged basis restriction error. The transposed processing for both methods seems to be slightly inferior to the regular processing. The SM algorithm has a slight edge in terms of " and overall quality, although when viewers evaluated images on a CRT screen they could not easily 9 We could not run Gilge's algorithm for very large segments (such as the face shown in Fig. 13 .b) due to excessive memory requirements of the method. express preference; some viewers again preferred the SK algorithm or judged it equivalent to the SM method due to the improved details at mouth, eye or bow tie boundaries.
As mentioned at the beginning of this section, coecient indices for the DCT-based shape-adaptive transform do not correspond to the true frequencies, and thus energy ordering of coe cients was used in the experiments. Since an energy-ordered coe cient scan is not practical (coecient locations must be transmitted), we have also brie y evaluated a zig-zag scan of coe cients similar to that used in the DCT. We have concluded that for natural images the zig-zag scan corresponds very well to the descending order of coe cient amplitudes, however this issue should be explored in depth in the context of rate-distortion performance. 
VI. Discussion
Given the impractical computational complexity of the KLT and of the approach proposed by Gilge et al. 7] , the method developed by Sikora and Makai 19] seems to be currently the most promising approach for shape-adaptive transformation. The method performs very well overall and may even surpass the performance of a sub-optimal implementation of Gilge's approach. The method has been adapted to MPEG-like compression 17] with interesting results; only boundary blocks (containing more than one region) are processed by Sikora's shape-adaptive transform while other blocks are processed by the standard DCT algorithm. Currently, this transform is being considered for standardization as the texture compression engine in the phase II of MPEG-4 20], 9]. The method, however, cannot be easily extended to a true region-based coding, where each region would be transformed as an entity, since this would require implementation of all 1-D DCTs with lengths from 1 to max(K; L) for a region with a K L surrounding rectangle. For example, a silicon implementation of 100 DCTs with lengths up to 100 would not be practical. Clearly, the method of Sikora and Makai is not a good candidate for a true region-based coder.
In contrast, the algorithm proposed in this paper has the complexity of at most two 2 K 2 L DCTs where 2 K M and 2 L N, and in the particular case of no undetermined samples simpli es to the standard, but sub-optimally implemented, DCT algorithm. For synthetic shapes, the new algorithm's energy compaction performance has been shown to be inferior to that of Sikora's method by about 1-2dB on average. However, for natural shapes and natural data, the performance di erence has narrowed to at most 1dB. In fact, subjectively many viewers preferred the new algorithm due to a better detail around clear image structures such as mouth or eyes. The compaction performance penalty incurred by the new transform is o set to a large extent by its relative insensitivity to the order of processing directions. It may be argued that this order can be adapted to image content as has been proposed for the SM method 3]. The proposed pre-processing, however, does not make the correct decision every time thus allowing a substantial quality drop with every decision error. The new approach does not require such pre-processing, thus simplifying implementation, and will perform more consistently. However, since the pre-processing stage is based primarily on transform's separability, it can be also applied to the new method.
VII. Summary and conclusions
We have presented a new class of fast shape-adaptive orthogonal transforms. We have discussed at length a particular example from this class, namely a shape-adaptive transform derived from a DCT owgraph. We have compared the computational complexity of the new transform with other well-known shape-adaptive transforms and we have evaluated its energy compaction performance on synthetic and natural data. We have also discussed subjective impressions of informal viewing.
Thus far we have implemented a shape-adaptive algorithm derived from the DCT and we have tested it on a relatively small sample of data. It would be interesting to perform more extensive testing of the algorithm to validate our observations and to study usefulness of the proposed approach for region-based image and video compression. In this context, it would be essential to perform rate-distortion evaluation of the new transform taking into account such issues as coe cient array scanning, coe cient quantization and variable-length coding. Also, it would be interesting to study other algorithms from the same class, e.g., 2-D versions of the DCT (should be insensitive to image anisotropies), DST (some researches advocate its use in image processing), as well as multiplierless transforms (DWHT, DHT) that play an important role for speci c classes of images.
