Introduction
The dictionary definition of a system is "an organized integrated whole made up of diverse but interrelated and interdependent parts," and complex is one of its synonyms (1). It is not surprising then that developing large engineering systems is accomplished by assigning the task of designing the diverse but interrelated parts to different teams, and that the challenge is to organize these activities so that the parts can be integrated successfully to form the whole.
Accordingly, optimal design problems for large engineering systems are typically decomposed into subsystems, subsystems are decomposed into components, components are decomposed into parts, and so on. This results in a multilevel hierarchy, an example of which is shown in Figure  1 . Different teams (or individuals) are then assigned with the optimal design problem of each Figure 1: Example of a hierarchically decomposed multilevel system element in this hierarchy. If these design teams are not given exact specifications, they focus on their own objectives without taking into consideration interactions with other elements. This situation is compounded when design variables are shared among elements; if the obtained values of shared design variables are not equal in all elements, the system design is inconsistent and cannot be realized. Hierarchical decomposition facilitates employing decentralized optimization approaches that aid systems engineers to identify interactions among elements at lower levels and to transfer this information to higher levels, and has become standard design practice, as evidenced by the organizational structure of engineering companies (2) .
Analytical target cascading (ATC) is a methodology for solving such hierarchical multilevel optimal design problems. Design targets are cascaded to lower levels using the model-based hierarchy. An optimization problem is posed and solved for each design subproblem to minimize deviations from propagated targets. Solving the subproblems according to an appropriate coordination strategy yields overall system compatibility. The deterministic formulation of the ATC methodology assumes that complete information of the system design problem is available, and that design decisions can be implemented precisely. These assumptions imply that optimization results are as good (and therefore useful) as the design and simulation/analysis models used to obtain them, and that they are meaningful only if they can be realized exactly.
In reality, these assumptions do not hold. We are rarely in a position to represent a physical system without using approximations, have complete knowledge on all of its parameters, or control the design variables with high accuracy. Therefore, uncertainty is inherently present in simulationbased design of complex engineering systems. The analysis models used for the simulation depend on assumptions and include many approximations and empirical constants. Also, advanced yet relatively immature technologies are often associated with uncertainty. The designer is not sure about the validity of the decisions he/she has made, and would like to be able to perform optimization studies under uncertainty. It is therefore imperative to represent uncertainties and take them into account during the early design assessment process.
Uncertainty identification, representation, and quantification are the cornerstones of design optimization under uncertainty. Given the design model and the necessary analysis/simulation models, the designer must first identify all possible sources of uncertainty. Then, she/he must choose an appropriate means to represent and quantify them. A popular approach is to represent them as random variables, and quantify them by means of some probability distribution utilizing expertise and data. This approach is useful when there are sufficient data to infer probability distributions for the considered random variables. It should be adopted since a plethora of techniques exists for solving probabilistically formulated optimal design problems. However, in many situations the designer does not have the necessary information available. In this case, he/she must assume that the uncertain quantities can take any value within intervals that are used to quantify uncertainty.
In this chapter, we review the ATC methodology, and we extend its deterministic formulation using both probabilistic and interval analysis approaches. We address the issue of representing uncertain quantities as optimization variables, formulate the associated nondeterministic design problems appropriately, and present techniques for estimating uncertainty propagation through the multilevel hierarchy of decomposed systems. The proposed methodologies are applied to a simple engine design example to illustrate the introduced concepts.
Analytical Target Cascading
Analytical target cascading (ATC) is a mathematical methodology for translating ("cascading") overall system design targets to element specifications based on a hierarchical multilevel decomposition (3; 4; 5; 6). The objective is to assess interactions and identify possible tradeoffs among elements early in the design development process, and to determine specifications that yield consistent system design with minimized deviation from system design targets. For an engineering corporation, ATC provides a means to dictate technical objectives to different design teams, knowing a-priori that these goals can be achieved without conflicting with those of other teams. Consistent system design can then be accomplished with minimum communication overhead, i.e., maximum efficiency, avoiding costly iterations late in the process.
ATC operates by formulating and solving a minimum deviation optimization problem for each element in the hierarchy. Assuming that responses of higher level elements are functions of responses of lower-level elements, it aims at minimizing the gap between what upper-level elements "want" and what lower-level elements "can." Similarly, if design variables are shared among some elements at the same level, their consistency is coordinated by their common parent element at the level above.
The ATC process is proven to be convergent when using a specific class of coordination strategies (7), and has been successfully applied to a variety of optimal design problems, e.g., (8; 9; 10) . We refer the reader to the above references for a detailed description of ATC. Here, we present the concept and the general mathematical formulation. In ATC a minimum deviation optimization problem is formulated and solved for each element in the multilevel hierarchy. The ATC process aims at minimizing the gap between what higher-level elements "want" and what lower-level elements "can". If design variables are shared among some elements at the same level, their consistency is coordinated by their parent element at the level above.
The key assumption of the ATC methodology is that there is a functional dependency in the hierarchical, multilevel system decomposition. Assuming that element j at level i has n ij children, this functional dependency is expressed as
where r ij are element responses, r (i+1)1 , . . . , r (i+1)n ij denote children responses, x ij represent local design variables, and y ij denote local shared design variables (i.e., design variables that this element shares with other elements at the same level). The mathematical formulation of problem p ij for element j at level i is
with respect to
where coordinating variables for the shared design variables of the children are denoted by y (i+1)1 , . . ., y (i+1)n ij , and superscripts u (l) are used to denote response and shared variable values that have been obtained at the parent (children) problem(s), and have been cascaded down (passed up) as design targets (consistency parameters). Shared design variables are restricted to exist only among elements at the same level having the same parent. The top-level problem of the hierarchy is a special case: at this level (i = 0), there is only one element (j = 1 -the system), and responses cascaded from above are the given system design targets T = R u 01 (there is no parent element); also, since this is the sole element of the level, there exist no shared variables. The bottom-level problems are also a special case since they have no children. Finally, note that although communication among levels, i.e., updating parameter values associated with the ATC process, is bi-directional, functional dependency is strictly hierarchical. Figure 2 illustrates the information flow of the ATC process at element j in level i. Assuming that all the parameters have been updated using the solutions obtained at the parent-and children-problems, Problem (2) is solved to update the parameters of the parent-and children-problems. This process is repeated until the variables in all optimization problems do not change significantly after consecutive iterations.
The sequence in which the subproblems are solved is called a coordination strategy. As in any distributed multidisciplinary optimization methodology, the choice of coordination strategy among the many available alternatives is critical. In contrast to other methodologies for multilevel element optimization problem p ij , where r ij is provided by the analysis/simulation model
( ,..., , , )
,...,
,..., system design, global convergence properties have been proven for a specific class of coordination strategies under standard smoothness and convexity assumptions (7) . Nevertheless, case studies have also demonstrated that the ATC process may terminate successfully in practice when other coordination schemes are used (11; 8; 12; 13) .
It is emphasized that ATC should not be viewed either solely or merely as a design optimization methodology. ATC addresses the early part of the product development process (cf. Figure 3 ). Its purpose is to account for the interrelations of the system parts, identify possible tradeoffs, and determine optimal and consistent design specifications to match design targets as close as possible (i.e., it can also be used to check whether the given design targets can be achieved by the available means). Once this is accomplished, the design embodiment for each part can be carried out concurrently or outsourced. 
Application to Engine Design
In this section, we apply the ATC methodology to a simple yet illustrative simulation-based optimal design example to demonstrate the introduced concepts. Specifically, we consider a V6 gasoline engine as the system, which is decomposed into six subsystems, each of which represents the piston-ring/cylinder-liner subassembly of a single cylinder. The system simulation predicts engine performance in terms of brake-specific fuel consumption. Although the engine has six cylinders, they are all designed to be identical. For this reason, we can actually consider only one subsystem. The associated bi-level hierarchy, shown in Figure 4 , includes the engine as a system at the top level and the piston-ring/cylinder-liner subassembly as a subsystem at the bottom level. The ring/liner subassembly simulation takes as inputs the surface roughness of the ring and the liner and the Young's modulus and hardness and computes power loss due to friction, oil consumption, blow-by, and liner wear rate. The engine simulation takes then as input the power loss and computes brake-specific fuel consumption of the engine. Commercial software packages were used to perform the simulations. A detailed description of the problem can be found in (14) .
Due to the simplicity of the given problem structure, we use a simplified version of the notation introduced earlier. Since there are only two levels with only one element in each, we skip element indices and denote the upper-level element with subscript 0 and the lower-level element with subscript 1. We use second indices to denote the components of the design variable vector of the lower-level element optimization problem. The design problem is to find optimal values for the piston-ring and cylinder-liner surface roughness design optimization variables x 11 and x 12 , respectively, and optimal values for the design optimization variables representing the material properties (Young's modulus x 13 and hardness x 14 ) of the liner that yield minimized brake-specific fuel consumption, i.e., system response R 0 . The optimal design problem includes constraints on liner wear rate, oil consumption, and blow-by. The power loss due to friction, i.e., subsystem response R 1 , links the two levels. The top-and bottom-level ATC problems are formulated as
and min 
respectively. The fuel consumption target T was set to zero to achieve the best fuel economy possible.
Deterministic Design Optimization Results
It is desired to minimize power loss due to friction in order to optimize engine operation and thus maximize fuel economy. Therefore, it was anticipated that the bottom-level optimization problem would yield a design with as smooth surfaces (low surface roughnesses) as possible without violating the bounds or the nonlinear design constraints. The ATC process of solving Problems (4) and (3) iteratively converged after two iterations. The obtained deterministic optimal ring/liner subassembly design is shown in Table 1 . The ring surface Figure 5 shows the two-dimensional projection of the design space spanned by the two surface roughness variables when the liner Young's modulus and the liner hardness are kept fixed at 80 GPa and 175 BHV, respectively. The liner surface roughness is not at its lower bound because the oil consumption constraint is active: increased liner surface roughness is required to maintain an optimal oil film thickness in order to avoid excessive oil consumption. In this section, the ATC formulation is extended to account for uncertainties. Adopting a probabilistic framework, we model uncertain quantities as random variables (denoted by upper case Latin symbols). In general, we use the terms random design optimization variable and random design optimization parameter to differentiate between random variables that are design optimization variables and random variables that are design optimization parameters in the optimization problems. Here, to avoid confusion, and without loss of generality, we assume that all design optimization parameters are deterministic, and we omit them in the mathematical formulations.
We use the means of random design variables as optimization variables and assume that their standard deviation is known or has been estimated with sufficient accuracy. The objective and the constraints must be reformulated. We replace the objective function with its expectation, and we now require that the probability of violating a constraint is less than some pre-specified probability of failure. The probabilistic formulation of Problem (2) is (15) minimize
where M ij is the number of design constraints, P [·] denotes probability measure, and P f k is a prespecified probability of failure for design constraint k. Liu et al. considered more than one moments to represent random variables in the ATC optimization problems (16).
Uncertainty Propagation
In a multilevel hierarchy, responses (outputs) of lower-level elements are inputs to higher-level elements. This is an issue of utmost importance in design optimization of hierarchically decomposed systems under uncertainty, since the solution of probabilistic optimization problems requires moment estimation of high-level random optimization variables that are functions of low-level random optimization variables. In other words, we need appropriate techniques for uncertainty propagation. Consider element j at level i. By solving Problem (5), we obtain optimal values µ *
, and µ * Y ij . Using the functional dependency relation
, we must now estimate the moments (typically the first two, mean and standard deviation) of the responses R ij since the latter constitute random optimization variables of the parent probabilistic optimal design problem. This needs to be done for all problems at all levels of the hierarchy. An efficient and accurate technique is therefore required for propagating uncertainties through the multilevel hierarchy. We assume that all element responses in the multilevel hierarchy are uncorrelated.
Many probabilistic design methods and software packages use a first-order Taylor expansion about the current mean design to estimate the mean and standard deviation of propagated random responses. We have found that while the mean values can be estimated relatively accurately, standard deviation estimates are unacceptably inaccurate in may cases (17; 18) . Thus, we propose an uncertainty propagation technique we developed based on the highly efficient and accurate Advanced Mean Value (AMV) method (19) .
The AMV method has been originally proposed as a computationally efficient method for generating the cumulative distribution function (CDF) of a response R = f (X) that is a random variable (19) . It uses a simple correction to compensate for errors introduced by a utilized Taylor series approximation.
Based on the CDF definition, we have the following first-order relation between the CDF value of R at a particular value f 0 and the reliability index β:
where g(X) = f (X) − f 0 and Φ is the standard normal cumulative distribution function. According to the AMV method, if the random variables X are uncorrelated and normally distributed with means µ X and standard deviations σ X , the most probable point (MPP) of failure (or design point) in the standard normal space can be computed by
where g lin (X) is a linear approximation of g(X) at µ X and Σ X is a diagonal matrix, whose diagonal is the vector σ X . In the original space the MPP coordinates are
Note that for random variables that are not normally distributed, a nonlinear transformation is needed according to the Rackwitz-Fiessler method (20) . The AMV method corrects the CDF value of R in Equation (6) with
by replacing the f 0 value corresponding to the reliability index β with f (X * ). The process of Equations (6) through (9) is repeated for a few (different) β values, so that a region of the CDF of R is constructed. The derivative of that CDF region provides the corresponding probability density function (PDF) value. The obtained CDF and PDF values are finally used to compute equivalent mean and standard deviation at the current design point. This AMV-based technique is used to estimate the mean and standard deviation of each response for all the elements of the multilevel hierarchy according to the discussion in Section 4.1. The technique is computationally efficient since it requires only a single linearization of the performance function at the mean value and an additional function evaluation at each required CDF level. Reference (21) provides more details regarding the accuracy and efficiency of the AMV method on several applications.
Illustrative Examples
The linearization (or MVFOSM-based or method of moments) and AMV-based techniques were used to estimate the first two moments of several nonlinear functions. All random variables were assumed to be normal. Test functions and input statistics are presented in Table 2 and results are summarized in Table 3 . One million samples were used for the Monte Carlo simulations.
By inspecting Table 3 , it can be seen that while the mean-related errors of the linearization approach are within acceptable limits, standard deviation errors can be quite large. The AMV-based moment estimation method performs always better, and never exhibits unacceptable errors. 
Probabilistic Engine Design
We now apply the probabilistic ATC methodology to our bi-level engine design problem. Here, the root mean square (RMS) of asperity height is used to represent asperity roughness, which is assumed to be normally distributed. Thus, the surface roughness design variables are now normal random design optimization variables. The probabilistic formulation of the top-and bottom-level ATC problems are
subject to P [liner wear rate = G 11 (X 11 , X 12 ,
respectively. The standard deviation of the surface roughnesses was assumed to be 1.0 µm, and remained constant throughout the ATC process. The assigned probability of failure P f was 0.13%, which corresponds to the target reliability index β = 3. The fuel consumption target T was simply set to zero to achieve the best fuel economy possible. Note that since the random variables are normally distributed, the associated linear probabilistic bound constraints are reformulated as deterministic. For example,
Similarly, the other three probabilistic bound constraints in Problem (4) are reformulated as
The obtained probabilistic optimal ring/liner subassembly design is shown in Table 4 . The ring surface roughness optimal value is at its probabilistic lower minimum, while the liner's Young's modulus and hardness optimal values are at their deterministic lower and upper bounds, respectively. The liner surface roughness variable has an interior optimal value because the oil consumption constraint is probabilistically active. Constraint activity in probabilistic design optimization indicates that the constraint's MPP lies on the target reliability circle. The probabilistic optimal values of the surface roughness optimization variables have changed relative to their deterministic counterparts to accommodate the uncertainty, i.e., the optimum shown in the two-dimensional projection of the design space ( Figure 5 ) moved to the inside (we cannot show the location of the probabilistic optimum in the same figure because it lies in a different two-dimensional projection of the design space due to the change in the liner hardness optimal value). A Monte Carlo simulation was performed to assess the accuracy of the reliability analyses of the probabilistic constraints. One million samples were generated using the mean and standard deviation values of the design variables, and the constraints were evaluated using these samples to calculate the probability of failure. Results are summarized in Table 5 . The obtained design is 0.03% less reliable than found for the active probabilistic constraint. This error is due to the first-order reliability approximation used in the probabilistic optimization problem. Propagation of uncertainty was modeled using the AMV-based technique described in Section 4.1. Table 6 summarizes the estimated moments for the two responses of the bi-level hierarchy. Results obtained using the first-order approximation approach (linearization) are included to illustrate the large error that may be introduced. Specifically, it can be seen that the standard deviation estimate of the power loss (necessary for solving the top-level probabilistic optimization problem) is 0.0481 kW when using a first-order approximation. This value is 54.6% larger than the Monte Carlo simulation estimate of 0.0311 kW. Such large errors will be propagated during the ATC process and yield useless design results. Using the AMV-based approach, we obtained an estimate of 0.0309 kW, which is only 0.64% smaller than the Monte Carlo estimate.
Using the AMV-based technique is advantageous because CDFs and PDFs can be generated with high efficiency. In our example, power loss (the subsystem response) is a highly nonlinear function of the subsystems inputs. In fact, its PDF is multi-modal, as shown in Figure 6 . This figure depicts a) the PDF obtained using the AMV-based technique and b) the frequency diagram generated from a histogram that was obtained using Monte Carlo simulation with one million samples. The agreement is quite satisfactory and illustrates the usefulness of the AMV-based approach to (a) (b) Figure 6 : Power loss uncertainty: a) PDF obtained using the AMV-based technique and b) frequency diagram obtained using Monte Carlo simulation propagate uncertainty for highly nonlinear functions.
The ATC Formulation for Interval Uncertainty Quantification
The probabilistic approach is very useful and should be adopted when the designer has sufficient data to model uncertain quantities as random variables with appropriate probability distributions. When this is not the case, it is imperative to assume that the uncertain quantities can take any value within a range. Note that this not equivalent to assuming a uniform distribution as it does not imply that the probability of taking a specific value in a range is equal to any other value within that range. We view the interval analysis approach as a special case of possibility theory (22) , where information availability is limited to a minimum. Designs obtained using possibility-based design optimization (PBDO) methods are typically conservative compared to the ones obtained using probabilistic design optimization, also known as reliability-based optimization (RBDO), methods. Possibility-based designs sacrifice additional optimality compared to RBDO designs to account for lack of uncertainty information and avoid constraint violation. According to possibility theory, the possibility π(A) of event A occurring provides an upper bound on the probability P (A) of that event occurring, i.e., P (A) ≤ π(A). From the design point of view, we can conclude that what is possible may not be probable, and what is impossible is also improbable. If the possibility of violating a constraint is zero, then the probability of violating the same constraint will also be zero. If feasibility of a constraint g is formulated in negative null form (g ≤ 0), the constraint is always satisfied if π(g > 0) = 0. By introducing the notion of membership functions and α-cuts, we can relax this requirement as π(g > 0) ≤ α, provided that 0 < α 1 (23) .
It can be shown that if the maximum possibly attainable value of the constraint g at the corresponding α-cut is less than or equal to zero, i.e., g α max ≤ 0, the possibility of violating this constraint is less than α (24). In general, membership functions express how ranges of values that bound the uncertainty quantities are decreased with increasing amount of information. The α-cuts denote levels of information, starting at the lowest (α = 0), where the range is largest, and increasing to the highest (α = 1), where the range is the smallest (possibly a crisp value). In this work, we will assume that the lowest level of information is available, where α is equal to zero. Therefore, we do not have to consider membership functions and higher α-cuts, eliminating thus ad-hoc selections, but also maximizing the conservative nature of the obtained designs.
Given an interval uncertainty in a design variable X, the process of identifying the maximum attainable value g max of a constraint g(X) requires the solution of an optimization problem. Given a nominal value X N for the design variable X, we first identify the uncertainty interval
, where δ X denotes the relative deviation from the nominal value X N . Then, we solve the simple bound-constrained problem
to compute g max .
In a design optimization problem with many constraints where design variables are subject to interval uncertainty, finding the optimal design involves a nested optimization process known as robust optimization. An outer-loop optimization generates a sequence of iterates of nominal value vectors X N for the uncertain design variables X. For each iterate X N , an inner-loop optimization problem like the one formulated in Equation (12) is solved for each constraint. These worst-case optimization problems (also referred to as "anti-optimization" problems (25) ) may involve a larger number of optimization variables, but are only bound-constrained.
The primary purpose of solving these problems is to obtain the maximal (worst) value of each constraint g that may be attained due to the uncertainty in X. These constraint values are used in the outer-loop optimization, where the worst objective value is maximized and the worst constraint value must be feasible. Nevertheless, the inner-loop optimal values X * N can be used to attempt to control uncertainty, i.e., what values to strive for and what values to avoid, if possible.
The ATC formulation for design variables and parameters that are subject to interval uncertainty is a straightforward application of the robust optimization problem formulation. The implication of dealing with intervals is that two values must be matched for each uncertain quantity that links two elements: the "worst-case" value (computed solving a maximization problem of the form presented in Equation (12)), and the "best-case" value (computed by solving a minimization problem). The ATC formulation for interval uncertainties is minimize
Robust Optimization Results
The ATC process for design optimization problems with interval uncertainty variables is illustrated in this section using the same engine design problem (26) . As in the probabilistic case, the considered uncertain quantities are ring and liner surface roughnesses; root mean square (RMS) of asperity height is used to represent and quantify surface roughness. Here, let us assume that we do not have sufficient data to infer that surface roughness is normally distributed. Instead, we assume that it exhibits deviations from nominal values that can be quantified by an interval. This surface roughness interval uncertainty is propagated through the simulation hierarchy to estimate intervals for power loss and fuel consumption. Since uncertainty information is available at the bottom-level we first formulate and solve the bottom-level problem
subject to max. liner wear rate
where X 11 and X 12 are (uncertain) ring and liner surface roughness design variables, respectively, x 13 and x 14 are (deterministic) liner Young's modulus and hardness design variables, respectively, and R 1 is power loss due to friction (subscripts w and b denote worst and best possible values due to interval uncertainty, respectively, while superscript u denotes target value from the upper level).
According to the interval analysis approach, at the outer-loop optimization we determine nominal values X 11 N and X 12 N (as well as optimal values for x 13 and x 14 ), while solving five inner-loop optimization problems given the (assumed invariant) surface roughness interval uncertainty: one best-case scenario for the power loss, one worst-case scenario for the power loss, and one worstcase scenario each for oil consumption, blow-by, and wear rate. Since we do not have information from the top-level problem yet, i.e., target values for R u 1w and R u 1 b
, we assume these to be equal to zero.
Once the power loss uncertainty interval [R 1 b , R 1w ] has been obtained, we compute the midpoint and the percentage deviation from the endpoints to pass this uncertainty information to the top-level problem, which is formulated as
where R 0 denotes fuel consumption. The symbol T denotes fixed engine design target values, while the superscript "l" denotes interval target values from the lower level, so that the top-level problem does not consider solutions that are too far from what the bottom-level can provide. The weight ω can be adjusted to emphasize consistency rather than fuel consumption optimality. At the outer-loop optimization of this problem we determine nominal values of power loss while solving two inner-loop optimization problems given the quantified (at the lower level) power loss interval uncertainty: one best-case scenario for the fuel consumption and one worst-case scenario for the fuel consumption. After the top-level problem is solved (note that the desired fuel consumption interval target values may not be achieved), the power loss interval and the corresponding uncertainty is updated, passed down to the bottom-level problem, which is then solved again and so on. We assume that the ATC coordination process is converged when all quantities do not change significantly anymore. Table 7 reports the results obtained assuming δ X = 0.1 (10%) for both the ring and the liner surface roughness uncertainty. The power loss links the two problems. In order to achieve the . It is interesting that while the power loss uncertainty is invariantly quantified at 15% around the interval midpoint, the fuel consumption uncertainty changes for different weight values (from 1.3% to 2% around the interval midpoint). This implies that uncertainty is not invariant with respect to the design point, as assumed in many design under uncertainty methodologies.
Summary
We presented how analytical target cascading (ATC), a methodology for design optimization of hierarchically decomposed multilevel systems, can account for uncertainties. We first assumed that we have sufficient information available to model the uncertain quantities as random variables and used the popular and powerful probabilistic framework to reformulate the ATC problems as reliabilitybased design optimization (RBDO) problems. We used the moments of the random variables as optimization variables. Recognizing that first-order approximations may yield inaccurate estimates of standard deviations of propagated random variables, we developed an uncertainty propagation technique that is based on the advanced mean value (AMV) method. This technique can be used to generate approximate CDFs and PDFs that yield sufficiently accurate estimations of means and standard deviations of propagated random variables. A simple yet illustrative bi-level example was used to demonstrate the probabilistic ATC methodology. The results showed that the probabilistic formulation of the ATC process can be applied successfully using a bottom-up coordination.
The computationally efficient AMV-based technique for the required propagation of uncertainties produced standard deviation estimates that were much more accurate relative to the ones obtained using first-order approximations, ensuring the meaningfulness of the ATC results.
We then considered the case where we have incomplete uncertainty information available, and we assume ranges for the uncertain quantities, adopting an interval analysis approach to formulate and solve robust optimization ATC problems (also known as worst-case optimization or antioptimization). The interval analysis approach yields design solutions that are conservative relative to the ones obtained using a probabilistic design approach, especially as interval uncertainty increases. However, the interval analysis approach ensures feasibility at all times. In terms of computational cost, the nested optimization of the interval analysis approach seems to be less expensive than the required reliability analysis (analytical or simulation-based) in the probabilistic approach. It is also less challenging numerically since the inner-loop optimization problems are simple boundconstrained problems. The main challenge is that the inner-loop problems require global solutions to ensure consideration of the worst-case scenario. One of the advantages of the interval analysis approach is that the solution of the inner-loop problems provides information to the designer with respect to the beneficial or adversary effects of uncertainty so that, if possible, resources can be allocated to control critical uncertainty quantities. A significant finding is that interval uncertainty does not necessarily propagate symmetrically or invariantly.
