Abstract. It is well known that, for fast rotating fluids with the axis of rotation being perpendicular to the boundary, the boundary layer is of Ekman-type, described by a linear ODE system. In this paper we consider fast rotating fluids, with the axis of rotation being parallel to the boundary. We show that the corresponding boundary layer is describe by a nonlinear, degenerated PDE system which is similar to the 2 -D Prandtl system. Finally, we prove the well-posedness of the governing system of the boundary layer in the space of analytic functions with respect to tangential variable.
Introduction
The incompressible Navier-Stokes equation coupled with a large Coriolis term reads
, with Dirichlet boundary condition, where ω×uε ε stands for the Coriolis force and ω is the rotation vector, ε −1 the rescaled speed of rotation, ν the viscosity coefficients. The above system is sufficient to describe the rotation fluids which is a significant part of geophysics. Due to the earth's self-rotation, we can't neglect the Coriolis force in order to model the oceanography and meteorology dealing with large-scale magnitude. When the fluid is between a strip and the direction of rotation is not parallel to the boundary, we have the well-developed Ekman layers to match the interior flow with Dirichlet boundary condition, cf. [4, 5, 15, 24] and the references therein. The situation will be more complicated when the direction of rotation is parallel to the boundary, considering cylinder for instance and letting the fluid rotate around the vertical axis. Then we will have two types of boundaries, the horizontal boundary layer which is Ekman layers and the vertical boundary layers for which much less is known, despite various studies [5, 33, 35] . We refer to [5] for detailed discussions on the problem of vertical boundary layers.
In this paper, we consider the fast rotating viscous fluids where the the axe of rotation is horizontal with respect to the boundary. We prove that the governing equation for boundary layer is nonlinear PDE system which is similar to classical 2 -D Prandtl boundary layer system, and we also obtain the well-posedness of this vertical boundary layers in the space of analytic functions.
As a preliminary step we first consider the half space case R 
h × R + . where e 2 = (0, 1, 0) is the unit horizontal vector, ν > 0 the coefficient of viscosity of fluids and ε the Rossby number. These equations describe the evolution of an incompressible three-dimensional viscous fluid in a rotating frame, e2×u ε ε being the Coriolis force due to the rotation at high frequency ε −1 . According to the Taylor-Proudman theorem [34] , the fast rotation penalize the movement of the fluid in the direction of the rotation axis. As a consequence, the fluid has tendency to move in columns, parallel to the rotation 2 x3 , all the weak solutions of Navier-Stokes equation converge to the solution of the 2D Euler or 2D Navier-Stokes system (with damping term -effect of the Ekman pumping). The vertical rotation and the specific form of the domain (between two parallel plates) permit to explicitly construct the boundary layer velocity term from the interior velocity term (which satisfies a 2D damped Euler system), without using the Prandtl equations. We also want to mention the work of Dalibard and Gérard-Varet [7] in the case of fast rotating fluids on a rough domain with non-slip boundary conditions. The boundary layer is also proved to be of size ε (contrary to the case of Prandtl equations where the boundary layer is of size √ ε). We also refer to a series of work for the rotating fluids with anisotopic viscosity (see for exemple [2] , [3] , [10] , [11] , [14] , [18] , [27] , [28] ).
We want to emphasize that the formation of the boundary layers in the case of vertical rotation axis is due to the incompatibility of the Dirichlet boundary conditions with the columnar movement of the limit fluid (as ε → 0). Indeed, as the rotation axis is e 3 , the limiting velocity of the fluid is independent of x 3 , and so, the Dirichlet boundary conditions imply that the limit velocity should be zero. This incompatibility leads to the fact that a thin layer (Ekman's layer) is formed near the boundary, and the fluid's evolution is violent in this small scale zone, in a way that stops the fluid on the boundary.
In the case of horizontal rotation axis (in the direction of e 2 ), the incompatibility of boundary conditions will be more complicated, because of the fact that the limit velocity is independent of x 2 instead of x 3 . In Section 2, we prove that the limit system is a 2D Euler-like system. This means that we are no longer in the case considered by Ekman. The techniques of [15] and [4] do not work and we can not explicitly calculate the boundary layer. The fast rotation only penalizes the fluid motion in the x 2 direction, and leads to a problem very close to the inviscid limit of two-dimensional Navier-Stokes system. It is then relevant to look for a boundary layer of size √ ε and we will show in Section 2 that in this boundary layer of size √ ε, the fluid velocity actually satisfies a two-dimensional Prandtl-like system. Finally, we remark that in this paper, we only consider the case where ν = ε. Indeed, as explained in [15] and also in [5] , if the ratio ν/ε goes to infinity, the fluid rapidly stops after a few evolutions. It is then more interesting to consider the case where ν ε, which moreover better fits physical observations.
In this work, we study the formation of the boundary layer when ν = ε → 0. We suppose the existence of a boundary layer of size √ ε near the boundary {x 3 = 0} of R 3 + . We will derive the limit equation and the boundary layer equation by using a formal asymptotic expansion in the Section 2. We refer to the book of Pedlovsky [30] for more detail about this formal expansion. To this end, we suppose that the solution of (N-S ε ) accepts the following asymtotic expansion 
where u B,j (t, x 1 , x 2 , y) and p B,j (t, x 1 , x 2 , y) exponentially go to zero as y
The remaining terms is supposed to be very small (at least of order 3).
Throughout this paper, we will always use ∂ t , ∂ i (or ∂ xi ), i = 1, 2, 3, and ∂ y to respectively denote the derivatives with respect to the time variable t, the space variables x i , i = 1, 2, 3, and the boundary layer variable y = x3 √ ε . Using the above asymptotic expansion, we first deduce that the behavior of the fluid near the boundary is governed by the following 2D Prandtl-like equation
with the unknown functions U p,0
, and the horizontal second component satisfies a parabolic type equation
= 0. Here, we emphasize the "Prandtl-like" property of our system by using the new unknown functions
where u I,j , p I,j , j = 1, 2 are the values on the boundary of the tangential velocity and pressure of the outflow satisfying the Bernoulli-type law
which is the restriction of the Euler system and linearized Euler system on the boundary x 3 = 0, so that they depend only on the variavles (t, x 1 ). More precise description will be found in Section 2.
Note that the boundary layer equation (P1) look very close to that of classical 2D Prandtl equation, but the fast rotating produces the boundary layer pressure for the first components, so that the boundary layer equation (P1) is now really a system of 3 equations with both the velocity (U p,0
3 ) and the boundary pressure p B,0 to determined. We remark that on one side, the first equation in (P1) admits the similar structure of Prandtl equation, i.e., the degeneracy in x 1 coupled with the nonlocal property arising from the term U p,1
1 , so that the system (P1) is quite similar to Prandtl equation. Therefore we can only expect the local well-posedness for analytic initial data if no additional assumptions are imposed. On the other hand, there is a crucial difference between Prandtl equation and the first equation in (P1), due to the unknown pressure p B,0 . Recall the pressure term in Prandtl equation is from outflow and can be defined by the Bernoulli law, so that the pressure therein is a given function and therefore Prandtl equation is a kind of degenerate parabolic equation. But here the situation is quite complicated since we have the unknown pressure p B,0 in (P1), which arises because of the fast rotation parallel to the boundary, and can't be defined by the Bernoulli law anymore. So the classical theory for Prandtl equation is not applicable directly to our case and moreover we can't follow the same strategy as in Prandtl equation to treat the the first equation in (P1). To overcome the difficulty due to the unknown pressure term in the first equation of (P1), we will firstly solve the second equation for U p,1 3 , and then use the divergence-free property to find U p,0 1 (see Section 3 for detail). Finally we mention that the mathematical justification of the inviscid limit for solutions to (N-S ε ), is also complicated as classical Prandtl boundary layer theory. We only concentrate in this work on the well-posedness of boundary layer and will investigate this inviscid limit problem in the future work.
On the other hand, we will prove in Section 2 that the limiting velocity of the outer flow satisfies a classical 2D Euler-type equation, which is,
In the system (1.3), the components (u
3 , p I,0 ) satisfy exactly a 2-D incompressible Euler equation on the half-plane, so that the existence and regularity in Gevery class of local in time solution is well know, (see Vicol [21] and references therein), but in the study of boundary layer equation, we need some weighted on the tangential variables, we cite in particular the results of [6] . Definition 1.1. Let 1 2 < ℓ ≤ 1 be given. We denote by A τ the space of analytic functions with analytic radius τ > 0, which is consist of all functions f ∈ L 2 (R 2 + ) such that for some τ 0 > 0, the divergence-free condition and the compatibility condition. Then Euler-type system (1.3) admits a unique solution (u
The construction of the components (u
is given in [6] . The construction of u
is standard, using the classical theory of transport equation. Now we list several estimates, which are just immediate consequences of the definition of · Aτ and Sobolev inequalities. For u
Using the equation
we can calculate, by virtue of Leibniz formula,
In order to completely give the solutions of the systems (P1) and (P2), we also need the following linearized Euler system, which describes the evolution of the fluids in the interior part of the domain, far from the boundary, at the order √ ε.
(1.6)
For this linearized Euler system (1.6), we have
Suppose that the initial data u
3,0 ) in (1.6) satisfies the divergence-free condition, the compatibility condition and
Then the linearized Euler system (1.6) admits a unique solution (u
We remark that, the compatibility condition ask
It is exactly the non-slip condition of (N-S ε ) at order 1. Because of its linearity, treating the system (1.6) is still much easier than treating the system (1.3), even with the presence of the given boundary function u B,1 3 (t, x 1 , 0). So, to prove Theorem 1.3, we can simply follow the lines of the proof of Theorem 1.2 as in [6] .
Before giving the well-posedness results on (P1) and (P2), we need the following weighted analytic function spaces in tangential variable. We also remark that there is no coupling between (U p,0
3 ) and U p,0 2 . Then, the strategy consists in separately solving the systems (P1) and (P2). Definition 1.4. Let 1/2 < ℓ ≤ 1 be given throughout the paper. With each pair (ρ, a) with ρ > 0 and a > 0 we associate a space X ρ,a of all functions u(
where we use the convention 0! = 1. We endow X ρ,a with the norm
The well-posedness of the system (P1) can be stated as follows. for some a 0 > 0, ρ 0 > 0 and τ 0 > 0 and
Then there exist T > 0, τ > 0 and a pair (ρ, a) with ρ, a > 0, such that the system (P1) admits a unique solution (U p,0
, and moreover
Here we consider the well prepared initial data, that is the initial data are independent of x 2 . (ii) We want to remark that once we find U p,1 3 , we can obtain U p,0 1 using the divergence-free property in the third equation of the system (P1).
be the solutions to the system (P1) given by the theorem above. Then we see (P2) is a linear parabolic equation, and we have the following theorem concerned with its well-posedness. 
By the two theorems above we obtain the well-posedness for the boundary layer equation of the system (N-S ε ) in the frame of analytic space in tangential variable.
The paper is organized as follows. In section 2, we formally derive the governing equations of the outer flow inside the domain and the systems (P1) and (P2) which describe the fluid motion inside the boundary layer. The sections 3-4 are devoted to proving the well-posedness of the system (P1). Finally, we give some brief ideas of the proof of Theorem 1.7 for the well-posedness of equation (P2) in the section 5.
Formal asymtotic expansion
First of all, we want to give a few words to explain our special choice of the order of the expansions of the velocity and the pressure. Indeed, we remark that as for the formulation of Prandtl boundary layer equations, we are only interested in the leading orders which are necessary to allow us to formally obtain the governing equations of the evolution of the boundary layer. By using the asymptotic expansions (1.1) and (1.2), we have the following asymptotic identities for the leading terms up to order ε 1/2 and all the remaining terms are of higher order in ε.
(2.1)
2.1.
Formal derivation of the fluid behavior far from the boundary. We put all the asymptotic identities (2.1) into the system (N-S ε ) and we deduce that
Taking the limit y = x3 √ ε → +∞ (ε → 0), the divergence-free property writes
At the leading term of ε −1 in (2.2), we simply have
Then, classical calculations (see Grenier-Masmoudi [15] or Chemin et al. [5] ) give
At the order ε −1/2 in (2.2), we have
Remark 2.1. Identities (2.5) and (2.7) mean that the limit behaviour of the outer flow is two-dimensional, as predicts the Taylor-Proudman theorem.
At the order ε 0 in (2.2), taking into account (2.5) and the divergence-free condition (2.3), we obtain (2.8)
Now, by applying ∂ 2 to the second equation of the system (2.8), we obtain
which means that there exist g 1 (x 1 , x 3 ) and g 2 (x 1 , x 3 ) such that
Now, differentiating the first and third equations of (2.8) with respect to x 2 , we obtain
By taking |x| → +∞ in the second equation of (2.8), we conclude that g 1 ≡ 0. Thus, the system (2.8) becomes the following 2D Euler-type system with three components in the half-plane, which is the formal limiting system of (N-S ε ) far from the boundary as ε → 0
Since this system is independent of x 2 , for the compatibility, we need to impose the well prepared initial data, which means that
. The boundary condition will be discussed in (2.17).
The system (1.3) will be completed with a boundary condition for the second component u I,0 2 . In fact, the trace function u I,0 2 (t, x 1 ) on the boundary {x 3 = 0} satisfies the following system
At the order ε 1/2 in (2.2), using (2.7) and the divergence-free condition (2.3), we obtain the system
We also remark that we can not obtain any determined boundary condition for u I,1 , but only a condition depending on the boundary condition of u B,1 . Indeed, on the boundary, we recall the value of u I,j i is related to the value of u B,j i by the equation
Using the same argument, we can prove that ∂ 2 p I,1 = 0, and we obtain the following 2D linearized Euler-type system with three components in the half-plane
. Here, we also suppose that the initial data are well prepared, i.e. independent of x 2 .
Formal asymptotic expansions inside the boundary layer.
Inside the boundary layer (in the domain 0 < x 3 ≤ √ ε), we consider the Taylor expansions
Performing the change of variable
is the trace of f on {x 3 = 0}. Now, we will rewrite the identities (2.1), taking into account the expansion (2.9). First, we have
where we note
The derivatives of u ε with respect to tangential variables write
where m = 1, 2. For the normal variable, we have
Thus,
For the non-linear term, we only give the explicit calculations for the first orders of its expansion. We write
Then, we have
For the Coriolis forcing term (the rotation term), we have
Finally, the pressure term is (2.12)
where (2.13) (2.14)
2.3.
Incompressibility and boundary conditions. The divergence-free property of the velocity field is rewritten as follows
Inside the boundary layer, using the expansion (2.3) and (2.9), we deduce the following divergence-free condition ε
Thus, we obtain the incompressibility of the boundary layer (2.15)
Moreover, we have ∂ y u B,0 3 = 0, which, by taking y → +∞, gives u B,0 3 = 0. For the boundary condition in (N-S ε ) on {x 3 = 0}, we have
In particular, u
2.4.
Formal derivation of the governing equations of the fluid in the boundary layer. Now, we consider the system (N-S ε ) near {x 3 = 0}, using the asymptotic formal (2.10) -(2.12).
At the order ε 
At the order ε −1/2 , we have
or in a equivalent way, using the new velocity and pressure defined in (2.14), (2.20)
and
Using the divergence-free properties (2.3) and (2.15), we also have
We deduce that (U p,0
3 ) is a divergence-free vector field which is independent on x 2 . The fact that 
From (2.4) and (2.6), we deduce that
We also remark that the boundary condition applying to the third equation of the Euler system implies that
Then, using the new velocity and pressure defined in (2.11) and (2.13), we get
Taking into account the divergence-free condition (2.15), the identities (2.18) and (2.19), and (U p,0
3 ) is independs on x 2 , we deduce that (U p,0
We remark that the above system is not complete, since we need another equation for the component U p,1
3
. At the order ε 1/2 , we have
Here, we are only interested in the component U p,1 3 . Using the fact that ∂ 2 U p,1 3 = 0, we obtain
Collect all the above formal calculations, we deduce the following governing equations of the boundary layer 
and (P2)
Claim: The pressure term of the (P2) satisfies ∂ 2 P p,0 = 0.
Indeed, applying ∂ 2 to the first equation of the systems (P1) and (P2), and using the fact that
we deduce that
This means that, modulo a contant, we have
where
is to be determined and
We recall that, from (2.20), we have
is the solution of the system
and we recall that
1 . So, in fact, we will find ∂ y G 1 by solving the following system (2.22)
where α 1 is a given function, with α 1 (0) = 0. For the case of well prepared data, we consider the initial data to be independent of x 2 , so α 1 ≡ 0 and it is easy to see that the system (2.22) admits 0 as a trivial solution. Then, the uniqueness of this solution implies ∂ y G 1 (t, .) ≡ 0. Replacing y = 0 in (2.22) , we obtain G 1 (t, 0) = 0, and so G 1 (t, .) ≡ 0, for any t ∈ R + .
Well-posedness of the boundary layer system
In this section we will prove the well-posedness for system (P1). Since the pressure term in the first equation of (P1) is unknown, we begin with handling the second one to prove the existence of U p, 1 3 and then use the divergence-free property to find U The main result of this section can be stated as follows.
Theorem 3.1. Suppose the initial data u 0 ∈ X ρ0,a0 for some ρ 0 > 0 and a 0 > 0 and satisfies the compatibility conditions. Then the system (3.1) admits a unique solution
for some ρ * > 0, a > 0 and T * > 0.
We now proceed the proof of the theorem 3.1 through the following parabolic approximations.
The approximate solutions. Consider the following regularized system, for ε > 0,
The above is a nonlinear parabolic equation, and from classical theory we can deduce the following local well-posedness result.
Theorem 3.2. Suppose the initial data u 0 ∈ X 2ρ0,a0 for some ρ 0 > 0, a 0 > 0 and satisfies the compatibility conditions. Then the system (3.3) admits a unique solution
for some 0 < a < a 0 independent of ε and T ε > 0 depends on ε .
Uniform estimates for the approximate solutions. We will perform the uniform estimate with respect to ε for the approximate solutions u ε given in the previous Theorem. The main result here can be stated as follows.
is a solution to the initial-boundary problem (3.3). Then there exists 0 < ρ * ≤ ρ 0 , depending only on
where C is a constant depending only on a 0 , ρ 0 , τ, u I,0 3 Aτ and u I,0 1 Aτ , but independent of ε.
To prove the above proposition, we need another two auxiliary norms |·| Yρ,a and |·| Zρ,a which are defined by
The following energy estimate is a key part to prove Proposition 3.3.
; X ρ0,a ) be a solution to the initial-boundary problem (3.3) and 0 < ρ(t) ≤ min {ρ 0 /2, τ /3} a smooth function. Then for any t ∈ [0, T ε ],
The proof of the proposition above is postponed to the next section, and we now use it to prove Proposition 3.3.
Proof of Proposition 3.3. To simplify the notations we will use C in the following discussion to denote different suitable constants, which depend only on a 0 , ρ 0 , τ, u Let ρ ε be the solution to the differential equation:
or equivalently
Observe, for any 0 < ρ,ρ ≤ ρ 0 /2, we have
which along with Cauchy-Lipschitz Theorem gives the existence of ρ ε to equation (3.7). Now choosing ρ(t) = ρ ε (t) in (3.6) and observing (3.7), we can rewrite (3.6) as
Thus, using (3.7),
In view of (3.8) for T ε be small sufficiently we have
and thus it follows from (3.9) that, for any t ∈ [0, T ε ],
with C depending only on a 0 , ρ 0 , τ, u , but independent of ε. Thus by general Gronwall inequality, we conclude
As a result, in view of (3.8) we see
So if we choose T * such that
By (3.10), it follows that
This completes the proof of Proposition 3.3.
Completion of the proof of Theorem 3.1. Due to the uniform estimate (3.4), we can extend the lifespan T ε to T * with T * defined in (3.11), following the standard bootstrap arguments. Thus we see for any ε > 0 the system (3.3) admits a unique solution
with T * , ρ * , a, C independent of ε. Thus letting ε → 0, the compactness arguments show that the limit u ∈ L ∞ ([0, T * ]; X ρ * ,a ) solves the system (3.1), proving Theorem 3.1.
Proof of Theorem 1.5 . Taking
the system (3.1) implies that the function
So we need to check the boundary condition 
1 , using the divergence-free properties of u I,0 , we have firstly
On the other hand, since u and ∂ 1 p I,0 , it is enough to put
We then complete the proof of Theorem 1.5.
Uniform energy estimates
In this section we proceed through the following lemmas to prove Proposition 3.4. To simplify the notations in the following proof we will write u instead of u ε , omitting the superscript ε, and use C in the following discussion to denote different suitable constants, which depend only on a 0 , ρ 0 , τ, u In view of the definition of |·| Xρ,a it suffices to estimate terms
and m≤2
Here we first treat the terms in (4.2), and the ones in (4.1) can be deduced similarly with simpler arguments.
To do so, we use the notation ω = ∂ y u. Then it follows from (3.1) that
Thus the function, defined by
solves the equation
From the first equation in (4.3), it follows that
In the following lemmas, let 0 < a(t) < a 0 to be determined later, and let 0 < ρ = ρ(t) ≤ min {ρ 0 /2, τ /3} be an arbitrary smooth function of t.
Lemma 4.1. A constants C exists such that for any N ≥ 3,
, and
Xρ,a .
Proof. We have, integrating by parts,
≤ |u| Xρ,a , and thus the desired results follow, completing the proof.
Lemma 4.2. There exists a constant C such that for any ρ with 0 < ρ ≤ τ /3, we have
can be written as, for anyε > 0,
.
Then it suffices to show that 6) and
Zρ,a .
(4.7)
We will proceed to prove the above estimate through the following steps.
Step (a) We begin with several estimates to be used later in the proof. Firstly in view of the definition of |·| Yρ,a given in (3.5), we may write
where |u| Yρ,a,m is defined by
Next from the relations (3.2) it follows that
Zρ,a , and that for j ≥ 1,
where |u| Z ρ,a,k is defined by the relation |u| Zρ,a = k≥0 |u|
Thus we conclude
Using the Sobolev inequality
, gives
due to (1.4).
Step (b). We now prove (4.7). For this purpose we use (4.11) and (4.9) to calculate
On the other hand, by virtue of Young's inequality for discrete convolution (cf. [17, Theorem 20 .18] ) we have
Zρ,a , since ρ ≤ τ /3. And direct computation yields
Then we obtain (4.7), combining the above inequalities.
Step (c). Now we check (4.6) and write
For the term S 2,m , we use (4.8), (4.9) and (4.10) to compute
Yρ,a,m , and thus
the last inequality following from the fact that
Moreover, by virtue of Young's inequality for discrete convolution (cf. [17, Theorem 20.18] ) we obtain
Combining these inequality we conclude 
Proof. The treatment of R 6 , R 9 is exactly the same as in the proof of (4.6). The other terms can be deduced similarly by following the proof in Lemma 4.2 with slightly changes, and the arguments here will be simpler since there is no the highest derivative ∂ 
Lemma 4.5. We have
Xρ,a,m .
Proof. Firstly we calculate, integrating by parts and using the relation (3.2),
Integrating by parts and using the boundary condition in (4.3), we have
Now we check the boundary value of ∂ y ϕ. In view of (4.4) we see
. And moreover, using the relation
Moreover, In view of (1.5), we can repeat the arguments in Lemma 4.2 and Lemma 4.3, to obtain, observing ρ < τ /4,
Combing these inequalities above, we conclude
which, along with (4.12) and (4.13), yields the conclusion, completing the proof. 
Proof. Using the equality (4.5) and Lemma 4.5, we obtain 
the last inequality using the fact that ρ < τ /3. As a result, combining the equalities above yields Thus Claim (3.6) follows and the proof is complete.
Existence of solution for second component
In this section, we determine the second component U Then, the first equation of the system (P2bis) becomes
