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"... reproducing the brain was only a matter of constructing a 
large enough neural network ..." 
source unknown 
Within the field of analytical chemistry, data processing and interpretation 
plays an important role. An analytical chemist has a variety of methods to 
his/her disposal, ranging from numerical, mathematical statistical methods to 
techniques originating from artificial intelligence1,2, like expert systems [20,37], 
genetic algorithms [29,50,51] and artificial neural networks [75]. 
Artificial neural networks are developed initially as a model for their biological 
counterparts. With the rising of the computers, these models could be simu-
lated and besides the initial goal, later research was also directed at exploring the 
possibilities of using (and improving) these models for performing specific tasks. 
This research on neural networks has led to the development of various types of 
neural networks, suitable for different types of problems. At present, for some 
types of artificial neural networks the terminology is one of the few resemblances 
with biological neural networks. Two popular neural networks are the multi-layer 
feed-forward (MLF) neural network and the Kohonen self-organizing feature map 
(Kohonen networks). The MLF networks are used most often, but other networks 
also gain popularity nowadays. 
In the last decade, research on artificial neural networks has shown an explosive 
growth. They are applied often in fields like speech recognition and image recog-
nition. To judge whether neural networks are also applicable within the field of 
analytical chemistry, the following questions might be considered: 
- Which types of neural networks are available, what are their characteristics 
and how can the networks be improved? 
- What are the advantages and disadvantages of neural networks and when 
can these networks be used? 
- What is the relation between neural networks and other methods? What 
are the differences and similarities? 
- For which types of problems are the networks suited and what are the 
characteristics of those problems? 
- What is the best representation for the problem (and its solution) to achieve 
an optimal information exchange between the problem/solution and the 
neural network? 
1
 "daß Computerintelhgenz behebig kopierbar ist, wärend man jedem Menschen 
vom Säuglingzustand beginnend alles wieder neu beibringen muß. " [98] 
2
 "Knowledge-based systems cannot replace babies [98] 1, but they may give the 
analytical chemist the time and energy to raise them. " [20] 
2 
I he research described in this thesis has an explorative character. It is almost 
entirely devoted to the (im)possibilities of applying artificial neural networks for 
problems in analytical chemistry. This thesis intends to provide the reader with 
some answers on the questions raised above. 
As this research started on the laboratory for analytical chemistry in 1988, 
only a few publications of applications on chemical problems were known, but 
during the last years this changed considerably. Nowadays the use of neural 
networks is more common, and a lot of papers have been published which deal 
with applications of neural networks on chemical problems [101]. 
The chapters of this thesis are not given in chronological order, but a division 
is made according to the type and form of the networks that were used. This 
has led to a division of this thesis in three parts: one general part, and two 
parts addressing the fundamentals and applications of the MLF networks and the 
Kohonen networks, respectively. 
The work described in this thesis is also presented in papers. Most papers 
are included as a whole3 to make the chapters self-containing. Therefore, the 
terminology might vary from one chapter to another and a few parts possess 
some redundancy. 
Parti. Introduction 
Chapter 2 The chapter starts with a short review of the turbulent history of 
artificial neural networks. Various types of neural networks have been developed, 
each suited for different kinds of problems: (auto-)associative memory, gener-
alization, optimization and data reduction. The choice of the type of network 
depends on the nature of the problem to be solved. In this chapter a description 
is given of the different types of problems, and of the basic ingredients the various 
types of networks have in common. The chapter ends with a short list of the 
most familiar neural networks. 
Part 2. Multi-layer feed-forward neural networks 
Chapter 3 This chapter starts with the theory concerning MLF neural net-
works. The way they operate and how they can be trained is explained here. 
The remainder and largest part of the chapter addresses the aspects that are 
associated with the application of the networks in practice. 
If the relation between a problem and solution is unknown, the solution can 
not be derived directly, e.g. mathematically, from the problem. In such cases an 
3Except for two papers: part of one paper is not included in this thesis, and another 
paper is split into two parts. 
3 
indirect path has to be found to establish a link between problem and solution. A 
MLF neural network is capable of modeling non-linear relations between problem 
and solution, based on examples of such a problem with its associated solution. 
The networks have to be trained. A number of examples are presented to a 
neural network repeatedly during this training, to enable the network to model 
the relation bit by bit. This relation has to be enclosed implicitly in the data 
set with examples. The trained networks form a link between on one side the 
description of a particular problem and on the other side a description of the 
associated solution. 
The networks may be divided into two types: networks with binary output, 
which may be used for classification or qualification problems, and networks with 
continuous outputs, which may be used for quantification or (auto-)association. 
The relationship between the networks and other, more established statistical and 
numerical techniques is touched on in this chapter. 
Besides the network itself, also other aspects appear to be important during 
the development of a working neural network system, like data preprocessing and 
interpretation of the network output. In this chapter much attention is paid to 
the development of a complete neural network system and to the problems which 
may be encountered. This is described in the form of a protocol. 
Different applications of the MLF networks concerning classification, qualifi-
cation and quantification are described in Chapter 4, 5 and 6, respectively. 
Chapter 4 In this chapter two applications are described in which the neural 
networks are used for classification problems. 
The first application concerns the classification of algae based on flow cytometer 
data. To determine the concentrations of various algal species, a flow cytometer 
may be used. This instrument measures six to eight optical parameters per 
individual algal particle. These parameters define a multi-dimensional space, in 
which the different algal species form clusters. However, these clusters often 
have an irregular shape and show much overlap, which causes failure of many 
conventional pattern classification techniques. In this research MLF networks are 
used to classify the algal particles. 
Three experiments are described: first, the capability of the networks to dis-
tinguish between two classes, poisonous and non-poisonous species, is studied. 
If the right choice of two or three dimensions is taken, the clusters of the two 
algal species may even be separated by eye. The results achieved with the MLF 
networks and with the visual analysis are comparable for this relatively simple 
problem. The second experiment concerns the classification of eight different 
algal species. In this case a visual analysis is not possible any more; the clusters 
show too much overlap. The concentrations the network predicts are in good 
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agreement with the true concentrations (which are determined from the mixing 
ratios). In the third experiment the robustness of the neural network systems 
towards changes in an instrumental parameter, the laser power, is studied. To 
test this, the laser power is added as an extra parameter. Without this parameter, 
the networks appear to perform best if the laser power is kept constant. If this 
power is changed, the best performance is obtained if the laser power is added as 
additional parameter. 
In the second application a problem is issued that may occur for pattern clas-
sification problems, namely drift. Often neural networks are trained only with 
examples that are measured just after the calibration of an analytical instrument. 
In that case, no or hardly any drift is incorporated in these examples. If the trained 
networks are then used to process measurements in which a certain amount of 
drift is incorporated, the network will no longer be able to predict the correct 
class the measured objects belong to. 
Often the following calibration procedure is applied: in between the measure-
ments of the real samples also calibration samples are measured of which the 
characteristics are known. A difference between a measured value and a known 
value may indicate the presence of drift. If this difference is large, one may cali-
brate (tune) the instrument, or correct the measurements of the real samples for 
this drift. The latter procedure is preferred if the calibration of the instrument is 
not straightforward. However, the more complicated the nature of the drift, the 
more calibration samples have to be measured to describe the drift in detail. Cor-
rection of the measurements for drift may be done in different ways, depending 
on the nature of the drift. 
A procedure that is applied often, is subtraction of the amount of drift (derived 
from the measurement of the calibration sample) from the measurements of the 
real samples. In this study an alternative method is proposed: the amount of 
drift is added as an extra variable. The effect of both drift correction strategies 
on the performance of a neural network is investigated. For this purpose different 
data sets, with different amounts of non-linear drift, are simulated. Although this 
type of drift can not be described fully based on only a single calibration sample, 
the correction is based on just one sample. It appears that if the first correction 
strategy is applied (subtraction), the description of the drift is not sufficient. For 
the second correction strategy (extra variable), even this incomplete description 
suffices. 
Chapter 5 In this chapter an application is described in which the networks are 
used for a qualification problem. The interpretation of infrared spectra requires 
much time and expertise. In this study it is investigated whether neural networks 
are capable of lightening this task. It would be nice if the networks could appoint 
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the appropriate chemical compound, based on the IK spectrum ot this compound. 
One of the problems which come to the front immediately is the translation of the 
molecular structure into a representation that can be used by the neural networks. 
In this study fragment coding is used to represent the molecular structure. The 
network does not have to give the structure of the chemical compound, but it 
has to indicate the presence or absence of specific fragments. 
The conventional approach is to design one large ('flat') neural network, which 
takes as input a representation of a spectrum and as output a sequence of bi-
nary values indicating the presence/absence of a wide range of fragments. An 
advantage of this approach is e.g. the fact that it is not required to have much 
prescience. Disadvantages are for example: fragments which are difficult to de-
termine may jeopardize the performance of the entire system, extension of the 
system with other fragments requires much work and large networks are relatively 
unmanageable. In this study a different approach is taken: the problem is divided 
into smaller sub-problems. For every sub-problem a separate neural network is 
developed. These networks form the modules of a larger system. A top-module 
may be used to make a rough decision on the presence/absence of specific groups 
of fragments. Depending on the decisions of this top module other modules may 
be consulted to obtain more detailed information. 
As well a flat system as some dedicated modules are developed for a specific 
sub-problem (presence/absence of alcohol and/or carbonyl groups). The dedi-
cated modules perform somewhat better than the flat system. The performance 
of these modules appears to be comparable to the performance of a genuine 
expert. 
Chapter 6 In this chapter an application is described in which the MLF neu-
ral networks are used for quantification. One of the most crucial steps in the 
development of a neural network system is the choice of the representations of 
the problem and the solution. The relevant information, present in the examples, 
must be passed on to the network. In this study, neural networks are used to 
predict properties of a chemical compound, based on the molecular structure of 
the compound. In the chapter much emphasis is put on the representation of 
the molecular structures. Many representations are described, but, since a neural 
network imposes certain restrictions upon the used representations, a lot of them 
appear to be unsuitable. Therefore, an alternative representation is introduced, 
i.e. type distance counting. 
First, the performance of neural networks using this representation is tested 
on a simple problem: the prediction of the boiling points of small alkanes and 
alkenes, based on their molecular structure. The results achieved on this rather 
homologous series of molecules appear to be quite good. Next, a more chal-
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lenging problem is tackled: the prediction of the (HPLC) retention index of a 
chemical compound, again based on its molecular structure. The effect of dif-
ferent representations, including type distance counting, on the performance of 
neural networks on a small data set is investigated. The type distance counting 
appears to result in the best performance. Next, the performance of the neural 
networks using this representation is studied for different data sets. This perfor-
mance is compared with the performance of MLF networks using fragment coding 
and with the performance of an expert system using this same fragment coding. 
For the smaller data set the results of the networks, using the type distance count-
ing, are slighty better than those of the expert system, using fragment coding. 
For the larger data set, the networks outperform the expert system. The neural 
networks using the fragment coding perform worse than both expert system and 
the networks using the type distance counting. 
Part 3. Kohonen self-organizing feature maps 
Chapter 7 An entirely different type of neural network is the self-organizing 
feature map or Kohonen network. As opposed to the MLF network, the Kohonen 
network is trained in an unsupervised way. Again examples are presented to the 
network repeatedly, but this time the examples consist only of a description of the 
problem. Solutions are not presented to the network. The network constructs on 
basis of these examples a one- or more-dimensional 'map' in which the examples 
are ordered. The network tries to preserve the topology of the data set as much 
as possible. 
The chapter starts with the theory concerning the Kohonen network. In this 
part the operating and training of the network is explained. The network is suited 
for tackling different problems: clustering, data reduction and topology studies. 
Again much attention is paid to the development of a complete system and to 
the problems which may occur. 
Chapter 8 In this chapter the Kohonen network is used to study the topology 
of a large data set. In Chapter 5 an application of the MLF network is described: 
the interpretation of IR spectra. In that study dedicated modules are developed, 
specialized in specific sub-problems. The modules indicate the presence or ab-
sence of (groups of ) fragments. By linking of these modules a more and more 
detailed answer may be obtained. However, it is not straightforward to deter-
mine which (groups of ) fragments should be joined together into one module, 
and which (groups o f ) fragments should be assigned to different modules. In the 
study described in Chapter 5 this division is made based on the appearance of 
the fragments: similar fragments in one module, dissimilar fragments in separate 
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modules. To achieve a division based on the spectra more insight in the data set 
would be helpful. 
In this chapter the high-dimensional data set of IR spectra used in Chapter 5 
is mapped onto a two-dimensional map, with a Kohonen network. The network 
ordered the spectra during the training. 
After the training, every spectrum has been labeled with information on the 
presence or absence of an amount of fragments. Some fragments appear to be 
ordered in the map: these fragments possess such strong spectral features that 
they are clustered. Other fragments which do not possess strong spectral features 
will be spred all over the map. In this way, additional information is obtained on 
the position of the fragments in the map. The information on the (dis)similarities 
of the spectra, obtained by application of the Kohonen network, may be used to 
determine a modular structure for the IR interpretation system that is described 
in Chapter 5. 
Chapter 2 
Chemometrics and artificial neural 
networks 
In this chapter some general information is provided. 
The chapter starts with a historical introduction and a description of 
the different problem domains were neural networks are applicable. 
A general description of the basic ingredients and the different types 
of neural networks is also given, and the chapter ends with a short 
(not exhaustive) overview of neural networks that are developed by 
various researchers. 
"If the brain was simple enough to be understood 
too simple to understand it.v 




Chemometrics is the subdiscipline of analytical chemistry which concerns the 
design and selection of optimal measurement procedures and experiments and 
the extraction of as much relevant information as possible from chemical data. 
The fast development of analytical chemical instrumentation together with the 
need for more quality control leads to more and more data and to the demand 
for advanced data interpretation methods. 
Traditionally, mathematical and statistical methods are used for data process­
ing and interpretation. Standard numerical techniques, however, are incapable of 
solving some of the more complex problems. For such complex problems nowa­
days other methods are also used, such as expert systems [20,37]. Expert systems 
combine by means of an inference process the theory underlying a specific prob­
lem and available human expertise, e.g. heuristics. Unfortunately human expert 
knowledge often is very hard to acquire and expert systems are also still limited to 
restricted domains. Another method which has recently gained interest is the ge­
netic algorithm technique [29,50,51]. This is a powerful optimization technique, 
but it can only handle limited, though complex, problems and a lot of experience 
is needed to apply it. 
Artificial neural networks have been developed initially as models for their 
biological counterparts. The computerized version of this model is well suited 
for performing typically human tasks, such as memorizing objects, recognizing 
(symbolic) patterns, generalizing, estimating parameters and making decisions. 
These properties seem promising for overcoming some of the shortcomings of the 
more 'traditional' data interpretation techniques. 
For these reasons neural networks are being more frequently used, by re­
searchers as well as practitioners [101]. 
Probably one of the earliest descriptions of some of the main ideas of (biological) 
neural networks is found as far back as 1890, in a psychology book written by 
James [39], and the foundations of artificial neural networks are perhaps given 
by McCulloch and Pitts [55] in their paper of 1943. These authors tried to un­
derstand the functioning of the nervous system by defining primitive information 
processing elements, which were based on mathematical logic, that form ab­
stractions of the properties of biological neurons and their connections. In 1949 
Hebb [33] described a learning rule which was derived from observations done in 
neurophysiological experiments on biological neural networks. Remarkably, the 
'This entire chapter, Chapter 2, is part of the paper that will be published as 
Smits J R M , Meissen W.J , Buydens L M С, Kateman G , "Using artificial neural net­
works for solving chemical problems I Multi-layer feed-forward networks " Chemomet­
rics and Intelligent Laboratory Systems 
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learning rule embedded in the bulk of the current artificial neural networks is 
based on this so-called Hebbian learning rule. 
At that time research was still theoretical because there was no sophisticated 
computer technology available. With the increasing availability of computers, 
the neural network models could be simulated and tested 'in practice'. A famous 
example is the Perceptron, developed by Rosenblatt [72]. It was the first precisely 
specified, computationally oriented neural network and it was an impetus for the 
growth of research on (artificial) neural networks. Increasingly more scientists 
devoted their time to neural network research and the (future) capabilities of 
the neural networks were believed to be tremendous. This rather exaggerated 
expectation, together with the claims that appeared in the newspapers2, created 
an atmosphere of irritation and disappointment, in which the book of Minsky 
and Papert [59] could flourish. In this book the authors show the limitations of 
Perceptrons. The book, which predicts the uselessness of more complex neural 
networks, has had a very negative impact on neural network research, which 
caused loss of research funding. 
However, this prophecy turned out to be wrong. Fortunately, a few scientists 
were not discouraged by the disappointments and their persistency resulted in 
the final breakthrough: the development of a learning rule, back-propagation, for 
more complex networks which were capable of dealing with more complex (non-
linear) problems than was the Perceptron. This learning rule was developed almost 
simultaneously in three places. A detailed description of this rule and parallel 
distributed processing is given in a two-volume book by Rumelhart, McClelland 
and the PDP research group [75]. 
This revival has led to an expansion of the research on artificial neural networks 
and they are being more frequently applied to chemical problems. However, the 
appearance of the present artificial neural networks have very little in common 
with the original biological neural networks any more. 
Research has led to the development of different types of neural networks. 
They are all composed of units, neurons, and connections between them. These 
units act in parallel and locally, and together they determine the global behavior 
of the network. Most networks are trained or initialized with examples. Once a 
network has been trained, it may be used if it fulfills the requirements specified 
in advance. The latter may be verified by presenting a set of test examples to 
the network and monitoring the network's performance. 
2Frankenstein Monster designed by Navy Robot that Thinks, headline in an Okla-
homa newspaper, 1962 
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2.2 Problem domains 
Neural networks may be used for different kinds of problems. Basically, there are 
four main types of problems/applications where neural networks could be useful: 
(auto-)associative memory, generalization, optimization and data reduction. 
In the sequel, the terms problem and solution are used to refer to the overall, 
abstract, problem and solution. The terms input object and output object are 
used to refer to a specific instance of the problem and its associated solution, 
respectively. The terms input pattern/vector and output pattern/vector are used 
to refer to the numerical representations of the input and output object, respec-
tively. 
Memory 
A neural network may be used as a memory, i.e. to recall stored patterns. If 
a data set with examples (input patterns together with their associated output 
patterns) is memorized, the network should be capable of recalling the correct 
output pattern when the corresponding input pattern is presented again. 
If the input pattern and the associated output pattern are identical, the mem-
ory is called auto-associative. A noisy or incomplete pattern is presented to the 
network to obtain a noise-free or complete pattern. 
Usually such an associative network is initialized or trained with a set of 
examples taken from the data base. After this procedure, the network reflects 
or models the association between each input-output pattern combination. The 
complexity of the model is not important. It does not matter whether each 
specific association is memorized or whether a more abstract relation is built that 
is valid for more input-output pattern pairs. 
Neural networks suitable for this task are e.g. perceptron-like networks (sec-
tion 2.4 and chapter 3) and Hopfield-like networks (section 2.4 and ref. [58]). 
Generalization 
If the network can not only recall output patterns previously stored during a train-
ing or initialization phase, but can also predict output patterns associated with 
input patterns it has never seen before, the network is said to generalize. In this 
case the model that the network has built based on the training examples has 
to be more general. It should not only memorize the relation between specific 
input-output pattern pairs, as in an associative memory, but it should model such 
a relation for an entire domain. This is a much more difficult task and it imposes 
constraints on the design of the network and the composition of the training set. 
Neural networks which can perform these tasks are e.g. perceptron-like net-




Another class of neural networks is capable of optimizing non-optimal situations, 
given some constraints and a measure, i.e. a cost or energy function, to express 
the quality of the solutions. 
Neural networks suitable for this task are e.g. Hopfield-like networks (sec-
tion 2.4 and ref. [58]). 
Data reduction 
A pattern (representing some object) consists of a number of variables. This 
number may be high and for various reasons it may be desirable to reduce it, e.g. 
variables may be relatively unimportant or highly correlated. 
Neural networks suitable for this task are e.g. perceptron-like networks (sec-
tion 2.4 and chapter 3) and Kohonen-like networks (section 2.4 and chapter 7). 
2.3 Types of neural networks 
Since the foundation of artificial neural networks, a variety of different types 
has been developed. The choice of the network type depends on the particular 
problem to be solved. Before discussing different types of networks, some basic 
building blocks will be listed. 
2.3.1 Basic ingredients 
In general, artificial neural networks are composed of the following basic building 
blocks: 
- units (neurons or processing elements) 
Units may be associated with some objects in different ways. Each object 
may be associated with exactly one unit or with a set of units together. 
The last possibility is termed parallel distribution. The way the units are 
organized, e.g. in layers or other configurations, is important. 
- pattern of network connections 
The units are connected with each other by network connections. Units 
and their connections together determine the structure of the network. Via 
these connections the units are able to send/receive signals to/from each 
other or the outside world. 
- weights of connections 
Every connection is associated with a connectivity strength, a weight. These 
weights play an important role in the propagation of signals through the 
network. Every signal passing a connection is multiplied by the weight 
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associated with this connection. The weights contain information, in a 
distributed sense, on the relation between the input and output patterns of 
the network. 
- activity of units 
The activity of a unit depends on the signals the unit receives and influences 
the final signal the unit will send. 
- activity function 
In each unit the incoming signals are processed to form a net input. This 
net input, together with the actual activity, determines the new activity of 
the unit via the activity function. 
- transfer function (output function) 
The output signal of a unit is determined by applying the transfer function 
to the activity of that unit. The pattern of outputs of all units which 
emerges, determines which object is involved. 
- learning rule 
Optimal weight values must be found for the network to function properly. 
These values are achieved by training the network, i.e. by adapting the 
weights according to some learning rule. 
- environment 
The environment of a neural network is made up of the problem and solu-
tion. Both problem and solution impose constraints on the structure of the 
network. 
Not every neural network contains all of these building blocks. In this thesis 
the specific details of two network types, multi-layer feed-forward (MLF) neural 
networks [75] and Kohonen networks [44], will be given. 
2.3.2 Overview 
In section 2.2 several problem domains were mentioned in which neural networks 
could be applicable. There are many different networks, each with its own capa-
bilities and limitations. In this overview a description is given of the basic types 
of neural networks. 
Globally, neural networks may be subdivided into three basic types, suited for 
modeling, self-organization, and optimization, respectively. 
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Modeling 
If a neural network is used for modeling, it has to build a model of the relation 
between the given problem and solution, i.e. it has to be able to transform an 
input pattern to the associated output pattern (pattern association). 
These types of networks are trained in a supervised way: they are provided 
with input-output pattern pairs and extract the model from these examples. Once 
the network has built this model, it may be used, after some validation procedure, 
to predict output patterns for new input patterns. 
An example of this type of network is the multi-layer feed-forward neural 
network (chapter 3). 
Self-organization 
If only examples of input patterns without their output patterns are available, so-
called self-organising neural networks may be applied which are able to organize 
themselves by the presented training data. Such neural networks will reflect 
the structure present in the training set. The network is not forced to give a 
specific solution, since this solution is not known. The networks are trained in an 
unsupervised way. 
An example of this type of neural network is the Kohonen self-organizing 
feature map (chapter 7). 
Optimization 
A third type of neural network may be used to solve optimization problems. Such 
a network may be initialized with a far from optimal situation and the network 
will optimize the given situation by itself, provided that the network has some 
measure for the quality of the solutions. 
An example of such a network is the Hopfield network, (ref. [58]). 
2.4 Short overview of neural networks 
In chapters 3 and 7 two types of neural networks, MLF and Kohonen, will be 
described. A variety of other networks has been developed. Some of these differ 
substantially with respect to their architecture and functionality from the above-
mentioned networks, whereas others are closely related to the types of networks 
presented in this thesis. In this section a number of networks will be discussed 
briefly, more or less in their chronological order of appearance. 
Percept ron 
The Perceptron [72, 59] is the first precisely specified, computationally oriented 
neural network. It may be regarded as the predecessor of the current artificial 
neural networks. With respect to its functionality, the perceptron is only suited 
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for classification problems in which the classes are linearly separable. The network 
is trained in a supervised manner and the weights are updated if and only if the 
network makes a wrong decision. 
Adaptive linear element (ADALINE) 
ADALINE [95] is also one of the earlier networks. The former name was adaptive 
linear neuron, but 'neuron' was replaced by 'element' when the neural networks 
fell into disgrace. ADALINE is in many aspects similar to the perceptron. The 
network is trained under supervision and uses a principle on which the back-
propagation learning rule is based, i.e. the weights in the network are updated by 
small steps which are proportional to the difference between the desired and the 
actual solution (the Widrow-HofF rule). 
Neither the perceptron nor the ADALINE network are used much at present. 
Brain state in a box (BSB) 
BS В [3] is a linear auto-associative network which closely resembles the Hopfield 
network. However, it is usually not fully interconnected and the weight matrix is 
not required to be symmetric. A non-linear post-processing algorithm is invoked 
to deal with spurious network states [63]. 
Auto-associative networks like BSB, BAM (described in short below), and 
Hopfield are used to fill in missing information or applied as noise-filters. A pos­
sible application is described in [4]. This paper describes how the BSB network is 
used to store diseases and their treatments. Each input vector is a concatenation 
of a description of a disease, its cause, and the treatment. If an incomplete input 
vector is presented to the network, e.g. a disease only, the vector is restored and 
the network comes up with the cause and the treatment. Unfortunately, the BSB 
network appeared to perform far from perfect [63]. 
Hopfield network 
The first paper in which Hopfield describes this network [38] triggered the renewed 
interest in artificial neural networks nowadays. Many of the ideas presented in 
that paper were not new, as Hopfield acknowledged, but the main concepts were 
combined and analyzed mathematically in such a detailed way that this type of 
network is named after Hopfield. For a description of this network the reader is 
referred to ref. [58]. 
Kohonen network 
The Kohonen network [44] is a self-organizing feature map which is trained in 
an unsupervised manner. It maps vectors from a multi-dimensional space onto a 
low-dimensional space, thereby preserving the topology of the data set as well as 
possible. See chapter 7 for a detailed description of the Kohonen network. 
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Boltzmann machine 
The structure and dynamics of the Boltzmann machine [1] are quite similar to 
that of the Hopfield network, but it has a probabilistic updating rule which is 
based on some principles of thermodynamics. The Boltzmann network searches 
for the minimum of its associated energy function and its performance may be 
seriously hampered by getting stuck in local minima. To escape from these, it 
incorporates a technique known as simulated annealing. Much 'thermal' noise 
is added in the beginning of the search and this noise is gradually decreased as 
the search continues. Simulated annealing may also be used for other network 
structures like MLF networks. 
Multi-layer feed-forward neural networks (MLF) 
Multi-layer architectures were described on an early date [1] but they became 
popular when a learning algorithm was described to train MLF networks [76]. 
This algorithm, the back-propagation learning rule, is in fact a generalization of 
the Widrow-HofF rule. See chapter 3 for a description of MLF network and the 
back-propagation learning rule. 
Bidirectional associative memory (BAM) 
The BAM network [45,46] is also similar to the Hopfield network but it can be 
applied as a hetero-associative network as well. There even exists an adaptive 
version (ABAM) in which the weights are trained, as in MLF networks, instead 
of being calculated in advance. 
Learning vector quantization (LVQ) 
LVQ is a supervised extension of the Kohonen algorithm [44] and it is usually 
applied for classification problems. LVQ may also be used to refine a trained 
Kohonen self-organizing feature map to improve its performance when circum-
stances are changing, e.g. when new objects have to be added to the data base 
with which the Kohonen network was trained. 
Counter-propagation network (CPN) 
In the CPN [34] different types of processing layers are combined, with each 
layer having its own kind of functionality. It operates as a look-up table capa-
ble of generalizing. The CPN associates input vectors with output vectors and 
acts comparably to the MLF network. However, the CPN is not as general as 
the MLF. Because of its typical architecture, the CPN requires much less time 
than MLF networks to achieve before convergence of the weights. This network 
may be applied for rapid prototyping, with perhaps the MLF network as the final 
choice for the user-implementation, or used for those problems where a quick 
approximation of the solution is of vital importance. 
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Adaptive resonance theory (AK I ) 
Several versions of the ART network have been developed [31,21]: e.g. A R T I 
which operates on binary input vectors and ART2 which can cope with continu-
ous inputs. Initially, the ART network stores a rather limited number of exemplar 
patterns which correspond to a few distinct classes. A new pattern is checked 
against the best matching exemplar pattern of this set. If the resemblance, which 
is expressed by means of a similarity measure, of the two patterns is below a 
certain threshold, the pattern is defined to belong to a new class and the network 
is expanded with this new class. 
The ART network is inspired by biological neural networks, in which the synapses, 
c.f. the weights, are being modified permanently. According to this so-called 
plasticity principle, biological networks adapt their weights, in order to deal with 
changing circumstances or to perform new tasks. Weight adaptations are made 
without destroying the previously stored information. 
Chapter 3 
Multi-layer feed-forward neural 
networks 
This chapter contains general information on multi-layer feed-forward 
neural networks. 
First the theory is described, and next much attention is paid to the 
aspects of use of these networks. A sub-division of the types of prob-
lems for which they may be used is given and the network is compared 
with some other, more established methods. The chapter ends with 
a detailed protocol, in which practical aspects of the application of 
these networks in general is discussed. 
"The question may well be raised at 
this point of where the Perceptron's 




The multi-layer feed-forward neural networks (MLF) , also called multi-layer per-
ceptron or back-propagation neural networks, are presently popular and are used 
more than other types, for a wide variety of problems. If a solution for a problem 
cannot be derived directly, e.g. mathematically or numerically, from a description 
of a problem, an indirect path has to be found to model the relation between the 
problem and its solution, provided that such a relation exists. 
A relation between problem and solution may be quite general, e.g. the sim-
ulation of a production process (where the problem is defined by the process 
parameters and the solution by a description of the product) or the prediction of 
chemical or physical properties of a chemical compound. A MLF neural network 
is a powerful system, often capable of modeling such (complex) relations. This 
enables the use of a MLF network for predicting an output object for a given 
input object. The network builds a model based on examples with known out-
puts, a process which is referred to as supervised learning. No information about 
the relation to be modeled is given explicitly to the network. It has to extract 
this relation solely from the presented examples, which together are assumed to 
contain implicitly the necessary information for this relation. 
3.2 Theory 
3.2.1 Structure 
A multi-layer feed-forward neural network (Fig. 3.1) consists of three or more 
layers of units: one input layer, one output layer and one or more intermediate 
(hidden) layers. All the units in one layer are connected with all the units in the 
next layer (feed-forward). The number of input and output units depends on the 
representations of the input and the output objects, respectively. Notwithstanding 
these and other restrictions, much variety in the network structure is possible. 
3.2.2 Signal propagation 
Units and their connections form the backbone of a neural network. The general 
appearance of a unit with its connections is shown in Fig. 3.2. In this figure, 
three phases can be distinguished: 
'This entire chapter, Chapter 3, is part of the paper that will be published as 
Smits J.R.M., Meissen W.J., Buydens L.M.C., Kateman G., "Using artificial neural net-
works for solving chemical problems. I. Multi-layer feed-forward networks." Chemomet-





Figure 3 1: A MLF network with one input layer, one hidden layer and one output layer. 
See paragraph 3 2 2 for an explanation of the different phases 
Figure 3 2. Basic processing element of a neural network. 
1. A unit receives and sends signals from and to other units or the outside 
world via the connections. Every signal is weighted by a weight factor that 
is associated with the connection. 
2. The received weighted signals together determine the net input to the unit. 
For the units in a layer the net input of unit j is given by 
net} = 22
 wjtOt (3.1) 
in which the index i refers to the units in the previous layer, w}i is the 
weight from unit г to unit j, and o, indicates the output of unit i. This 
net input then determines the activity of a unit via the activity function. 
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However, in most networks the activity ot unit j is given by 
actj = net j (3.2) 
and in the following net, is used to denote the activity of unit j. 
3. The activity of the unit determines the transmitted signal (output) of the 
unit via a transfer function. Many transfer functions may be used, e.g. a 
linear function, a threshold function or a sigmoid function (Fig. 3.3). A 
sigmoid function that is used often is given by 
0] = ¡(net,) = 1 +
 е
_
Ы}+ ]) (3.3) 
in which 6j is a bias term which influences the horizontal offset of the 
function. The bias, θ}, may be treated as the weight from an extra input 
unit to unit j. This extra input unit has a fixed output value of 1, and 93 
may be trained as a regular weight. 
The weights play an important role in the propagation of the signals through 
the network. They establish a link between the input pattern and its associated 
output pattern and are said to contain the knowledge of the neural network about 
the problem-solution relation. 
3.2.3 Representation of problem and solution 
Since the network has to extract the relation between problem and solution from 
examples, the representation is a very important issue (Fig. 3.4). As much infor­
mation as possible has to be retained both upon translation of the input object 
to an input pattern for the network and upon translation of the output pattern 
to the output object. Both the input object and its associated output object 
are represented by an array of variables (a pattern or vector). An example thus 
consists of an input and an output pattern, a pattern pair. 
Every variable is associated with a unit. Since each unit is defined to have a 
specific meaning, the number of variables and their meaning have to be the same 
for each pattern pair. 
Different applications of neural networks often require different representa­
tions. When a neural network is used for classification, each output unit may 
be defined to be associated with a specific class. In this case the representation 
of the output objects (classes) may be a binary one. If the network is used for 
calibration, however, a continuous output representation is usually required. 
The input pattern is presented to the input units of the neural network (one 
variable value per input unit). The signal is propagated through the network to 
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"The actual 'intelligence' exhibited by the most sophisticated artificial neural 
network is below the level of a tapeworm" [90] 
Figure 3.3: Different transfer functions 
3.2.4 Training the network 
As was stressed before, the functioning of a neural network is highly dependent on 
the way the signals are propagated through the network. This signal propagation 
is determined by the weights of the connections. In general, however, a proper 
weight setting is not known beforehand and, therefore, initially the weights are 
given a random value. The process of updating the weights to a correct set of 






Figure 3 4 Relation between problem and solution 
A correct weight set usually is achieved by means of supervised learning. 
During training, examples consisting of input-output pattern pairs are forced it-
eratively upon the initially untrained network. Each time an input pattern is 
presented, the output pattern given by the network is compared to the known, 
desired, output pattern, and the difference is used to adjust the weights in small 
steps. The presentation of patterns from the training set continues until the net-
work gives the correct answer for each input pattern of the training set, possibly 
within some predefined allowed error, or after a predefined number of presenta-
tions of all the examples. 
This training procedure is called the back-propagation learning rule [75]. The 
difference between the desired output pattern and the actual output pattern (the 
error) is a function of the weights (Fig. 3.5). The back-propagation learning rule 
tries to locate the minimum error in this weight space, by including a gradient 
descent approach. This error is given by 
j 
in which the fraction \ is included for mathematical reasons, and d, and o} are 
the desired output and the actual output of unit j, respectively. 
Figure 3 5 Error surface as function of a weight 
representation „ 
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I he adaptation ot the weights is done in a backward fashion. According 
to the back-propagation learning rule, first the weights to the output layer are 
adapted, next the weights between units in two consecutive intermediate layers 
are adjusted, and finally, the weights of the input layer to the second layer in the 
network are modified. The adaptations are given by 
Awjt = η63ο, (3.5) 
in which Aw]t denotes the adaptation of the weight from unit г to unit j in 
the next layer, o, is the output of unit г and η is the learning rate. The error 
correction term, δ3, depends on the layer index. If the layer is the output layer, 
6] is given by 
6J = (d]-oJ)f](net}) (3.6) 
in which dj and o3 represent the desired output and the actual output of unit 
j, respectively, and fj(net}) is the derivative of the transfer function, ¡¡{netj) 
(Eq. 3.3), with respect to its argument. If the layer is a hidden layer, 6} is given 
by 
S j = /,(neíj)J^ífcio*j (3.7) 
к 
in which к refers to the units in the next layer. 
The learning rate is an important network parameter because it strongly de­
termines the progress of the training procedure. If it is chosen too small, the 
convergence of the weight set to an optimum is accurate, but very slow, and the 
network might get stuck in a local optimum. If the learning rate is high, on the 
other hand, the system might oscillate. To damp possible oscillations, often a 
momentum term, a, is invoked. In that case AwJt is given by 
Aîi»j,(n + 1) = 77<5j0, + aAwj,(n) (3.8) 
The training set must have enough examples to be representative for the over-
all problem. The training phase can be time consuming depending on, amongst 
other things, the network structure, the number of examples in the training set, 
and the number of iterations. However, it only has to be done once for a particular 
problem. 
3.2.5 Testing the network 
After training, the performance of the network has to be tested. This is done 
with a test set consisting of examples other than the training set, taken from the 
original data set. 
In the testing phase the input patterns are fed to the network and the de-
sired output patterns are compared with those given by the neural network. The 
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(dis)agreement of the two output pattern sets gives an indication of the perfor-
mance of the trained network. 
Often the performance of such systems is expressed in two percentages: recog-
nition and prediction. The recognition and the prediction both are the number 
of correct output patterns of a set, divided by the total number of pattern pairs 
present in this set. In case of recognition the set of pattern pairs is the same set 
as used for training the system, in case of the prediction the pattern pairs in the 
set were not used for training. When the performance meets the requirements 
specified in advance, the network is ready for real analysis purposes. 
3.3 Aspects of use 
Developing a neural network system is said to be an art. Many parameters have 
to be set and this is often done based to some extent on heuristics. In the 
following paragraphs, some of these heuristics are discussed. This section is not 
meant to give an overview of all possible situations one might encounter during 
the development of a neural network system, nor to solve all problems that may 
occur. It it is merely meant to be a guideline to avoid many of the typical traps. 
3.3.1 Types of problems 
Although the characteristics of the MLF neural networks impose certain restric-
tions on their use, they still have enough diversity to be useful for solving many 
different kinds of problems. Depending on the chosen representation of the out-
put objects, different types of network applications may be defined. The output 
of the network may consist of binary or continuous values, each suited for differ-
ent fields of applications. Qualification requires binary outputs and quantification 
requires continuous outputs. 
If somewhat more complex networks are used, combinations of these types of 
outputs may be used. However, these are not discussed in this thesis. 
Binary outputs 
The input pattern of the network consists of variables which together characterize 
the input object. The output pattern of the network consists of binary values. 
To obtain the binary values, some sort of threshold transfer function is necessary 
for the output units, e.g. a sigmoid function. 
If the network is used for feature detection, it is requested to indicate the presence 
or absence of specific features of an object. The output pattern indicates the 
presence/absence of the features, e.g. in the case of three features an output 
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of ( 1 О 0) indicates the presence of the first feature and absence of the second 
and third, ( 1 1 0) indicates presence of first and second feature and absence of 
the third, and so on. More output values may be equal to 1 simultaneously, 
thus indicating the presence of a combination of features. An example of the 
use of MLF networks for qualification is given in chapter 5. In this chapter, the 
interpretation of infrared spectra with neural networks is described. The network 
is requested to indicate the presence/absence of difFerent functional groups in a 
molecule, based on infrared spectra. 
If binary outputs are used, the network may also be used for classification tasks. 
For such tasks, the network is requested to distinguish between different classes 
of objects. The output pattern of the network gives the class of the object. To 
indicate a class, different representations may be used. Often each output unit 
is associated with one class and binary values are used to indicate to which class 
the object belongs, i.e. in the case of four classes an output of ( 1 0 0 0) indicates 
the first class, (0 1 0 0) the second, etc. Since an object is designated to belong 
to precisely one class, only one output unit is supposed to have a unitary value. 
If it is desirable that the number of units is less than the number of classes, 
gray coding [51] or binary coding may be used, e.g. (0 0 1), (0 1 0), (0 1 1) etc. 
indicating class one, two, three etc., respectively. Even one continuous output 
unit may be used to indicate the classes, e.g. the value 1, 2, or 3 indicating 
class one, two, or three, respectively. However, using the last mentioned output 
representation, it is implicitly assumed that there exists some sort of ordering of 
the object classes. Moreover, the network might mix up difFerent classes more 
easily and the interpretation of the network output would be less straightforward. 
Usually, one output unit per class is the best choice. 
Examples of the use of MLF networks for classification are given in chapter 4. 
In this chapter algae, characterized by flow cytometer data, are classified and a 
drift correction for pattern classification problems is proposed. 
Classification tasks occur quite often. If each class is associated with only one 
unit, the interpretation of the network output is simplified. In the following the 
term classification refers to this specific combination of task and representation. 
The term qualification will be used to refer to all other tasks performed by net­
works with binary outputs. 
Continuous outputs 
Again, the input pattern of the network consists of number of variables which 
characterize the object. The output pattern now consists of one or more con­
tinuous values. This means a threshold is not required (no distinction between 
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binary values) so the transfer function of the output units may be a linear one. 
The transfer function of the units in the hidden layer is still a sigmoid, to enable 
the network to model non-linear relations. 
If continuous outputs are used, not only the presence/absence of specific features 
may be indicated, but also quantitative information on these features. The inter-
pretation of the output is straightforward: the output values of the output units 
provide the (scaled) quantitative information. An example of such an application 
is given in Chapter 6, in which the prediction of some properties of chemical com-
pounds, based on their molecular structures, is described. If the solution domain 
is the same as the problem domain, the network may be used for data-reduction 
or as an associative memory. For these networks, during training the input and 
the output patterns are identical. If the network is used for data-reduction, the 
number of hidden units is smaller than the number of input and output units in 
order to achieve a reduction of the number of variables. Since the input may be 
transformed or encoded to values for the hidden units, and since these values in 
turn may again be transformed or decoded to the output values, the outputs of 
the hidden units may be used as a reduced representation for the input pattern. 
The network may also be used as an associative memory, which gives the 
correct pattern if a distorted (e.g. noisy) or incomplete pattern is presented. 
In the following, the term auto-association is reserved for the case where the 
input and output of the network are identical. The term quantification refers to 
all other tasks performed by networks with continuous output values. 
3.3.2 Other methods 
As described above, MLF neural networks are used to perform classification, cal-
ibration, and data reduction, tasks that can also be tackled by a broad scale of 
chemometrical techniques including discriminant analysis, multi-variate regres-
sion, and principal component analysis. Research on artificial neural networks 
includes the investigation of the relationship between these networks and other 
techniques. This will make it possible to position neural networks properly within 
the field of other more established statistical and numerical techniques. Since 
neural networks are based on different principles, this relationship is not easy to 
find. The following issues some similarities and differences between MLF neural 
networks and some widely accepted chemometrical techniques. This is not an 
exhaustive overview, but it is intended to provide the reader with a feeling of the 
difference in problem solving strategies followed by these techniques. 
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Neural networks and linear discriminant analysis 
A well established technique to perform supervised classification is statistical linear 
discriminant analysis (LDA) [54]. From a set of examples, each characterized by 
a number of variables, LDA tries to divide the object space, spanned by the 
variables, into two or more distinct classes. Fig. 3.6 depicts a two-class problem 
weight vector 
Figure 3.6: Division of objects in two classes by linear discriminant analysis. 
in which the objects are characterized by two variables, say χχ and x-i- The goal 
of LDA is to find the weight vector as drawn in Fig. 3.6. The projections of 
the objects on the weight vector are also shown. LDA tries to find the weight 
vector for which the within-class variance of the projections is minimal and the 
between-class variance of the projections is maximal. The decision boundary, 
i.e. the discriminant line, is defined to be perpendicular to this weight vector. 
Unknown objects can then be classified in one of the two classes according to 
this decision boundary. 
Fig. 3.7a shows a neural network that is used for classification. It can be 
envisaged that the neural network also defines a weight vector and a derived 
decision boundary from a set of known objects. The difference between LDA and 
the network lies in the criterion that is used to select the weight vector. The neural 
network tries to find that weight vector for which the error (Eq.3.4) is a minimum. 
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decision boundary I 
(a) The two input units are flow-through units, the transfer function of the output unit 
is a threshold function. The net input for the output unit is given by net = w\Xi + W2X2 
The output of the output unit, y, is given by 
OyJ X 
X „ 
y = f (net) 
•{i if net > t if net < t 
in which t denotes the threshold. The value of y indicates to which class (represented 
by '0' and Ί ' ) the object belongs. The equation for the decision boundary is given by 
W\Xi + W2X2 = t. Two possible decision boundaries that might be revealed from the 
neural network are depicted in (b). 
Figure 3.7: Division of objects in two classes by a two-layer neural network. 
Initially the weicht vector is randomly chosen. During the training phase the 
weight vector is modified, according to the back-propagation learning rule, in 
order to minimize the network output error. Depending on the initial position 
of the weight vector, different decision lines may be revealed. In Fig. 3.7b some 
decision boundaries are drawn that are equally probable regarding the criterion of 
the neural network. 
The difference in strategy between the neural network and LDA might result 
in different performances in some situations. LDA is a parametric technique that 
is based on the assumption that all classes possess equal variances. When this 
is not the case, LDA does not perform optimally. The MLF network is, on the 
other hand, a non-parametric method and does not require such assumption. Its 
performance is not influenced by unbalanced variances in the classes. When the 
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assumptions of LDA are met, then the solution produced by LDA is the optimal 
one. However, the actual solution of the network and, hence, its performance, 
depends on the initial random settings of the weights. This is a disadvantage of 
the neural network in comparison with LDA. 
Another non-ideal situation is the presence of outliers in one or more classes. 
This is illustrated in Fig. 3.8. LDA is not able to cope with these outliers while 
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Shown are decision lines obtained with linear discriminant analysis and the two-layer 
neural network of Fig. 3.7, respectively. Bold symbols nearby the ordinate indicate outliers 
of both classes. 
Figure 3.8: Presence of outliers in the data set 
the network is flexible enough to find a weight vector as shown in the figure. The 
reason behind this difference in performance lies in the fact that the network, 
at the end of the training phase, focuses solely on boundary objects to find the 
discriminant line while LDA focuses on the 'mean object' of each class. Hence, 
objects deviating too much from the 'mean object' deteriorate the performance of 
the LDA technique. Neural networks are not hampered as much in this situation. 
This explains why MLF neural networks usually perform better with 'difficult' 
data sets. If, however, all assumptions of LDA are met, this technique is to be 
preferred because it yields a unique, optimal solution. Table 3.1 summarizes the 














Table 3.1: Comparison of LDA and MLF 
Neural networks and principal component analysis 
Data reduction is another major application field for neural networks. It is there­
fore interesting to see how this is related to principal component analysis (PCA), 
the best known data reduction technique in chemometrics. 
In Fig. 3.9 an auto-associative network is depicted schematically. The desired 
output pattern equals the input pattern. In the hidden layer a number of hidden 
units is chosen that is smaller than the number of input and output units. The 
network has to squeeze its input through the bottleneck formed by the hidden 
layer to the output layer in such way that each input pattern is reproduced as best 
as possible. If an appropriate number of hidden units is chosen, the hidden layer 
forms an optimal reduced representation of the input, allowing a nearly perfect 
retransformation of the input pattern. The criterion of the back-propagation 
learning rule to set the weights of the network is to minimize the output error 
given in Eq.3.4. 
When we compare this with PCA, the equivalence is immediately clear. PCA 
decomposes the X-matrix, in which the rows comprise the input patterns, into a 
matrix, S, of scores and a matrix, L, of loadings. This is done in such way that 
a m-dimensional reproduction of the X-matrix, denoted by X(m), is the best 
possible one, according to the criterion that (X(m) - X)2 is minimized. This 
may be summarized by 
X = spnLnn 
and 
X(m) = 5 p m i m n 
where ρ and η denote the number of objects and variables, respectively. Compared 
with the equation of the neural network output 
Ypn = jjPmwmn 
this demonstrates that a neural network with m hidden units should produce 







The data set consists of ρ input patterns with each η variables. Since it is an auto-
associative problem, the desired output patterns equal the input patterns: Ypn = Xpn. 
The neural network has η input units, η output units and m hidden units, with m < 
η. For the set of input patterns the resulting set of hidden unit outputs is given by 
jjpm _ xpn\ynm
 w n e r e a s the set of outputs of units in the output layer are expressed 
as У " = HpmW?n. 
Figure 3.9: An auto-associative network 
expressed as 
and 
y p n = X{m) 
Hpmwmn _ SP
mTT~1L —1 rnm 
where the property of rotation matrices, i.e. T T - 1 = 1, ¡s used. In ref. [9] it is 
demonstrated that a network that is initialized with the PCA solution can not 
improve this solution. Special network architectures have been developed to pro-
duce exactly the PCA solution [73,16,23]. These networks are beyond the scope 
of this tutorial. 
Neural networks and standard modeling techniques 
Artificial neural networks have been proven to be able to model complex non-
linear input-output relations, where other techniques fail. Different studies have 
compared the performance of neural networks with partial least squares (PLS) and 
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principal component regression (PCK) [94J. When a highly non-linear relation un­
derlies the examined problem, usually neural networks outperform these classical 
techniques. This fact initiated or stimulated research on other non-linear tech­
niques, like non-linear PLS. The comparison and the relationship between them is 
still under investigation and it is expected that in the near future the first results 
will be published. 
3.3.3 Protocol 
MLF neural networks may be used for many kinds of problems, for which sev­
eral approaches exist. Nevertheless, a general protocol may be given, consisting 
of a sequence of actions and stages. This protocol is depicted schematically in 
Fig. 3.10. The actions are described in more detail in the following paragraphs. 
Since some of the situations described below occur in different parts of the pro­
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Figure 3.10: General protocol for developing MLF networks 
34 
Data acquisition 
Since the networks are trained under supervision, examples have to be available. 
Before gathering any data, a good representation for the input and output objects 
has to be found. The input and the output patterns of a neural network consist 
of variables (one per unit) and thus both the problem and the solution have to 
be translated (see paragraph 3.2.3). The representations depend on the given 
problem and the desired solution (Fig. 3.11). 
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(a) The input object (a spectrum), (b) Division in intervals. Intervals too small: too 
many variables (noise). Intervals too broad: loss of information, (c) The resulting 
(unsealed) input pattern. 
Figure 3.11: Example of a representation of a spectrum. 
Often the decision concerning the representations is based on knowledge about 
the problem and experience with neural networks. Finding good representations 
may be a tedious task. A choice has to be made about the number of variables 
that is used to represent the input and the output object. Usually a compromise 
has to be made: not too few variables (units) to retain as much information 
as possible and not too many to prevent the loss of the network's capability to 
generalize. The latter situation might occur especially if there are only a few 
examples available. 
Once the representations are decided, data may be collected. Since the net­
work has to extract the relation between problem and solution from examples, 
the data set has to be as representative as possible. A good strategy for obtain­
ing the data is desirable, but often this phase is not controlled by the designer 
of the network. Usually some data are already available and collecting more or 
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other data often is too expensive or time-consuming. Despite the requirements 
mentioned earlier, in most cases one must make do with what one has. 
Data selection 
If an abundant amount of raw data is available, a selection has to be made. It is 
not advisable to just use the data one could lay one's hands on without further 
thought. The data must be representative and there should be enough data 
available to prevent the network from overtraining. Also there must be enough 
data to allow subdivision of the data set into different sets for training and testing. 
Distribution of the data 
First of all, the examples with which the network will be trained have to be 
'representative'. This does not mean 'representative for the real world', but 
'representative for the problem'. The data has to encompass as much as possible 
the complete domain on which the model has to be built, so that the network 
interpolates instead of extrapolates. Not only the distribution of the data points is 
of importance, but also their ratio of appearance. For example, if the network has 
to distinguish between two classes of objects, in the 'real world' these two classes 
may appear in different amounts, say 1:50. If the network is trained with a data set 
which contains examples of both classes in this same ratio, i.e. representative for 
the real world, the network will have problems learning to recognize the class with 
only a few examples. If both classes have to be learned equally well, balancing of 
the training set is a prerequisite. The same problem might arise if the network is 
being used for other types of problems, like quantitative analysis. 
A simple example will be given to illustrate the effect of using a data set 
that is not representative for the problem. If the function y = — χ has to be 
trained, a simple network may be used with one input, two hidden2 and one 
output unit. The output unit has a linear transfer function. The training and test 
set both consist of pairs of (x, y) values. In Fig. 3.12a an unbalanced training 
set and the test set are given. If the network is trained with this unbalanced 
training set, it has more difficulties learning the left part of the line than the right 
part. In Fig. 3.12b five test set results are presented, obtained after one, two, 
three, four and five iterations of the training set, respectively. It is seen that the 
network indeed is biased towards the right part of the line. If the training set is 
balanced, like the one presented in Fig. 3.13a, the network exhibits less problems 
(Fig. 3.13b). Of course, for this simple problem the line will also be learned with 
the unbalanced training set after only a few iterations more. However, in real-
2 T o solve this linear problem, a neural network without a hidden layer, or even another 

















* training set 
example 
о test set 
example 
• · · · · 
• · · · · 
· Ο · Ο · Ο · 0 · Ο · Ο · 0 * 0 · 0 · < 
a 
^ І ο · ο Of о 
-100 -0Θ0 -060 -040 -020 000 020 040 060 080 100 
χ 
(a) Composition of training set and test set. (b) Line given by network at different stages 
(1 to 5) of the training phase. 
Figure 3.12: Learning the function у = —χ with an unbalanced training set. 
world situations it is not always possible to recover from performance problems 
arising from unbalanced training sets by just taking more iterations. The part of 
the model where many examples were present in the training set might already 
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(a) Composition of training set and test set. (b) Line given by network at different stages 
(1 to 5) of the training phase. 
Figure 3 13: Learning the function у = —χ with a balanced training set. 
Overtraining of the network 
If a network is overfitted (overtrained), it acts like a memory. In such cases, 
the network will not learn the general features inherently present in the training 
set during training, but it will learn more and more of the specific details of the 
particular examples. Thus the network gradually looses its capability to generalize. 
This can happen only when the training set exhibits specific features which are 
38 
not to be included in the model. Such a situation often occurs if only a few 
noisy examples are available, especially if there are many units. The risk of 
overtraining then is high. To give an example, a model has been built with the 
training set presented in both Fig. 3.14a and b. The same network structure given 
in the previous example has been used. In Fig. 3.14c the curve that is learned 
by the network is shown at different stages in the training process. It is seen 
that, during training, the model changes from an almost straight line ( s i ) to a 
relatively strongly curved line (s4). If the test set presented in Fig. 3.14a is used, 
this network is said to be overtrained. It tries to reproduce the specific training 
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Figure 3 14 (a) and (b) Two different data sets with the same training examples (c) 
Model built by a network at different stages (si to s4) during the training 
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presented in hg. 3.14b, is used, the same network model is not overtrained, but 
for this combination of training and test set it is a good model. Overtraining 
happens when the network is able to build a more complex model based on the 
training set alone than the model the training and test set together appear to 
define. For the training set presented in Fig. 3.15a a network with the same 
structure as used in the previous example is not able to build a very complex 
model (Fig. 3.15b). Although this training set contains an much noise as the 
previous one, it leads less easy to overtraining. 
The situation of overtraining is comparable to fitting a curve with a polynomial 
of too high an order. 
100 
0 6 0 
0 20 
- 0 20 
- 0 6 0 • 










— - Э1 S 2 S 3 34 
- 1 0 0 - 0 6 0 - 0 2 0 0 2 0 0 6 0 1 0 0 -100 
-1O0 - 0 6 0 - 0 2 0 0 2 0 0 6 0 
Figure 3 15 (a) Training set (b) Model built by a network at different stages (si to s4) 
during the training 
Subdivision of the data 
Another decision that has to be made is the subdivision of the data set into 
different sub-sets which are used for training and testing. If enough examples are 
available, the data set may be split by some fraction (e.g. 50/50% or 6 7 / 3 3 % ) 
into the training and test sets. The training set still has to be large enough to 
be representative of the problem and the test set has to be large enough to allow 
validation of the network. 
If there are not enough examples available to permit splitting of the data set 
into a representative training and test set, other strategies (like cross-validation) 
may be used (see Fig.3.16). In this case the data set is split in N different ways 







N different divisions 
Figure 3.16: The cross-validation technique 
structure may now be trained and tested N times with the N different pairs of 
training and test sets. Every pattern is thus used once as a test pattern in one 
of the N procedures. The results of these tests together enable determination 
of the performance of the network. If the test set consists of only one example, 
this strategy is called the leave-one-out method. Of course, more test data 
is preferable, but the cross-validation method makes it possible to use smaller 
amounts of data. 
Data preprocessing 
After selection of the training and test sets, some data preprocessing might still 
be desirable. Often the data is scaled before use, especially if different variables 
have different ranges of values. If some of the variables have relatively high 
values, these variables might dominate the model. If the input values are too 
large (especially in combination with large weights), the net input (Eq.3.1) for 
the units may end up in the tails of the sigmoid function, where the derivative is 
very small. Since according to the back-propagation learning rule the weights are 
adapted in proportion to this derivative, this may lead to a static situation, also 
called paralysis of the network. Scaling of the input brings the net input within 
the dynamical range of the sigmoid transfer function. 
One may scale the input, the output or both. Different preprocessing strate­
gies exist for binary and continuous values. 
Binary values 
If binary values are used, scaling is not necessary. Of course, one must always 
ensure that the desired output values are in the output domain of the transfer 
function used. 
If 0 and 1 are the limits of the sigmoid transfer function used, exhaustive 
training will be necessary to obtain output values close to 0 or 1. If 0.1 and 0.9 
are given as correct values instead of 0 and 1, the network can put more emphasis 
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on training 'difficult' examples of which the output is still far from correct, instead 
of bringing the almost correct ones to perfection. 
Continuous values 
For scaling of the data, different methods may be used. The choice depends 
on the type of problem and the chosen representation of the input and output 
objects. One of the methods which is often used with good results is autoscaling 
of the variables. All values for a variable are scaled according to 
Zt = ^ ^ - (3.9) 
in which Za is the scaled value, Zu is the unsealed value, Ζ and σχ are the mean 
and standard deviation, respectively, of all values for the specific variable. The 
effect of autoscaling of the variables in a data set is shown in Fig. 3.17. It is seen 
Figure 3.17: Effect of autoscaling on a data set. 
that for the unsealed data set the first few variables dominate. The variables in 
the scaled data set all have more or less the same reach. 
Another scaling method is range-scaling of the variables. All values for a 
variable are scaled according to 
„ /~ . ч hiqh — low ,„...„4 
Z
s
 = low + (Z
u
 - mmz) ;— (3.10) maxz — minz 
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in which Zs is the scaled value, Zu is the unsealed value, low and high are the 
upper bound and lower bound of the range to which the data is scaled, and maxz 
and minz are the maximum and minimum of the unsealed values for a specific 
variable. 
In the descriptions given above, both methods are used to scale the data per 
variable. However, if the variables are highly correlated (as in a spectrum), scaling 
the values per object (spectrum) usually is preferable. 
Network design 
If the training and test sets are generated, a choice has to be made about the 
network structure and its parameters, e.g. the number of input, hidden and output 
units, the transfer function, the weight initialization, the learning rate η, the 
momentum α and the number of iterations. Usually first a rough estimation is 
made for the different values to define some point from where the optimization 
process starts. The network parameters certainly are not independent of each 
other, but to some extent an univariate optimization procedure is sufficient to 
obtain an initial design. 
Number of units 
The number of input and output units is of course equal to the number of variables 
with which the input and output objects, respectively, are represented. Many 
heuristic guidelines for the choice of the number of hidden units exist [35], ranging 
from 2 times the number of input units via 2/3 of the number of input or output 
units (whichever is less), to 1/2 times the number of input plus output units. 
However, since the optimal number of hidden units depends so strongly on the 
nature of the problem and on the chosen representations for the input and output 
objects, the authors feel it is not safe to rely exclusively on heuristics. It is 
better to scan a range of possibilities. This will lead quickly enough to a good 
approximation of the number of hidden units. 
If the nature of the problem is linear, hidden units are not necessary and 
a network with no hidden layer at all will also do the job3. If the problem is 
non-linear, some minimal number of hidden units is required. If less hidden 
units are taken, the performance of the network drops sharply. If more hidden 
units are taken, the performance increases slightly to a limiting value or even 
decreases again. Usually, the number of hidden units is best chosen to be not too 
much above the minimum amount necessary, even if the performance does not 
deteriorate if more hidden units are used. If more hidden units are used, training 
does not only take more computing time, but also the performance might fluctuate 
3For a linear problem, one of the standard (chemometrical) techniques might be 
favored. 
43 
more. It KLA is performed on the data set, the number ot significant principal 
components often gives an indication of the minimum number of hidden units 
necessary. 
There is still an ongoing debate as to whether a three- or four-layer neural 
network, i.e. with one or two hidden layers, respectively, is able to model any 
arbitrary non-linear tranformation between the input and output objects (see 
e.g. [47,35]). In our experience, a variety of chemical problems (e.g. [81,82]) can 
be solved by a three-layer neural network. In some circumstances application of a 
four-layer network resulted in a much faster convergence and therefore, might save 
a substantial amount of computing time. However, in none of these cases did the 
four-layer network outperform the three-layer one. When a three-layer network 
appeared to be incapable of modeling a particular problem-solution relation, a 
four-layer network failed to solve this problem as well. 
Transfer function 
The input units are flow-through units meaning that the transfer function can be 
expressed as f(x) = x. 
For the hidden units usually a sigmoid transfer function is taken (Fig. 3.3). 
If a linear transfer function is used, the network will only be able to model linear 
relations and a network with no hidden layer at all will also suffice. A hidden 
layer with units possessing linear transfer functions therefore only makes sense if 
the network is used to perform data-reduction. 
For the output units the choice of the transfer function depends on the type 
of problem for which the network is used, as described in the paragraph 3.3.1. 
The weights 
Initially, the weights are usually assigned random values within a certain range 
around zero (e.g. -0.3 to 0.3) in order to bring the net input of each unit in the 
network into the dynamical range of the sigmoid function. This is to prevent the 
network from becoming paralyzed. This may occur especially if the initial weights 
are high in combination with high input values and/or a high learning rate. 
The learning rate and momentum 
After the design of the network, values for the learning rate and the momentum 
still have to be chosen. If the transfer function of the output layer is a sigmoid, 
the output of a unit is limited by definition, no matter how extreme the input 
value. In this case a rather high value for η may be chosen: between 0.7-0.9. If, 
however, the transfer function is linear, then there is no limit on the output of a 
unit and high values for η often cause the network to oscillate or even diverge. 
In this case η is typically chosen at least a factor of ten smaller, i.e. below 0.1. 
The operation of the network is also much more sensitive to changes in η when 
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a linear transfer function is used. 
Previous changes in the weights are taken into account with the momentum 
term, which smoothens to some degree the learning behavior and thus limits the 
danger of oscillations or divergence. The momentum term is usually set between 
0.3-0.6. Its influence is not as predominant as that of the learning rate. 
Number of iterations 
A presentation of the entire training set, followed by a presentation of a test set, 
is defined as one iteration. The choice of the number of iterations that has to be 
performed is based on trial experiments, in which the performance of a network 
as function of the number of iterations is monitored. 
Training and testing 
The initial network design described in the previous section is to some extent 
based on experience. A rough optimization is obtained by carrying out the small 
loop given in Fig. 3.10. In this procedure the following step of training and testing 
is included. 
When the initial network structure and parameter settings are chosen, a rough 
optimization may be accomplished by monitoring the performance of networks 
having different structures and parameter settings. Obviously, the best strategy 
is to perform an experimental design to obtain the behavior of the network as 
a function of its structure and parameter settings. This requires training and 
testing of a substantial number of networks, a procedure which might be very 
time-consuming. 
The functioning of a network depends on the chosen network structure and 
parameters. The normalized standard error (NSE) may serve as a measure of 
the performance of a network and facilitates the comparison of performances 
of different networks. Based on this NSE, some typical phenomena will be 
discussed. 
Normalized standard error 
The normalized standard error is defined by 
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in which Ρ denotes the number of output patterns in the data set, and J denotes 
the number of output units. The indices ρ and j refer to the p-th output pattern, 
and j-th output unit, respectively, whereas dpj and opj represent the desired and 
obtained output value, respectively, of unit j on pattern p. 
This NSE is not always the best indication of the performance of a network. 
An error which is very high for one pattern (e.g. an outlier), but almost zero for 
45 
the other patterns, leads to the same NSE as a moderate error tor all patterns. 
The first situation is preferable, but the NSE does not reflect this difference. 
Also, a relatively high NSE does not necessarily mean a bad performance. For 
example, if a unit is desired to give 0 or 1, but this unit consistently gives output 
values around 0.3 if they should be 0 and values around 0.7 if they should be 1, 
the NSE may be large. In that case, however, the performance of the network 
is perfect when during the interpretation of the output (see below) a threshold 
of 0.5 is chosen. In general, the trend of the NSE is of more importance than 
each of its individual values. 
For a first optimization, however, the NSE 'is sufficient. If a rough idea for 
a good network structure and parameter settings is obtained, another criterion 
than the NSE may be used for further optimization. In this case the next two 
steps in Fig. 3.10, data analysis and interpretation, are included in this process 
(indicated by the large loop in the figure) to determine the performance and per­
haps further optimize the network. This process is described later under Output 
interpretation'. 
Some typical examples 
In the remainder of this paragraph, some typical examples will be discussed where 
the NSE is used as a first indication of the network performance. The reme­
dies that are presented for the problems considered in the following examples 
are mostly based on changes in the network structure and the parameter setting, 
since in this phase the data set is considered as fixed. Many problems may be 
avoided or solved by taking more and/or other data, but since this is often not 
possible one must make the best of it. 
A successful training session is shown in Fig. 3.18a. Both the NSE for 
the training set and the test set converge to a minimum value. If the learning 
rate, η, is chosen too large, a training session as shown in Fig. 3.18b may occur 
(the test set is omitted). The NSE more or less converges but fluctuates a lot 
as a function of the number of iterations. Here, the network wanders around 
a minimum, and the functioning of the network depends highly on the precise 
moment the training ends. In the worst case, the network might even diverge 
instead of converge. If, on the other hand, η is too small, too many iterations 
are necessary to achieve a convergence of the network (Fig. 3.18c). If enough 
time is available, this does not have to be a problem, but a small η increases the 
possibility of getting trapped in a local minimum. A good strategy is to decrease 
η as a function of the number of iterations: use a large η initially to enable the 
network to locate the neighborhood of the minimum and a decreasing η to let the 
network settle down in the exact position of the minimum. In the neighborhood 
of the minimum, usually the derivative is very small. Since the adaptation of the 
weights is proportional to this derivative, it would be advantageous to increase 
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Effect of the learning rate on the training See text for more details. 
Figure 3.18: Training behavior of a network, indicated by the progress of the NSE 
the value of η again if the network is close to the minimum, but unfortunately, 
often this reversal point is difficult to determine. 
A training session like that in Fig. 3.19a might indicate that the network is 
stuck in a loca! optimum, is moving across a relatively flat part of the hypersurface 
described by the NSE in the weight space, or is paralyzed. The latter situation 
may be avoided by taking smaller random weights and/or invoking another scal­
ing procedure for the inputs. To prevent getting stuck in local optima, one may 
consider other learning algorithms than back-propagation. However, most learn­
ing algorithms have this risk of encountering local optima in common. Another 
remedy is given by increasing η, or alternatively, starting the same training session 
multiple times, with different initial random weights, hoping that in one of the 
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for more details. 
Figure 3.19: Training behavior of a network, indicated by the progress of the NSE 
runs a deeper minimum of the NSE is reached. Of course, one never knows 
whether the deepest minimum that is found is a local or a global one, unless the 
NSE of both the training and test set becomes negligible small. However, if the 
network meets the requirements, it is ready for use. 
Even if the network converges to a local minimum, the question still remains as 
to whether the network would have been able to escape from it if more iterations 
were used. For instance, Fig. 3.19a might be just the left part of Fig. 3.19b, in 
which the network realises an escape from a local minimum or reaches the edge 
of an elongated hypersurface in weight space. 
Too many iterations or hidden units may cause overtraining of a network 
(Fig. 3.20a). Such a network acts more and more like a memory, capable of 
recalling the presented training examples (a decreasing NSE for the training 
set), but loosing its capability to generalize (an increasing NSE for the test 
set after some minimum). Overtraining especially occurs when the training set 
contains too few examples. As a consequence, the noise present in the patterns 
of the training set is learned by the network. In this case the training has to 
be ended at the minimum of the NSE for the test set. If this minimum is not 
satisfactory, a remedy might be to use less hidden units. Of course, ending the 
training at the minimum is not an elegant solution. Using more or other data 
often is a better approach. 
Closely related to overtraining is the situation shown in Fig. 3.20b. In this 
case a gap appears between the NSE curves for the training and test set after 
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Training set and test set appear to describe different relations. See text for more details. 
Figure 3.20: Training behavior of a network, indicated by the progress of the NSE 
just a few iterations. No minimum for the NSE for the test set can be observed 
and limitation of the number of iterations will not do any good. The gap between 
the two NSE's curves indicates that apparently the training set represents a dif-
ferent input-output relation than the test set. This happens, for instance, when 
the test set contains more outliers or noisy patterns than the training set. If the 
original data is split into another way in a training and test set this phenomenon 
might disappear. 
The gap between the two curves also appears if there are not enough data available 
to allow a meaningful subdivision into a training and a test set. Each individual 
set does not contain sufficient information to describe the input-output relation 
and in that circumstance merging of the data of both the training and test set 
might be necessary. A test set containing only a few patterns may be taken (e.g. 
according to the leave-one-out method) to see if more training examples helps to 
solve the problem. 
The gap may also appear when an oversized network together with an input 
and/or output representation of a too high dimension is chosen. For example, 
suppose that an arbitrary number of input patterns, each consisting of 200 vari-
ables, is presented to a three-layer network which possesses twenty hidden units. 
After determination of the NSE curves it appears that a gap is manifest. Then 
a resizing of the network, e.g. taking ten hidden units, together with a lower di-
mensional input representation, e.g. 100 variables per input pattern, might solve 
this problem. 
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It should be noticed that when the scales of the ordinates in the previously men-
tioned figures are changed, one figure might look like another indicating that it is 
not always straightforward to discriminate between the aforementioned situations. 
Output interpretation 
In this stage of the protocol an optimal NSE that suffices is assumed. The 
training and test set are presented again to the trained network, but now without 
adapting the weights any further. The output produced by the network for each 
example of the training and test set is now available. If the output patterns have 
been scaled, these may be scaled back to their original values, in order to facilitate 
the interpretation of these outputs. 
Different criteria may be used to interpret the output of the network, depend-
ing on the type of the problem and the chosen output representation. 
Classification 
A large variety of classification criteria exist which depend among other things on 
the chosen output representation. If each output unit is associated with a single 
class, the following three classification criteria might be appropriate: 
1. The input pattern is said to belong to the class corresponding to the output 
unit with the highest value. This implies that each input pattern is assigned 
to a class and unknowns are not possible. 
2. The first criterion is extended with the condition that the highest value 
must exceed a predefined threshold, which may be different for each of the 
output units. If none of the output values exceeds this threshold, the input 
pattern is said to be unknown. 
3. The second criterion may be extended further with the requirement that 
each of the other output values has to be a predefined amount lower than 
the highest one. Unknowns may then be defined as patterns for which 
none of the output units exceeds the threshold. Doubts may be defined as 
patterns for which a unit does exceed the threshold, but other outputs are 
not a predefined amount lower than the highest one. 
Qualification 
If the network is used for qualification and binary outputs indicate the absence (0) 
or presence (1) of certain features, the output interpretation must be performed 
per unit. Obviously, a 'one-highest' criterion can not be used in this case. The 
outputs of a single unit for all patterns in the training or test set may be distributed 
as in Fig. 3.21a. In this case only one threshold is necessary. The particular feature 
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Figure 3.21: Two possible distributions of the outputs of a unit for all patterns in a set. 
is defined to be absent if the output is lower than the threshold and present if the 
output exceeds this threshold. In this way, doubts and unknowns are not defined. 
If the outputs are distributed according to Fig. 3.21b, two thresholds may be 
used. If the output unit is below the lower threshold, the associated feature is 
said to be absent. If the output unit is above the higher threshold, the associated 
feature is defined to be present. Values between these thresholds indicate a doubt 
with the specific feature. Here, unknowns are not defined. In this kind of analysis, 
three different data sets may be used: a set to train the network, a first test set to 
determine the best positions of the two thresholds after examination of the output 
distribution obtained with this set, and a second test set (sometimes referred to 
as a generalization set) to validate the performance of the network including the 
output interpretation step. The position of the thresholds may differ for different 
units. 
In both these cases, the output gives an indication of the confidence one may have 
in the result from the network. If the value of an output unit is close to 1, one 
may trust this answer more than the case where the value exceeds the threshold 
only slightly. In fact, a more fuzzy criterion may be used. Outputs ranging from 
0 to 1 may be interpreted as going from 'feature certainly not present' via 'doubt' 
to 'feature certainly present'. 
Quantification 
In the case of a neural network with continuous output values, no interpretation 
criterion is necessary. The value of an output unit itself ought to give quantitative 
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Chapter 4 
Classification with MLF networks 
This chapter issues applications of multi-layer feed-forward networks 
as pattern classifiers. 
In the first section, a description is given of the research on the classi-
fication of algae. Algae have to be assigned to different algal species, 
based on flow cytometer data. The data is rather complex; the al-
gal clusters show considerable overlap and irregular shape. Different 
experiments concerning problems of varying complexity are described. 
In the second section, a problem that might be encountered with 
pattern classification, drift, is addressed. Drift may cause reclassi-
fication of the objects to be classified. If calibration of the analyti-
cal instrument is not straightforward and measurement of calibration 
samples is relatively easy, correction for the drift may be worthwhile. 
Some drift correction procedures are proposed and tested on simu-
lated data sets with a non-linear type of drift. 
"Most of this writing [of Rosenblatt 
on Perceptrons] is without scientific 
value. " 
Minsky en Paperi [59] 
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4.1 Classification of algae, 
based upon flow cytometer data l 
In this section the applicability of artificial neural networks as pattern classifiers 
is investigated. To study the behavior of neural networks as pattern classifier 
for complex data, the identification and counting of phytoplankton, based upon 
flow cytometer data, is taken as an example. For this problem most conventional 
pattern recognition techniques fail, due to the shape of the clusters in the data. 
Three experiments have been carried out. First, it is investigated whether ar-
tificial neural network systems are capable of discriminating between two different 
classes of algal species (poisonous species and non-poisonous species). Second, it 
is tested whether neural networks systems can be used for identification of algal 
species. Third, the robustness of neural network systems towards changes in the 
flow cytometer settings has been studied. 
The results of these experiments show that a neural network system may be 
used as a pattern classifier. 
4.1.1 Introduction 
Analytical chemistry comprises a number of problems for which conventional 
algorithms do not always give a solution. One of the fields in which one may 
encounter problems is pattern recognition. 
Conventional pattern recognition techniques are capable of solving many prob-
lems, but sometimes show serious shortcomings. Many techniques for classifying 
or recognizing patterns have been reported in analytical chemistry. They can be 
divided in parametric and non-parametric methods. Parametric methods make 
an assumption about the population distribution of the objects (e.g. a normal 
distribution, like SIMCA [54]). These parametric methods are expected to fail for 
data with very irregular population distributions. Non-parametric methods, on 
the other hand, do not make any assumption about the population distributions 
of the objects, like K-Nearest-Neighbors [54]. These methods may perform well 
on data with very irregular population distributions, but are too slow to be used 
on-line when working with large amounts of data. For such problems, artificial 
neural networks may offer a solution. 
Since the 1980's there has been an explosive growth in the development and 
application of artificial neural networks in fields like e.g. speech recognition and 
'This section is published as J.R.M. Smits, L W. Breedveld, M W.J Derksen, G. Kate-
man, H W Balfoort, J. Snoek, J W Hofstraat, "Pattern classification with artificial neu-
ral networks classification of algae, based upon flow cytometer data " Analytica Chimica 
Acta (1992), 258, 11-25 
54 
image recognition, but the use of artificial neural networks in analytical chemistry 
is not widely spread yet. Some applications have been published, e.g. the use of 
neural networks for interpretation of IR spectra [70,80], calibration [49], protein 
structure analysis [6,66], prediction of electrophilic aromatic substitution reactions 
[25], processing of ion-selective electrode array signals [15], and method selection 
[40]. Recently, also the application of neural networks to the identification of 
algal species based on flow cytometer data has been reported [10,27]. 
Artificial neural networks may be applied to different kinds of problems, e.g. 
pattern classification, interpretation, generalization or calibration. In this paper 
neural networks are used for pattern classification. The data used in this study 
are measured by a flow cytometer, and typically show irregular population distri-
butions. 
A flow cytometer is able to count particles in liquids automatically. A special 
type of flow cytometer has been developed [24,64] for the measuring of algae in 
surface waters. The flow cytometer measures optical parameters for each particle 
individually, which characterize the particle. These parameters define a multi-
dimensional space in which each particle is a point. The points of all particles 
belonging to the same species cluster in the same region of this multi-dimensional 
space. Unfortunately, interpretation of this data is not yet straightforward. The 
clusters show considerable overlap and irregular shape and most conventional 
pattern classification techniques fail to solve the problem. 




Artificial neural networks have been developed initially as a model for the (human) 
brain. The computerized version of this model turns out to be particularly suited 
for performing the kind of tasks that human beings are capable of, like associ-
ating, pattern recognition, generalizing, decision making and estimating based 
on incomplete data. These properties seem promising to overcome some of the 
shortcomings of conventional pattern recognition techniques. 
A variety of different networks may be built. In general, they exist of units 
and connections between them. The choice of the network type depends on the 
problem that has to be solved. The multi-layer feed-forward networks are most 
often used (Figure 4 .1 , [75]). Such a neural network consists of three or more 
layers of units: one input layer with input units, one output layer with output 
units and one or more layers with hidden units in between. All the units in one 





The network has one input layer, two hidden layers and one output layer. 
Figure 4.1 A multi-layer feed-forward network. 
and other restrictions, still a lot of variety in the network structure is possible. 
Signal propagation 
Units and their connections form the heart of a neural network. Units receive 
signals, process them and feed them forward to units in the next layer via the 
network connections. T h e general appearance of a unit with its connections is 
shown in Figure 4 . 2 . In this figure, three phases can be distinguished. 
1. A unit receives and sends signals from and to other units or the outside 
world. These signals are weighted with a weight factor. 
2. T h e received weighted signals together determine the net input to the unit. 
Usually this net input is a summation of the weighted signals. For the units 
in a layer the net input of unit j is given by 
net] — 2_.w3\°i (4.1) 
in which г represents the units in the previous layer, wJt is the weight f r o m 
unit г to unit j, and o, is the output of unit г. This net input determines the 
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See text for explanation of the different phases. 
Figure 4.2: Part of a neural network. 
activity of a unit via the activation function. However, in most networks 
this function is f(x) = x. 
3. The activity of the unit determines the transmitted signal (output) of the 
unit via a transfer function. A lot of transfer functions maybe used, like e.g. 
a linear function, a threshold function or a sigmoid function. The sigmoid 
function that is used often is given by 
oj = f(net3)=i + e_let)+e]) (4.2) 
in which B3 is a bias which influences the shape of the sigmoid. This 
parameter may be treated as the weight from an extra input unit to unit j. 
This extra input unit has a fixed value of 1, and the bias may be trained as 
an ordinary weight. 
The weights play an important role in the propagation of the signals through the 
network. They are the link between the problem and its solution and are therefore 
said to contain the knowledge of the neural network about the overall problem. 
Representation of problem and solution 
When working with a neural network the representation of the problem and its 
solution is very important. Both upon translation of the problem to an input 
for the network as upon translation of the output to the solution (Figure 4.3) as 
much information as possible has to be retained. 
The problem representation is fed to the input units of the neural network 
(one figure per unit). The signal is propagated through the network to the output 
units, which give the solution representation. 
In case of a classification each output unit represents a class and when one 
unit has a high output value while the others have low output values the given 
pattern belongs to the class corresponding to that unit. 
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problem -j problem representation 
neural network 
I 
solution solution representation 
Figure 4.3. Translation of problem and solution 
Training the network 
Proper functioning of a neural network is highly dependent on the way the signals 
are propagated through the network. The weights of the connections are of great 
importance for this propagation, and a proper setting of these weight factors 
has to be used. In general, however, such a setting is not known beforehand 
and initially the weights are given a random value. The process of updating the 
weights to a correct set of values is called the training of the neural network. 
A correct set of values for the weights is usually achieved by means of super­
vised learning. In a so-called training phase the training examples, each consisting 
of a pair of patterns which represents a problem with its solution, respectively, 
are forced iteratively upon the initially untrained network. Every time a problem 
pattern has been presented, the solution pattern given by the network is compared 
with the known solution pattern, and the difference is used to adjust the weights 
with small steps. The presentation of patterns from the training set continues 
until the network gives the correct solutions for the problems of the training set, 
with some predefined allowed error. 
The training procedure that is followed is called the back-propagation learning 
rule [75]. The adaptation of the weights is done in a backward fashion. The rule 
starts with the adaptation of the weights to the last layer and ends with the 
adaptation of the weights from the input layer, layer by layer. The adaptations 
are given by 
Awjt = 77<5jO,- (4.3) 
in which Awji is the adaptation of the weight from unit i to unit j in the next 
layer, o, is the output of unit i, η is the learning rate, and 6j depends on the 
layer. If the layer is the output layer, δ} is given by 
*j = (d3 - abriet,) (4.4) 
in which dj and Oj are the desired output and the actual output of unit j, 
respectively. If the layer is a hidden layer, ¿_, is given by 
*j = f'j(neh)^26kWh (4.5) 
к 
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in which к represents the units in the next layer. 
The learning rate is important in the training procedure. If it is low, the 
convergence of the weight set to an optimum is accurate, but very slow, and one 
may get stuck in a local optimum. If the learning rate is high, the system may 
oscillate. To limit the danger of oscillation, often a momentum term a is used 
and Awjt is given by 
AwJt(n + 1) = 7/ijO, + aA.wJt(n) (4.6) 
The training set with examples has to be representative for the overall prob­
lem and there should be enough examples available. The training phase can be 
time consuming, depending on, amongst other things, the network structure, the 
number of examples in the training set and number of training iterations, but it 
only has to be done once for a particular problem. 
Testing the network 
After training, the performance of the network has to be tested. This is done 
with a set of patterns similar to the set of examples that was used to train the 
network. 
In the testing phase the patterns that represent the problem are fed to the 
network, and the patterns that represent the known solution of this problem 
are compared with the patterns that represent the solution given by the neural 
network. The (dis)agreement of the two solution pattern sets gives an indication 
of the performance of the trained network. 
Often the performance of a classification system is expressed in two percent­
ages: recognition and prediction. The recognition and the prediction both are the 
number of correctly classified patterns of a set, divided by the total number of 
patterns present in this set. In case of the recognition the set of patterns is the 
same set as used for training the classification system, whereas in case of the pre­
diction the patterns in the set were not used for training. When the performance 
meets the conditions set in advance, the network may be used for real analysis. 
Using the network 
In the trained network the weights are fixed and analysis sets may be presented 
to the network. 
Analysis sets are comparable with training sets and test sets, on the under­
standing that in the analysis sets the solution patterns are not known. 
Flow cytometer 
Up to now the counting and identification of algae is mainly done manually 
by microscopic observation. This is very time-consuming, not very accurate and 
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bears the risk ot overlooking small populations ot algae, especially the small algae 
are hard to identify with a microscope. Also, the samples have to be concentrated 
which may have unwanted effects, like damaging of the algae. Therefore, it would 
be convenient if the identification procedure could be automated and improved. 
In biomedical science the automatic analysis of particles (e.g. in blood sam­
ples) is performed with a flow cytometer. Flow cytometry is used now for auto­
matic identification and counting of algae, despite of the complex data, which is 
sometimes difficult to interpret. 
In future the flow cytometer may offer the possibility to split the samples into 
sub-samples containing only one algal species. For this option an on-line decision 
has to be made about the class of the specific algal particle that is measured. 
In the flow cytometer used for measuring phytoplankton two or three light 
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Figure 4.4: Scheme of the cuvette of the flow cytometer 
this cuvette the laser beams one by one and give optical effects like scattering 
and fluorescence, which are measured by light-sensitive detectors. These optical 
parameters characterize each particle. 
At this moment a limited, visual, interactive analysis of the data measured 
by a flow cytometer is possible. If the clusters are not sufficiently separated in 
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two (or pseudo-three) dimensions, as is often the case, no visual discrimination is 
possible. In Fig. 4.5 two scatter plots of measurements of the flow cytometer are 
given. The used parameters FBR, FRR and PLS have been described in [10]. 
FBR 
Figure 4.5: Two scatter plots of unprocessed parameters measured by the flow cytometer 
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Also a Principal Component Analysis plot has been made (Fig. 4.6). These figures 
give an indication of the complexity of the data. Some of the algal species are 
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The two principal components explain 80% variance. 
Figure 4.6: PCA plot of flow cytometer data of eight algal cultures. 
4.1.3 Materials and methods 
Neural networks 
The neural networks used in this study are multi-layer feed-forward networks 
trained with the back-propagation rule. They contain 6 or 7 input units, 0 to 
20 hidden units and 2 to 8 output units (Fig. 4.7). The learning rate η and the 
momentum term α (Eq. 4.6) are set to 0.9 and 0.6, respectively. These values 
appeared to be satisfactory, though not fully optimized. The transfer function of 
the input layer is f(x) = x. For the hidden layer and the output layer the sigmoid 
of Eq. 3.3 is taken, so the outputs of the network units range from 0 to 1. The 
number of input units and output units depends on the experiment, the number 
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Figure 4 7 The structure of a neural network as used in some of the experiments 
of hidden units is determined empirically. 
The networks are simulated using both the software packages NeuralWorks 
Professional \\tm [63] on an I B M i m PS/2 and ANNET [7] on a SUN Sparc 4 i m 
workstation. Except for the training time, the results did not differ significantly. 
Flow cytometer 
Algae are irregular in shape and size and usually appear in low particle densities. 
Conventional flow cytometers appear to be less suited for analysis of aquatic 
samples. For this reason a flow cytometer has been designed especially for the 
analysis of phytoplankton: the optical plankton analyzer (OPA) [24,64]. Six 
optical parameters are used in this study: three fluorescence parameters (FBG, 
FBR, FRR), two scattering parameters (PLS, FLS), and the time-of-flight ( T O F ) . 
The samples were analyzed at a flow-rate of either 0.11 or 0.33 ml per minute, 
the analysis rate ranged from 30 to 300 particles per second. The parameters 
and other technical details have been described in [10]. 
Algal cultures 
The algal cultures used in this study are monocultures of ANA, ΑΡΗ, MIC, OSC, 
DIN, MEL, CRY and CHL (Table 4.1). The first four are Cyanobacteria. The 
eight monocultures as well as seven mixtures of these cultures have been measured 
63 
with the OPA. The composition of the mixtures is also shown in Table 4.1. The 
percentages of algal species present in the mixtures may be estimated using the 
concentrations of the monocultures and the mixing ratios. 
real mixtures 
Species 
ANA (Anabaena flos-aquae) 
ΑΡΗ (Aphanizomenon flos-aquae) 
MIC (Microcystis aeruginosa) 
OSC (Oscillatoria redekei) 
DIN (Dinobryon divergens) 
MEL (Melosira italica) 
CRY (Cryptomonas ovata) 

























































Table 4.1: Expected composition of the real mixtures 
Data processing 
The parameters as measured and processed by the OPA were scaled before use. 
For the training set autoscaling was used (a mean of 0 with a standard deviation 
of 1), for each test set and analysis set the same scaling parameters were used as 
in the corresponding training set, so the values of the inputs used for the neural 
network (the processed parameters) ranged from about -3 to + 3 . 
The data of the eight monocultures (known algae with their parameters) was 
mixed afterwards (artificial mixtures) and was used as training sets and test sets. 
The data of the seven real mixtures (Table 4.1) was used as analysis sets. The 
training procedures resulted in a total training time varying between half an hour 
and four hours. 
The output of the neural network (values between 0 and 1), has to be inter­
preted by the user. For this interpretation different classification criteria may be 
used, like e.g. 
1. The algal is assigned to the class corresponding to the output unit with the 
highest value. 
2. The first criterion may be extended with the condition that this value must 
exceed a predefined threshold (which may differ for different units). 
3. The second criterion may be extended again with the condition that all 
other values are a predefined amount lower than this highest value. 
The third classification criterion gave good overall results. The classification 
criterion used is this study was: The algal particle is assigned to the class cor-
responding to the output unit with the highest value if and only if this value is 
higher than 0.3 and the difference with the value of the highest-but-one unit is 
greater than 0.3 
If the algal particle is not assigned according to this classification criterion to 
any of the classes, it is classified as unknown. 
Experimental protocol 
For every experiment, first the structure of each network is defined. The number 
of input units equals the number of parameters used to characterize the algal 
particle (the problem pattern), the number of output units equals the number of 
different classes of algae that have to be assigned (the solution pattern). The 
number of hidden units and the number of iterations of the training set are both 
determined experimentally, by training networks that vary in the number of hidden 
units or in the number of iterations, and selecting satisfactory values on the basis 
of the results. 
Three different sets of data have been defined, training sets, test sets and 
analysis sets: 
- Training sets contain data of the eight monocultures. These monocultures 
are measured separately by the flow cytometer and the data is artificially 
mixed afterwards. Of the patterns in these sets the input pattern (the 
processed parameters) as well as the output pattern (the class to which the 
algal particle belongs) is known. 
- Test sets are essentially the same as the training sets, only now different 
data patterns are used. The data patterns chosen for the training set should 
not be used for the test set. 
- Analysis sets are measurements of real mixtures of the monocultures, mixed 
before they are measured by the flow cytometer. Of these patterns only 
the input pattern is known, the output pattern is the solution given by the 
neural network. 
After definition of the different sets, the network is trained with the training 
set. After training, the weights of the trained network are fixed and the testing 
phase is started. 
The test phase consists of two tests: First the training set is used again 
to test whether the network was able to reproduce the examples. This results 
in a recognition percentage. Second the test set is used to test the prediction 
capabilities of the trained network, expressed in a prediction percentage. 
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I he network with a satisfactory performance is selected and the analysis sets 
are fed to the trained network. The results of the analysis by the neural network 
are compared with the estimated compositions of the mixtures, and with the 
results of the visual analysis when available. 
4.1.4 Experiments and results 
Three experiments have been carried out in order to investigate whether artificial 
neural network systems 
1. are capable of discriminating between two different classes of algal species 
(poisonous species and non-poisonous species); 
2. can be used for identification of different algal species; 
3. are robust towards changes in the flow cytometer settings. 
Cyanobacteria - non Cyanobacteria 
In the first experiment a neural network was designed to discriminate between 
two classes: cyanobacteria (ANA, ΑΡΗ, MIC, OSC) or non-cyanobacteria (DIN, 
MEL, CRY, CHL). 
The used networks had six input units (corresponding to the six processed op­
tical parameters), two output units (corresponding to the two classes of algae). 
The number of hidden units used ranged from 0 to 20. The training set and 
the test set each contained patterns of 800 algae (100 patterns per class). After 
about 50 iterations of the training set, the errors made by the networks ceased 
to decrease, or even started to increase. A typical run is shown in Fig. 4.8 (in 
this case the network consisted of 10 hidden units). In this figure the normal­
ized standard error is plotted against the number of iterations. The normalized 
standard error is given by 
^ = ¿ j E E ( d p ; - ° w ) 2 (4·7) 
P J 
in which ρ represents the patterns in the data set, and j represents the output 
units. 
21 different networks were trained and tested, with 0 to 20 hidden units. 
Each run (consisting of a training phase and a testing phase) was repeated six 
times with different random initial weights to get an indication of the standard 
deviation. The mean prediction of the six runs is plotted as a function of the 
number of hidden units in Fig. 4.9. For this problem the univariate optimization 
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The number of hidden units is 10. 
Figure 4 8: Normalized standard error as function of the number of training iterations. 
significantly when more than nine hidden units are used. Even the performance 
of the worst performing network is high, and even a network with no hidden units 
performs good. This indicates that the problem is a relatively simple, almost 
linear, problem, and further optimization is not required. 
One of the networks with nine hidden units was selected for the analysis. 
This specific network showed a recognition of 100 % and a prediction of 99.3 %. 
The seven real mixtures were analyzed with this trained network. The results of 
the analyzes are presented in Fig. 4.10. In this figure the results of the visual 
analysis are also shown. With the right choice of the two or three dimensions, 
a visual discrimination could be made, which also indicates that the problem is 
not so complex (see also Fig. 4.5, the cyanobacteria are clearly separated from 
the non-cyanobacteria). The analysis results are in good agreement with the 
expected, estimated, concentrations. The network classified 0.1 to 0.6 percent of 
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Figure 4.9: The mean performance and the standard deviation as function of the number 
of hidden units. 
Identification of eight algal species 
In the second experiment a neural network was designed to identify eight different 
algal classes (Table 4.1). 
The networks used (Fig. 4.7) had six input units (corresponding with the six 
processed optical parameters), and eight output units (corresponding with the 
eight classes). The number of hidden units ranged from 1 to 20. The training set 
and the test set each contained 1000 patterns (125 patterns per class). About 
100 iterations of the training set appeared to be sufficient. 
18 different networks were trained and tested, with 1 to 20 hidden units. Again 
each run was repeated six times. The mean recognition and mean prediction are 
plotted as a function of the number of hidden units in Fig. 4.11. Now the 
performance drops sharply when less than 4 hidden units are used. After 13 
hidden units the performance does not increase significantly. Again this is only a 
univariate optimization. 
One of the networks with 13 hidden units was selected for analysis. The 
specific network showed a recognition of 96.5 % and a prediction of 94.1 %. The 
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Discrimination between cyanobacteria and not-cyanobacteria. 
Figure 4.10: Result of the analysis of real mixtures by a neural network. 
seven real mixtures were analyzed by this trained network. The result of the 
analysis of mix5 is presented in Fig. 4.12. For this problem a visual discrimination 
was not possible. The results of all seven mixtures are presented in Fig. 4.13. 
To test the influence of the training set on the performance of the network, 
the network was also trained with a significantly smaller training set (only 25 
patterns per class). All other variables were not changed. This second network 
reached an increased recognition of 99.0 % and a decreased prediction of 90.9 %. 
The recognition of the first network is lower than the recognition of the second 
network, because more different training examples leads to more difficulties with 
remembering each training example. On the other hand, the prediction of the 
first network is higher than the prediction of the second one, because more dif-
ferent training examples (a more representative training set) leads to improved 
generalization capabilities. 
recognition prediction 
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Figure 4.11: The performance of a network 
Robustness towards changing the OPA settings 
In the third experiment the robustness of the neural network analysis towards 
changes in the OPA settings is tested. Changes of the OPA settings may lead to 
a shift of the clusters, but different algal species require different optimal OPA 
settings. In practice, with routine measurements, one sample containing different 
algal species is measured with one OPA setting. If this setting is not the one used 
for training the network, the clusters of some algal species may be shifted into 
clusters of other algal species, and species may be difficult to identify. It would 
be very advantageous when the neural network can be used to classify species 
irrespective of the settings. 
In this experiment two different laser power settings of the OPA, 25 mW and 
50 mW, were used to measure the algal particles. Three different types of training 
sets and test sets were compiled from the data: 
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Figure 4.12: Result of the analysis of mix5 by a neural network 
- Training sets and test sets both with patterns that were measured with the 
same laser power setting. 
- Training sets and test sets both with patterns measured with different laser 
power settings. 
- Training sets and test sets both with patterns measured with different laser 
power settings. The known laser power settings are given as an extra, 
seventh, input for each pattern. 
Three different network systems were tested. The networks all contained 12 hid-
den units and 3 output units. Only three classes of algae were used, and the 
training sets and the test sets all contained 300 algal patterns (100 per class). 
The training took 100 iterations of the training set, and the network systems were 
not optimized. The results are summarized in Table 4.2. 
Table 4.2 shows that the best recognition and prediction is reached when 
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Figure 4 13 Result of the analysis of real mixtures by a neural network 
measurements this will not always be the case. If not the same setting is used, 
the prediction performance decreases. 
Using different laser power settings simultaneously for training and testing 
results in broader clusters. The performance is not as good as in the first case, 
but better than training with one, and testing with the other setting. 
In the third network the laser power was used as an extra parameter to char­
acterize each algal particle. This again appears to be an improvement of the 
results of the previous network system. Therefore, when using the OPA for rou­
tine measurements, the efFects of the shifting of the clusters may be limited by 
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100 % recognition 
98.0 % prediction 
93.1 % prediction 
98.9 % recognition 
94.2 % prediction 
99.0 % recognition 
95.9 % prediction 
The numbers between brackets denote the laser power setting with which the specific 
training set or test set was measured. 
Table 4.2: Performance of the different network systems 
4.1.5 Conclusions 
The results of the first experiment show that an identification system based on an 
artificial neural network is capable of spotting specific kinds of algal species (e.g. 
poisonous ones like the cyanobacteria). The results of the second experiment 
show that such a system is also capable of identifying a number of different algal 
species that appear in one sample. The results of the third experiment show 
that also other parameters may be used as input to characterize the pattern, like 
instrument settings (or e.g. sample conditions like depth or temperature). 
With the systems used in this study of course it will not be possible to identify 
algal species with which the network has not been trained. If algae which do not 
resemble any of the species used for training, are presented to the network, the 
amount of algae classified as 'unknown' will increase. If the algal particle is much 
alike one of the species used for the training, the network is not able to distinguish 
between the two algal species. 
It has been demonstrated that neural network systems are able to classify 
species that cannot be distinguished by visual, interactive, analysis. At the same 
time an important gain in speed of analysis is booked by application of neural 
network systems. 
It should be borne in mind that training, testing and analysis is done with 
algal cultures grown in a laboratory. Algae in culture are all grown under the same 
circumstances whereas algae grown in surface water will show more diversity, so 
that the performance of the neural network will decrease when real samples are 
measured. To investigate the behavior of the neural networks when the data is 
more divers, it has to be tested with such data (e.g. monocultures may be grown 
under more different conditions). 
The results of the experiments are promising and the networks appear to be 
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relatively unsensitive to the noise inherent with the nature ot the data, hurther-
more, a neural network has a short access time, which makes on-line usage within 
reach. This implies that ,e.g., species can be physically separated from the sam-
ple by means of a fast fluid switch that is activated on-line by the neural network 
upon recognition of preselected algae. 
Furthermore, interesting samples are immediately recognized as such, which 
makes extra sampling on the spot possible. Other advantages of the use of neural 
networks are their possibility to cope with non-linearities like the variation of the 
algal compositions and properties with depth of sampling [27], and the application 
of parameters like instrument settings, which affords an important extension of 
the approaches that can be used for analysis of complex real samples. Also the 
networks are capable of adapting to changing conditions. 
Concluding, this study shows that neural networks can be used for complex 
pattern classification problems, like the identification of algae based on flow cy-
tometer data. 
4.2 Drift correction 
for pattern classification problems2 
A neural network may be used as a pattern classifier to assign objects, which are 
characterized by different variables, to certain classes [83]. One of the problems 
that might be encountered with pattern classification is instrumental drift. Drift 
may cause the neural network to misclassify the objects, if the clusters of the 
different classes lie relatively close to each other. Therefore it is necessary to 
calibrate the analytical instrument that is used to measure the variables. However, 
calibration of an instrument is not always straightforward. Correction of the 
measurements for drift would make it permissible to calibrate less often. 
In this paper the effects of different drift correction strategies are studied. 
Simulated data sets are used, with different amounts of drift of a non-linear 
nature. A multi-layer feed-forward neural network is used to classify the simulated 
objects. The performance of the neural network is determined for three situations: 
no drift correction, correction for the drift by subtracting it, and correction for 
the drift by using the amount of drift as an extra input variable for the neural 
network. 
For the type of non-linear drift used in this study, the last drift correction 
strategy appears to give the best results. 
4.2.1 Introduction 
In pattern classification problems, a decision has to be made to which class 
an object belongs to, based on certain measured characteristics of that specific 
object. As was shown in the previous section, multi-layer feed-forward (MLF) 
neural networks [75,47] may be applied as pattern classifiers [81,83]. 
One of the problems that might be encountered with pattern classification is 
instrumental drift, i.e. the change of a variable value in time, due to instrumental 
changes. Each object is characterized by a set of variable values. These variables 
are measured with analytical instruments, and these instruments may cause slight 
changes of the variable values in time, due to different and often uncontrollable 
causes, like aging, wear, temperature, humidity etc. The pattern classifier is usu-
ally trained on data which do not show drift. If the classifier is used for actual 
measurements and the deviations in these measured variables become too large, 
the pattern classifier is no longer able to predict the correct class. Therefore the 
instruments will have to be calibrated from time to time with calibration samples, 
2This section is accepted for publication as J R M Smits, W J Meissen, M W J Derk-
sen, G Kateman, "Drift correction for pattern classification with neural networks", An-
alytica Chimica Acta 
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i.e. samples of which the characteristics are known. Often the following calibra-
tion procedure is applied: a calibration sample is measured at set times, inbetween 
the measurements of the real samples. If the values for the calibration sample 
measured by the instrument differ from the known values, a certain amount of 
drift is present. If the deviations are too large, one may choose between 
- calibrating the instrument, i.e. adjusting or tuning the instrument in such 
a way that the correct values for the calibration samples are obtained 
- compensation for the drift by correcting the measurements of the real sam-
ples with the amount of drift found for the calibration sample. 
The choice when to measure calibration samples is a compromise between effi-
ciency and costs on one hand, and reliability on the other hand. If it is complicated 
or a lot of effort to calibrate the instrument, but relatively easy to just measure 
one or more calibration samples from time to time, correcting for the drift is 
worthwhile: if it is possible to compensate for drift, it will no longer be necessary 
to calibrate the instrument very often to obtain reliable values. 
Different strategies are possible for drift correction, but usually these strategies 
are based on the assumption that the drift of a variable is uniform or depends only 
on the value of the specific variable. However, drift may be of a somewhat more 
complex nature: drift in one variable may depend on the value of other variables 
too. Most papers issueing drift correction procedures deal with calibration instead 
of classification problems, and usually the drift that is addressed is relatively 
simple. One of the methods that may be used to predict and compensate for 
drift is the Kalman filter [89,77]). In this paper an alternative approach for drift 
correction is proposed. 
A neural network used for pattern classification defines boundaries between two 
ore more neighboring clusters. Based on these boundaries the neural network 
decides to which cluster a particular object belongs. However, drift causes the 
clusters to shift, and if the drift is such that the clusters move in time across 
these boundaries, the neural network will misclassify objects. This is more likely to 
happen if the clusters are lying relatively close to each other. One may compensate 
for drift by means of correction of the measurements, or by means of correction 
of the decision boundaries. In effect, these two approaches are equal. 
An analytical instrument which may exhibit a relatively complex form of drift 
is a flow cytometer. A special type of flow cytometer has been developed for 
the measuring of algae in surface waters [24,64]. This flow cytometer is able to 
detect automatically algal particles in water. It measures a set of variables for each 
particle individually, which characterizes the specific particle. Analysis of these 
data réveils a clustering of the different algal species in the multi-dimensional 
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space spanned by the variables (variable space) [Ö1J. However, some ot the 
clusters tend to show considerable overlap and posses irregular shapes. 
The data of a flow cytometer may be interpreted by using a neural network 
[81,27,10]. In such studies, measurements from a calibrated instrument are taken. 
However, a flow cytometer is an optical system, and measurements performed 
with it may show drift, often of a non-linear nature. This makes it necessary 
to calibrate the flow cytometer from time to time. However, the calibration 
is not straightforward, while on the contrary the measurement of a calibration 
sample is relatively easy. Calibration samples provide an indication of the drift 
the measurements exhibit in the different variables. If the measurements for the 
real samples made with the flow cytometer could be corrected for drift, it will be 
possible to use the flow cytometer without having to calibrate it often. 
If calibration of the instrument is not performed often, drift causes the clusters to 
overlap. In this paper, different types of drift and some correction strategies are 
described. A possible drift correction procedure is a mathematical correction, like 
subtraction of the amount of drift from the measurements. This might reduce the 
overlap between the clusters, but for specific types of drift the problem will not 
be solved entirely. Therefore, an alternative approach is proposed: the amount 
of drift incorporated in a variable value, is derived from the measurement of a 
calibration sample, and added as an extra variable. This may be done for every 
variable that is subject to drift, i.e. per variable an extra variable may be added. 
Such an additional variable increases the dimension of the variable space, and 
this enables a separation of the clusters. However, the decision boundary that is 
created in this way between the clusters will, in general, be a non-linear one. For 
this reason, a non-linear pattern classification method has to be applied, like a 
MLF neural network. 
To investigate the effect of the latter drift correction procedure, three exper-
iments are carried out. Several data sets (containing two clusters of objects) are 
generated, in which different amounts of a specific type of non-linear drift are 
incorporated. This classification problem is tackled according to different cor-
rection strategies. In the first experiment, no drift correction is applied. In the 
second one, the amount of drift is subtracted, a procedure which is applied of-
ten. In the third experiment the amount of drift is not subtracted, but it is used 
as an additional variable to describe the objects with. Since non-linear decision 





Nowadays, MLF neural networks are the most popular neural networks. They are 
applied for a wide variety of problems, like e.g. classification problems [83]. 
Network structure and signal propagation 
A MLF network consists of three or more layers of units: one input layer, one 
output layer and one or more intermediate (hidden) layers. A unit in one layer 
is connected to all units in the next layer (feed-forward). In Fig. 4.14 a possible 
network structure is shown. 




1 - 20 hidden units 
2 output units 
class 1 class 2 
The network shown on the right has one input layer, one hidden layer and one output 
layer. The transfer functions that are used per layer are shown on the left. 
Figure 4.14: Network structure as used in the experiments. 
A unit receives and/or sends signals from and to other units or the outside 
world via the network connections. Each signal is weighted by a weight factor 
that is associated with a connection. The input of a unit is determined by the 
incoming (weighted) signals, the output of the unit is a function of the input. 
Often a sigmoid transfer function is chosen. 
Training the network 
Adequate functioning of a neural network is highly dependent on the way the 
signals are propagated through the network. This signal propagation is determined 
by the weights of the connections. In general, however, a proper weight setting 
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is not known beforehand and therefore initially the weights are given a random 
value. The process of updating the weights to a correct set of values is called 
training or learning. 
A correct weight set usually is achieved by means of supervised learning. Often 
the back-propagation learning rule [75] is used. According to this learning rule, 
in e.g. a three-layer network first the weights from the hidden layer to the output 
layer are adapted, and next the weights from the input layer to the hidden layer. 
The weight adaptations are given by 
Awji(n + 1) = η6^ί + aAwji(n) (4.8) 
in which Awji denotes the adaptation of the weight from unit г to unit j in the 
next layer, o, is the output of unit г, and η is the learning rate. To limit the danger 
of oscillations, a so-called momentum term α is invoked. If the layer is the output 
layer, the error correction term 6j is a function of the transfer function used and 
the difference between desired and obtained output. For the hidden layer, 6j is a 
Function of the transfer function used and the weights and error correction terms 
of the output layer. 
Testing the network 
During and after training, the performance of the network has to be tested. This 
is done with a test set consisting of other examples, comparable to the set of 
examples that was used for training the network [83]. 
In the testing phase the input patterns are fed to the network, and the desired 
output patterns are compared with the output patterns produced by the neural 
network. The (dis)agreement of the two output pattern sets gives an indication of 
the performance of the network. When the performance meets the requirements 
specified in advance, the network is ready for real analysis purposes. 
For more information on the theory and the use of MLF neural networks, the 
reader is referred to e.g. refs. [75,83]. 
Pattern classification 
A pattern classifier has to distinguish between different classes of objects. The 
variables with which the objects are characterized, have to be discriminative 
enough to make this distinction possible. If this is the case, objects belonging to 
different classes will form separable clusters in the variable space. 
A pattern classifier that is trained supervised, e.g. a neural network, is given a 
training set with examples. Based on these examples, the pattern classifier defines 
decision boundaries in the variable space, which separate the different clusters 
from each other. If an unknown object is presented to the pattern classifier, 
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the classifier will assign this object to a specific class. This decision is based 
on the position of this object in the variable space with respect to the decision 
boundaries. Various pattern classifiers are based on this principle, e.g. linear 
discriminant analysis (LDA, [54]) and MLF neural networks. 
If, in a two-dimensional space, the decision boundaries that separate the clus-
ters are straight lines, the clusters are said to be linearly separable. Analogous, 
for three or more dimensions the decision boundaries will then be (hyper)planes. 
In such cases, LDA may be applied to classify the objects. An example of a clas-
sification problem is shown in Fig. 4.15. In LDA, the objects are all projected on 






(a) Division of the objects in two classes by LDA. Only one decision boundary is found. 
(b) Division of the objects in two classes by a MLF network. A possible network structure 
is shown in addition. The two input units are flow-through units, the transfer function 
of the output unit is a threshold function. The net input for the output unit is given by 
net = wix\ + W2X2- The output of the output unit, y, is given by 
y = ƒ(«*) = | J if net > t if net < t 
in which t denotes the threshold. The value of y indicates to which class (represented 
by '0' and '1') the object belongs. The equation for the decision boundary is given by 
w\Xi + W2X2 = t. Two possible decision boundaries are drawn that are equally probable 
regarding the criterion of the network. With the network shown, only linear separable 
clusters may be separated. If the decision boundaries are curved lines, a more complex 
network structure has to be used. 
Figure 4.15: A classification problem. 
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way that the within-class variance of the projected objects is minimized, whilst 
the between-class variance is maximized. The decision boundary is defined to be 
perpendicular to this weight vector. 
A MLF network also defines a decision boundary to separate the classes, but in 
a different way. The neural network tries to find the decision boundary for which 
the network error is minimal. The obtained decision boundary is determined by 
the weights. During the training phase these weights are adapted, and different 
decision boundaries may result from different initial weight settings (Fig. 4.15b). 
LDA is a parametric technique, based on the assumption that the distribution of 
the different classes is more or less the same. It is relatively sensitive to outliers. 
If the conditions are not ideal, or the problem is not linearly separable, MLF 
networks usually will perform better. 
Drift 
A MLF neural network is trained in a supervised way. In case of supervised learn-
ing, a training set has to be selected to train the network. If such a training 
set contains only measurements in which no or only a small amount of drift is 
incorporated, the neural network may only be used for classifying objects which 
also show no or only a small amount of drift. This drift makes a lot of calibration 
in between measurements necessary, to ensure working in the data domain the 
network is trained for. 
No calibration 
If the instrument is not calibrated often, the performance of the pattern classifier 
might decrease (Figs. 4.16a-c). To prevent the clusters from crossing the deci-
sion boundaries, the training set can be composed of measurements performed on 
different points in time, i.e. with different amounts of drift incorporated. In this 
way one has to calibrate less often, but in effect the clusters are spred out. The 
resulting training set will contain larger clusters, which may even overlap partially 
(Fig. 4.16d). If these clusters are used to train the network, it will not be able 
to define a good decision boundary and the overlap will result in a decreasing 
performance. 
Types of drift 
Drift can be incorporated in every variable value. In the sequel, only drift incor-
porated in one variable value is considered. In the case more variable values are 
subjected to drift an analogous approach may be taken. 
Drift is a function of time. However, the aim of this paper is not to study 
the drift behavior as function of the time. The time is enclosed implicitly in 
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(a), (b) and (c) give the position of two clusters at time t = 0, t = 1 and t = 2, 
respectively. The clusters show drift in variable x i . If the data set without drift, shown 
in (a), is used for training a neural network, a decision boundary as shown may result. If 
the network is now used to classify the objects of (b) or (c), measured at time t — 1 or 
t = 2, respectively, part of cluster 1 will be classified as 2 It is seen that, due to the drift, 
the clusters cross the decision boundary the network has built based on the data shown 
in ( a ) . The dotted lines show the decision boundaries as they should be positioned for 
the specific data sets to achieve a good classification. Back-translation of the clusters to 
(a) solves the problem, (d) If data measured on different points in time (like in (a), (b) 
and (c)) are merged, the clusters may overlap (black region). 
Figure 4.16: The effect of drift on the classification. 
different variable values, measured at one specific point in t ime. Different types 
of drift are possible: 
1 . T h e drift is uniform, i.e. the amount of drift incorporated in a variable value 
is the same for all measurements, over the entire range of this variable. Such 
a type of drift results in a translation of the clusters in the variable space 
(like in Figs. 4 . 1 6 a - c ) . T h e relative positions of the clusters are retained, 
and the decision boundaries between the clusters are translated. In a two-
dimensional case (variables x\ and 1 2 ) the drift in x\ may be expressed 
as 
dXl = С 
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where L is a constant. 
2. The amount of drift incorporated in a variable value depends on the value 
of this variable. For different measurements, which are distributed over the 
domain of the specific variable, the amount of drift may differ considerably. 
This dependency may be linear as well as non-linear. This type of drift 
will not only result in a translation of the clusters, but the clusters (and, 
accordingly, the space in between) may also be changed in shape. Data 
points may be pulled apart or pushed together, but, again, the decision 
boundaries are just translated. In a two-dimensional case the drift in X\ 
may be expressed as 
dxi = f(xi) 
3. The amount of drift incorporated in a variable value depends not only on 
the value of the specific variable, but also on the value of another variable. 
This results in a change in orientation of the clusters and, hence, the 
decision boundaries (like in Figs. 4.17a-c). In a two-dimensional case the 
drift in x\ may be expressed as 
dXl = f{x\,x-i) 
Drift correction 
To be able to correct for drift, the drift has to be described first. A calibration 
sample is measured from time to time, and the difference between the measured 
and the known variable value for the calibration sample is an indication of the 
amount of drift incorporated in the specific variable value at that point in the 
variable domain. A measurement of a calibration sample may include multiple 
measurements (e.g. in duplo) measured at one point. In such cases, the mean 
value is taken. 
If the drift in a variable is known to be more or less uniform over the entire 
domain of this variable (the first type of drift listed above, dXl = C), charac-
terization of the drift is easy: the measurement of only one calibration sample, 
positioned anywhere in the domain of the variable, is sufficient to enable a de-
scription of the drift. Due to this (uniform) drift, the clusters are shifted, and 
the decision boundaries between the clusters are shifted along with the clusters. 
Correction of the drift is possible by subtracting the amount of drift in a variable 
from the variable value of the actual measurements. This is in fact analogous to 
a simple back-translation of the clusters with their decision boundaries. 
If the drift is not uniform, but dependent on the variable value (second type 
of drift listed above), subtraction of the amount of drift measured at only one 
variable value will to some extent still solve the problem, provided the amount of 
drift only changes a little as function of the variable value (dxi = f{x\) « C). 
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• objects classified as 1 
objects classified as 2 
(a), (b) and (c) give the position of the two clusters at time t = 0, t = 1 and t = 2, 
respectively. The amount of drift incorporated in variable χχ depends on the value of 
variable x^. If the data set shown in (a) is used for training a neural network, a decision 
boundary as shown may result. If the network is now used to classify the objects of 
(b) or (c), part of cluster 1 again will be classified as 2. The dotted lines show the 
decision boundaries as they should be positioned for the specific data sets to perform a 
good classification, (d) Simple back-translation of the clusters of (c) does not solve the 
problem entirely. 
Figure 4.17: The effect of complex drift on the classification. 
If this correction is not sufficient, measurement of more calibration samples, at 
different positions in the variable domain, might be necessary to get a better 
description of the drift. For example, If this drift is known to be linear, i.e. 
the change of the amount of drift as function of the variable value is constant 
( d r i = f(x\) = Cx\), measurement of two calibration samples, positioned at 
different points in the domain of the specific variable, will be enough to describe 
the drift entirely. If the drift is of a non-linear nature, three or more calibration 
samples, distributed over the entire variable domain, have to be measured to 
describe the drift. T h e amount of drift to be subtracted may in both cases be 
determined by means of interpolation of the calibration sample measurements. 
If the drift in one variable depends on the value of another variable (third type 
of drift listed above, dXl = ƒ ( 1 1 , 1 2 ) ) . even more measurements of calibration 
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samples, distributed over the domains of both variables, will be necessary to get a 
description of the drift. A simple back-translation (subtraction of the amount of 
drift), based on only one or a few calibration samples will no longer be sufficient 
to correct for the drift, as is depicted in Fig. 4.17d. 
Summarizing, it appears to be possible to correct for the drift by subtracting 
the amount of drift, which is derived from calibration sample measurements, 
from the variable value of an actual measurement. To get a good correction for 
non-linear types of drift, the drift has to be described in detail. If this is not 
the case, subtraction will not entirely solve the problem: the clusters may still 
overlap partially, due to the drift. Depending on the type of drift and knowledge 
about which types may be manifest, characterization of the drift may involve 
measurements of a lot of calibration samples. The more complex the function 
ƒ, the more calibration samples have to be measured at different points in the 
variable space to obtain a detailed description of the drift. It would be desirable, 
however, to perform drift correction based on as few measurements as possible. 
An alternative approach to correct for drift is addition of the amount of drift as 
an extra characteristic of the object. This increases the dimensionality of the 
variable space, and the clusters are less likely to overlap if drift occurs. In this 
case the drift does not have to be described in full detail: even a rough indication 
of the amount of drift may be enough to solve the problem. This means that 
less knowledge has to be available on the type of drift, and less measurements 
of calibration samples are necessary. In this paper, the effect of this correction 
procedure is determined and compared with the effect of subtraction of the drift, 
for data sets subject to the third type of drift described above. 
4.2.3 Materials and methods 
The data set 
As was already stated, classification problems originating from drift occur only if 
the clusters in the data are lying close together. In the simulated data set used 
in this study the clusters border on each other closely to emphasize the effect of 
the different correction strategies on the performance of the neural network. The 
basic data set contains two clusters and is split in two sets: a training set and 
a test set. The objects are described by two variables: x\ and X2. The training 
set contains 200 examples (100 examples per cluster), the test set contains 100 
examples (50 examples per cluster). In Fig. 4.18 both sets are shown. 
Based on this basic data set (training set and test set, hereafter referred to 
as data set A) five other data sets (sets В to F) are generated, with different 
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(a) The training set. (Ь) The test set. The clusters are not linearly separable. 
Figure 4.18: The simulated basic data set, set A 
of the other variable, I 2 · The new (drifted) variable x[ is given by 
x[ = X\ + 0.1 t X2 (4.9) 
in which t denotes symbolically an elapsed time period since the last calibration. 
Sets В to F are derived from set A according to Eq. 4.9. In Table 4.3 the 
composition of the different data sets is summarized. These sets refer to different 
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Table 4.3: Composition of the different data sets. 
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instrument, i.e. without any drift incorporated (t = 0). Data set В also contains 
these data points, and, in addition, data points measured after some elapsed time 
period as well, i.e. a small amount of drift is incorporated (t = 1). Going from 
set С to F, the elapsed time period since the last calibration increases. This leads 
to a spred of the clusters, like is shown in Fig. 4 16d An example of how the 
data sets are composed is given in Fig. 4.19. 
Only one calibration sample (positioned somewhere in the middle of the two 





Since the drift in variable xi depends only on the value of variable 12. every data set is 
represented symbolically with only X2 values, i e each cluster is shown as a straight line 
Data sets А, В and D are shown schematically As is seen e g in set D, every cluster 
is a fan of measurements measured at different times t The more different times are 
included (i e the longer the calibration of an instrument is postponed), the more the two 
clusters overlap 
Figure 4 19 Schematical composition of different data sets 
Representations 
For the representation of the input objects, input patterns consisting of the vari­
ables Xi and X2 are used. In accordance with this particular object representation, 
the input layer of the neural network consist of two input units. In case the drift 
in the variable x\ is given as extra variable, an additional input is necessary and in 
that case three input units are used. The input values are autoscaled per variable 
according to 
- Î (4.10) Xc 
in which xs is the scaled value, xu is the unsealed value, χ and σ
χ
 are the mean 
and standard deviation, respectively, of all values for the specific variable. 
In case of classification, for the representation of the class to which the input 
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object belongs (the output) often a sequence of binary values (0 and 1J is taken. 
Every class is represented by one value and associated with one unit. In this study 
an output of ( 1 0) represents the first class, and (0 1) represents the second class. 
Neural networks 
The MLF neural network used in this study (Fig. 4.14) has two or three input 
units, depending on the drift correction strategy followed, and two output units, 
equal to the number of classes. The number of hidden units is varied between 
one and twenty, in order to monitor the performance of the network as function 
of the number of hidden units. 
The learning rate η and momentum term a (Eq. 4.8) are set to 0.4 and 0.2, 
respectively. The transfer function of the input layer is given by f(x) = x, hence 
the input units operate as flow-through units. For the hidden layer and the output 
layer the output o3 of unit j is a sigmoid function of the input net} to unit j, 
and is given by 
o, = /(net,) = , , , . . (4.11) 
in which θ} is a bias term which influences the horizontal offset of the sigmoid, 
and netj is given by 
netj = jTwjiOt (4-12) 
t 
In this equation г refers to the units in the previous layer, w}t is the weight from 
unit г to unit j, and o, indicates the output of unit г. Obviously, the outputs of 
both the hidden units and the output units range from 0 to 1. 
During every iteration first a training set is presented to train the network, 
and subsequently a test set is presented to enable monitoring of the generalization 
capabilities of the network. The optimal number of iterations appears to depend 
on the specific problem, but, in general, after some 30 iterations most of the runs 
show a satisfactory degree of convergence. Overtraining, i.e. an increasing test 
error in combination with a decreasing training error, has not been encountered 
during the experiments. 
The experiments have been performed on a SUN Sparc workstation with the 
software package AN NET [7]. 
Interpretation of the output 
The network output values are used to indicate to which class the input pattern 
belongs to. However, the output unit values usually are not exactly equal to 0 
or 1, but take a value somewhere in between. Moreover, since an input pattern 
is defined to belong to only one class, only one output is expected to be high. 
Therefore, an interpretation criterion has to be defined which determines to which 
class a given input pattern belongs to. 
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In this study different classification criteria were tried, and, finally, the follow-
ing criterion was used in the experiments: the pattern is said to belong to the 
class associated with the unit with the highest value. This simple 'one-highest' 
criterion gave good overall results. 
The performance of the networks is expressed in a percentage: the number of 
correct classifications divided by the total number of examples in the presented 
set, times 100%. If the presented set ¡s a training set, this percentage is called 
the recognition performance; if the presented set is the test set, this percentage 
is called the prediction performance. 
4.2.4 Experiments and results 
First, the basic training and test set (set A) is used. Nine different network 
configurations, with 1, 2, 3, 4, 6, 8, 10, 15 or 20 hidden units, respectively, are 
each trained and tested with the sets of set A. For every network configuration the 
training and testing procedure was repeated six times, and each time a different 
initial (random) setting of the weights is used. The results of these runs are given 
in Fig. 4.20. 
For every drift correction strategy the same experiment is performed with 
each of the five 'drift' sets, В to F. For every experiment only results for the 
test set (prediction performance) are shown. For the training set (recognition 
performance) comparable results were observed. 
No correction 
In the first experiment, no correction for the drift is applied. For every drift set 
(B to F), again nine different network structures are each trained six times. The 
prediction performances for these uncorrected runs are given in Figs. 4.21b-f. It 
is seen that going from Fig. 4.20 and Fig. 4.21b to f the prediction performance 
decreases. 
Due to the drift, the clusters show gradually more and more overlap going from 
set A to F (like in Fig. 4.16d). The prediction performance decreases considerably 
because the clusters are lying close to each other. 
Subtracting the drift 
In the second experiment, the applied drift correction strategy is subtraction of the 
drift. A calibration sample is defined, and the amount of drift found in variable x\ 
for this sample is subtracted from the value of the variable X\ of every data point. 
For specific instruments, like the flow cytometer, one calibration measurement is 
the measurement of a single sample, containing an entire cluster of calibration 
particles. In such a case the drift of the mean value of the cluster is taken. Since 
the data is simulated, it is not necessary to define an entire calibration cluster: a 
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For every network structure the mean prediction performance and the standard deviation 
of the six runs is given for the test set of set A. For the training set analogue results 
were found. One hidden unit appears not to be enough; for two or more hidden units the 
performance remains more or less constant. 
Figure 4.20: Mean performance as function of the number of hidden units 
simulated mean value suffices. 
The drift in X\ depends on the value of variable xi (see Eq. 4.9). Therefore, 
the single calibration sample is positioned somewhere around the mean of variable 
X2, i.e. X2,c — 4.5 (see Fig. 4.18). The amount of drift of the calibration sample 
does not only depend on X2,c, but also on the time t. This is expressed by 
d
c
 = 0.1 tx2,c (4.13) 
= 0.45 ί 
For each drift set the drift can be determined with Eq. 4.14 (the values of t ime 
t are shown in Table 4.3). The drift, dc, is now subtracted from the values of 
X\, for every data point in the particular drift set3. The effect of this correction 
procedure on data set E is shown in Fig. 4.22. 
Again for every drift set nine network structures are each trained six times. 
The results for these experiments are depicted in Figs. 4.21b-f, respectively. It 
3 ln this case, f could have been taken directly as extra variable, instead of the drift, 
since the relation between the drift and the time is simple. However, in general, it is not 
known exactly in which way the drift depends on the time. 
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(b) and (с) For every network structure the mean prediction performance and the standard 
deviation of the six runs is given for the test set of sets В to F, respectively. ( ) 
gives the prediction performance without any drift correction, (· · ·) gives the prediction 
performance if the drift is subtracted, and (—· — ·—) gives the prediction performance 
if the drift is given as extra parameter. 
Figure 4.21: b-c. Results of the three experiments with the drift sets. 
is seen that going from Fig. 4.20 and Fig. 4.21b to f the prediction percentages 
still decreases a little, but not so much as was the case without the correction 
procedure. 
It is seen that 'measurement' of only a single calibration sample is not suf­
ficient to describe the non-linear drift detailed enough. If a better correction is 
desired, more calibration examples have to be measured to obtain a more detailed 
description. The amount of drift at a specific position in the variable space may 
in this case be determined by means of an interpolation procedure applied on the 
calibration sample measurements. 
Drift as extra variable 
In the third experiment, the drift of a single calibration sample is used as an extra 
input variable: for every object not only the values for the variables χι and X2 
are give, but in addition also the drift dc (Eq. 4.14). The effect of this correction 
procedure is shown in Fig. 4.23. The results for these experiments are shown in 
Figs. 4.21b-f, respectively. It can be observed that, going from Fig. 4.20 and 
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(d) to (f) For every network structure the mean prediction performance and the standard 
deviation of the six runs is given for the test set of sets В to F, respectively. ( ) 
gives the prediction performance without any drift correction, (• · •) gives the prediction 
performance if the drift is subtracted, and (—· — •—) gives the prediction performance 
if the drift is given as extra parameter. 
Figure 4.21: continued, d-f. Results of the three experiments with the drift sets. 
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(a) Schematical composition of uncorrected data set E The fan-like clusters show con­
siderable overlap (b) Schematical composition of data set E after subtraction of the drift 
of the calibration sample The overlap is decreased, but it has not disappeared entirely 
Figure 4 22 Effect of subtraction of drift 
Due to the addition of the third dimension, i.e. the variable dc, the clusters 
remain separated in the extended variable space, this despite of the drift. In this 
case the decision boundary is not a straight line anymore, but a curved plane. 
The clusters are shifted parallel to this plane and, hence, do not cross it. 
It is seen that only a singe calibration sample suffices; it is not necessary 
to describe the drift in more detail. However, if the drift is extremely variable, 
even for this procedure more than one calibration sample measurements will be 
necessary. 
4.2.5 Summary and conclusions 
If a neural network, trained with data measured with a calibrated instrument, 
is used to classify measurements containing a certain amount of drift, it may 
perform badly. Due to the drift, the clusters may cross the decision boundaries 
the network derived from the training data. This phenomenon is more likely to 
happen if the clusters are relatively close to each other. 
If calibration is not performed often, and measurements containing drift are 
used to train the network, the clusters are spred out and adjacent clusters may 
start to overlap. To prevent this, a drift correction procedure has to be applied. 
The amount of drift on a specific time may be determined by measuring calibration 
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Cluster 1 Cluster 2 
(a) Schematical composition of uncorrected data set E, with considerable overlap between 
the clusters, (b) Schematical composition of data set E if the drift of a calibration sample, 
dc is given as extra variable. The merged measurements measured at different times t 
do not form fans any more, but combine more or less like the steps of a spiral staircase. 
Whereas in (a) the two fan-like clusters show overlap, in (b) the two spiral-like clusters 
are well separated: the overlap has disappeared completely, due to the introduction of the 
extra dimension (de). The decision boundary between these two clusters is non-linear. 
Figure 4.23: Effect of drift as extra variable. 
samples in between actual measurements. Different correction strategies were 
applied: no correction, subtraction of the drift, and drift as extra variable. 
If the drift is of a relatively simple nature, i.e. the clusters are only translated, 
subtraction of the drift will be sufficient to correct for it. If the drift is more com-
plex, i.e. the clusters are not only translated but the shape or even the orientation 
has changed also, subtraction of the drift might not suffice. An alternative drift 
correction strategy is to use the drift as an additional variable to describe the 
object. This increases the dimensionality of the variable space (and of the deci-
sion boundaries), and drifting (spred) clusters are less likely to overlap. However, 
the resulting decision boundaries will be non-linear, e.g. curved planes instead of 
straight lines. Therefore a non-linear pattern classifier like a neural network has 
to be used in combination with this correction procedure. This paper demon-
strates the effect of the described drift correction strategies on the performance 
of a neural network. The simulated data sets which are used exhibited a specific 
non-linear type of drift, and drift corrections were based on only a single calibra-
tion sample. The latter strategy, adding drift as an extra variable, appeared to 
give the best overall results. 
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The simulated data sets contained only drift in one variable, so only this 
variable had to be corrected for drift. Of course, one may correct for drift in 
every variable in a similar way, i.e. for every variable an extra drift correction 
variable may be used. This may lead to a doubling of the number of input 
variables. If there is not much training data available, this may cause problems 
with training the neural networks [83]. 
If the drift is such that the clusters are starting to overlap even if data is taken 
which is measured at one specific point in time, correction will not be possible 
anymore. In this case calibration of the instrument is the only remedy to retain 
the performance of the network. 
If drift correction is applied, the network still may only be used to classify 
objects with maximally the same amount of drift in their variables as was present 
in the data points the network was trained with. If the drift of the instrument 
exceeds this maximal amount after some time, again, calibration will be necessary. 
The described method may not only be applied in case a neural network is 
used as pattern classifier, but it is also applicable in combination with other non-
linear pattern classifiers. 
Summarizing, subtraction of the drift is a good strategy, provided the drift is 
simple to describe. If the drift is more complex, more calibration samples will 
be necessary to enable correction for the drift with subtraction. In this case, 
correction with an extra drift variable is often sufficient, even if this correction is 
based on only one calibration sample. 
Although the proposed correction procedure (addition of the amount of drift 
as extra variable) is only tested on a specific type of non-linear drift, it may be a 
promising method for correction of other types of non-linear drift also. 
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Qualification with MLF neural networks 
In this chapter multi-layer feed-forward networks are used for qualifi-
cation. 
The research described here concerns the interpretation of infrared 
spectra with MLF networks. Two different approaches are described: 
a 'flat' neural network system which covers the entire problem do-
main, and a modular system in which specific sub-problems are tack-
led with small, dedicated neural networks. The performance of several 
of those specialized modules is compared with the performance of a 
flat system and of a genuine expert. 
"We consider it to be an impor-
tant research problem to elucidate 
[...] our intuitive judgement that the 
extension [of Perceptrons to multi-
layer systems] is sterile. " 
A. Newell [61] 
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5.1 Interpretation of infrared spectra 
with modular neural-network systems 1 
The interpretation of infrared (IR) spectra is not straightforward and requires 
much time and expertise. In this section the interpretation of IR spectra with 
artificial neural networks is addressed. 
The conventional approach is to design a single neural network to cover the 
problem domain. In this study a different approach is taken by tackling specific 
sub-problems with small, dedicated neural networks. Such networks are intended 
to form the modules of a larger, structured system for spectrum interpretation. 
The problem domain chosen in this preliminary work concerned the decision 
on the presence or absence of various functional groups (i.e. alcohols, carbonyls). 
Several modules were created, as well as a large, "flat" neural network which 
covered the entire problem domain. The performance of the specialized modules 
was compared with that of the flat network and with that of a genuine expert. 
5.1.1 Introduction 
An infrared spectrum of a compound contains a large amount of information 
about the chemical structure. The absorption of infrared light by a compound is 
due to vibrations of atoms in the molecule. These vibrations depend strongly on 
the neighboring atoms and chemical bonds, which makes them highly specific to 
local molecular structures. An IR spectrum is therefore said to be a 'molecular 
fingerprint'. 
Because of its high information content, IR spectroscopy is applied in a wide 
variety of fields within analytical chemistry. Several computerized methods have 
been reported that may assist the chemist in the interpretation of IR spectra. 
These methods range from simple recognition of a compound by matching its 
spectrum to library spectra, to more complex programs for multicomponent de­
termination (e.g. [12,18,99]) and confirmation (e.g. [74]), and construction of 
the molecular structure of unknown compounds (e.g. [13]). 
Although many functional groups give rise to rather characteristic peaks in an 
IR spectrum, the interpretation of the spectra is not straightforward. First, the 
functional groups have to be recognized. Once they are identified, the complete 
molecular structure still has to be compiled out of these functional groups, which 
is not always possible with the information extracted from the IR spectra. Other 
1This section is published as J.R.M. Smits, P. Schoenmakers, Α. Stehmann, 
F. Sijstermans, G. Kateman, "Interpretation of infrared spectra with modular neural-
network systems." Chemometrics and Intelligent Laboratory Systems (1993), 18, 27-39. 
Unfortunately, even the recognition ot functional groups often poses problems. 
Not all functional groups have well-defined peaks. Moreover, functional groups 
may show strong mutual interferences. Therefore, assigning peaks or groups of 
peaks to functional groups requires much expertise and is very time-consuming. 
Also, the often large number of peaks may cause important information to be 
overlooked. For these problems, artificial neural networks may offer a solution. 
Since the 1980's there has been an explosive growth in effort devoted to the 
development and application of artificial neural networks in fields such as speech 
recognition and image recognition. The use of neural networks in (analytical) 
chemistry is not yet widespread, but more and more papers are published on 
this subject. Examples include the use of neural networks for calibration [49], 
protein-structure elucidation [6,66], prediction of electrophilic aromatic substitu-
tion reactions [25], processing of ion-selective electrode array signals [15], yarn 
structure-properties relation modeling [93], method selection [40] and pattern 
recognition [27,81]. Also, the interpretation of IR spectra with neural networks 
has been reported [60,70,80]. A review of applications of neural networks in 
chemistry is given in ref. [101]. 
For the interpretation of IR spectra, neural networks may be used in two ways. 
They may be applied as a memory with a very rapid access, to match unknown 
spectra with known spectra in a database (recognition). They may also be used 
as an aid in interpreting unknown spectra which are (possibly) not present in a 
database. In this case, the neural network has to comprise the general features of 
the relations between peak positions, peak shifts and functional groups. In this 
study, this second application is addressed. 
5.1.2 Theory neural networks 
Artificial neural networks have been developed initially as a model for the (human) 
brain. The computerized version of this model is found to be particularly suited 
for performing tasks such as memorizing, associating, recognizing patterns and 
generalizing. These properties make neural networks suitable for problems such 
as the interpretation of IR spectra. 
M ulti-Layer feed-forward neural networks 
A variety of different networks may be built. In general they consist of units and 
connections between them. M ulti-Layer feed-forward networks ( [75], Figure 5.1) 
are most often used. 
In these networks signals are propagated from the input layer through the hidden 
layers(s) to the output layer. A unit thus receives signals via connections from 





Figure 5 1 A multi-layer feed-forward neural network 
and the net input for a unit j ¡s given by 
net-, = ^2wjt°t (5-1) 
t 
in which г represents units in the previous layer, u>Jt is the weight associated with 
the connection from unit i to unit j, and o, is the output of unit г. 
The output of a unit is determined by the transfer function and the net input 
of the unit. A popular transfer function is the sigmoid 
Oj = f(net})= 1 + e _ ( n e i j + g j ) (5-2) 
in which θ3 is a bias which shifts the function along the net, axis. 
Back-propagation learning rule 
The adequate functioning of a neural network depends very much on the way 
the signals are propagated through the network. The weights play an important 
role in this propagation and a proper setting of these weight factors is essential. 
Generally, such a setting is not known beforehand and initially the weights are 
given small random values. The process of adapting the weights to an optimal 
set of values is called the training of the neural network. Usually, this training is 
done by means of supervised learning. A representative training set with exam­
ples (problems with their known solutions) is presented iteratively to the neural 
network and the difference between the desired and the obtained solution is used 
to adapt the weights in small steps, according to a learning rule. 
The learning rule used here is called the back-propagation learning rule [75]. 
The adaptation of the weights is given by 
Awj,(n + 1) = T?£JO, + aAwJt(n) (5.3) 
100 
in which η is the learning rate and a the momentum. If the learning rate is low, 
the convergence of the weights to their optimum value is very slow and one may 
get stuck in a local optimum. If it is too high, the system may oscillate. To limit 
the danger of oscillation, the momentum term is used. 63 depends on the layer. 
If layer j is the output layer, êj is given by 
*j = (dj - °j)fl{netj) (5.4) 
in which dj and o} are the desired output and the obtained output of unit j, resp. 
If the layer is a hidden layer, 6} is given by 
63 = f'jinet^Y^ 6kwk] (5.5) 
к 
in which к represents the units in the next layer. 
Testing the neural network 
After training, the performance of the network has to be tested. This is done 
by presenting a set of examples (problems with their known solutions) to the 
network. The (dis)agreement between the desired solutions and the obtained 
solutions for the problems in this set gives an indication of the performance of 
the trained network. This performance may be expressed in the percentage of 
correct solutions. 
The percentage achieved with the training set is called recognition. The 
percentage achieved with a test set, consisting of examples not included in the 
training set, is called prediction. 
5.1.3 Approach 
Representation of problem and solution 
The representation of a problem (an IR spectrum) and its solution (information 
on the molecular structure) is not straightforward. Upon translation of a problem 
and a solution to their representations, as much information as possible has to 
be retained. 
The IR spectrum may be divided into intervals along the wavelength axis. 
The scaled average absorbance/transmittance in each interval may then be used 
as value for each input unit (Fig. 5.2). A choice has to be made about the width 
of each interval. Making the intervals too narrow may lead to huge networks and 
the introduction of noise. Too broad intervals, on the other hand, may lead to a 
loss of information. 
When the neural network is used as an aid for interpreting a spectrum, a 
molecule can be represented by fragment coding. For IR spectroscopy commonly 
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fragments present or absent 
Figure 5.2: Representation of problem and solution 
accepted fragments (functional groups) may be chosen. The advantage is the 
simplicity of the representation. Each output unit is associated with a functional 
group and its value indicates the presence or absence of that specific functional 
group (Fig. 5.2). A disadvantage, however, isthat information about the structure 
of the molecule as a whole is lost, which may be of great importance, because 
of the interaction of different functional groups close together in the molecular 
structure. 
An alternative seems to be a connection table in which relative positions of 
the different functional groups in the molecule are retained. Major drawbacks of 
these tables are their large and variable size and the difficulty of assigning values 
to the input units for different structures. For these reasons connection tables 
appear to be of limited practical use. 
Flat versus modular neural-network systems 
If division in frequency intervals is chosen as a representation of IR spectra and 
fragment coding is chosen as a representation of molecules, two different ap­
proaches may be taken in applying neural-network systems for interpreting IR 
spectra, namely a flat neural-network system [60,70] or a modular one. 
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Flat neu ra I-network system 
A flat neu ral-network system consists of one large neural network with on the 
input side the IR spectrum and on the output side all the possible functional 
groups, as illustrated in Fig. 5.2. 
There are several advantages of this approach: 
- The network takes all the functional groups into account at the same time, 
so that interferences may be perceived. 
- No prior knowledge other than the division into different functional groups 
is needed. 
However, there are also some disadvantages: 
- Functional groups which are difficult to learn in combination with other 
groups may decrease the performance of the entire system. 
- Different functional groups may require different optimal spectrum repre-
sentations (broader or narrower intervals for different wavelength ranges). 
- Extension of the system to include additional functional groups requires 
much effort (unless no hidden layers are involved [70]). 
- Large networks are difficult to optimize. 
Modular neural-network system 
A modular neural-network system consists of a number of small neural network 
modules, connected with each other in a tree-like structure (Fig. 5.3). Each 
network has its own specific task. The top-module also has the spectrum as input, 
but the output is only a rough division into sub-problems (classes). For each class 
a separate neural-network module exists, specialized on a specific sub-problem. 
Each module has the spectrum as input (possibly represented differently), and 
a refinement of the sub-problem for which it is designed as the output. Further 
layers of modules may be used for further refinement, until the desired level of 
refinement is reached. Advantages of this approach are: 
- For functional groups that are difficult to learn in combination with other 
groups, modules may be designed to facilitate separate learning. 
- For different functional groups different spectrum representations may be 
used, so that the emphasis may be put on different parts of the spectrum. 
























Figure 5 3 Possible structure of a modular neural-network system 
- The networks are easier to optimize. 
- Balancing the training sets is relatively easy. 
Disadvantages may be that: 
- Correlations/interferences of functional groups belonging to different sub-
problems are not perceived. This disadvantage may be partly neutralized 
by information exchange between the modules. The output of "rougher" 
networks may be used as additional input, next to the spectrum, for the 
"finer" networks. 
- The division into sub-problems is not straightforward and requires prior 
knowledge. 
In this study a comparison will be made of the performances of flat systems and 
modules for a significant sub-problem in the interpretation of IR spectra, namely 
the decision on the presence or absence of various types of alcohol and/or carbonyl 
groups. 
5.1.4 Experimentalpart 
Materials and methods 
Software and hardware 
The neural networks used in this study were simulated with the software package 
ANNET [7], adapted for use on a parallel computer, POOMA (Parallel Object-
Oriented Machine, [65]). The training of the networks took a few hours (real 
time, single user), depending on the size of the networks and the training set 
used. Training times were estimated to be a factor 10 larger on a SUN Sparc ltm 
workstation. Testing took only a few minutes, depending on the size of the test 
set used. 
Library-search programs and other utilities were implemented on a VAX 8820 
computer . 
Infrared spectra 
A version of the Aldrich library [2] containing 3284 "neat" IR spectra was used. 
These spectra were used for composing the training sets and the test sets for the 
neural networks. 
Neural networks 
The neural networks used were all three-layer feed-forward networks (Fig. 5.1), 
trained with the back-propagation learning rule. The input layer always consisted 
of 268 so-called flow-through units: one input value for each unit and the transfer 
functions were f(x) = x. For the hidden layer (always 30 units), as well as 
the output layer (between 2 and 12 units) sigmoid transfer functions were used 
(Eq. 3.3). 
For every experiment described in this study all networks were tested during 
the training with a test set after every full iteration (complete presentation) of the 
training set. This enables monitoring of the training process to check convergence. 
A typical run is shown in Fig. 5.4. in which ρ represents the patterns in the data 
set, j represents the output units, d is the desired output and о is the actual 
output. Overtraining (decreasing training error, increasing testing error) was not 























number of iterations 
150 
Figure 5.4: Training session for an alcohol module network 




The normalized standard error E is only an indication of the performance of 
the network. In this study the percentage correct answers given by the network 
is used as measure for the performance. For some experiments multiple runs 
were carried out to study the behavior of the network performance as function 
of the number of iterations. For the alcohol module the mean performance with 
standard deviation of seven runs (started with seven different random weight 
settings) is shown in Fig. 5.5. In this figure it is seen that the performance 
on both the training set and the test set reaches a constant level around 100 
iterations of the training set. Also for some modules the mean performance as 
function of the number of hidden units was determined. The results showed no 
significant changes in the range from 20-30 hidden units. Since no overtraining 
was encountered 30 hidden units appeared to be a save choice. 
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Figure 5.5: Mean performances of an alcohol module network 
For most of the runs, 100 iterations and 30 hidden units appeared to give 
good results, and for the results presented in this study the best-so-far networks 
were chosen. For real use of the networks a multivariate approach might lead to 
more optimal structures, but for the aim of this study this univariate optimization 
was felt to be sufficient. 
For the learning rate (77) a typical value of 0.9 was taken, for the momentum 
term ( a ) the value was 0.6 (Eq. 3.8). 
Training sets and test sets 
The training sets and test sets were subsets of the available library. The perfor­
mance of a network is greatly affected by the distribution of the examples over 
the different functional groups in the training set [70]. Unfortunately, for some 
functional groups there are fewer examples present in the library than for others. 
In such cases the training set is balanced by including those examples multiple 
times. A danger of this method is that specific features, which appear in the 
spectra of such examples, may be interpreted by the network as general features. 
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Indeed, experiments showed that although the overall performance improved after 
such extensions of the training set, the performance still appeared to be poor on 
many spectra of compounds containing several functional groups. This was espe­
cially true for those combinations of functional groups that did not appear in the 
training set. The networks were not able to generalize the features from spectra 
of compounds containing a single functional group to features of spectra of com­
pounds containing several groups. This indicates the occurrence of interferences 
between different functional groups, and the difficulty to account for difFerent 
peak ratios. Two fragments are said to show interference, if the occurrence of 
both fragments close to each other in one molecule leads to a change in shape 
and/or position of one or more bands of these fragments in the spectrum of that 
molecule. This is a non-linear effect. To let the network account more accurately 
for interferences, more examples of spectra of compounds with several functional 
groups will have to be included. 
Some of the limitations of the library may be overcome by further extending 
the training sets with 'simulated' spectra. Spectra may be multiplied by difFerent 
factors (0.70 and 0.85) to account for difFerent peak ratios and spectra may be 
added together to simulate combinations of difFerent functional groups. These 
extensions increased the overall performance considerably. Of course, these exten­
sions still do not remedy the difficulties with non-linearities such as interferences 
between functional groups. 
Representation of the problem 
Every input pattern has to be a representation of an IR spectrum (the problem). 
For this purpose the spectrum is divided into frequency intervals. The average 
absorbance for each spectrum in each interval is scaled with range scaling be­
tween 0 and 1, and is taken as the value for the input unit. Every input unit is 
thus associated with a frequency interval (Fig. 5.2). DifFerent interval widths (in 
difFerent areas of the spectrum) were tested. The following division of the spectra 
into intervals gave good overall results: 
440 - 2440 c m - 1 -* Δ χ и 10 c m - 1 
2440 - 4000 c m " 1 -• Δ χ « 20 c m " 1 
This division was used for all networks. A more optimal division has not yet been 
determined for each network separately. Also, research has to be done on further 
reduction of the input patterns because of the relatively small number of training 
examples in relation to the structure of the networks. 
Representation of the solution 
Every output pattern has to be a representation of a chemical compound (the 
solution). In this study fragment coding is used: for each compound the presence 
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[1) or absence (0) of functional groups is given. This may be done at different 
levels: from general (e.g. alcohol) to specific (e.g. secondary alcohol). Every 
Dutput unit is thus associated with a functional group. 
For this study the following functional groups were chosen: 
- general: alcohol, carbonyl; 
- specific: 
- primary alcohol, secondary alcohol, tertiary alcohol, phenol; 
- ester, aldehyde, carbonic acid, ketone, acid halide, amide; 
Interpretation of the output 
Due to the sigmoid transfer function, the values of the output units of the neural 
network are usually not exactly equal to 1 or 0 (as desired). To interpret the 
output, the following arbitrary thresholds were used: 
output < 0.3 —• associated fragment assumed absent 
0.3 > output > 0.7 ->• doubt 
output > 0.7 —* associated fragment assumed present 
Clearly, the results are affected by the selected thresholds, but in the present study 
no other thresholds were applied. The performance of the networks is given as 
a percentage. To determine the performance of a network, a set with examples 
(problems with solutions) is presented to the network. In general, the performance 
(percentage) is defined as 100 times the number of completely correct solutions 
given by the network divided by the total amount of examples present in the set. 
A solution given by the network is called completely correct if the output of every 
output unit is correct. If the output of a unit indicates a doubt, this output is 
said to be incorrect. If the presented examples were used for the training, this 
performance percentage is called recognition, if the presented examples were not 
used for the training, this performance percentage is called prediction. 
Different recognition and prediction values may be obtained for a network, 
distinguished by the sets of examples presented. One may for example split 
the test set in different parts, each containing only examples with the same 
output (e.g. only one fragment present). For every sub-set a different performance 
percentage may be obtained, thus giving more information about the specific 
strengths and weaknesses of the network. 
Sometimes a performance per unit is more informative. The performance 
percentage for a unit is defined as 100 times the number of correct outputs for 
the specific unit divided by the total amount of examples present in the set. If the 
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presented set ¡s the training set, the unit performance is called unit recognition. 
If the presented set is the test set, the unit performance is called unit prediction. 
Since all units must be correct to obtain a completely correct solution, the unit 
performances are at least as large, and usually larger than the overall performance 
of the same network on the same set. 
Experiments and results 
Flat systems versus specialized modules 
To compare the performance of flat neu ral-network systems with specialized 
neural-network modules, three questions are raised concerning the functional 
groups listed in the paragraph 'Representation of the solution' on page 109 ff. 
Does the given spectrum represent a compound which contains one, none or a 
combination of 
1. An alcohol and/or a carbonyl group ("general" groups)? 
2. Any of the specific alcohol groups? 
3. Any of the specific carbonyl groups? 
Five different networks were trained to answer these questions: 
A. An alcohol-carbonyl network with two output units for the two general 
groups. 
B. An alcohol network with four output units for the specific alcohol groups. 
C. A carbonyl network with six output units for the specific carbonyl groups. 
D. An alcohol-carbonyl network with ten outputs for the specific alcohol and 
the specific carbonyl groups. 
E. An alcohol-carbonyl network with twelve outputs for the four specific alcohol 
groups, the six specific carbonyl groups and the two general groups. 
The networks А, В and С can be seen as dedicated modules in a hierarchical sys­
tem. Network D and E are general, flat systems. Characteristics of the training 
and test data and of the performance of the five networks are shown in Table 5.1. 
The recognition is given as the percentage completely correct solutions for the 
expanded training set. The three prediction percentages are given per pattern 
type. They are the percentages completely correct solutions for the patterns of 
the test set with no fragments, one fragment or more fragments, respectively. 
The recognition is very high, especially for the specialized networks, compared 
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networks 
nr of examples 
original training set 




no fragments present 
one fragment present 








































Table 5.1: Comparison of the five neural networks 
to the prediction. This may happen if the training set does not contain enough 
examples to describe the general features. Since the number of training examples 
is relatively small compared with the network structures, this may also indicate 
that the network functions as a memory. This suggests that the size of the 
networks may be too large in comparison with the number of examples in the 
training sets. Since more examples are not available, and since results obtained 
with smaller networks (less hidden units) showed no increasing prediction per­
formance, research is presently directed at reducing the number of input units 
/ wavelength-intervals without loosing much information. The prediction of the 
flat system E is the lowest. It is clear that, despite the use of expanded training 
sets, the performance for spectra of compounds with several functional groups is 
lower than that for compounds with a single functional group. 
The performance percentages shown in Table 5.1 are all percentages of com­
pletely correct answers. When such networks are used as modules in a modular 
system, the performance per unit (functional group) may be of more interest. 
The results of such an evaluation for the two networks В and С are shown in 
Tables 5.2 and 5.3. The unit performances are higher than the performances (per 



























Table 5.3: Performance per unit for network С 
The results of these experiments may be used to evaluate the performance 
of the networks on the three questions above. The networks A, D and E may 
be used to answer the first question (general alcohol/carbonyl). The results are 
shown in Table 5.4. As in Table 5.1, the prediction percentages are split over 
different pattern types. The prediction for alcohol, carbonyl or combination is 
the percentage of completely correct solutions for all test examples in which 
only alcohol, only carbonyl or a combination of these fragments are present, 
respectively. The network dedicated to this problem (A) appears to perform best. 


















Table 5.4: Comparison of network performances on the first question of page 110 
The networks B, D and E may be used to answer the second question (specific 
alcohol groups). The results (per pattern type) are shown in Table 5.5. In this case 


























Table 5.5: Comparison of network performances on the second question of page 110 
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networks. Network В performs worst for secondary alcohols, but the performance 
of network E is again low for compounds with several functional groups. 
The networks C, D and E may be used to answer the third question (specific 
carbonyl groups). The results (per pattern type) are shown in Table 5.6. Here 


































Table 5.6: Comparison of network performances on the third question of page 110 
In Tables 5.4 and 5.6 it is shown that for the first and third question specialized 
networks perform better than flat networks. Of course, the results of these three 
specific problems may not be extrapolated to other functional groups and/or 
combinations, but the results indicate the potential of a modular system. 
If we limit ourselves to alcohols and carbonyl groups, a modular system may 
be created from three networks, i.e. А, В and С First, A may be used to decide on 
the presence or absence of alcohol groups and/or carbonyl groups. This decision 
may then be used to direct the problem to the appropriate submodule(s) В and/or 
C, which in turn may yield information at a more specific level. Such a tree may 
be expanded with other functional groups and more levels. 
One of the important aspects of such a hierarchical modular system is the 
propagation of wrong decisions. If the answer of a network is a 'false negative' 
(the group is concluded to be absent but is in fact present), the problem is not 
directed to the correct sub-network and there is no possibility of obtaining a 
correct answer anymore. If the answer of the network is a 'false positive' (the 
group is concluded to be present but is in fact absent), the problem is (also) 
directed to the wrong sub-network, where it may be recognized as a null-pattern 
(no groups present for that specific sub-problem) and a correct answer is still 
possible. 
If the tree of networks А, В and С are used to make the decisions, it can 
be tested how many of the false positives of the top-module A are recognized 
as null-patterns in the sub-modules В and C, and, also, how many of the false 
negatives will be interpreted correctly in the sub-modules, if they are presented 
to them. The results of this test are shown in Table 5.7. The errors made by 
the top-module A on alcohol patterns as well as on carbonyl patterns are split 
in false positives, doubts and false negatives. These patterns are then presented 
































Table 5.7 Propagation of wrong decisions from top-module A to the sub-modules 
incorrect answer or a doubt. It can be seen that a number of the false positives 
and cases of doubt are corrected by the sub-modules, i.e. the sub-modules give 
the correct answer, despite the error (or doubt) given by the top-module. Also, 
from the false negatives about 60 % would have been interpreted correctly by the 
sub-module. False positives (which are directed to a sub-module) are preferred 
to false negatives, so the interpretation of the output values of the units should 
be optimistic; i.e. the thresholds may be given low values. 
Neural networks versus a genuine expert 
To put the capabilities of the neural networks into perspective, the performance 
of the modules was compared with the performance of a genuine expert, who 
had been intensively involved in interpreting large numbers of IR spectra during 
a period of more than 25 years. Only 47 spectra were selected (to limit the time 
necessary for the human interpretation). The selection of the spectra was biased 
towards cases for which the networks' interpretation was incorrect (approximately 
50 % ) . If anything, this would favor the relative performance of the expert. 
The spectra were divided according to the three questions posed earlier, and 
both the networks and the expert were asked to answer them. 
For the first question (general alcohol/carbonyl) 8 spectra were selected, and 
network A was used to interpret the spectra. For the second question (specific 
alcohol groups) 15 spectra were selected, and network В was used. For the third 
question (specific carbonyl group) 24 spectra were selected, and network С was 
used. 
The answers (functional group present, absent or doubt) of both the net­
works and the expert were evaluated as follows: a correct answer for the pres­
ence/absence of a functional group yielded 1 point, an incorrect answer no points, 
and a question mark 0.5 point. The scores of both the expert and the networks 
on the three sub-problems are shown in Tables 5.8, 5.9 and 5.10, respectively. In 
these tables the number of completely correct interpretations (a correct answer 
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for all the functional groups for one spectrum) is also shown. 












Table 5 8 Scores of network A and the expert on the first question of page 110 


















Table 5 9 Scores of network В and the expert on the second question of page 110 
























Table 5 10 Scores of network С and the expert on the third question of page 110 
The expert scores best on the first question, the network scores best on the 
second question. The scores on the third question are comparable, except for the 
scores on completely correct interpretations. On evaluation it appeared that the 
networks and the expert often chose the same incorrect answers. Most of these 
answers were understandable in retrospect; often errors were made for spectra in 
which an expected band was absence and/or a misleading band was present. In 
some cases, however, the network tended to make real "blunders", which did not 
seem understandable. However, the networks obtain their answers in a complex 
way. They may use (combinations of) information from all different positions 
in the spectra. Since it is extremely difficult, if possible at all, to explain the 
behavior of a neural network with a hidden layer, it is speculative to draw more 
detailed conclusions from the results obtained for this comparison. Examples of 
spectrum interpretations by neural network modules are given in [26]. 
The expert also made mistakes, but he did not make inexplicable errors, while 
he doubted more often. Both expert and networks experienced problems with the 
interpretation of spectra of multi-functional compounds. 
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5.1.5 conclusions 
Neural networks appear to perform reasonably well for the interpretation of IR 
spectra. However, they show some difficulties with the interpretation of spectra of 
multi-functional compounds, especially if a network can not be trained specifically 
with examples of such combinations. 
Part of this problem is due to the limitations of the available library. Certain 
combinations of functional groups were not represented sufficiently in the library. 
To compensate for this, the training set was expanded with simulated spectra 
(multiplications and additions of real spectra). This improved the performance, 
but did not completely solve the problem. Non-linearities such as interferences 
between functional groups may exist. To be able to generalize such features, i.e. 
to be able to account for interferences during the prediction, more examples of 
real spectra of multi-functional compounds have to be included in the training 
set. 
When three sub-problems in the interpretation of IR spectra (general alco-
hol/carbonyl group, specific alcohol group, or specific carbonyl group) are ad-
dressed, the networks specifically designed to solve the (sub-)problem usually 
appear to perform best, while the performance of flat systems is usually poorer. 
The dedicated networks may be combined into a modular system. An impor-
tant aspect is the propagation of wrong answers down the hierarchy of modules. 
Attention has to be paid to the interpretation of the results. False positives are 
preferred to false negatives, to allow as much correction as possible in the lower 
modules. 
The performance of the dedicated networks is compared with the performance 
of a genuine expert on a limited set of spectra. The same three questions are 
posed. The relative performances depend somewhat on the problem, but the 
overall performance is comparable. 
Of course, it must be kept in mind that the results are obtained with small 
systems for specific problems. They may not be rigorously extrapolated, but they 
do provide an indication of the feasibility of a modular system. 
Current research concerns the extension of the system towards other functional 
groups, the flow of information between the modules, and the optimization of the 
modules and the spectrum representations. 
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Chapter 6 
Quantification with MLF networks 
In this chapter MLF networks are used for quantification. 
The emphasis is not put on the neural networks, but on the repre-
sentations of the molecular structures. One of the most crucial steps 
in the development of a neural network system is the choice of the 
representations of the problem and the solution. The relevant infor-
mation, present in the examples, must be passed on to the network. 
If a neural network is used for solving chemical problems, often a 
representation of a molecular structure has to be chosen. 
In this chapter, different existing representations are tested and a new 
representation, type distance counting, is introduced. Two problems 
are considered. First, the networks are used to predict the boiling 
points of simple alkanes and alkenes, based on the molecular struc-
ture. Second, the networks are used to predict the H PLC retention 
indices of chemical compounds, again based on their molecular struc-
tures. 
"Chemical names may be in-
dexed alphabetically within a 
set of isomeric systems, which 
in turn may be ordered ac-
cording to the molecular for-
mula; this fact makes chem-
istry the best-documented nat-
ural science" 
A.T. Balaban et al. [8] 
Ml 
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6.1 Molecular representations and neural networks 1 
The molecular structure forms one of the basic ingredients used to model the 
relationship between chemical compounds and their properties. If neural networks 
are used as a technique to build this model, the representation of the molecular 
structure has to fulfill some constraints. This study first draws up an inventory of 
a number of commonly used representations and discusses their applicability in 
combination with neural networks. Many representations are not easy to obtain or 
lack information on the atom types. Therefore an alternative molecular structure 
representation, i.e. type distance counting (TDC) , has been introduced which is 
based on distances between atom pairs and the respective atom types. 
The potential of TDC has been demonstrated by virtue of a simple experiment 
in which neural networks were used to predict the boiling points of a small set of 
alkanes and alkenes represented by TDC. Next, with a case study, i.e. modeling 
the relationship between chemical compounds and the H PLC retention index with 
neural networks, a comparison of a number of molecular structure representations 
has been made. The TDC outperformed all other representations used. Then, 
for this particular problem, the neural network performance was determined for 
a number of possible TDC representations. Finally, these results were compared 
with the outcome of experiments using the same data sets of chemical com-
pounds and retention indices, but other technique/representation combinations: 
neural networks/fragment coding, and expert systems/fragment coding. Neural 
networks combined with the TDC representation appeared to give the best overall 
performance. 
6.1.1 Introduction 
Multi-layer feed-forward (MLF) neural networks [75] are used more and more 
nowadays for chemical problems [58,83,101]. If a solution for a problem cannot 
be derived directly (e.g. mathematically or numerically) from a description of a 
problem, an indirect path has to be found to model the relation between the 
problem and its solution, provided such a relation exists. A MLF neural network 
may be used to model this relation. 
In chemistry, the molecular structure is often involved in such a relation. 
First, this structure may be used to predict e.g. chemical or physical properties of 
chemical compounds. In this case the molecular structure is the problem. Second, 
analytical measurements may be used to predict the molecular structure. In such 
'This section is submitted for publication in Computers and Chemistry as 
J.R.M. Smits, W.J. Meissen, G.J. Daalmans, G. Kateman, "Using molecular represen-
tations in combination with neural networks. A case study: prediction of the H PLC 
retention index". 
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a case, the molecular structure forms the solution. If a neural network is used to 
model the relation between problem and solution, in either way a representation 
for the molecular structure has to be selected that meets certain requirements. 
One of the applications in which a proper representation of the molecular 
structure has to be selected is the prediction of the (HPLC) retention index of a 
chemical compound, based on this structure. HPLC may be used tötest the purity 
of a chemical compound. The goal is to let the compound elute, separated from 
possible contaminations, in a reasonably short time. To obtain such an optimal 
situation, usually an initial chromatogram is made from which an optimization 
procedure starts. One of the 'parameters' of the HPLC system which influences 
the elution of the chemical compound is the composition of the mobile phase. A 
good 'first guess' for this composition [36,53] limits the number of experiments 
for the optimization. It is desirable to make this first guess based on information 
that is easy to obtain. In the case study used in this paper, the molecular structure 
of a compound is used to predict the retention index of the compound achieved 
with a mobile phase containing 60 % methanol. This retention index may, on 
turn, be used to predict the methanol percentage that will lead to an optimal 
chromatogram [92]. 
In this paper, first a variety of molecular structure representation types are 
described [19,14,100]. It is discussed why a lot of these representations are unfit 
for use in combination with a neural network. In addition, a new representation, 
i.e. type distance counting (TDC) , is introduced. 
The aim of this study is fourfold. First it is tested whether this representation, 
TDC, is able to pass on information on the molecular structure, necessary for the 
prediction of boiling points of simple alkanes and alkenes, to a neural network. 
Second, the TDC representation will be compared with other representations. 
The aforementioned prediction of the retention index is taken as a case study for 
this and the following experiments. Third, the performance of neural networks 
using the TDC representations is studied for different data sets. Fourth, the 
performance of neural networks using TDC representations will be compared with 
the performance of two other approaches: and expert system using fragment 
coding and neural networks using the same fragment coding. 
6.1.2 Multi-layer feed-forward neural networks 
At present, MLF neural networks are the most popular neural networks. They are 
applied for a wide variety of problems [83]. 
Network structure and signal propagation 
A MLF network consists of three or more layers of units: one input layer, one 
output layer and one or more intermediate (hidden) layers. A unit in one layer 
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¡s connected to all units in the next layer (feed-forward). In Fig. 6.1 a possible 




The multi-layer feed-forward neural network has one input layer, one hidden layer and 
one output layer. 
Figure 6.1: Network structure as used in most experiments 
A unit receives and/or sends signals from and to other units or the outside 
world via the network connections. Each signal is weighted by a weight factor 
that is associated with a connection. The input of a unit is determined by the 
incoming (weighted) signals, the output of the unit is a function of the input. 
Usually, for the input layer a linear transfer function is used (the input units 
are simple flow-through units) and for the hidden units a sigmoid is taken, to 
enable modeling of non-linear relations. The transfer function of the output units 
depends on the required output of the networks. If this output is qualitative, 
usually a sigmoid transfer function is used. If the output is quantitative, a linear 
function may be used [83]. 
Training the network 
Adequate functioning of a neural network is highly dependent on the way the 
signals are propagated through the network. This signal propagation is determined 
by the weights of the connections. In general, however, a proper weight setting 
is not known beforehand and therefore the weights are initially given a random 
value. The process of updating the weights to a correct set of values is called 
training or learning. 
A correct weight set usually is achieved by means of supervised learning. Often 
the back-propagation learning rule [75] is used. According to this learning rule, 
in e.g. a three-layer network first the weights from the hidden layer to the output 
layer are adapted, and next the weights from the input layer to the hidden layer. 
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The weight adaptations are given by 
Awji(n + 1) = r/¿jO,· + aAwji(n) (6.1) 
in which Awji denotes the adaptation of the weight from unit г to unit j in the 
next layer, o, is the output of unit г, and η is the learning rate. To damp possible 
oscillations, a so-called momentum term α is invoked. In case a linear transfer 
function is used in the units of the output layer, the network is very sensitive 
with respect to the learning rate, η, and small values have to be chosen for η. 
For the weights associated with the connections from units in the hidden layer to 
units in the output layer, the error correction term 6j is a function of the transfer 
function used and the difference between desired and obtained output. For the 
weights associated with connections from units in the input layer to units in the 
hidden layer, Sj is a function of the transfer function used and the weights and 
error correction terms of the output layer. 
Testing the network 
During and after training, the performance of the network has to be tested. This 
is done with a test set consisting of other examples, comparable to the set of 
examples that was used for training the network [83]. 
In the testing phase the input patterns are fed to the network, and the desired 
output patterns are compared with the output patterns produced by the neural 
network. The (dis)agreement of the two output pattern sets gives an indication of 
the performance of the network. When the performance meets the requirements 
specified in advance, the network is ready for real analysis purposes. 
For more information on the theory and the use of MLF neural networks, the 
reader is referred to e.g. refs. [75,83]. 
6.1.3 Molecular representations 
The 2-D molecular structure is a common representation for a chemical com­
pound. This structure reflects, to some extent, the real structure of the molecules 
and it contains information on the specific compound. 
When computers are involved in solving chemical problems, certain restric­
tions are imposed upon the representation of molecules, and the 2-D structure 
appears to be less suited. Therefore, alternatives have to be found which can be 
used in combination with a computer. During the last decades, a wide variety 
of representations has been developed, each possessing different characteristics, 
suited for different applications. Representations may be based on different start­
ing points, like topology or (bio)chemical activity. 
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It neural networks are used to deal with chemical compounds, the number ot 
possible representations is limited even more. In that case the molecular structure 
has to be represented by a vector. The dimension of the vector (i.e. the length 
of the representation) must be the same for all molecules. Moreover, each vector 
component must refer to the same entity, i.e. it must have the same meaning for 
every molecule. These requirements rule out a lot of molecular representations. 
Some types of representations and their characteristics are discussed below. 
Matrix notations The information of a 2-D structure can be captured in a 
matrix. A well known example is the connectivity or connection matrix [100]. In 
this NxN sized matrix, with TV referring to number of atoms in molecule, every 
row and column represents an atom, and the matrix elements indicate whether a 
bond exists between two atoms. Another example is the distance matrix [100]. 
Usually, the connectivity matrix is extended with additional information, like bond 
type or ring closure information. The number of matrix elements is a quadratic 
function of the number of atoms in a molecule and, due to its symmetry, the 
connectivity matrix contains redundant information. The connectivity matrix is 
usually adapted and written as a table. 
An advantage of the connection table is that the representation is both unique 
(i.e. a molecule has only one representation) and unambiguous (i.e. a representa-
tion belongs to only one molecule). The connection table may simply be trans-
lated to a vector by linking all rows together, but, due to the varying number 
of atoms, the representation does not have a constant length. To remedy this 
problem, an upper and lower bound to the size of the molecules may be de-
fined. Representations of smaller molecules are completed with zero entries, but 
these entries are meaningless. Due to the upper and lower bound, the number of 
molecules which can be represented is l imited, and still the problem exists that 
the meaning of the vector components or entries may vary from one molecule to 
another. This limits the practical use of connection tables in combination with 
neural networks. 
Since the connection table contains much information, it is very often used 
as a starting point from which other representations are derived. 
Linear notations In linear notations, a chemical compound is represented by 
a sequence of alpha-numerical symbols. The chemical nomenclature may be seen 
as a linear notation. The Wiswesser Line Notation [97] is the most popular one 
For use in combination with a computer. In this notation, different sub-structures 
are represented by different symbols, ordered according to a set of 'syntactic' 
rules. 
Most linear notations are both unique and unambiguous. However, usually 
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a lot of rules are necessary for encoding and decoding. The representations are 
not suited for a neural network, since the length of the representation depends 
on the structure of the molecule, and, again, the meaning of the 'variables' is not 
constant. 
Usually linear notations are used for storage and retrieval of molecules in and 
from large data bases. 
Molecular feature vectors For every chemical compound, a number of fea-
tures may be used to characterize the compound, such as melting point, molecular 
weight, solubility and so on. These features may be arranged into a vector which 
then represents the specific chemical compound. A big advantage of this rep-
resentation is its constant length, and the fact that each feature has the same 
meaning for every molecule. This makes this representation suited for use in com-
bination with neural networks. However, there are also some disadvantages. It 
is not always straightforward to select the correct features, i.e. features contain-
ing relevant information, Moreover, it often requires a lot of effort to determine 
(measure) all feature values. It depends on the chosen features whether the rep-
resentation is unambiguous and, usually, it is not possible to perform a backward 
transformation of the molecular feature vector to the molecular structure. There-
fore, the representation is only suited for modeling the forward relation between 
a molecule and its specific characteristics; the other way around, from character-
istics to a molecule, is often not possible. 
Molecular vectors are most often used in research on the relation between 
structure and activity of a chemical compound. 
Fragment coding Another possible representation is fragment coding. For 
this representation molecular sub-structures or fragments are defined, and for 
every molecule the presence/absence or number of occurrences of the defined 
fragments is given: the fragment vector. The applicability of the representation 
depends highly on the choice of the fragments. This choice is a compromise: the 
fragments have to be large enough to contain relevant information, but not too 
large since in that case the number of fragments increases exponentially. 
The choice of the fragments can be done based on their chemical properties. 
This requires some experience and it is not very objective. Usually, however, this 
leads to fragments which contain a lot of relevant information. The choice of the 
fragments may also be done based on topological characteristics. Less experience 
is necessary (the fragments may even be generated automatically, based on the 
connection table), and the representation is more objective. However, still a 
decision has to be made on the size of the fragments and the algorithm the 
fragments are selected with. Moreover, this may result in the generation of a 
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large number ot relatively useless fragments, i.e. fragments which contain no or 
only a little amount of relevant information. 
Fragment coding has the same advantages as the molecular feature vector 
has, i.e. the length of the representation and the meaning of every variable is 
constant. This makes this representation as such suitable for use in combination 
with a neural network. However, this representation is also not unambiguous. 
Information on the molecule as a whole has been lost and, given the fragment 
coding, it is often not possible to retrieve the underlying molecular structure. 
Fragment coding is particularly suited for modeling of the relation between a 
molecule and its specific characteristics, like in structure-activity relation studies. 
However, despite of the fact the representation is not unambiguous, it is still 
useful for applications in which a description of the molecular structure has to be 
predicted. A full description of the molecular structure may be desirable, but it is 
not always needed or possible to generate. Often the description of the fragments 
suffices or is the best alternative (see e.g. [82]). 
Template coding If the molecular structures in question have a rather similar 
appearance, large 'backbones' or templates [14] may be defined. Smaller details 
may then be defined as fragments. Such a representation is unique and unam-
biguous, it has a constant length and the variables have a constant meaning. 
Furthermore, it is compact and relatively informative. However, it is difficult to 
define a good template and its use is limited to homologous series of compounds. 
3D-COOrdinates If the 3D-coordinates of the atoms are used, effects like ster-
ical interaction may be taken into account. The 3D-coordinat.es themselves do 
not form a suitable representation for a neural network: the length of the repre-
sentation is proportional to the number of atoms and, again, the variables do not 
have a constant meaning. 
The molecular transform [48,87] is derived from the 3D-coordinat.es of the 
atoms in the molecule. It is a Fourier-like transform of the distances between 
the atoms. The length of this representation is constant, and depends on the 
choice of the resolution of the Fourier transform. The meaning of the variables 
is also constant, and therefore this representation is suited for a neural network. 
Disadvantages, however, are that information on the 3D-structure of the molecule 
has to be available and that it is conformation dependent. 
Topological (graph-theoretical) representations A number of representa-
tions is based on the topology of the molecular structure [19,14,67,100]. Such a 
structure may be seen as a graph, consisting of nodes (atoms) and connections 
between nodes (bonds). Often only the non-hydrogen atoms are shown in such a 
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graph, but in this study the hydrogen atoms will be included. A path is defined as 
a route in which every node and every connection is passed only once. The dis­
tance or path-length between two nodes is defined as the number of connections 
lying on the shortest path between those nodes. 
A disadvantage of all graph-based representations is the lack of information 
on atom types. Additional information may be added to remedy this problem. 
Nevertheless, graph-based representations are still often limited to the description 
of a homologous series of molecules, with different degrees of branching. Some 
examples of representations based on graphs are listed below. 
Wiener number and Wiener array 
The Wiener number [19, 32], W N , is the sum of the total number of distances 
between all pairs of nodes: 
Ν N 
WN = £ E A ; 
t' j > : 
(6.2) 
where г and j are atoms, N is the total number of atoms, and D^ is the shortest 
possible distance (i.e. number of connections) between atoms i and j. An example 
of this representation is shown in Fig. 6.2. 
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(a) 2-D structure of 2-methyl-l-propanol. For simplicity, the hydrogen atoms are not 
included in this example, (b) Determination of the Wiener number and Wiener array 
for 2-methyl-l-propanol, based on the distance matrix. The length of the Wiener array 
depends on the types of atoms that are considered. WN = 18, WA = (27, 9, 0, . . . ) . 
Figure 6.2: Examples of the determination of the Wiener number and the Wiener array 
Since this representation lacks information on the atom types, in this study 
another representation is defined, based on the same principles as the Wiener 
number. In this case the atoms are grouped per atom type and a Wiener number 
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¡s calculated per atom type: 
Nt N WN
' = E E ^ (6·3) 
к i 
where t indicates the specific atom type, к denotes an atom of type t and Nt is the 
number of atoms of type i. The resulting array of numbers ( W N t l , WN t 2, . . . ) , 
hereafter referred to as Wiener array (WA), has been used as a representation. 
The length of this representation is of course equal to the number of atom types 
to be considered. If a molecule does not possess atoms of a specific type, the 
associated entry of the array is set to zero. If none of the molecules possess atoms 
of a specific type, this entry may be left out since it does not add any information. 
This representation thus has a constant length and the variables have a constant 
meaning. An example of this representation is depicted in Fig. 6.2. 
Hosoya's Ζ index and Hosoya's Ζ array 
Hosoya's Ζ index [19,41] is based on the number of possibilities to fill a graph 
with a number of connections that do not touch. The Ζ index is given by 
HZ = £ > ( * ) 
where p(k) is the non-adjacency number of order к, and JV denotes the number 
of existing orders. The p(k) is defined as the number of possibilities to select 
к connections in a graph without any of these connections touching (i.e. no 
two connections share the same node). By definition, p(0) = 1. To enable 
comparison with some other representations used in this study, the hydrogen 
atoms are included in the graph. An example of this representation is given in 
Fig. 6.3. 
Both the Wiener number and the hosoya's Ζ index are related to the size 
and compactness of a graph (molecule). The indices are single figures and, 
consequently, much information is lost. To retain more information, an extended 
representation has been defined for the Hosoya's Ζ index too: Hosoya's Ζ array. 
To obtain this array, the non-adjacency numbers are not summed, but every p(k) 
is taken as a separate variable instead (Fig. 6.3). 
Molecular connectivity 
The molecular connectivity [19,41] is also derived from a graph, but information 
on the type of atoms is used in addition. To calculate the molecular connectivity, 
all possible sub-structures of the graph have to be taken into account. The 
molecular connectivity of a sub-structure is a function of the number, type and 
valency of the atoms in this sub-structure. 
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Determination of Hosoya's Ζ index and Hosoya's Ζ array for 2-methyl-l-propanol Again, 
for simplicity the hydrogen atoms are not included in this example HZ = 1 + 4 + 2 = 
7, HA = (1, 4, 2, 0, ...) The length of Hosoya's Ζ array depends on the chosen upper 
bound on the number of orders, к 
Figure 6 3 Examples of the determination of Hosoya's Ζ index and Hosoya's Ζ array 
The molecular connectivity of a sub-structure used in this study is defined as 
*'= i щ- ( 6 · 4 ) 
in which j refers to a sub-structure, i denotes an atom in this sub-structure and 
d, is the valency of the atom, which is defined as the number of valence-electrons 
minus the number of attached hydrogen atoms. The molecular connectivity of 
the entire molecule is a summation of the molecular connectivities of all possible 
sub-structures in the corresponding graph. 
To calculate the molecular connectivity of a molecule, all sub-structures of the 
molecular structure have to be considered. Unfortunately, for some of the larger 
molecules in the used data set this was not feasible given the available software 
and hardware, due to the huge number of possible sub-structures. Therefore, the 
molecular connectivity given in this study has been calculated based on graphs 
without the hydrogen atoms (Table 6.1). 
Distance counting and type distance counting 
Another graph-based representation is path counting [96]: each variable in the 
representation is associated with a distance. The value of each variable is equal 
to the number of occurrences of the associated distance in the graph. So each 
variable has a constant meaning, but the number of variables, i.e. the length of the 
representation, depends on the size of a molecule. To circumvent this problem, 
in this study an adapted version has been used: an upper bound is imposed upon 
the distances. If a distance is not present, the associated entry is set to zero. 
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The hydrogen atoms are not included in the determination. MC = 8.14 
Table 6.1: The molecular connectivity of 2-methyl-l-propanol. 
However, information on the atom types is not present in this representation 
either. Therefore an alternative representation has been defined, type distance 
counting ( T D C ) , in which distances are counted between two atoms of a specific 
type. A table is generated, in which every row represents a specific pair of atom 
types (path-type) and in which every column represents a specific distance (path 
length between those two atoms). An entry in this table gives the number of 
occurrences of a specific distance for a specific path-type. An example is given in 




C - 0 
distance 
1 2 3 4 ... 
3 3 0 0 
0 0 0 0 ... 
1 1 2 0 
The hydrogen atoms are left out. Distances larger than three and atom types other than 
С and О are not present in the molecule (the specific entries are 0). Based on this table 
different representations may be constructed, e.g. TDC-1 = (3, 0, 1, . . . ) , TDC-2 = 
(3, 3, 0, 0, 1, 1, ...) or TDC-3 = (3, 3, 0, 0, 0, 0, 1. 1, 2, . . . ) . The path counting 
representation may also be determined based on this TDC table. It is the summation of 
the entries per distance, and for this molecule this representation is (4, 4, 2). 
Table 6.2: The type distance table and some TDC representations, for 2-methyl-l-
propanol. 
resulting representations for upper bounds of one to three are shown. It is seen 
that, based on the T D C table, different representations may be composed. Not 
only the upper bound may be varied (even per path-type), but entries may also 
be left out (e.g. if a specific entry is zero for all molecules in the entire data set). 
These possibilities provide on one hand a lot of flexibility, but on the other hand 
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they introduce the difficulty of selecting the entries. The representation contains 
a lot of information on the atom types. 
Of course, there exist more types of molecular representations than given in this 
paper, but the main types are discussed. As has been outlined, only a few of 
these representations can be used in combination with neural networks. From the 
abovementioned representations the molecular transform, the molecular feature 
vector, the graph-based representations and fragment coding appear to fulfill the 
requirements of fixed length and constant meaning. 
For both the molecular transform and the molecular feature vector, other 
information than the connection table has to be available. Since the connection 
table is easy to generate, representations which are based on this table, i.e. graph-
based representations and fragment coding, are preferred. 
6.1.4 TDC representations used for prediction of boiling points 
An introductory experiment is performed to verify whether it is possible to pass 
on information regarding the molecular structure to a neural network with a T D C 
representation. The boiling points of alkanes and alkenes have to be predicted, 
based on the molecular structure. A MLF neural network is used to model the 
relation between the molecular structure (represented by T D C ) and the boiling 
point. This experiment is a feasibility study; it is not the goal to solve the 
problem2. 
Materials and methods 
Data set 
A total of 57 small alkanes and alkenes were used (with a number of С atoms not 
larger than seven). The boiling points ranged from -103.7 to 98.4 °C [91]. Since 
the data set used in this experiment is rather small, cross-validation procedures 
have been used for training and testing the neural networks [83]. The data set 
has been divided in 19 * (54 training examples + 3 test examples) sub-sets for 
the cross-validation procedure. 
Representations 
Often the input and output patterns are scaled before use, especially if difFerent 
variables have difFerent ranges of values. Auto-scaling has been used in this 
experiment to scale the variables of both the input and the output patterns. 
The input patterns are the scaled representations of the molecular structures, the 
output patterns are the scaled boiling points. Since only alkanes and alkenes are 
2In fact, other methods might perform better 
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present in the data set, the number of path-types is limited to three: C-C, C-H 
and H-Η. All entries present in this data set are shown in Table 6.3. T D C - 1 up 






1 2 3 4 5 6 7 8 
X X X X X X 
X X X X X X X 
X X X X X X X 
A 'x' for the specific entry indicates that this entry is present for at least one of the 
molecules in the data set. 
Table 6.3: TDC entries present for the boiling point data set. 
Neural networks 
The number of input units depended on the chosen T D C representations and 
ranged from two (TDC-1) to eleven (TDC-4). The number of hidden units 
has been varied between zero, i.e. no hidden layer present, and five. For the 
output unit a linear transfer function has been used. The learning rate η and 
the momentum term a (Eq. 4.8) have been chosen in the range 0.005-0.015 and 
0.00-0.20, respectively. The optimal number of iterations depended on the chosen 
parameter settings and on the cross-validation set used, but, in general, after some 
1000 iterations most of the runs showed a sufficient degree of convergence. 
All neural network runs have been performed with the software package AN-
NET [7] on a SUN Sparc workstation. 
Performance criterion 
For each neural network run, during every iteration first a training set has been 
presented to train the network. In the same iteration step, subsequently the test 
set has been presented to enable monitoring of the generalization capabilities of 
the neural network in order to determine the most optimal neural network con­
figuration. During the optimization procedure of the networks, the normalized 
standard error, NSE, of the test set has been used as a criterion: 
^ = ^ B ¿ « - « W ) 2 (6-5) 
ρ ι 
in which Ρ denotes the number of examples in the data set, and J denotes 
the number of output units. The indices ρ and j refer to the output pattern 
of the p-th example, and j-th output unit, respectively, whereas dPJ and oPJ 
represent the desired and obtained output value, respectively, of unit j on output 
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pattern p. No quantitative criterion has been used to express the final performance 
of the networks. The determination of the performance was based on graphical 
representations of the predicted boiling points as function of the actual boiling 
points. 
Experiments, results and discussion 
Different trial experiments were carried out per TDC representation, thereby vary­
ing the network parameters to obtain more or less optimal values. It was out of 
the scope of this experiment to perform a full optimization. The results achieved 
for the optimal settings appeared to be quite comparable for the different TDC 
representations. The network without a hidden layer performed somewhat worse 
than the networks with 2-4 hidden units, indicating that the relation between 
the molecular structure, represented with TDC, and the boiling point was slightly 
non-linear. The best overall performance was observed for the networks using 
TDC-3. 
It is seen that the neural network is able to model the relation between the 
molecular structure and the boiling point quite well, based on the TDC repre­
sentation (Fig. 6.4). It appears that this representation is able to pass on the 
information necessary for the prediction of boiling points to the neural network. 
The networks showed some difficulties in predicting the lowest boiling points. A 
reason might be that the data set is not balanced [83]. However, it was not the 
goal of this experiment to solve the problem, merely to test whether it is possible 
to transfer enough information on this rather homologous series of molecules with 
the TDC representations. 
6.1.5 Prediction of retention indices 
The previous experiment illustrated that it is possible to use the TDC representa­
tion to pass on information that is relevant for the prediction of the boiling points 
of simple alkanes and alkenes to neural networks. However, which information is 
relevant depends much on the particular problem to be solved. The information 
necessary for solving the following problem may be quite different. 
In this part, the molecular structure of a chemical compound is used to predict 
the H PLC retention index of this compound with a neural network. Besides TDC, 
the following molecular representations are used in the experiments: The Wiener 
number, the Wiener array, Hosoya's Ζ index, Hosoya's Ζ array, the molecular 
connectivity and path counting. The results achieved for a relatively small data 
set with these different representations of the molecular structure are compared 
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The mean predicted boiling points with their standard deviations are given. The TDC-3 
was used as representation. A neural network with eight input, three hidden and one 
output unit was used. The learning rate, η, and the momentum, a, have been set to 
0.01 and 0.20, respectively. The training took 1000 iterations and was repeated six times, 
with different random weight settings. The diagonal line indicates the ideal positions of 
the data points. 
Figure 6.4: Predicted boiling points versus the actual boiling points 
Next, the behavior of the T D C representation on different data sets is tested. 
The results obtained with these experiments are compared with the results of two 
other approaches: an expert system using fragment coding and a neural network 
using the same fragment coding. 
Materials and methods 
Data sets 
Several data sets were used for this experiment. Each data set contains exam­
ples, consisting of a representation of a molecular structure with its associated 
retention index. In Table 6.4 the composition of the data sets is shown. Since 
the number of examples in the data sets used in this experiment is quite small, 
again cross-validation procedures have been applied for training and testing the 































19 * (54 + 3) 
48 * (92 + 2) 
50 * (147 + 3) 
28 * (54 + 2) 
56 * (111 + 2) + 
1 * (112 + 1) 
Table 6.4: Data set compositions for the prediction of retention indices 
Representations 
Auto-scaling has been used in this study to scale the variables of both the network 
input, i.e. the representation of the molecular structures, and the network output, 
i.e. the retention indices. 
The following representations (see section 6.1.3) have been used for data set A: 
- Wiener number 
- Wiener array. The atom types present in data set A are C, H, 0 , N, CI and 
S. These types have been used to obtain the Wiener array, resulting in a 
representation with six variables. 
- Hosoya's Ζ index. Since the value of this index may become extremely high 
for large molecules compared to the value for the small molecules, the index 
is scaled logarithmically. 
- Hosoya's Ζ array. The largest non-zero non-adjacency number obtained for 
this data set was p(14). Therefore, p ( l ) up to p(14) have been taken as 
variables of the Hosoya's Ζ array, resulting in a representation with fourteen 
variables. 
- the molecular connectivity 
- path counting. Different upper bounds for the distances were tested in 
preliminary experiments. The representation with an upper bound of two 
(i.e. two variables) performed best. 
- TDC. Twenty different path-types were present in the data set, but not 
every distance of each path-type was present. In Table 6.5 an overview is 
given of the present distances up to ten. The number of atoms was used 
as an additional variable. The representations T D C - 1 , 2, 3, 4, 6 and 10 
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Table 6 5' Overview of the present distances up to ten, for data set A 
The connection between the different representations is depicted in Fig. 6.5. 
For data set В and С one type of representation has been used: 
- TDC. Different combinations of entries have been used, resulting in repre­
sentations of different lengths. One restriction has been made: an entry 
has only been included in the representation if it occurred more than twice 
in the entire data set. There were 19 and 22 path-types taken into account 
for the representations used for data set В and C, respectively. An example 
of a T D C representation used is the TDC-2' (Table 6.6). The prime indi­
cates that, for this representation, no constant upper bound is used for the 
path-types, but from every path-type the first two entries present are taken 
instead. 
In related work [92] an expert system is used to predict the retention index of 
a chemical compound based on the molecular structure. This expert system 
uses fragment coding to represent the molecules. Every fragment present in 
a molecule is expected to contribute to the retention index of this compound. 
During the development of the system, the contribution of each fragment has 


















One representation may be derived from another (indicated with an arrow). With every 
step downwards, more information is lost. In representations placed above or below the 
dotted line information on atom types is present or absent, respectively. 
Figure 6.5: Connection between different representations 
it has to be present multiple times in a data set. Therefore, from both data 
set В and С only those molecules were selected which contained fragments that 
occurred more than twice in the entire data set, resulting in data set D and E3, 
respectively. 
For data set D and E the following representations have been used: 
- TDC. For data set D, only entries of path-lengths smaller than four have 
been included in the representations. Again, different combinations of en­
tries, which were present more than twice, have been used. For data set E, 
a TDC-2' representation has been used. 
- fragment coding. There were 22 and 38 fragments present in data set D 
and E, respectively. For a definition of the used fragments the reader is 
referred to [92]. 
Neural networks 
Multi-layer feed-forward neural networks are used for all experiments. Maximally 
one hidden layer has been used. A linear transfer function has been chosen for the 
output unit. A wide range of values has been used for the network parameters, 
for the different data sets. The values for data set A to E are shown in Table 6.7. 
3The expert system used a data set with two additional compounds. These compounds 
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А 'у indicates that the specific entry is present in the data set and included in the 
representation, a ' ' indicates that the specific entry is present, but not included in the 
representation 
Table 6 6 The TDC-2' representation as used for data set В 
no input units 
no hidden units 
no output units 
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25-50 
Since for data set A different parameters are set according to an experimental design, 
the entire range of the used parameter settings is shown For the other data sets, only 
the more optimal (range of) configurations are given 
Table 6 7 Network parameters for experiments concerning data set A to E 
All neural network runs have been performed on a SUN Sparc workstation 
with the software package AN NET [7]. 
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Performance criterion 
Again, the NSE (Eq. 3.11) of the test set has been used to optimize the net-
works. As a quantitative measure of the final prediction capabilities of the neural 
networks, the root mean square, RMS, has been used: 
RMS = JEi(RIl'°~ R I ^ (6.6) 
where N denotes the total number of examples, i indicates a specific example, 
RI1¡0 is the retention index for example i as obtained from a cross-validation run 
in which example г has been used as a test example and RIi¿ is the actual, 
desired retention index for example i. The advantage of using a measure like 
the RMS is that the prediction performance of the networks is expressed as a 
single number, which makes comparisons between the performances of different 
networks easy. A disadvantage of the RMS is the fact that it does not give any 
information on the errors per example. Based on the RMS, it is not possible 
to discriminate e.g. between the situation in which a large RMS is due to one 
example (outlier) while the rest of the examples is predicted perfect, and the 
situation in which every example contributes to the RMS. 
Experiments, results and discussion 
data set A 
First, the behavior of the neural networks as function of the different network 
parameters has been studied for each of the used TDC representations. The 
results improved slightly if the number of atoms was taken as an extra variable. 
On data set A, the TDC-2 representation, including the number of atoms, gave 
the best results of the different TDC representations used. 
Training of the neural networks is a time-consuming procedure, especially since 
in this case 19 different cross-validation sets have to be trained per chosen system 
(parameter setting and chosen representation). It would take too much time to 
perform a full optimization procedure per used representation, and therefore an 
alternative strategy was followed: for each representation a total of 27 different 
parameter settings (number of hidden units, learning rate and momentum term) 
were taken. These settings were chosen according to a combination of a Cen-
tral Composite and a Box-Behnken experimental design [17]. The ranges from 
which the values for the different parameters have been chosen are summarized in 
Table 6.7. Per parameter setting three different (random) initial weight settings 
were used, resulting in a total of 81 experiments (i.e. 81 * 19 cross-validation 
runs) per chosen representation. 
For every representation the best parameter setting was selected, and the 





Hosoya's Ζ index 













 the RMS shown is the mean RMS of the three experiments with random initial weight 
settings, for the best of the 27 parameter settings. 
Table 6.8: Comparison of different molecular representations 
and both Hosoya's representations contain no information concerning the atom 
types. Considering the nature of the problem, this is a draw-back. However, the 
molecular connectivity, in which some additional information is included, gives 
the worst results on this data set and the use of the extended versions (Wiener 
array and Hosoya's Ζ array) do not improve the results achieved for the single 
indices. T D C gives the best results for this data set. 
Some of the representations resulted in a bad prediction over the entire range 
of retention indices, whereas other representations showed difficulties for specific 
parts of this range. For example, with Hosoya's Ζ index none of the retention 
indices was predicted smaller than approximately 500. Using a combination of 
the representations listed above did not improve the results shown in Table 6.8. 
The best results achieved for this data set are still far from perfect. The 
wide range of the methanol percentage at which the retention indices have been 
determined, may have influenced the results. 
Data set В 
To exclude the possibility that the moderate results are due to the wide methanol-
percentage range another data set, B, has been constructed. In this set only 
retention indices determined at a methanol percentage of 60% are included. Since 
the T D C representation outperformed the other representations in the previous 
example, only this representation is used. 
Again, first the performance of the networks as function of different T D C 
representations is determined. Not only 'upper bound distances' have been taken 
(as shown in Table 6.2), but other combinations of entries present in the T D C 
table have been examined too. Again, if the number of atoms in the molecule was 
taken as additional variable, the performance of the networks increased slightly. 
The TDC-2' representation appeared to perform best. The variables of this 
representation are shown in Table 6.6. For this representation, a more thorough 
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optimization ot the networks was performed. However, the performance ot the 
networks depended much on the random initialization of the weights, which made 
a good optimization difficult. For the better parameter settings, the mean RMS 
values (resulting from б different weight initializations) were lying in the range 
130-135. The best RMS values of these network runs were found somewhere 
between 114-120 (Table 6.9). The performances of the networks on data set В 
is better than the performances observed for data set A. However, it should be 
noted that a more thorough optimization procedure has been carried out for data 
set B. The results achieved for data set A might improve if for this data set a 
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All results shown for the neural networks are test results. 
α
 global range of the mean RMS (for six initial weight settings), for the best parameter 
settings and representations 
b
 global range of the best RMS (of the initial six weight settings), again for the best 
parameter settings and representations 
c
 best result obtained for the training set and the test set, respectively, with the expert 
system. The test RMS for data set E has not been determined, but is expected to be 
larger than the result obtained for the training. 
Table 6.9: Summary of the results obtained for data sets В to E 
In Fig. 6.6 the predicted retention indices are shown as function of the actual 
retention indices for one of the best performing networks. As was already outlined, 
the predicted retention index may, on turn, be used to achieve a first guess for the 
ideal methanol percentage. The relation between the retention index obtained at 
a methanol percentage of « 60 % and the ideal methanol percentage is described 
in [92]. It appears that relatively large deviations of the retention index still yield 
reasonable predictions of the ideal methanol percentage. The tolerated deviation 
is more or less proportional to the value of the retention index. 
It is seen that especially for the lower retention indices the prediction is not 
very good. Balancing of the data set (presenting the molecules possessing the 
lowest and highest retention indices more often to the network), did not remedy 
this problem. To some extent, the network has to extrapolate to predict the 
retention indices of the extrema. It is seen that the prediction is bad for many 
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The TDC-2' was used as representation. A neural network with 38 input, four hidden 
and one output unit was used. The learning rate, η, and the momentum term, a, have 
been set to 0.02 and 0.00, respectively. The training took 50 iterations. The straight 
lines indicate a deviation of 10 % respectively 20 % of the actual retention index. 
Figure 6.6: Predicted versus actual retention indices for set В 
indices differed in precision as well as accuracy, as function of both the different 
molecular representations and initial weight settings. However, compounds for 
which the retention indices were consistently predicted precise but not accurate, 
for one representation, could not be recognized as outliers on scatter plots of the 
first two principal components [54]. 
The moderate results mentioned above might be caused by the ratio of the 
number of examples and the size of the network. For some of the used represen­
tations this ratio might be too small. To test whether this was the case for some 
of the larger representations also a number of principal components, explaining 
more than 9 9 % of the variance, has been taken as input instead. This did not 
improve the results. 
Other reasons underlying the moderate results' might be that the data set is 
not representative enough or the chosen representations do not contain enough in­
formation. Some of the representations are not unique and molecules represented 
by comparable vectors did not always possess comparable retention indices. 
To test whether or not the data set is representative enough, a larger data 
set has been taken. However, no additional data measured at a methanol per­
centage of 60 % were available. Therefore, again a wider range for this methanol 
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percentage had to be taken to enlarge data set B, resulting ¡n set С 
Data set С 
This data set contains molecules of which the retention indices were determined 
at a methanol percentage lying in the range 55-65 %. This data set is larger and 
possibly more representative than data set B. For this data set, only those T D C 
representations were chosen with which the networks performed best in the pre­
vious experiments. The best parameter settings in the experiments on data set С 
resulted in mean RMS values (over six random initial weight settings) which are 
comparable to the results for data set В (Table 6.9). However, the best RMS 
values for these runs were found somewhere in the range 124-128. This is slightly 
worse compared to the results of the previous experiment. A reason might be 
that although data set С is larger than data set B, it is also more diverse and 
therefore it may even be less representative compared to the domain it has to 
comprise. 
Fig. 6.7 shows the predicted retention indices as function of the actual reten­
tion indices for one of the best performing networks. 
400 600 800 1000 1200 1400 1600 1800 
actual retention Index 
The TDC-2' was used as representation. A neural network with 43 input, six hidden and 
one output unit was used and 77 and α have been set to 0.01 and 0.00, respectively. The 
training took 50 iterations. 
Figure 6.7: Predicted versus actual retention indices for set С 
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Data set D 
For this data set, three combinations of method and representations have been 
used: neural networks / T D C , expert system / fragment coding and neural net­
works / fragment coding. For the first combination, different TDC representations 
were tried and, again, the representation which resulted in the best performances 
was the one for which for every entry the first two distances that were present were 
included (i.e. TDC-2'). The mean RMS values (six initial weight settings) for the 
better parameter settings were lying approximately in the range 100-105. The 
best RMS values found for these runs varied between 94 and 97 (Table 6.9). 
In Fig. 6.8 the predicted retention indices are shown as function of the actual 
indices, for one of the best performing networks.. 
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The TDC-2' was used as representation. A neural network with 27 input, six hidden and 
one output unit was used and η and α have been set to 0.01 and 0.00, respectively. The 
training took 50 iterations. 
Figure 6.8: Predicted versus actual retention indices for set D 
The results achieved with the combination expert system / fragment coding 
are also shown in Table 6.9. For this data set, the test results achieved with this 
combination are slightly worse than those achieved with the neural networks / 
TDC. 
Fragment coding was also used as a representation for the neural network 
(the third combination). The results obtained with this combination were not 
very promising: the best RMS values ranged from 138 to 149. Especially since 
the expert system is based on the assumption that the relation between the 
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Fragments and the retention index is linear, the neural networks are expected to 
perform at least comparable with the fragment coding. However, it was very 
difficult to optimize the network parameters when fragment coding was used. 
Overtraining was encountered often for these runs. Even within one entire cross-
validation procedure, overtraining as well as slow convergence occurred. This 
made it very difficult to determine the optimal number of iterations. If, on one 
hand, training was ended at an early stage (i.e. before any of the networks in 
the cross-validation runs showed overtraining) some of the runs had not been 
converged yet. On the other hand, if training was continued until these latter 
runs were converged, the networks of the other runs already showed overtraining. 
These problems encountered with the cross-validation procedure, did not allow a 
good comparison between fragment coding and TDC. 
Data set E 
A similar comparison of methods and representations is performed for data set E. 
For this data set, only TDC-2' has been used, since this representation has led to 
the best results in the majority of the previous experiments. Results are summa­
rized in Table 6.9. Fig. 6.9 depicts the predicted retention indices as function of 
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actual retention index 
The TDC-2' was used as representation. A neural network with 40 input, three hidden 
and one output unit was used and η and a have been set to 0.02 and 0.00, respectively 
The training took 50 iterations. 
Figure 6.9: Predicted versus actual retention indices for set E 
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set E, the combination neural networks / TDC outperforms both the expert sys­
tem / fragment coding and the neural networks / fragment coding combination. 
For the latter combination the same problems with the cross-validation procedure 
occurred as described for data set D. 
6.1.6 Summary and conclusions 
In this study, neural networks have been used to predict some properties of chem­
ical compounds, based on their molecular structure. One of the main problems 
in modeling such relations appears to be the representation of the molecular 
structure. A representation which is to be used in combination with a neural 
network has to comply with certain restrictions. Different representations have 
been described, but just a few appear to be applicable in combination with neural 
networks. Most of the representations which are suited are not easy to obtain or 
lack information on atom types. Therefore, an alternative representation, type 
distance counting, has been introduced. 
The aim of this study has been fourfold. First it has been demonstrated that 
the TDC is able to pass on information on the molecular structure, necessary 
to predict boiling points of simple a I kanes and alkenes, to a neural network. 
Although this was not a very thorough study, it illustrates the potential of the 
TDC representation. 
Second, the TDC representation has been compared with other representa­
tions: Wiener number, Wiener array, Hosoya's Ζ index, Hosoya's Ζ array, molec­
ular connectivity and path counting. As a case study the prediction of the Η PLC 
retention index, based on the molecular structure, has been taken. On the data 
set that has been used, the TDC outperformed all other tested representations. 
This provided additional evidence that TDC is able to pass on information on the 
molecular structure to a neural network. 
Third, network performances have been determined for difFerent data sets, for 
a variety of TDC representations, to obtain more insight in the capabilities and 
limitations of the TDC representation with respect to this particular problem. 
Fourth, the performance of the neural networks using the best TDC repre­
sentation has been compared with two other approaches: an expert system using 
fragment coding and neural networks using the same fragment coding. The neural 
network / fragment coding did not perform very well. However, many problems 
concerning the cross-validation procedure were encountered during these experi­
ments. More investigations (e.g. with larger data sets) have to be done on this 
combination (neural networks / fragment coding) to allow a good comparison 
with the other two approaches. The neural network / TDC performed better 
than the expert system / fragment coding. The advantage of the expert system 
is that it is more transparent than the neural network. The aim of the expert sys-
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tem is to determine the contributions ot a fragment to the retention index ot the 
compound. This retention index is then a simple summation of these fragmental 
contributions. The information on the fragmental contributions is freely available 
once the expert system is finished. On the contrary, the information concerning 
the problem is somewhat more abstract in case of a neural network. If the systems 
have to be extended (e.g. for molecules with other types of atoms), in case of the 
expert system the adaptation is relatively easy. Only the contributions of newly 
defined fragments have to be determined, whereas the other values are already 
known (a small refinement might be necessary). If other atom types are included, 
the neural networks have to be trained all over again. The development of both 
systems takes much effort and expertise, but the final use of both systems is 
simple. A disadvantage of the expert system is that knowledge concerning the 
problem is required. This is not necessary in case a neural network is used. More 
research has to be done to give a decisive answer on the question which approach 
is to be preferred4. 
Some findings on the experiments concerning the prediction of the H PLC 
retention index are summarized below. 
It was already outlined that the TDC representation outperformed the other tested 
representations on data set A. However, the results achieved with TDC were still 
far form perfect. To test whether this was due to the wide range of methanol 
percentage at which the retention indices of the chemical compounds have been 
determined, also another data set, B, has been used in which only compounds 
are included with retention indices determined at a methanol percentage of 60 
%. The results achieved on this data set were better than the results obtained on 
data set A, indicating that a smaller range of methanol percentage leads to an 
improvement of the performance of the networks. However, the networks used for 
data set В were more fully optimized and the difference between the performance 
may be caused by this difference in optimization, instead of by the used methanol 
range. 
Another reason for the moderate performance might be that the data sets are 
not representative enough. However, there were no more data available measured 
at 60 % methanol and therefore, considering the aforementioned uncertainty 
regarding the influence of the range of the methanol percentage, a larger data set, 
C, has been taken, with a methanol percentage of 55-65 %. The performances of 
the networks did not increase, but even decreased a little. One of the reasons may 
be the wider range of methanol percentages. Another reason for this might be the 
fact that although data set С is larger, the domain may have been extended even 
4
 "As a general rule of thumb, if a problem can be solved algortthmically, do tt that 
way. If tt can be solved with an expert system, solve it that way. If not, try a neural 
network. " [42] 
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more. In such case set С is even less representative instead ot more representative. 
The same trend has been seen in the results achieved for the sub-sets of В and 
С used for the comparison with the expert system / fragment coding and the 
neural network / fragment coding, sets D and E. The smaller (and somewhat 
more homogeneous) the data set, the better the neural networks appeared to 
perform5. Although the results are good enough to use the neural network / 
T D C combination for the 'first guess' of the mobile phase composition, they are 
still somewhat meager. Reasons might be: 
- The optimum for both the parameter settings and the weight settings for the 
neural networks has not been found. It was no problem to find reasonably 
good settings for the parameters, but much difference was encountered be­
tween two network runs differing only in the initial (random) weight setting, 
indicating a rough surface in the weight space with a lot of local optima. 
This made a good optimization difficult. However, a lot of runs have been 
carried out and the authors feel that it is not likely that a much better per­
forming optimum is missed during the experiments. Other learning rules 
have not been tested. 
- The data sets are not representative enough. Considering the huge variety 
of existing chemical compounds and the observed difference between the 
cross-validation runs, this is likely to be part of the problem. Enlarging of 
the data sets in this study did not give an answer on this question, probably 
since not only more data were used, but at the same time the domain was 
increased. To remedy this problem, more representative data should be 
used. 
- The representations of the molecular structures show serious shortcomings, 
i.e. they are not able to pass on the information to the neural network that is 
necessary to predict the retention index. This is certainly part of the reason 
for the moderate network performances. The smaller T D C representations 
appeared to perform better than the larger ones, despite of the fact that the 
larger representations are expected to contain more information. However, 
the smaller representations are less unique than the larger ones. For the 
smaller ones, chemical compounds with comparable representations some­
times did not have comparable retention indices. In such cases the network 
receives conflicting information. Another reason that might cause networks 
using the larger representations to perform worse is the ratio between the 
number of examples and the size of the network (which is related to the 
5However, it should be noted that even the smaller data sets were still rather 
heterogeneous. 
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length of the representation). If this ratio is too small it may cause prob-
lems [83]. To construct the TDC representations, in this study a rather ad 
hoc approach has been followed for the selection of the entries of the TDC 
table. More research has to be done on this feature selection procedure. 
- The 2D-structure of the chemical compounds does not contain enough 
information to enable the prediction of the retention index. The represen-
tations used in this study are almost exclusively based on the 2D-structure. 
Considering the nature of the problem, it is not unlikely that more infor-
mation, like the 3D-structure or charge, is necessary to enable a better 
prediction of the retention indices. 
It is seen that different reasons might be responsible for the moderate performance 
of the neural networks. Despite of the fact that the prediction of the retention 
indices based on molecular structures (represented with TDC) is not perfect, the 
authors are convinced that the TDC representation is a promising one. 
Of course, it should be noted that the information that has to be extracted 
from the molecular structure to enable the network to predict specific properties, 
depends on the particular problem to be solved. Therefore, it would be worth 
while to explore the potential of the TDC representations with respect to a variety 
of chemical problems. 
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Kohonen self-organizing feature map 
In this chapter general information on the Kohonen network is given. 
First the theory is described, and next some aspects of use are given. 
Possible problems for which a Kohonen network may be used are 
mentioned and the general aspects of applications are discussed by 
way of a protocol. 
"Training by means of presenting examples (either supervised or 
unsupervised) is not always a good strategy: teaching children to 




The Kohonen network [44] belongs to the class of self-organizing feature maps 
(SOFMs) and differs substantially from the multi-layer feed-forward ( M L F ) net­
works described in the previous chapters. Usually, a Kohonen neural network 
consists of a one- or two-dimensional framework of units, hereafter referred to 
as the Kohonen map. Training of the network is performed in an unsupervised 
way, i.e. during the learning process the input patterns are presented without 
specifying what the output of the network should be. When training has been 
completed, the weight vectors of the units tend to approximate the distribution 
of the patterns in the object space. Due to the Kohonen learning rule, the indi­
vidual weight vectors are arranged in the map and oriented in such way that the 
structure of the object space, i.e. the topology of that space, is represented as 
best as possible in the resulting map. Therefore, the Kohonen neural network is 
a topology preserving mapping technique. 
The Kohonen mapping technique is primarily used for the examination of data 
sets for which no or only a little a priori knowledge concerning the internal struc­
ture is available. Once the network has been trained, each unit in the Kohonen 
map might be associated with an object class and then the map may be used for 
classification purposes. 
7.2 Theory 
7.2.1 Network architecture 
Formally, a Kohonen network (Fig.7.1) consists of two layers of units: an input 
layer and an output layer. The array of input units operates simply as a flow-
through layer for the input vectors and has no further significance. Often this 
layer is left out, as is depicted in Fig.7.1. The units in the output layer are 
ordered in a low-dimensional framework of units, e.g. a one-dimensional array or 
a two-dimensional matrix. Usually, one- or two-dimensional networks are used, 
and henceforth, only these two types of Kohonen networks will be considered. 
Each unit in the network is fed by the input layer and is equipped with a single 
weight vector. The dimension of the weight vectors is equal to the number of 
components of the input vectors. No signals are transferred between units in the 
output layer. 
1This entire chapter, Chapter 7, will be published as Meissen W J , Smits J R Μ , 
Buydens L M С , Kateman G , "Using artificial neural networks for solving chemical prob­
lems II Kohonen self-organizing feature maps and Hopfield networks." Chemometrics 




unit with associated 
weight vector 
Shown is a 5x5 two-dimensional Kohonen network. An input vector is fed into the network 
via the formal input layer (not shown). For a full explanation see text. 
Figure 7 . 1 : A two-dimensional Kohonen self-organizing neural network. 
7.2.2 Data representation 
As in multi-layer feed-forward networks, the components of the input vectors 
or patterns may take binary or continuous values. Of course, the objects have 
to be represented in a fashion which retains as much information as possible 
and best suits the actual problem. Often the input vectors are scaled in some 
way, e.g. vector normalization, before these are used for training the network. 
Because training is performed in an unsupervised way, no network output has to 
be specified. 
7.2.3 Training the network 
Since the introduction of the Kohonen neural network [43], several training strate-
gies have been proposed (see e.g. [28,35,90,69]) which deal with different aspects 
of use of the Kohonen network. In this section, we will restrict ourselves to the 
neural network which has been proposed by Kohonen [44]. The Kohonen learning 
algorithm can be subdivided into five clearly distinguishable stages which are pre-
sented briefly below. In section 7.3, "Aspects of use", each stage will be discussed 
in more detail. 
Before the training process is initiated, the weight vectors of the units in the 
output layer need some preparation. Therefore, for each unit j in the network, 
151 
random values are assigned to the elements of its associated weight vector w3. 
Then an input vector χ is drawn randomly from the training set. For each unit 
in the output layer a predefined similarity or distance measure D(w3 ,x), which 
operates on the unit's weight vector and the input vector, is determined. The 
unit in the Kohonen map possessing the most extreme value of D(w3,x), its 
weight vector, is most similar (the similarity measure D(w3,x) is at a maximum) 
or close (the distance measure D{w3, x) is at a minimum) to the input vector, 
is declared as the winner. In addition, all units in the close vicinity of the best 
matching unit are selected too. Finally, the weight vectors of the winning unit 
and its neighbors are modified according to 
w
3(t + 1) = w3\t) + η(ί) N(t, r) (x - w3(t)) (7.1) 
where t and η(ί) denote the iteration number and the learning rate, respectively. 
The N(t, r) is a neighborhood function (see paragraph on 'Network design') in 
which r indicates the distance in the Kohonen map between the unit j which has 
to be updated and the winning unit. Note that both the neighborhood function 
and the learning rate explicitly depend on the iteration number. 
This completes the processing of one input vector. Next, a new input vector is 
drawn randomly from the training set and the learning process continues. When 
all patterns of the training set are presented to the network one full processing 
cycle or iteration has been completed. Finally, the learning process stops after a 
predefined number of processing cycles. 
As a result, the weight vectors of the winning unit and its neighbors are gradually 
moved along the straight line which connects w3 and χ towards the applied input 
vector (Fig.7.2). By this mechanism, input vectors which possess similar features 
will be mapped onto the same region in the Kohonen map. However, due to the 
unsupervised character of the learning algorithm, one can not control which unit 
or cluster of units in the map will be associated with a specific input pattern or 
class of input patterns. 
7.2.4 Example 
Suppose that a one-dimensional Kohonen network consisting of four units has 
been trained with an arbitrary number of 7-dimensional continuous valued input 
vectors. A possible outcome of this training session is depicted schematically in 
Fig.7.3. Each column ( 1 - 4) in this diagram represents the weight vector of a 
single unit. Each row (a - g) represents for all units in the map the values of 
the respective weight vector components. As can be seen, similar large values 
(filled circles) as well as small values (open circles) serve as connecting features 
between two neighboring units. So, while going from one unit to another in the 
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Depicted is the update of the weight vector W0u of the winning unit. A fraction, here 
indicated by the learning rate η, of the difference between the applied input vector X 
and W0id is added to the weight vector in order to construct the new weight Wnew. The 
weight vectors of the units in the neighborhood of the winning unit are updated in the 
same way. 
































Figure 7.3: Chaining of weight vectors by the Kohonen algorithm. See text for a full 
explanation. 
Kohonen map, the weight vectors of these units are chained together as in the 
game dominoes. By the self-organizing topology preserving mechanism, clustering 
of weight vectors possessing regions of similarity is established. 
If large values are set equal to 1 and small values to 0, this example demon­
strates also that information concerning distances between vectors in data space 
might be lost. The real distance, measured in the metrics of the object space, 
between two weight vectors can not be deduced from their actual positions in 
the Kohonen map. For instance, using Euclidean metrics, the weight vector of 
unit 1 (г?1) is closer in the object space to w4 ( / ^ ( u ; 1 , ^ 4 ) = y/b) than to w3 
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(Dfö1,™0) = \/6) although unit 3 is positioned closer to unit 1 in the map than 
to unit 4. This phenomenon is caused by the folding over of a high-dimensional 
space which is forced to fit in a one-dimensional map [44,69]. 
Summarizing this example, when a high-dimensional object space is mapped 
onto a one- or two-dimensional Kohonen map, the network tries to preserve the 
topology of the object space as best as possible. In this circumstance, information 
concerning the real distance between input vectors which are mapped on two non-
adjacent units in the Kohonen network might be lost to a great extent. 
7.3 Aspects of use 
7.3.1 Types of problems 
Topology 
While training and analyzing the Kohonen map, attention can be paid to, for 
instance, the structure or topology of the object space. If the end-points of the 
input vectors form a planar circle in a high-dimensional object space, then this 
topology will be reflected by the ordering of the weights in the resulting Kohonen 
map. 
Another interesting application of the Kohonen network is the use of the map 
to estimate the probability density function of the object space. However, in that 
case the original Kohonen learning algorithm has to be modified slightly [22,35]. 
This extension will be discussed below. 
Data reduction 
Each of the input vectors can be associated with the map coordinates of the 
corresponding winning unit, or conversely, each weight vector in the map may be 
considered to be representative for one or more patterns of the training set. In 
the case where a high-dimensional object space is mapped onto a low-dimensional 
Kohonen map, a very efficient and quick way of data reduction might be achieved. 
However, the accuracy of this data reduction method depends highly on the 
variance present in each subset of input vectors which is mapped onto a single 
unit in the Kohonen map. 
Clustering 
The map facilitates the examination of clustering properties of the input vectors 
in the training set. If there are clusters present in the data set, the Kohonen 
map is likely to reflect these clusters provided there are enough units to make a 
separation between the clusters possible. 
If clustering is observed, the Kohonen map may be used as a classifier. For this 
goal, every unit in the map must be labeled, i.e. associated with some (average) 
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property of those object vectors which are mapped onto that particular unit. 
When this is done, units in the Kohonen map represent different classes of objects. 
When a new object is provided to the network, one of the units in the map will 
be assigned as the winner and the new object is assumed to belong to the same 
class as this winning unit was labeled with. 
Of course, there has to be a sufficient degree of separability between the 
clusters. If the clusters touch or overlap in the original multi-dimensional object 
space, they are also likely to touch or overlap in the Kohonen map. In that case, 
it is more difficult to define the boundaries between the clusters. An advantage 
of the Kohonen technique is that the clusters do not have to be separated by 
linear discriminant lines or (hyper)planes. 
In conclusion, the Kohonen neural network is an elegant and powerful technique 
for mapping a, generally, high-dimensional object space onto a low-dimensional 
framework of units. In this way the map enables and facilitates a thorough 
investigation of high-dimensional data spaces. Eventually, the map may be used 
for classification purposes. 
7.3.2 Protocol 
Data acquisition and selection 
As opposed to ML F networks, the Kohonen neural network is not very sensitive 
to unbalanced training sets. For example, if a large fraction of the input vectors is 
nearly identical, i.e. they form a relatively narrow and dense cluster in the object 
space, then these vectors are mapped onto a single unit in the Kohonen map. 
After convergence of the network, the weight vector of that particular unit will 
approximate the mean vector of this cluster. The remaining units in the map 
represent the less frequently appearing objects. 
It is not necessary to pay much attention to balancing of the training set. 
Moreover, the composition of the training set often is not known beforehand. In 
fact, usually the Kohonen network is applied to gain insight into the training set. 
Data preprocessing 
As was previously mentioned, the input vectors are often scaled before use, but 
this might result to some extent in loss of information. If vector normalization is 
applied to two vectors which point in the same direction but which have different 
lengths, the normalized vectors are no longer distinct. 
However, scaling of the input vectors might be necessary, especially if different 
vector components have different ranges of values. For example, if the Euclidean 
distance is taken as a distance measure in the Kohonen learning algorithm, one 
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has to pay attention to these different value ranges. It the range ot a specific 
variable is large compared to the other variables, relatively small variations of 
this variable, i.e. relative to its range, may dominate the variations of the other 
variables. This may cause (perhaps important) changes in these other variables 
to be neglected by the Kohonen network. If this range-effect is not desired, then 
range scaling per variable may be a proper strategy. 
If different variables ought to have different influences on the similarity mea-
sure, each of the components of the input vectors should be multiplied by a 
suitable weighting factor before the similarity measure is calculated. 
Of course, these remarks concerning the scaling of input vectors are not only 
valid for Kohonen networks but apply also to other computational methods which 
are based on vector similarity or distance measures. 
Network design 
After preprocessing of the data, the Kohonen network has to be designed. De-
cisions have to be made about network dimensionality, size, connectedness of 
the units in the map, weight vector initialization, similarity or distance measure, 
neighborhood function, and learning rate. 
Dimensionality, size, and connectedness of the network 
Usually, one- or two-dimensional Kohonen networks are used. Higher dimensional 
Kohonen networks may be applied as well, but such networks require, especially 
when dealing with multi-dimensional input vectors, a tremendous number of com-
putations before convergence of the weight vectors can been achieved. Moreover, 
the output of such high-dimensional networks is difficult to interpret and visualize 
in a convenient manner. Three widely used network configurations are the one-
dimensional network and the rectangular and hexagonal two-dimensional networks 
(Fig.7.4). The structure of the network determines the degree of connectedness 
of the units. Except for the units located at the borders of the Kohonen map, 
each unit in the networks depicted in Fig.7.4 has two neighbors (a), eight (b) or 
six (c) respectively. 
The choice of the size and dimensionality of the network depends on the 
problem type. If the network is intended to be used as a classification system, 
one rule of thumb is to take at least twice as much units as the number of classes 
expected in the training set. On one hand, if not enough units are chosen, input 
vectors that differ substantially are forced to map onto the same unit and hence, 
no good separation is achieved. On the other hand, if there are too much units, 
input vectors which are very similar will eventually become separated in the map. 
A substantial number of units might even be wasted because none of the input 
vectors is mapped onto these units. If the number of units is almost equal to the 
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(a) One-dimensional network, (b) Two-dimensional rectangular network, (c) Two-
dimensional hexagonal network. Note that the lines drawn between the units do not 
represent physical connections, but emphasize the particular arrangement of the units in 
the network. 
Figure 7.4: Three possible network structures. 
number of input vectors in the training set, the network might operate as a kind 
of memory and not represent in a reliable way (in a statistical sense) the general 
features present in the object space. Combining the aforementioned requirements 
it is advised to choose the number of units, ^un¡ts< 'n t n e m a P according to 
2iVclasses < ^units < ^patterns 
where Nc\asses and ^patterns represent the expected number of classes and the 
number of patterns in the training set, respectively. 
Weight vector initialization 
Before training, one may initialize the weight vector components with small ran-
dom values. However, usually the input training vectors are not distributed ran-
domly. In such cases many units might never be assigned as the winner and 
consequently, the corresponding weight vectors will not be used at all. This may 
lead to a situation in which there are too few weight vectors left to represent 
properly all different features present in the training set. 
Obviously, the optimal initial distribution of the weight vectors is the one 
which approximates the distribution of the input vectors in the object space. 
However, in most applications this is precisely the information the Kohonen net-
work should yield. When the network is meant to be used as a classifier, the 
mean vectors of the known classes form good starting points for the individual 
weight vectors. Again, this information is, in general, not available beforehand. 
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One way of dealing with the problem that a lot of weight vectors are 'out of 
reach' is to add random noise to the input vectors. During training the amplitude 
of the noise is gradually decreased. In this way, units possessing weight vectors 
which are very dissimilar to all input vectors will have a higher chance of being 
assigned as a winner, but still this might not be sufficient. 
Another solution is to choose all weight vectors close together, preferably 
nearby the origin, meanwhile adapting the set of input vectors in such way that 
these point to the same region in the object space as the weight vectors do. 
During training, the components of the input vectors are slowly changed back 
to their original values and the weight vectors are likely to follow these altering 
input vectors. 
Unfortunately, both methods described above are rather time-consuming. The 
problem of unused or infrequently used weight vectors may be circumvented by 
using a modified Kohonen learning algorithm described by Desieno [22]. In this 
adapted version, the Kohonen map will produce a set of so-called equiprobable 
weight vectors. These are a set of weights such that an input vector randomly 
chosen in accordance with the probability density function of the object space will 
have an equal probability of being closest to each of the weights in the Kohonen 
map [35]. Basically, each unit keeps track of the frequency, ƒ,, at which it 
had been assigned as a winner. If fj > ^ , where N denotes the number of 
units in the map, then this unit will have a smaller probability that its weight 
vector will be updated. On the contrary, units with a lower assignment frequency, 
fj < jj, will have a higher probability of being updated. Thus, very 'busy' units 
might temporarily be shut down allowing other less frequently updated units to 
be assigned as a winner instead. While doing this, the distribution of the weight 
vectors in the Kohonen map becomes statistically equal to the distribution of 
the vectors in the training set. The resulting Kohonen map may be used as an 
estimator for the probability density function of the object space. 
The most elegant way to profit from as many weight vectors as possible is to 
use a wide neighborhood function. First, the weight vectors are set equal to the 
mean of the training set and then random noise is added to each weight vector. In 
the beginning of the training, not only the winning unit is updated, but also units 
in the neighborhood of this winning unit. If this neighborhood of units is chosen 
large enough, the map will reflect the rough structure of the object space after just 
a few processing cycles. While processing continues, the number of neighboring 
units is decreased. So, in time less and less units are updated allowing the network 
to tune in on specific features present in the data set. This mechanism will be 
described in more detail under the topic 'Neighborhood function' below. 
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Similarity and distance measures 
In the literature, many definitions of vector similarity and distance measures can 
be found. Each of these, e.g. scalar product, direction cosine and Minkowski 
distance, may be used in the Kohonen learning algorithm to determine which 
unit will be assigned as the winner. 
The scalar or inner product, Ds(S,b), obtained from two vectors, α and b, 
may be used as a similarity measure and is defined by 
D
s
(a, b) = Σ <*i h 
1 
where a, and 6, are the г-th elements of a and b, respectively. If a difference 
in direction between two vectors a and b is considered more important than a 
difference in magnitude, the direction cosine, Όβ(α,5), is a more appropriate 
similarity measure: 
where θ is the angle between α and b, and ||a||, ||b|| represent the norm of a, 
b, respectively. Obviously, Ds{a,b) = £)д(а, 6) when vectors are normalized to 
unit-length. Another suitable measure, in fact a vector distance measure in a 
metrical system, is the Minkowski distance D\{(a,b) which is defined by 
DM{a,b) = Jj2\ai-bi\n 
If η = 1 the Minkowski distance measure is called the Manhattan or city block 
distance and for η = 2 it corresponds to the well known and commonly applied 
Euclidean distance measure. Other measures like the Tanimoto similarity measure 
and the Mahalanobis distance [44] may serve as well. 
Learning rate η 
Usually, the learning rate, η, is chosen relatively large in the early stages of the 
training and is decreased linearly as a function of the number of processing cycles. 
A good starting value of η might be 0.1-0.5, whereas at the end the learning rate 
should be in the range 0.0001-0.0005. 
Neighborhood function 
In Kohonen networks updating a unit corresponds to changing its weight vector. 
This change is proportional to the difference between the input vector and the 
weight vector that is to be updated (Fig.7.2). The fraction that is actually used 
to calculate the new weight vector depends not only on the learning rate η(ί), but 
also on the neighborhood function, N(t,r) (Eq.7.1). Both the iteration number, 
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t, and the variable, r, which refers to the distance in the map between the winning 
unit and the unit to be updated, appear in this function. 
Several strategies concerning the choice of the shape and the adaptation 
of the width of the neighborhood function, N(t,r), have been proposed in the 
literature [44,69]. In the original Kohonen algorithm, the width of the neighboring 
region is step-wise decreased during the training session, causing a diminishing 
number of units to be updated together with the winning one. An example 
of a shrinking square-shaped neighborhood is depicted schematically in Fig.7.5. 
Initially, the neighborhood function covers almost the entire Kohonen map and 
Shown are three stages during the training of a two-dimensional 5x5 sized Kohonen 
network: first a 5x5 neighborhood is applied which covers the entire map because the 
winning unit is located precisely at the center of the map, next a shrank 3x3 neighborhood 
of units accompanies the winning unit, and during the final stage the winning unit is 
updated exclusively. For full detail see text. 
Figure 7.5: Adaptation of neighborhood during training of a Kohonen network. 
after a few processing cycles the network has copied more or less the rough 
structure which is manifest in the training set into the weight vectors. During 
this phase, the formation of the global object space topology has been established 
in the map. Next, after a fixed number of processing cycles, the width of the 
neighborhood function is decreased and the network will start linking weight 
vectors bearing similar features in their components together. In the last phase 
of the training, only the weight vector of the winning unit is updated and the 
weight vectors in the Kohonen map become more and more specialized to specific, 
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perhaps class-characteristic, features present in the input vectors. 
Regardless of the shape of the function N(t, r), it is recommended that the 
shrinking of the width of the neighborhood be scheduled in such a way that the 
number of iterations at which a certain width is applied is inversely proportional 
to that width. Considering the 5 x 5 network illustrated in Fig.7.5, an appropriate 
sequence of neighborhood widths is given by the linearly decreasing series 5, 3, 
and 1, implying that maximally 25, 9, and 1 units are updated simultaneously, 
respectively. Exclusively odd numbers appear in this series because only then 
can a neighborhood centered symmetrically around the winning unit be obtained. 
Given the ratio of the reciprocal widths, | : ^ : 1, the recipe above prescribes 
that the widths - 5, 3, and 1 - should be applied subsequently at ^ Т , ^ Г , and 
ЩТ iterations, where Τ denotes the predefined total number of iterations. 
In Fig.7.6 four different neighborhood functions are shown. Using a one-
dimensional network, the distance, r, is simply equal to the number of units 
which separate the winner and the unit to be updated, incremented by one. For 
higher dimensional network configurations г may be defined in several ways. If 
N(t,r) N (t,r) 
N(t,r) N(t,r) 
In each of the diagrams the winning unit is located at the center of the abscissa. Hori­
zontal axes indicate the distance г to the winning unit, vertical axes indicate the value 
of the neighborhood function N(r). Depicted are (a) a block, (b) a triangular, (с) a 
Gaussian-bell, and (d) a mexican-hat shaped neighborhood function, respectively. The 
height of the function, N(t,r), indicates what fraction of the difference ΑϋΡ =χ — ϋΡ 
is used to update the weight vector ΰΡ at iteration t. A positive value indicates that the 
weight vector is slightly moved towards the input vector, whereas a negative value (d) 
means that the weight vector is pushed away from this input vector. 
Figure 7.6: Four types of neighborhood functions. 
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the map is two-dimensional, one defines r to be e.g. the radius ot a circle or the 
half-width of a square, both centered around the winning unit, respectively. 
Before discussing the implications of the choice of a particular neighborhood 
function, the following point must be made. In the original Kohonen algorithm 
[44] the boundaries of the map are considered as 'hard' delimiters. When a 
winning unit is located near the edge of the map, part of the neighborhood 
function vanishes to the exterior of the map. For some applications it might be 
more appropriate to let the neighborhood function scroll from one edge of the 
map to the opposite one [101]. As a result, if the winning unit is located at 
the upper-left corner of the map, 'neighboring' units positioned at the lower-left, 
upper-right, and lower-right corners of the map will be updated too, provided 
the width of the neighborhood function is large enough. If a two-dimensional 
Kohonen network is trained in this 'modulo' fashion, one can imagine that the 
map is ideal in representing the topology of the surface of a three-dimensional 
sphere. 
Since the introduction of the Kohonen network various neighborhood func-
tions have been proposed [44,68,69,101]. Kohonen used a block neighborhood 
Function (Fig.7.6a). Especially for those applications in which low-dimensional 
object spaces are investigated this function might suffice. Application of a trian-
gular (Fig.7.6b) or Gaussian bell shaped (Fig.7.6c) neighborhood function might 
lead to a more smooth formation of topology in the map and a faster convergence 
of the weight vectors [68]. The Mexican-hat function (Fig.7.6d), which has its 
origin in biological neural networks, may be useful when constructing a Koho-
nen map for classification purposes. This typical shape, a positive peak at the 
center and a negative valley at surrounding regions, enhances the sharpening of 
the boundaries between two or more adjacent clusters. The clusters might even 
become separated in the map by strings of units onto which none of the input 
vectors is mapped. 
Stop criteria 
Usually, the training of a Kohonen network stops after a predefined number of 
processing cycles. Kohonen recommends that each input vector of the training 
set should be presented to the network at least 500 times the number of units in 
the map. 
An alternative is to trace during the learning process the variations of each 
of the weight vector components. One easy way of doing this is to calculate for 
each unit in the map the sum of the squared differences between the respective 
components of the current weight vector and the previous one. When each of 
these sums becomes (negligible) small after completion of a processing cycle, the 
network has settled into a stable weight configuration and the training session 
162 
may be interrupted. 
Output analysis 
Once the training of the Kohonen neural network has been completed, the weight 
vectors are fixed and the map is ready to be used. The way in which the weights 
and the map are analyzed depends on the type of the problem considered. In this 
section some possible analysis methods will be discussed. 
Output activity map 
When training has been completed, for a given input vector, x, only a single 
unit in the map is assigned to as the winner. However, the input vector might 
be similar or close to one or more of the other weight vectors, w1, too. During 
training of the Kohonen network the selection of the winning unit was based on 
a vector similarity or distance measure, D(w\x). Preferably the same similarity 
or distance measure should be used afterwards to define the output, yJ, of unit j 
in the map according to 
y1 = D{w3 ,x) 
The resulting output activity map allows the examination of regions of similarity 
or adjacency of the vector, x, and the weights, wJ. Keep in mind that, in 
general, every input vector is characterized by a different output activity map. 
The output activity map may be represented graphically by a grey-encoded raster 
diagram (Fig.7.7a) or an iso-contour plot in order to facilitate the examination 
of regions of (dis)similarity. 
Cluster analysis 
Another method of analysis is provided by the so-called counting-map [57]. The 
counting-map is obtained by calculating for each unit the number of input vectors 
of the training set that is mapped onto this specific unit. Despite the unsupervised 
character of the Kohonen learning algorithm, this map might provide evidence for 
the existence of two or more clusters in the (high-dimensional) object space. An 
example of a counting-map exposing three well-defined clusters is depicted in 
Fig.7.7b. 
If the separation between clusters is less obvious, i.e. there are no strings of 
units in the map which are never or not often assigned as winner, it might be 
an error prone task to define such clusters. In this circumstance, examination of 
the weight vectors may offer a solution. Note that the existence of a boundary 
between two clusters might be expected when one observes a relatively large 
difference, as expressed by a similarity or distance measure, between the weight 
vectors of two neighboring units. In order to define the boundaries between two 









































































































Four different ways of analyzing a two-dimensional Kohonen map. (a) Grey-encoded 
output activity map for a single input vector x. Dark areas in the map indicate that the 
input vector is similar to the respective weight vectors, whereas light areas correspond 
to regions of dissimilarity, (b) Graphical representation of the counting-map. Dark areas 
indicate that a large number of input vectors is mapped onto this (cluster) of units. 
Units onto which none or a just a few input vectors are mapped are represented by white 
or light-grey. Three clearly separable clusters can be observed in the map suggesting 
that at least three clusters are be present in the object space as well, (c) A feature 
map. If a unit is labeled with +, — or X, one or more input vectors labeled with +, 
— or both, respectively, are mapped upon this unit. Blank units are never assigned as 
winner. The Kohonen map appears to separate the two feature values reasonably well. 
(d) A superimposed feature map. If a unit is labeled with А, В, С or X, one or more 
input vectors labeled with class А, В, С or both В and C, respectively, are mapped upon 
this unit. Blank units are never assigned as winner. In the upper-left area of the map, 
a cluster of A appears. This area is well separated from regions В and С in the map. 
Notice that the cluster of В partially merges with С (denoted by X). 
Figure 7.7: Analysis of the Kohonen map 
distance measure, D(w', wk), which does not have necessarily to be the same 
measure as the one embedded in the Kohonen learning algorithm. Then proceed 
by defining a minimum similarity or maximum distance level, i.e. a threshold. If 
the value of D(w\wk) exceeds this threshold then a boundary is defined to be 
present between the units j and k. Then a subdivision of the Kohonen map 
into multiple clusters may be established. The clustering obtained in this way, of 
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course is highly determined by the chosen value of the threshold. 
Labeling of input vectors 
The Kohonen algorithm is unsupervised and therefore it does not make use of 
output vectors to guide the adaptation of its weight vectors. However, if output 
vectors are known, the Kohonen map may be used afterwards for studying the 
relationship between the topology found in the input space and the distribution 
of a specific variable of the output vectors. 
For every variable (feature) of the output vector the following analysis may 
be performed. Since each input vector is associated with an output vector, one 
may label each input vector with the value of the specific output vector feature 
that is being studied. If a labeled input vector is now presented to the network, 
it is projected onto the map, resulting in the assignment of a winning unit. This 
winning unit gets the same label as the input vector. After presentation of all input 
vectors, every unit in the map is labeled with zero, one or more (perhaps different) 
labels. Say, a specific feature has the value + or —. The resulting so-called 
feature map as shown in Fig.7.7c may result, mimicking the relation between the 
topology of the input space and the value of this feature. Such a feature map 
may be generated for every feature of the output vector. If information on the 
number of input vectors that map per unit is added, a grey-encoded feature map 
results [57]. 
If the output vectors represent different classes, the analysis described above is 
more straightforward. Again, one could generate a feature map for every feature 
(in this case a class). However, since an input vector is defined to belong to only 
one class, one may as well simply label all the input vectors only once, with a 
class symbol (e.g. class А, В or C). Following the same procedure as described 
above, a superimposed feature map results (Fig.7.7d). 
A multiple assignment (denoted by 'X' in Fig.7.7c and d) occurs when input 
vectors with different labels map onto the same unit. When the Kohonen network 
is intended to be used as a classification system, these results might cause severe 
trouble. Retraining the network with more units, another network structure or 
dimensionality, or a different similarity or distance measure then might offer a 
possible solution to circumvent this problem. However, a multiple assignment 
might also suggest that one of the predefined features or classes is in fact a 
sub-class of one of the other features. 
When using the Kohonen network as a classifier, the classification abilities of 
the network can be further optimized by incorporating the Learning Vector Quan­
tization (LVQ) algorithm. By means of the LVQ method the Kohonen network is 
(re)trained in a supervised way. For a detailed discussion on this topic the reader 
is referred to e.g. [44]. 
By inspection of the feature maps, one can study whether input vectors repre-
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senting the same features are separable trom input vectors associated with other 
features, or whether input vectors representing different features tend to cluster 
together in the Kohonen map. 
Weight vector analysis 
To reveal more insight in the topology of the data set one is exploring, it would be 
worthwhile to pay attention to the weight vectors of the Kohonen network. For 
the moment it is assumed that the training set consists of two-dimensional input 
vectors and, thus, the weight vectors are also two-dimensional. The components 
of each weight vector may be regarded as the coordinates of a point in a two-
dimensional plane. Each pair of weight vector points in this plane is connected by 
a straight line if, and only if, the corresponding two units in the Kohonen network 
are direct neighbors (Fig.7.4). By using this representation, one can visualize in 
an elegant way the structure of the space spanned by the weight vectors which, 
in turn, reflects the topology of the object space. 
Moreover, during the training phase, this kind of analysis also can be per-
formed each time one or more processing cycles have been completed. The 
resulting Kohonen movie [44] gives an impression of the evolution of the weight 
vectors. An example thereof is depicted in Fig.7.8, in which a two-dimensional 
object space is mapped onto a one-dimensional Kohonen map. The Kohonen 
movie provides visual feedback during the training session and may serve as an 
additional indicator as to whether the training session should be interrupted or 
not. 
Due to the unsupervised self-organizing character of the Kohonen learning 
algorithm, one can not control which unit in the map will be assigned to a 
particular region in the object space. Especially when the weight vectors are 
initialized in a random fashion, the final map might be rotated e.g. by 90°, 180°, 
or 270° with respect to the actual orientation of the object space. Considering 
the Olympic ring shaped object space of Fig.7.8, a 180° rotation corresponds to 
the situation that the ring-configuration in the map will become turned upside-
down. Another problem which might occur is that the map becomes twisted. 
For example, a rectangular-shaped object space might appear as a butterfly-like 
structure in the Kohonen map. 
When dealing with three-dimensional input vectors, the Kohonen movie anal-
ysis can be extended by replacing the two-dimensional coordinate system in which 
the weight vector points are graphically represented by a three-dimensional one. 
In the case of high-dimensional input vectors, this type of analysis might still 
be of great value. However, some a priori knowledge would be of great help in 
selecting the two or three components of the weight vectors which are visualized 
in the Kohonen movie. 
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A one-dimensional Kohonen network consisting of 180 units was trained with 1440 two-
dimensional vectors of which the end-points formed the symbol of the Olympic games. 
While training the network, the Euclidean distance measure was used together with the 
block neighborhood function N(t, r) depicted in Fig. 7.6a. The upper diagram shows 
the weight configuration just after the initialization procedure. In the second and third 
diagram the weights begin to reflect roughly the structure of the training set. After 
convergence of the network (lower diagram) the weight vectors mimic nicely the topology 
(the 5-ring configuration) of the object space. 
Figure 7.8: Kohonen movie. 
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An alternative approach is to represent each of the weight vectors by a single 
graph, thereby arranging the graphs according to the ordering of the correspond-
ing units in the Kohonen map. This kind of representation might be of great 
value if one is examining multi-dimensional object spaces spanned by vectors the 
components of which represent the values of some ordered series of variables, 
e.g. spectra or time-series. Such an analysis may also be performed per weight 
vector component, resulting in a weight vector component map [62]. This map 
is obtained by drawing an iso-contour plot of a specific weight vector component 
over the units. Such a map may be generated for each weight vector component, 
and it may reveal the distribution of the particular input vector variable over the 
entire map. 
Chapter 8 
Two-dimensional mapping of data with 
Kohonen networks 
This chapter describes the use of the Kohonen neural network for a 
topology study of a large data set. For the application described in 
chapter 5 insight in the topology of the used data set of IR spectra 
would be very helpful. In this chapter the Kohonen map is used to 
map this high-dimensional space onto a two-dimensional one. 
"Science is organized knowledge" 




8.1 2-D mapping of IR spectra using a Kohonen net-
work 1 
A large data base containing 3284 infrared spectra (1327 wavelengths) of various 
molecules was investigated with a self-organising feature map (Kohonen network). 
In order to reduce the time required to train the network, a parallel implementation 
of the algorithm was developed. 
Application of the Kohonen network appears to be a powerful technique in 
mapping a high dimensional data space onto a two-dimensional one. Fragment 
coding was used to indicate the presence or absence of chemical functional groups 
in a molecule. Two-dimensional maps have been constructed for several frag-
ments. Some preliminary results are presented in this paper. 
It appeared that some of the fragments were mapped onto relatively small 
regions (clusters) in the map. Mostly, these fragments were characterized by a 
high separability index, indicating that these functional groups were easily recog-
nized by the network. Next, it was shown that for some of the fragments which 
formed clusters in the map, a further differentiation into sub-fragments appeared 
to be possible. We conclude that the analysis of Kohonen maps yields valuable 
information which may be used for the practical design of a modular tree-like 
system of dedicated multi-layer feed-forward neural networks for the automated 
interpretation of infrared spectra. 
8.1.1 Introduction 
A rapidly growing number of researchers are becoming involved in the survey how 
artificial neural networks [75] have to be applied in tackling problems, covering 
the entire domain of analytical chemistry [101]. Recent developments have shown 
that the application of multi-layer feed-forward (MLF) neural networks may be 
very useful in facilitating the interpretation of infrared (IR) spectra [60,70,82]. 
An IR spectrum of a chemical compound contains a large amount of informa-
tion about the underlying chemical structure. Because of this high information 
content, IR spectroscopy is applied in a wide variety of fields within analytical 
chemistry. However, the interpretation of IR spectra of chemical compounds is 
not straightforward. It requires much time and expertise and therefore an auto-
mated system for IR spectrum interpretation would be desirable. Artificial neural 
networks may form the basis of such a system. 
If fragment coding (indicating the presence or absence of chemical functional 
'This section is published as W J. Meissen, J R M . Smits, GH Rolf, G. Kateman, 
Two-dimensional mapping of IR spectra using a parallel implemented self-organising fea-
ture map, Chemometrics and Intelligent Laboratory Systems (1993), 18, 195-204. 
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groups) is used as a representation for a molecule, one of the possible approaches 
to the interpretation of an IR spectrum is a modular one [82]: small dedicated 
MLF neural networks [75] form the modules of a tree-like system. In such a hier-
archical tree the top modules take only rough decisions on classes of fragments, 
while successive modules may be used for further refinement until the desired 
level of interpretation is reached. 
Unfortunately, the design of the modules is not straightforward. It is not al-
ways obvious which (groups of) fragments should be joined together into the 
same module, and which (groups of) fragments should be assigned to different 
modules. 
For the design of the modules a two-dimensional representation of the multi-
dimensional data space might be very useful. One of the techniques which may 
be used to get such a two-dimensional representation is non-linear mapping [78]. 
This algorithm maps high dimensional data to a lower dimensional space in such 
a way that the inherent data structure is approximately preserved. However, com-
putational limits restrict the use of this technique to problems with less than 250 
objects [78]. 
A common, widely used tool for the reduction of the dimensionality of the data 
space is Principal Component Analysis (PCA) [54]. The huge number of data 
variables, however, may pose some problems for this technique. For the current 
data base of IR spectra (1327 wavelengths), it is reasonable to assume that PCA 
yields a relatively large number (N > 10) of significant principal components. 
One may not expect to retain enough information if only two of the principal com-
ponents are used for visualizing the multidimensional data space. In addition, due 
to the large number of variables, computational problems may arise during one 
of the crucial steps in PCA: the determination of the (pseudo-) inverse of the 
covariance matrix. 
An alternative for achieving a two-dimensional map of the data is the Kohonen 
neural network [44]. A Kohonen network is trained in an unsupervised fashion. 
The trained network maps the multidimensional data space on two (or more) 
dimensions, thereby preserving the existing topology as much as possible. 
Unfortunately, the Kohonen algorithm requires a huge number of computations 
before the network settles into a stable configuration. In order to drastically 
reduce the duration of the training session, a parallel implementation of the Ko-
honen algorithm has been developed. 
The results of the self-organising feature map, which are discussed in the 
present paper, are not used directly for the classification and/or interpretation of 
the IR spectra, but are merely used for the structural design of the modular MLF 
neural network system. 
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8.1.2 Theory 
The Kohonen self-organising network belongs to the class of topology preserving 
mapping techniques [44]. This implies that during the learning phase the spatial 
ordering of the units in the map is driven by the topology, as present in the training 
set. In the sequel, only two-dimensional Kohonen networks will be considered. 
Training patterns (objects) are represented as η-dimensional vectors (arrays 
of variables). In this study, each vector represents a single IR spectrum whereas 
each vector component corresponds to the scaled amplitude of that spectrum at 
a certain wavelength. Hence, the dimensionality of the input space is determined 
by the number of wavelengths. 
A Kohonen network consists of a formal input array and an output matrix 
of units. Each unit in the output matrix possesses a weight vector which forms 
the connection between this particular unit and all units in the input array. After 
training, application of an input vector produces different unit output values at 
different positions in the output matrix (i.e. the so-called Kohonen map). The 
unit with the weight vector closest to the input vector is assigned to represent 
that object. 
Basically, the Kohonen learning algorithm can be divided into six stages [90]: 
1. Assign for each unit j in the network the components of its weight vector 
Wj to random values. 
2. Select, pseudo-randomly, an input vector χ. 
3. Determine for each unit j the distance D3 between its weight vector w3 
and the input vector x. Using Euclidean metrics, the distance measure can 
be expressed as: 
Dj = 
N 
* £ ( * , · - t i ; 4 ) 2 (8.1) 
\ »=i 
where N denotes the total number of components in the vector χ and иц3 
is the weight of the connection between the ¿-th component of the input 
χ and unit j. 
4. Assign the unit having a weight vector as close as possible to χ (i.e. D3 is 
at minimum) as the winner. In addition, select all units in close vicinity of 
the best matching unit too. 
5. Adapt the weight vectors of the selected set of units according to: 
wlnew) = wlotd) +
 V(x-w{;ld)) (8.2) 
where η represents the learning rate. 
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6. Repeat steps 2 - 5 until a sufficient degree of convergence has been achieved. 
As a result, the weight vectors of a winning unit and its neighbors are gradually 
rotated towards the applied input vector. By this mechanism, similar features 
present in the input pattern set are mapped onto the same region of the two-
dimensional map. However, due to the unsupervised character of the learning 
algorithm (input vectors are applied without specifying a desired output of the 
network) there is no prior knowledge of which unit in the map will be associated 
with a specific input pattern or class of input patterns. Furthermore, despite 
the preservation of topology, in case a high dimensional space is mapped onto 
only two dimensions, a great deal of information on the real distance between 
input vectors mapped on two non-adjacent units in the network is lost. Several 
strategies concerning the adaptation of the learning rate and the size of the 
neighboring region have been proposed in literature [44,69]. In this paper the 
following rules of thumb were adopted: 
1. The learning rate η was decreased linearly with the number of iteration 
steps. 
2. A unit was assigned to be a neighbor of the winning unit if it was located 
within a square-shaped region centered around the winning unit. The width 
of this square was stepwise decreased after a predefined number of itera­
tions. 
8.1.3 Experimentalpart 
Parallel implementation of the Kohonen algorithm 
A major disadvantage of the Kohonen algorithm is the massive number of com­
putations needed to reach a stable network configuration. For instance, using 
the current data base of IR spectra as a training set for a two-dimensional Ko­
honen network of 20 χ 20 units implemented on a relatively fast workstation, a 
sufficient degree of convergence would be reached after approximately 450 days. 
For comparison, even on a Cray Y / M P 4 with four parallel vector processors this 
would take more than 12 hours of computing time. To circumvent this problem, 
a parallel implementation of the Kohonen network has been developed, thereby 
bearing in mind the fact that the computing time is proportional to the number 
of input patterns. For a detailed description of the implementation of parallelism 
in a Kohonen neural network the reader is referred to [71]. In brief, the outline 
of the implementation is as follows: 
1. The set of input patterns was randomly divided into twelve non-overlapping 
subsets of equal size. 
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2. by means ot a master control program (see below) twelve Kohonen net-
works, each having its own input subset, were started simultaneously on 
as many workstations. Initially, a network was provided with a weight ma-
trix (shared in common by all networks) which resided on disk. Obviously, 
during this stage information exchange between all networks takes place. 
3. A network was trained a few times with its subset of input patterns. Each 
network was allowed to run freely, so during the computational phase no 
information was exchanged with the other networks. 
4. Next, training was interrupted and the resulting twelve individual weight 
matrices were merged according to: 
1 1 2 (common) -1· v~* (p) /a o\ 
where w¡?' denotes the individual weight matrix of Kohonen network p. Af-
ter merging, the new weight matrix
 w^
ommon>
 Was written to disk, thereby 
replacing the old commonly shared weight matrix. 
5. The cycle of steps 2 - 4 was repeated a predefined number of times. 
By means of this so-called loosely coupled system of parallel networks the total 
duration of the training session is reduced by approximately a factor 12 (some 
overhead, like the information exchange via disk, has to be taken in account too), 
thus arriving at a learning period of some 40 days. 
Clustering and separability 
A possible outcome of the Kohonen training is depicted schematically in Fig. 8.1. 
Each column (1 - 4) in this illustration represents the weight vector of one unit, 
whereas each row (a - g) represents for different units the values of the respective 
variable. As is seen, similar large values (filled circles) as well as small values (open 
circles) serve as connectors between two neighboring units. So, while going from 
one unit to another in the Kohonen map, the weight vectors of these units are 
chained together as in the game of dominoes. This mechanism establishes the 
clustering of input vectors possessing regions of similarity. 
For example, if large values are equal to 1 and small values to 0, this example 
nicely demonstrates the fact that information on distances between vectors in the 
data space is lost: the real distance between two input vectors can not be deduced 
from their positions in the Kohonen map. For instance, the weight vector of unit 
1 (i?i) is in data space closer to u>4 (D = y/5) than to w3 (D = у/б) although 
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Figure 8.1: Chaining of weight vectors by the Kohonen algorithm. See text for a full 
explanation. 
unit 3 is positioned closer to unit 1 in the map than unit 4. This phenomenon 
may be interpreted as the folding of a higher-dimensional space, forced to fit in 
a two-dimensional map [44,69]. 
After completion of the training session, for each IR spectrum the location of 
the best matching unit in the map could be retrieved. Since for each IR spectrum 
belonging to the training set the decomposition of the corresponding molecule 
into chemical functional compounds was also known, the distribution of a single 
functional group over the Kohonen map could be determined, yielding two maps 
indicating the absence and presence of this specific fragment, respectively. 
Kohonen maps were studied qualitatively as well as quantitatively: 
- Clustering properties: 
The appearance of one or more clusters in the map (i.e. clearly distinguish­
able regions in the map indicating loci of abundant presence or absence of 
a compound) was judged by eye. 
- Separability index: 
Functional groups may appear highly scattered over the entire Kohonen 
map. This, however, does not imply that such a compound can not be 
discerned from one or more other fragments. 
The separability index SI(fi, /2), in which f\ and /2 are two (groups of) 
fragments, indicates whether or not fragment Д is mapped onto other 
units in the Kohonen map than fragment /2. The mathematical definition 
of SI(fi, /2) for two two-dimensional maps is very similar to that of the 
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i = l j = l ¿=1 j = l 
(8.4) 
The matrix element MtJ(fk) represents the total number of projections 
of fragment Д onto a unit located at position (i,j) on the map. An 
SI{f\,fi) equal to 1 indicates a perfect separability (i.e. the two vectors 
are orthogonal) whereas SI{Д, /2) equals to zero corresponds to a complete 
overlap of the maps belonging to Д and /2 (i.e. the two vectors are oriented 
in the same direction). 
Note that if Д is taken as Д (presence of Д ) and /2 as the complement of 
Д (absence of Д or, symbolically, Д ) , then 5 / ( Д , Д ) serves as a measure 
of the separability of the fragment Д with respect to all other fragments. 
Materials and methods 
Software and hardware 
The parallel implementation of the artificial Kohonen neural network consists of 
twelve identical programs running on separate workstations in a network, sharing 
a file system to exchange data. 
The twelve processes were controlled and synchronized by a program called HY­
DRA [71], which moves programs to other machines if failure or slowdown occurs. 
The execution of the total calculations lasted for about six weeks on Sun-4 
SPARCstations IPC and SLC. The non-parallel execution is estimated to take 
over 450 days on a single SPARCstation IPC. 
Data base 
A library containing 3284 IR spectra was used. This library is described in ref. [82]. 
The IR absorption spectra each contained 1327 variables (wavelengths). Absorp­
tion values were range-scaled between 0 and 1. Averaging was performed in order 
to reduce the size of the training set, without leaving out any of the spectra: new 
variables were formed by taking the mean of five old variables, thus resulting in 
266 new variables [82]. 
For the results presented in this study the fragments listed in Table 8.1 were 
used. 
Kohonen network 
In the training session, the complete input set of IR spectra was presented 50,000 
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Table 8.1: Functional groups used in this paper. 
times (iterations) to the Kohonen network. During training, the size of the 'active' 
region surrounding the winning unit was stepwise decreased by multiplying it with 
a factor \ after each 10,000 iterations, resulting in half-widths of the square of 
10, 5, 2, 1, and 0, respectively. Hence, in the initial phase of the training session, 
a neighborhood of at most 400 units is being updated ('formation of topological 
ordering'), whereas in the last phase only the weight vector of the winning unit 
is adapted ('convergence and specialization'). The learning rate 77 was decreased 
linearly from 0.1 down to 0.005. 
Results 
After the generation of the two-dimensional Kohonen map, for each fragment all 
spectra could be labeled with a value indicating the presence or absence of that 
specific fragment (i.e. 1 or 0, respectively) and then projected onto the map. 
This results in a two-dimensional view of the relative positions of the spectra of 
molecules with and without the specific fragment. 
Some fragments appear to have a strong influence on the position of the spec­
tra in the Kohonen map ('strong' fragments), while others have only a moderate 
influence ('weak' fragments). Spectra of molecules containing strong fragments 
tend to cluster together. An example of this is the fragment carbonyl. The maps 
for both the presence and absence of carbonyl are shown in Fig. 8.2. In the 
grey-coded graphical images of the maps, it is seen that the two maps are almost 
complementary, i.e. they fit like two matching pieces in a jigsaw puzzle. The 
separability index of 0.95 indicates that the fragment carbonyl is easily separated 
from all other fragments. The figure also demonstrates that carbonyl falls apart 
into several clusters. For each unit in the map a list was composed of molecules 


















The upper panel depicts a graphical representation of the matrix M,:(fk) indicating the 
number of IR spectra mapped onto unit (i, j) in the Kohonen map The left map indicates 
presence of the fragment carbonyl, the right one absence For each unit, the number 
of mapped spectra is encoded in grey levels white indicates 0, black the maximum 
of M,j(fic) Scaling numbers of the maps were 31 (left) and 47 (right), respectively 
The lower panel shows schematically the division of the fragment carbonyl into various 
sub-fragments See text 
Figure 8 2 Mapping of the fragment carbonyl 
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Gloser examination of these lists revealed that, in general, one or more sub-
fragments present in almost all listed molecules for one unit, could be assigned to 
that unit. The result of such an analysis, here focused on the fragment carbonyl, 
is shown in the lower part of Fig. 8.2. Roughly, seven clusters are discernable 
in the map corresponding to the presence of carbonyl. Each of these clusters 
could be associated with one or more sub-fragments. For example, the majority 
of molecules containing one or more carboxylic acid groups are mapped onto the 
cluster located in the lower-right part of the map. In some of the clusters, even 
a subdivision in more detailed sub-fragments appeared to be possible. 
The appearance of single or multiple clusters of strong fragments leads to a 
scattering of the weaker fragments present in the same molecules. An example 
is the fragment mercaptane (Fig. 8.3). This fragment is scattered over almost 
the entire map. The small cluster that appears in the upper left corner is due 
to another strong fragment present in all molecules of which the IR spectra are 
mapped onto the same region. Obviously, the presence/absence maps are not 
well separable: SI = 0.63. 
PRESENT ABSENT 
Maxima of the left and right map were 4 and 47, respectively 
Figure 8 3 Mapping of the fragment mercaptane 
Fragments may be split into more detailed fragments, as was already sug­
gested in Fig. 8.2. Another illustrative example is formed by the fragment primary 
amine, which may be divided into aromatic and поп-aromatic primary amines. 
The result of this subdivision is shown in the upper and middle panels of Fig. 8.4. 
Clearly, the broad cluster of the primary amines (SI = 0.89) segregates into 
two or three sub-clusters (upper panel). Moreover, both sub-fragments aromatic 
(middle left) and non-aromatic (middle right) primary amine are characterized by 
somewhat higher separability indices: SI = 0.93 and 0.91, respectively. 
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pol i t lón (11 , 10) po l i t l ón (10. 14) 
The upper panel represents the map for the presence of the fragment primary amine 
(maximum 17) Middle panels indicate maps of the presence of the sub-fragments aro-
matic (maximum 17) and non-aromatic (maximum 16) primary amines In the lower 
panel, of two representative units the mean spectra are shown The map coordinates of 
these units are written above the mean spectra Left and right mean spectrum represent 
averages of 12 and 16 IR spectra, respectively Scaling numbers are indicated along the 
vertical axis The horizontal axes represent units of c m - 1 
Figure 8 4 Mapping of the fragment primary amine 
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This finding suggests that, if good clustering is observed but a low separability 
index is found, a proper subdivision into more detailed fragments may lead to a 
higher separability for at least one of the sub-fragments. The lower panel of the 
figure depicts mean spectra obtained for two representative units, each of them 
located in a cluster in which one of the sub-fragments is mapped. In each mean 
spectrum only bands will appear which are predominantly present in the set of 
spectra mapping on that unit. Note that the spectra are scaled to 1, implying that 
an intensity of 1 is only obtained if the largest band is at the same position in all 
the spectra in the set. Both mean spectra contain the bands commonly used by 
IR spectroscopists for diagnosing the presence of the fragment primary amine [11]. 
Other bands were also observed: aromatic bands appear in the spectrum depicted 
at the left, whereas several aliphatic bands occur in the spectrum at the right. 
These bands can be associated with the presence of aromatic and non-aromatic 
primary amines, respectively. In addition, all mean spectra obtained for units onto 
which the non-aromatic primary amines were mapped exhibited a pronounced 
broad band (indicated by a V ) at approximately 800 c m - 1 . This band is not 
usually taken into account by IR experts for identification purposes [11], but 
the Kohonen network apparently 'recognizes' this band and uses it as additional 
information. 
The chaining of absorption values by the Kohonen algorithm appears to agree 
well with the chaining of chemical functional groups. A representative example 
of this is given in Fig. 8.5. This figure depicts schematically the relative posi-
tions of molecules containing the fragments aliphatic chain, double bond and / 
or methyl. These functional groups are mapped onto three different but partially 
overlapping regions. This may be interpreted as follows: IR spectra of molecules 
containing two of the mentioned fragments, - double bond and methyl, say - pos-
sess similarities with the spectra belonging to molecules containing, apart from 
other fragments, double bond or methyl exclusively. In this way, the Kohonen 
algorithm treats spectra of molecules containing both fragments as a kind of 'at-
tractors', resulting in a chaining together of the regions onto which the fragments 
double bond and methyl are mapped. 
8.1.4 Discussion and conclusions 
In this study, a large data base containing IR spectra of various molecules was 
investigated with a parallel implemented Kohonen network. Preliminary results 
presented here demonstrated that this novel approach is very promising within 
the field of IR spectroscopy. Application of the Kohonen network appeared to 
be a powerful technique in mapping a high-dimensional data space onto a two-
dimensional matrix of units (Kohonen map). This has enabled us to investigate 
the relation between the shape of IR spectra and the functional groups of corre-
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See text for further explanation. 
Figure 8.5: Chaining of groups of fragments. 
sponding molecules by means of two-dimensional maps. 
First, it was shown that some fragments were mapped onto relatively small 
regions in the Kohonen map (clusters), whereas other fragments appeared to be 
distributed more or less homogeneously over the map. 
Second, it was observed that some of the fragments could be characterized by a 
high separability index indicating that such fragments were easily recognized by 
the network. Fragments which exhibited both properties, i.e. formed clusters in 
the map and were highly separable from other fragments, were termed 'strong'. 
Third, Fig. 8.4 demonstrated that the clustering observed in the Kohonen map 
of primary amine is caused by global features which are present in all spectra of 
the primary amines. Besides this, differences manifest in the aromatic and non-
aromatic primary amine bands, as well as the appearance of other bands (e.g. 
aromatic vs. aliphatic and V bands) allow the Kohonen network to differentiate 
between aromatic and non-aromatic primary amines. Indeed, this separation into 
sub-groups was observed in the middle part of Fig. 8.4. Similar inferences could 
be made for other fragments as well. 
The combined information on the degree of clustering and separability may be 
used for the design of the modular structure of the tree-like system for spectrum 
interpretation described in the introduction. It can be envisaged that in designing 
a modular decision system, strong fragments are acquired to be determined by 
modules located high in the tree. Weaker fragments, on the contrary, have to 
be recognized by more specialized modules located in descending branches of the 
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tree. Decisions made by higher modules on the absence or presence of functional 
groups may be used as additional input for lower modules [82]. 
The modules of this tree-like system are MLF neural networks. In the pre­
vious paragraph the implicit assumption was made that the degree of difficulty 
of clustering and/or separating specific fragments by the Kohonen network is 
analogous to the degree of difficulty of determining the presence/absence of the 
same fragments by the MLF neural network modules. This point is still under 
investigation. 
The outcome of a study using the Kohonen mapping technique is, to a great 
degree, determined by the choice of the network size. On the one hand, taking too 
few units inevitably leads to the superposition of several clusters in the map, and 
consequently, part of the information remains obscure. On the other hand, the 
training of an oversized network would take much more computer time. Moreover, 
in such a network a substantial number of units would not be used at all [90]. 
Balancing between those two extreme possibilities we arrived at a network size 
of 20 χ 20 units. The following considerations were also taken into account. For 
each of the fragments (approximately 150 fragments were defined for the whole 
data base), at least two units should be reserved: one for the representation of 
that particular fragment, and one or more for the chaining with other fragments. 
Considering that, after the training, only a small number of 'unoccupied' units 
was encountered in the map, we are convinced that the choice of 400 units was an 
appropriate one. However, we believe that a more theoretically based investigation 
of this topic would be of great value. 
In order to reduce the duration of the training session a parallel implementa­
tion of the Kohonen algorithm has been developed. The parallel implementation 
was first tested with some small but well known data sets (e.g. the iris data 
set [52]). The result of each test was compared with the outcome of a training 
session with a sequential implementation of the Kohonen algorithm. It appeared 
that both approaches yielded comparable results. 
Kohonen recommends that some 500 iterations multiplied by the number of 
units in.the map, should be used to obtain a fully converged network configuration 
[44, 90]. While testing the parallel implementation, however, we found that the 
network settled in a more or less stable configuration after 25% of this number 
of iterations . During the last 75% of the iterations only minor changes in the 
resulting maps were observed (some of the units became slightly sharper tuned 
to some specific features present in the data set used). It was not the aim of this 
study, however, to train the Kohonen network for future classification tasks, i.e 
for the recognition of IR spectra which were not present in the current data base. 
For the latter task, a fully converged network configuration even is a prerequisite. 
For our purpose, it would be sufficient enough to obtain maps which yield global 
information on the properties of the IR spectra. Apart from this, even for the 
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parallel implemented Kohonen network 200,000 iterations would take over 160 
days. In a research / educational environment it is nearly impossible to allocate 
12 general purpose workstations for such a long period. Summarizing, 50,000 
iterations (i.e. 0.25 * 500 * 20 * 20) seemed to be a fair compromise between 
information yield and computing time. 
In the introduction we stated that Principal Component Analysis, as applied 
on very large data bases, might encounter some serious problems. Nevertheless, 
it still would be worthwhile in finding a way out (e.g. feature reduction) to 
perform PCA for the current set of IR spectra. First, from such an analysis an 
estimate of the upper bound of the real dimensionality of the data space may 
be derived. Second, the decomposition into orthogonal eigenvectors possibly 
provides new information enabling a more thorough investigation of the set of 
IR spectra. Third, it would be a challenge to compare the present results of 
the Kohonen self-organising network to the results of PCA. This, especially, in 
regard to the incorporation of both (possibly different) outcomes in the practical 
design of a modular decision system. For these reasons, the feasibility of Principal 
Components Analysis is under investigation. 
The results presented in this study may not only be used for the design of 
the modular structure of the tree-like decision system but the outcome may also 
be used for other purposes. Undoubtly, the approach outlined here is not limited 
to the application in the field of IR spectroscopy but may be of great value in 
several other domains of the analytical chemistry as well. For a more detailed 
and thorough presentation of the results of the whole set of functional groups, 
the reader is referred to a forthcoming paper [84]. 
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"At present, our networks, even after thirty years of progress, still 
act 'brain damaged'. " 
Anderson [5] 
185 
For a long period artificial neural networks were surrounded by an air of 
mysticism (and at present, to some extent, they still are). This is due partly to 
the terminology that is used. Artificial neural networks origin from their biological 
counterparts, the brain. People always have been fascinated by the brain. It 
is built up of a large number of relatively simple processing elements yet it is 
capable of grand achievements. This image still accompanies the artificial neural 
networks, although for some types of networks the terminology is one of the few 
resemblances with the biological neural networks that is left. 
This link with the brain, together with their relatively simple appearance 
makes the artificial neural networks both popular and despised. Popular, since, 
analogous to the brain, artificial neural networks are also believed to be capable 
of grand achievements. Despised, since these expectations are often not fulfilled. 
Moreover, the networks are relatively easy to use. This is a positive quality, but 
at the same time it may lead to situations in which the neural network is applied 
without further thought, resulting in incorrect conclusions and misuse. 
These facts made the introduction of artificial neural networks rather trouble-
some. However, the networks are seen more and more in the right perspective, 
and increasingly the predicted capabilities (and failures) are supported with the-
oretical and practical arguments, instead of with references to the brain. They 
appear to be just one of the many methods for modeling, data processing and 
interpretation, with their own advantages and shortcomings. 
In the previous chapters it has been shown that neural networks may be applied 
successfully on analytical-chemical problems. To summarize the aspects of ap-
plying neural networks, the questions that have been put forward in the preamble 
are reconsidered here. 
- Which types of neural networks are available, what are their character-
istics and how can the networks be improved? 
Various researchers have developed a variety of different types of neural networks. 
A short overview of the most well-known types has been given in the first part. 
In the research described in this thesis, only the multi-layer feed-forward neural 
network and the Kohonen neural network have been used. The characteristics of 
both networks have been described in detail. 
In the first phase of this research, much attention was paid to the appearance 
of the networks as such and possible improvements (e.g. different learning rules). 
However, in process of time it was experienced that other aspects influenced the 
performance of the networks much more, like the choice of the representations for 
the problem and solution. Moreover, the research had an explorative character. 
For these reasons, attention was shifted towards those other aspects. 
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- What are the advantages and disadvantages of neural networks and when 
can these networks be used? 
If the solution to a problem can not be derived in a direct way, e.g. mathematically, 
from the problem, an indirect path has to be found. A neural network is often 
capable of establishing this indirect link, provided such a relation between problem 
and solution exists1. They model this relation exclusively based on a data set with 
examples (the training set). Therefore, a training set has to contain this problem-
solution relation implicitly. 
One of the large advantages of a neural network is its capability to model 
non-linear relations. It is not necessary to have much prescience concerning the 
problem and it is possible to build a very fast and flexible model. The networks 
are relatively simple to apply: a network simulator, usually embedded in a soft-
ware package, a data set with examples, some experience, enough time and much 
patience suffices. However, this is also one of its disadvantages. Besides the net-
work itself, other aspects, like data preprocessing or interpretation of the network 
output, require attention too. If a network is built without further thought, an 
incorrect model might result; e.g. is the network trained on the same domain as 
it will be used for in future? Does the model really reflect the relation it was 
intended to, or did the network process some incidentally present correlations? 
The development of a neural network system may be a tedious task. Many 
parameters have to be adjusted, usually during a time-consuming optimization 
procedure. It is not always straightforward to find an optimal parameter setting: 
there is a stochastic factor involved, namely the initial (random) weight values. 
During the training of the neural network these values are adapted with small steps 
from random to optimal values. Their initial value may have great influence on 
the final performance of the neural network; the model the network yields depends 
on the initial weight setting and is therefore, in general, not unique. During the 
optimization of the weights, one may encounter a local optimum. 
If the final performance of the neural network does not meet the requirements, 
it is often hard to trace the reason(s) for its malfunctioning: e.g. the parameter 
setting is incorrect, a local optimum is encountered, the data set is not repre-
sentative, the representation of the examples is incorrect, the model goes beyond 
the capacity of the chosen network or there is just no relation to model. 
In general, a neural network may be used to model a relation between a 
problem and a solution if the underlying mechanisms of this relation are unknown 
and the relation is expected to be of a non-linear nature. A prerequisite is the 
availability of a representative data set. 
1
 "Neural networks are the second best solution to every problem, the snag ts we 
don't always know what the best solution is." source unknown 
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- What is the relation between neural networks and other methods? What 
are the differences and similarities? 
This thesis touched on some differences and similarities between MLF neural net-
works and some widely accepted chemometrical techniques, like linear discrimi-
nant analysis and principal component analysis. In general, the neural networks 
outperform the standard techniques if the problem is of a non-linear nature. How-
ever, past research on comparisons has to some extent been limited to ad-hoc 
experiments. At present, the relationship is still under investigation. 
- For which types of problems are the networks suited and what are the 
characteristics of those problems? 
Four main types of problems/applications for which a neural network might be 
useful have been distinguished: (auto-)associative memory, generalization, opti-
mization and data reduction. For every task different network types are preferred. 
These tasks have been considered in more detail per network type. 
The MLF networks may be used for (auto-)associative memory / data reduc-
tion and generalization tasks. The latter may be divided into sub-tasks: classi-
fication, qualification and quantification. The MLF networks have been applied 
on these three sub-tasks in this research. The Kohonen networks are suited for 
generalization (clustering) tasks and data reduction (topology studies). Only the 
latter task has been considered in this thesis. 
- What is the best representation for the problem (and its solution) to 
achieve an optimal information exchange between the problem/solution 
and the neural network? 
This question appeared to be a rather crucial one. Despite all improvement 
and optimization efforts, the network will not operate in a proper way if the 
representations of the problem and the solution are not capable of passing on 
the relevant information to the network. Experience learned that this aspect 
required a lot of attention for most applications. One of the most difficult cases 
appeared to be the representation of molecular structures, which are in one way or 
another involved in many chemical problems. If a neural network is to be applied 
successfully, appropriate representations have to be used. 
Especially from a chemometrical point of view, other questions were raised also 
during the course of this research: 
- Is it possible to get information on the obtained models? 
At present, neural network models are used mainly as a black box. It would be a 
giant leap ahead if it is possible to acquire more knowledge about the mechanisms 
underlying the relation between problem and solution. 
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- Is it possible to insert the available (chemical) knowledge? 
To develop a neural network system, no prescience is necessary. However, if this 
prescience is available, it would be a pity to waste it. On a more abstract level, 
chemical knowledge may be used e.g. to design a modular system as has been used 
in one of the studies described in this thesis. The question remains whether it is 
possible to incorporate the available chemical knowledge in the neural networks 
in a more direct way. 
- How can the models the networks have constructed be validated? 
At present, most models built by a neural network are validated according to the 
following procedure. The data set with examples is split in two: a training set 
with which the model is constructed and a test set with which the generalization 
capabilities of the networks are tested. The performance of the networks on 
this test set gives a rough indication of the applicability in practice. However, 
other questions regarding validation remain unanswered with this procedure. How 
reliable is the network model? How can the precision and accuracy of the model 
be estimated? How rugged is the model and, moreover, are two models, built by 
the same network but based on different initial weight settings, equally rugged? 
When is the network interpolating and when is it extrapolating? These questions 
should be answered first, before artificial neural networks deserve their definitive 
position amongst other, more established, (chemometrical) techniques. 
Summarizing, some of the questions that have been put forward in the preamble 
have been answered in this thesis, but as many new questions have been arisen 
during the course of the research. Some of them have not been answered yet and 





Training an artificial neural network sometimes feels like trying to 




"Schaar en plakband zijn vaak nog onontbeerlijk bij het samen-
stellen van een proefschrift, hoe geavanceerd de huidige tekstver-
werkers ook zijn. " 
Anjo Smits 
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10.1 Suggestions for further reading 
For more information on neural networks, the reader is referred to the following 
references: 
Anderson, J. A. and Rosenfeld, E. (Eds). "Neurocomputing: Foundations of 
Research", The MIT Press: Cambridge, MA, 1988. 
Beale R., Jackson T. "Neural Computing, an Introduction", Adam Hilger, I0P 
Publishing Ltd, Bristol, 1990. 
Freeman J.Α., Skapura D.M., "Neural Networks: Algorithms, Applications, and 
Programming Techniques", Addison-Wesley, Reading MA, 1991. 
Hecht-Nielsen R., "Neurocomputing", Addison-Wesley, Reading MA, 1990. 
Kohonen T., "Self-Organization and Associative Memory", Springer Verlag, New 
York Berlin Heidelberg, Germany, 1984. 
Rumelhart D.E., McClelland J.L., "Parallel Distributed Processing.", Explorations 
in the Microstructure of Cognition, vols. 1 and 2, MIT Press, London, England, 
1986. 
Wasserman P.D., "Neural Computing. Theory and Practice", Van Nostrand 
Reinhold, United States of America, 1989. 
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De steeds geavanceerdere analytisch-chemische instumenten en de vraag naar 
kwaliteitscontrole zorgen voor een toenemende stroom data, wat leidt tot een 
stijgende behoefte aan goede data interpretatie technieken. Er staat een scala aan 
methoden ter beschikking van de analytisch chemicus, van numerieke, statistische 
methoden tot technieken afkomstig uit de artificiële intelligentie, zoals expert 
systemen [20,37], genetische algoritmen [29,50,51] en neurale netwerken [75]. 
In de loop der jaren heeft een aantal onderzoekers, gefascineerd door de wer-
king van het brein, getracht het brein te modelleren. Deze modellen bleken 
evenwel ook geschikt om taken uit te voeren die als 'natuurlijk' worden ervaren, 
zoals patroonherkennen. Naast het oorspronkelijk doel, het modelleren van het 
brein, werd het onderzoek ook steeds meer gericht op het toesnijden van deze mo-
dellen op specifieke taken. Dit heeft geleid tot de ontwikkeling van diverse soorten 
artificiële neurale netwerken. Overigens is voor sommige van deze netwerken 
tegenwoordig de terminologie een van de weinige overeenkomsten met het brein. 
Artificiële neurale netwerken mogen zich verheugen in een toenemende belang-
stelling; ze worden meer en meer gebruikt, in uiteenlopende vakgebieden. Om 
te beoordelen of neurale netwerken ook toepasbaar zijn binnen de analytische 
chemie, kunnen een aantal vragen opgeworpen worden, zoals: 
- Welke soorten neurale netwerken zijn er beschikbaar, wat zijn hun ken-
merken en hoe kunnen de netwerken nog verbeterd worden? 
- Wat zijn de voordelen en nadelen van neurale netwerken en wanneer kunnen 
ze gebruikt worden? 
- Hoe verhouden de netwerken zich tot andere methoden? Wat zijn de 
overeenkomsten en de verschillen? 
- Voor welke soorten problemen zijn neurale netwerken geschikt, en wat zijn 
de kenmerken van deze problemen? 
- Hoe kan een optimale uitwisseling van informatie tussen een netwerk en een 
probleem tot stand gebracht worden? 
Het onderzoek dat in dit proefschrift beschreven wordt heeft een exploratief karak-
ter en is bijna volledig gericht op de (on)mogelijkheid neurale netwerken toe te 
passen op analytisch-chemische problemen. In dit proefschrift wordt getracht een 
antwoord te vinden op de hierboven gestelde vragen. Toen dit onderzoek in 1988 
van start ging waren er maar enkele publicaties betreffende analytisch-chemische 
toepassingen bekend. De laatste jaren is daar fors verandering in gekomen en op 
dit moment wordt er dan ook volop over dit onderwerp gepubliceerd [101]. 
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Het meest gebruikte netwerk is het multi-layer feed-forward (MLF) neuraal 
netwerk [75]. Een ander type netwerk dat aan populariteit wint is het Kohonen 
netwerk. Beide netwerken komen uitgebreid in dit proefschrift aan de orde. Het 
proefschrift is onderverdeeld in drie delen: één algemeen deel en twee delen die 
gewijd zijn aan het MLF respectievelijk Kohonen netwerk. In deze laatste twee 
delen komen zowel de basis alsook toepassingen van de betreffende netwerken 
aan bod. 
Deel 1. Introductie 
Hoofdstuk 2 Dit hoofdstuk begint met een kort historisch overzicht. De ont-
wikkeling van artificiële neurale netwerken heeft roerige perioden gekend. Er zijn 
verschillende soorten neurale netwerken ontwikkeld, geschikt voor diverse soorten 
problemen: (auto-)associatie, generalisatie, optimalisatie en data reductie. De 
keuze van het soort netwerk hangt af van de aard van het probleem dat opgelost 
dient te worden. In het hoofstuk wordt een beschrijving gegeven van de verschil-
lende typen problemen en van de basis ingrediënten die de verschillende typen 
netwerken gemeen hebben. Het hoofdstuk eindigt met een kort overzicht van de 
bekendste neurale netwerken. 
Deel 2. Multi-layer feed-forward neurale netwerk 
Hoofdstuk 3 Dit hoofdstuk begint met de theorie betreffende MLF netwerken. 
Hier wordt in het kort de werking van de netwerken zelf en de manier waarop 
ze getraind worden uiteengezet. Het resterende en grootste deel van het hoofd-
stuk wordt gevormd door de beschrijving van aspecten die samenhangen met het 
gebruik van de netwerken in de praktijk. 
Als de relatie tussen een probleem en de bijbehorende oplossing niet bekend is, 
kan de oplossing niet rechtstreeks, b.v. mathematisch, uit het probleem afgeleid 
worden. In zulke gevallen zal er een indirecte manier gevonden moeten worden 
om een link tussen probleem en oplossing te bewerkstelligen. Een multi-layer 
feed-forward (MLF) neuraal netwerk is vaak in staat om complexe relaties tussen 
probleem en oplossing te modelleren aan de hand van voorbeelden van zo'n pro-
bleem met de bijbehorende oplossing. Het netwerk dient getraind te worden. Dit 
houdt in dat de voorbeelden vele malen aan het netwerk aangeboden worden om 
zo het netwerk in staat te stellen stukje bij beetje de relatie te modelleren die 
impliciet in die voorbeelden aanwezig is. Zo'n neuraal netwerk vormt dan de link 
tussen enerzijds een beschrijving van een specifiek probleem, en anderzijds een 
beschrijving van de bijbehorende oplossing. 
De MLF netwerken zijn grofweg in twee typen onder te verdelen: netwerken 
met binaire uitvoer die gebruikt kunnen worden voor classificatie of kwalificatie 
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problemen, en netwerken met continue uitvoer die voor kwantiticatie ot auto­
associatie ingezet kunnen worden. Tevens wordt in dit hoofdstuk beschreven hoe 
de MLF netwerken zich verhouden tot andere, meer ingeburgerde statistische en 
numerieke technieken. 
Bij het maken van een werkend neuraal netwerk systeem blijken ook andere 
punten dan het netwerk zelf aandacht te vragen, zoals bijvoorbeeld data voor-
bewerking en interpretatie van de netwerk uitvoer. In dit hoofdstuk is dan ook 
uitgebreid aandacht besteed aan het bouwen van een compleet neuraal netwerk 
systeem en de problemen die hierbij kunnen ontstaan. Dit is beschreven in de 
vorm van een protocol. 
Verschillende toepassingen van het MLF netwerk betreffende classificatie, 
kwalificatie en kwantificatie staan beschreven in respectievelijk Hoofdstuk 4, 5 
en 6. 
Hoofdstuk 4 In dit hoofdstuk komen twee toepassingen aan de orde waarin de 
netwerken gebuikt worden bij classificatie problemen. 
De eerste toepassing betreft het classificeren van algen op basis van flow cytome-
ter data. Om de concentraties van diverse algensoorten in het oppervlakte water 
te kunnen bepalen, kan een flow cytometer worden gebruikt. Een flow cytometer 
meet zo'η zes tot acht optische parameters per algje. Deze parameters span­
nen een meer-dimensionale ruimte op waarbinnen de verschillende algensoorten 
clusters vormen. Deze clusters zijn echter vaak onregelmatig van vorm en verto­
nen vrij veel overlap, waardoor veel conventionele patroon classificatie technieken 
falen. In dit onderzoek zijn MLF netwerken gebruikt om de algen te classificeren. 
Er worden drie experimenten beschreven: allereerst wordt bekeken of het 
netwerk in staat is onderscheid te maken tussen twee klassen van algensoorten, 
nl. giftige en niet-giftige soorten. De clusters die gevormd worden door de twee 
verschillende algen klassen blijken ook op het oog al te scheiden te zijn als de juiste 
keuze van twee of drie dimensies genomen wordt. De resultaten behaald door het 
netwerk op dit relatief eenvoudige probleem blijken vergelijkbaar met de resultaten 
behaald met de visuele analyse. Het tweede experiment betreft het classificeren 
van acht verschillende algen soorten. In dit geval blijkt een visuele analyse niet 
meer mogelijk; de clusters overlappen te veel. De door de netwerken voorspelde 
concentraties van de verschillende algen soorten stemmen goed overeen met de 
(uit de mengverhoudingen van de diverse algen soorten te berekenen) werkelijke 
concentraties. In het derde experiment wordt bekeken hoe robuust de netwerken 
zijn ten opzichte van wijzigingen in een instrumentele parameter, de laser sterkte. 
Hiertoe wordt deze laser sterkte als extra parameter meegegeven aan het neurale 
netwerk. Zonder deze parameter blijken de netwerken het best te presteren als 
de laser sterkte constant blijft. Wordt deze sterkte gewijzigd, dan is het beter de 
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laser sterkte als extra parameter mee te nemen. 
In de tweede toepassing komt een probleem aan de orde dat op kan treden bij 
patroon classificatie, nl. drift. Vaak worden neurale netwerken alleen getraind met 
voorbeelden die gemeten worden vlak na calibratie van een analytisch-chemisch 
instrument. Deze voorbeelden vertonen dus geen of nauwelijks drift. Worden de 
getrainde netwerken vervolgens gebruikt om metingen te verwerken die gemeten 
zijn met een instrument dat wel drift vertoont, dan zal het neurale netwerk niet 
meer goed in staat zijn de juiste klasse te voorspellen. 
Vaak wordt de volgende calibratie procedure gevolgd: tussen de metingen van 
de echte monsters door worden calibratie monsters gemeten waarvan de karak-
teristieken bekend zijn. Een verschil tussen de gemeten waarde en de bekende 
waarde duidt op de aanwezigheid van drift. Als dit verschil groot is, kan ofwel 
het instrument opnieuw afgesteld (gecalibreerd) worden, ófwel de meetwaarden 
van de echte monsters gecorrigeerd worden voor de drift. Dit laatste verdient 
de voorkeur als het calibreren van het instrument niet eenvoudig is. Echter, hoe 
gecompliceerder de drift, hoe meer calibratie monsters gemeten moeten worden 
om de drift voldoende gedetailleerd te beschijven. Het corrigeren van de meet-
waarden voor de drift kan op verschillende manieren gebeuren, afhankelijk van de 
aard van de drift. 
Een vaak toegepaste drift correctie methode is het in mindering brengen van 
de hoeveelheid drift, die afgeleid is uit meting van het calibratie monster, op de 
meetwaarden van de werkelijke monsters. In dit onderzoek wordt een alternatieve 
methode voorgesteld: de hoeveelheid drift wordt als extra variabele meegegeven 
aan het neurale netwerk. In een aantal experimenten wordt het effect van beide 
drift correctie strategieën op de prestaties van een neuraal netwerk bekeken. Hier-
toe zijn data sets gesimuleerd met verschillende hoeveelheden niet-lineaire drift. 
Alhoewel deze drift zich niet op basis van een enkele calibratie meting volledig 
laat beschrijven, is de correctie toch op slechts één calibratie meting gebaseerd. 
Het blijkt dat de beschrijving van de drift voor de eerste correctie procedure, het 
in mindering brengen van de hoeveelheid drift, onvoldoende is. Voor de tweede 
methode, het toevoegen van de hoeveelheid drift als extra variabele, blijkt de 
onvolledige beschrijving toch afdoende te zijn. 
Hoofdstuk 5 In dit hoofdstuk komt een toepassing aan de orde waarin de 
netwerken gebuikt worden voor een kwalificatie probleem. 
Het interpreteren van infrarood spectra vereist veel tijd en expertise. In dit 
onderzoek is nagegaan of neurale netwerken in staat zijn deze taak te verlichten. 
Het zou wenselijk zijn als de netwerken op basis van een IR spectrum de chemische 
stof konden benoemen waartoe het spectrum behoort. Een van de problemen die 
hier onmiddelijk naar voren treden is het omzetten van een moleculaire structuur 
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naar een voor het netwerk te gebruiken representatie. Er is in dit onderzoek 
gekozen voor fragment codering. Het netwerk hoeft geen uitsluitsel te geven over 
de structuur van de chemische stof, doch alleen over het al dan niet aanwezig 
zijn van bepaalde fragmenten. 
De conventionele aanpak behelst het ontwerpen van één groot ( 'plat ') neuraal 
netwerk, dat als invoer een representatie van het spectrum krijgt en als uitvoer de 
aan- of afwezigheid van een heel scala aan verschillende fragmenten geeft. Een 
voordeel van deze aanpak is onder andere het feit dat weinig voorkennis nodig 
is. Nadelen zijn bijvoorbeeld: slecht te bepalen fragmenten kunnen de prestatie 
van het hele systeem nadelig beïnvloeden, uitbreiding van het systeem is veel 
werk en zulke grote netwerken zijn nogal onhandelbaar. In dit onderzoek is voor 
een andere aanpak gekozen. Het probleem is opgedeeld in kleinere problemen. 
Voor ieder sub-probleem wordt dan een apart neuraal netwerk ontwikkeld. Deze 
netwerken vormen vervolgens modules van een groter systeem. Zo zou een top 
module gebruikt kunnen worden om een grove beslissing te nemen over het al 
dan niet aanwezig zijn van bepaalde groepen van fragmenten. Afhankelijk van 
de beslissingen van deze top module kunnen dan lagere modules geraadpleegd 
worden voor meer gedetailleerde informatie. 
Vooreen specifiek sub-probleem (bepaling van aan- of afwezigheid van alcohol 
en/of carbonyl groepen) is zowel een plat systeem als een aantal gespecialiseerde 
modules ontwikkeld. De gespecialiseerde modules blijken iets beter te presteren 
dan het platte systeem. De prestaties van de gespecialiseerde modules zijn ook 
vergeleken met de prestaties van een expert op het gebied van IR spectra inter-
pretatie. Deze blijken vergelijkbaar te zijn. 
Hoofdstuk β In dit hoofdstuk wordt een toepassing beschreven waarin de MLF 
neurale netwerken gebruikt worden voor kwantificatie. Een van de meest cruciale 
fases in de ontwikkeling van een neuraal netwerk systeem is de keuze van de 
representaties van zowel het probleem als de oplossing. De relevante informatie 
die in de voorbeelden aanwezig is, dient doorgegeven te worden aan het neurale 
netwerk. In dit onderzoek worden neurale netwerken gebruikt om eigenschappen 
van een chemische stof te voorspellen op basis van de molecuul structuur van 
de stof. In het hoofstuk is veel nadruk gelegd op mogelijke representaties van 
moleculaire structuren. Een aantal representaties wordt beschreven maar een 
deel daarvan blijkt onbruikbaar in combinatie met een neuraal netwerk, daar een 
netwerk bepaalde restricties oplegt aan de te gebruiken representaties. Om deze 
reden wordt een alternatieve representatie voorgesteld, namelijk type distance 
counting ( T D C ) . 
Eerst worden de prestaties van neurale netwerken die deze representatie ge­
bruiken bepaald voor een eenvoudig probleem: het voorspellen van de kookpunten 
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van kleine alkanen en alkenen op basis van hun molecuul structuur. De resul-
taten die behaald zijn met deze nogal homologe reeks moleculen zijn redelijk 
goed. Vervolgens wordt een wat uitdagender probleem aangepakt: het voorpellen 
van de (HPLC) retentie index van een chemische stof op basis van de molecuul 
structuur. Het effect dat de verschillende representaties, waaronder de TDC, op 
de prestatie van de neurale netwerken hebben is onderzocht met een kleine data 
set. De TDC representatie blijkt tot de beste resultaten te leiden. Hierna zijn 
de prestaties van neurale netwerken die gebruik maken van de TDC representatie 
bestudeerd voor verschillende data sets. De resultaten zijn vergeleken met de 
prestatie van een expert systeem dat gebruik maakt van fragment codering en 
met de prestaties van neurale netwerken die gebruik maken van dezelfde frag-
ment codering. De resultaten, behaald op een kleine data set, van de neurale 
netwerken die gebruik maken de TDC representatie, zijn iets beter dan die van 
het expert systeem op dezelfde data set. Op een grotere data set presteert het 
neurale netwerk veel beter. De neurale netwerken die gebruik maken van de frag-
ment codering presteren slechter dan zowel het expert systeem als de netwerken 
die gebruik maken van de TDC representatie. 
Deel 3. Kohonen neuraal netwerk 
Hoofdstuk 7 Een heel ander type neuraal netwerk is de Kohonen self-organizing 
feature map, kortweg Kohonen netwerk. In tegenstelling tot het MLF netwerk 
wordt dit netwerk niet 'supervised' maar 'unsupervised' getraind: weliswaar wor-
den er in een iteratief proces weer voorbeelden aan het netwerk aangeboden, 
maar deze voorbeelden bestaan alleen uit de problemen. Oplossingen worden 
niet aan het netwerk aangeboden. Het netwerk construeert aan de hand van 
deze voorbeelden een een- of meer-dimensionale 'map' waarin het de aangeboden 
voorbeelden plaatst. Het netwerk tracht hierbij de topologie van de aangeboden 
data set met voorbeelden zo goed mogelijk in stand te houden. 
Het hoofdstuk begint met de theorie betreffende het Kohonen netwerk. Hier 
wordt de werking van de netwerken en de wijze van training beschreven. Het 
netwerk blijkt voor een aantal typen van problemen geschikt te zijn, nl. clustering, 
data reductie en studie van de topologie van de data set. Ook bij dit netwerk 
is aan de hand van een protocol veel aandacht besteed aan het maken van een 
compleet systeem en aan de problemen die zich hierbij voor kunnen doen. 
Hoofdstuk 8 In dit hoofdstuk wordt een Kohonen netwerk gebruikt om de 
topologie van een grote data set te bestuderen. In Hoofdstuk 5 is een toepassing 
beschreven van het MLF netwerk: het interpreteren van IR spectra. In dat betref-
fende onderzoek zijn modules gemaakt die gespecialiseerd zijn in het oplossen van 
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sub-problemen. Deze modules geven alleen uitsluitsel over het al dan niet aan-
wezig zijn van bepaalde (groepen van) fragmenten. Deze modules vormen samen 
een groter systeem dat via de aaneenschakeling van die modules tot een steeds 
gedetaileerder antwoord betreffende het te interpreteren IR spectrum komt. Het 
blijkt echter niet zo eenvoudig te zijn om te bepalen welke (groepen van) frag-
menten in een en dezelfde module thuishoren en welke (groepen van) fragmenten 
juist beter in verschillende modules geplaatst kunnen worden. In het onderzoek 
beschreven in Hoofdstuk 5 is deze verdeling op basis van de verschillende frag-
menten gemaakt: gelijkende fragmenten bijeen, niet gelijkende fragmenten apart. 
Om een indeling op basis van de spectra te kunnen maken is meer inzicht in de 
data set nodig. 
In dit hoofstuk is met behulp van een Kohonen netwerk een twee-dimensionale 
map gemaakt van de omvangrijke en hoog-dimensionale data set met IR spectra 
die in Hoofdstuk 5 gebruikt is. Het netwerk heeft de spectra tijdens de training 
geordend. Na de training is ieder spectrum geoormerkt met gegevens over het al 
dan niet voorkomen van een aantal fragmenten. Op deze wijze is met hetzelfde 
netwerk ook informatie verkregen over de ligging van de fragmenten in de map. 
Een zekere ordening van de fragmenten blijkt aanwezig te zijn: bepaalde frag-
menten hebben zulke sterke spectrale kenmerken dat deze gegroepeerd voorko-
men, terwijl andere fragmenten juist erg zwakke kenmerken hebben. De laatsten 
komen dan ook verspreid te liggen in de map, meegetrokken met de spectra van 
de 'sterkere fragmenten'. De informatie over de data set die verkregen is met be-
hulp van het Kohonen netwerk kan in principe gebruikt worden om de modulaire 
strucuur te bepalen van het IR interpretatie systeem beschreven in Hoofdstuk 5. 
Conclusies 
Gedurende een lange periode waren kunstmatige neurale netwerken omgeven met 
een waas van mystiek (en dat zijn ze, tot op zekere hoogte, nog steeds). Voor een 
deel is dit te wijten aan de gebruikte terminologie. Kunstmatige neurale netwerken 
stammen af van hun biologische tegenhanger, die het brein vormen. De mens is 
altijd gefascineerd geweest door het brein. Het brein is opgebouwd uit een groot 
aantal relatief simpele elementen maar is toch in staat tot grootse dingen. Dit 
beeld straalt nog steeds af op de kunstmatige neurale netwerken, alhoewel voor 
sommige typen netwerken de terminologie een van de weinige overeenkomsten 
met het brein is. 
Deze link met het brein en hun relatief simpele vorm hebben ervoor gezorgd 
dat de kunstmatige neurale netwerken zowel bejubeld als verguisd zijn. Bejubeld 
omdat, naar analogie met het brein, kunstmatige neurale netwerken ook in staat 
worden geacht tot grootse dingen. Verguisd, omdat deze verwachtingen vaak niet 
waargemaakt kunnen worden. Daar komt bij dat de netwerken relatief eenvoudig 
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te gebruiken zijn. Deze in principe positieve eigenschap kan er toe leiden dat de 
netwerken gedachtenloos toegepast worden, wat kan resulteren in foute conclusies 
en foutief gebruik. 
Dit alles heeft ertoe geleid dat de introductie van kunstmatige neurale net-
werken nogal moeizaam is verlopen. Gelukkig worden de netwerken meer en meer 
in het juiste perspectief gezien en steeds meer worden de voorspelde (on)moge-
lijkheden gestaafd met theoretische en practische argumenten, in plaats van met 
verwijzingen naar het brein. Ze blijken gewoon een van de vele methoden voor 
modelering te zijn, met hun eigen voordelen en tekortkomingen. 
In dit proefschrift is aangetoond dat neurale netwerken met succes toegepast 
kunnen worden voor analystisch-chemische problemen. De in het begin van de 
samenvatting gestelde vragen zijn voor een deel beantwoord in de verschillende 
hoofdstukken. Sommige van deze vragen staan echter nog open en vormen on-
derwerp van huidig en toekomstig onderzoek. Ook nieuwe vragen zijn gedurende 
het onderzoek naar boven gekomen, zoals 
- Is het mogelijk om informatie te verkrijgen over de door de netwerken 
gebouwde modellen? 
- Is het mogelijk om neurale netwerken de eventueel aanwezige (chemische) 
kennis te laten gebruiken? 
- Hoe kunnen de door de netwerken gebouwde modellen gevalideerd worden? 
Ook deze vragen zullen beantwoord moeten worden voordat de netwerken een 
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