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Abstract
The paper is devoted to a study of the packing radius and the covering radius of a well-known
equal-weight code. Under some conditions tight estimates or exact values of these parameters
are obtained. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The packing radius is an important characteristic of a code. It is the largest positive
r such that no word lies within a distance not exceeding r of more than one codeword.
Along with its packing radius the covering radius of a binary code is now recognised
to be of fundamental importance, see [1,6,11]. Let BZn2 be a subset of Zn2 . The
covering radius of a code C Zn2 with respect to B is the least positive  such that every
vector in B has a distance at most  from a codeword. This notion (in general form)
is new. In the past, the case B= Zn2 has been addressed (see [1,11]); in particular, the
case of well-known codes (such as BCH codes) has been considered more intensively
[4,13{16].
Equal-weight codes, for which, by denition, all codewords have the same weight,
are signicant in themselves as they tend to exhibit extreme behaviour and as an aid
in studying the general problems [12, Chapter 17]. Here we consider the notions of
the packing radius and covering radius for equal-weight codes where B is the subset
of Zn2 consisting of all Boolean vectors of length n which have exactly k ones and
n− k zeros.
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By denition any codeword c of an equal-weight code has the same weight, say k.
We can associate to any such codeword a k-tuple which is simply the set of coordinate
indices of the non-zero coordinates. Thus, instead of the Boolean codewords of weight
k we can consider a set of k-tuples.
In this paper we estimate the packing radius and the covering radius of the equal-
weight code Wp(n; k; s; a1; : : : ; as) which was independently introduced and discussed
in [7,10]. This code is dened by the set P of all solutions of the system
kX
i=1
xti  at modp; t = 1; : : : ; s; (1)
where xi 6= xj; 16i< j6k; xi 2f0; 1; : : : ; n−1g and p is the minimal prime such that
p>n. The parameter s is called the designed packing radius of the equal-weight code
Wp(n; k; s; a1; : : : ; as).
Evidently, each codeword corresponds to k! solutions of (1). We will use in the
sequel another presentation of these codes. Set l= k − s and denote by Fp the eld of
integers modulo p. Then, alternatively, P is the set of zeros of polynomials of the form
f(x)=xk+b1xk−1+  +bsxl+Al−1xl−1+  +A1x+A0 in Fp[x] which split completely
into distinct linear factors f(x) = (x − x1)    (x − xk) with the xi 2 S = f0; : : : ; n− 1g.
Here bj for j = 1; : : : ; s are the prescribed values and Al−1; : : : ; A1; A0 are arbitrary. To
see this it is sucient to use the Newton’s identities for the elementary symmetric
functions. Let sj be the jth symmetric function of x1; : : : ; xk . Then clearly the set of all
solutions of (1) (with distinct components) is the subset of F kp comprising those x with
distinct components such that (−1)jsj has a prescribed value bj for j = 1; : : : ; s. Here
b1 = −a1, b2 = (1=2)(a21 − a2), etc. Then evidently to each solution x1; : : : ; xk of (1)
(with distinct components) corresponds a unique polynomial f(x)=(x−x1)    (x−xk)
satisfying the above conditions on the coecients.
The paper is organised as follows. In Section 2 we nd the exact value of the packing
radius of P. In Section 3 we give the upper and lower bounds for its covering radius.
In Section 4 we discuss the aspect of constructivity and complexity. In particular, we
describe an ecient (polynomial) procedure which nds for each word of weight k
some codeword at a distance less than the upper bound of the covering radius (2s+6)
obtained in Section 3.
2. Packing radius
We begin this section with some formal denitions and notations. Let Zn be the set
of all Boolean vectors x = (x1; : : : ; xn); jjxjj=
Pn
i=1 xi; and
Bnk = fx = (x1; : : : ; xn)2Zn : jjxjj= kg:
As usual, the distance between the vectors x and y is d(x; y) = jjx  yjj, where 
signies the componentwise sum modulo 2.
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Denition 1. An equal-weight binary (n; k; s)-code is a subset V Bnk such that for any
x 6= y from V; d(x; y)>2s+ 2.
The parameter s is called the packing radius of the equal-weight code V .
Denition 2. The covering radius of an equal weight code V is the minimal number
 such that, for any x2Bnk , there exists y2V with d(x; y)6.
Let p be the minimal prime >n and s be the designed packing radius of the








for any given constants c1< 1 and c2< 12 . Then; for suciently large n; dependent
only on c1 and c2; the packing radius r of Wp(n; k; s; a1; : : : ; as) is equal to its designed
packing radius; that is; r = s.
The proof of Theorem 1 is in two parts. First, we prove a stronger result (Theorem 2
below) under the restriction that k6c0n=(s + 1)! for some arbitrary constant c0< 1.
For the second part we assume that k>2s+4 and show that, in this case, Theorem 1
follows directly from estimates used in [5]. By taking c0 = 12 (say) in Theorem 2, we








for any given constants c0< 1 and c2< 12 . Then; for suciently large n (dependent
only on c0 and c2); no transmitted message (word) in Bnk with s+1 errors with respect
to the code Wp(n; k; s; a1; : : : ; as) can be corrected.
We remark that Theorem 2 implies Theorem 1 under the stated conditions since, for
Theorem 1 to hold, it suces to demonstrate the existence of a message in Bnk with
s+ 1 errors which cannot be corrected.
Lemma. Let g(x)2Fp[x] have degree m(<p) and L be the splitting eld of g(x)− t
over Fp(t); t an indeterminate. Suppose that Fp is algebraically closed in L. Then the
number N of a in Fp such that g(x)− a splits completely into distinct linear factors
over Fp satises
MN >p− [(m− 3)M + 2]p1=2 − mM;
where M = [L : Fp(t)]6m!.
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The proof is exactly as in Lemmas 4:2 and 5:1 of [3] (with M instead of m! in
Lemma 5:1). The fact that L=Fp(t) is regular permits the use of Weil’s theorem. Of
course there is no complication with wild ramication in this situation.
Proof of Theorem 2. As we noted above, codewords are in 1−1 correspondence with
polynomials f(x)= xk +b1xk−1 +   +bsxl+Al−1xl−1 +   +A1x+A0 in Fp[x] which
split into distinct linear factors f(x) = (x − x1)    (x − xk); xi 2 S = f0; : : : ; n− 1g.
Let c corresponding to f(x) = (x − x1)    (x − xk) be any codeword. Write
f(x) = g(x)h(x), where g(x) = (x− x1)    (x− xs+1) (deg g= s+ 1). Suppose that we
can nd an a( 6= 0) in Fp such that
g(x)− a= (x − y1)    (x − ys+1); yj 2 S; yj 6= xi; i>s+ 2:
Then (g(x) − a)h(x) yields a codeword C0 6= C with d(C; C0)62s + 2 (in fact,
d(C; C0) = 2s+ 2 since g(xj) = 0 6= a; g(yj) = a 6= 0, for j6s+ 1).
Let L be the splitting eld of g(x)− t over Fp(t) (as in the Lemma). The fact that
g(x) splits completely into distinct linear factors over Fp means that the Frobenius
automorphism of any prime divisor of L lying over the prime t of Fp(t) is just the
identity. It follows from Lemma 3 of [2] that Fp is algebraically closed in L and we
can apply the Lemma (with m = s + 1), to yield that the number N of a in Fp such
that g(x)− a splits completely into distinct linear factors in Fp satises
MN >p− [(s− 2)M + 2]p1=2 − (s+ 1)M;
where M = [L : Fp(t)]6(s+ 1)!.
We also exclude a2f0g [ fg(b); n + 16b6pg [ fg(xi); s + 26i6kg; a set of






s− 2 + 2
M

p1=2 + s+ 1 + p− n+ k
which also holds under the given conditions, since M6(s+1)! and p− n6nc, where
the absolute constant c may be taken as 23=42 (or even less), see [9].
Proof of Theorem 1. Taking c0 = 12 in Theorem 2 and suciently large n we may
suppose that 2s+46k6c1n=(s+3), where c1 is the given constant. We have to show
that there exist two codewords whose associated monic polynomials f1(x) and f2(x)
in Fp[x] (splitting completely into distinct linear factors over S in the manner described
in Section 1) have the shape g(x)h(x) and (g(x)−a)h(x), where deg g= s+1; deg h=





polynomials in Fp[x] of degree s+1 with distinct roots in S | all candidates for g |
there must be two which have the same coecients of x; x2; : : : ; xs (in Fp), whenever( n
s+1

>ps. This last inequality certainly holds for suciently large n (dependent on
c2) because of the assumption on s. We take these polynomials to be g(x) and g(x)−a.
Together their roots form a set of 2s+ 2 elements of S which we denote by I .
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We must now show that there exists a monic polynomial h(x) in Fp[x] of degree
k − s− 1 with roots in S that are distinct and also dier from any in I . Write h(x) =
h1(x)h(x), where h1 is a monic polynomial of degree k−2s−4 (>0, by assumption)
whose roots are chosen arbitrarily as distinct members of S not in I . Let J be the
subset of S of cardinality k − 2 comprising the union of the roots of h1 and the set I .
Granted that the roots of g and h1 have now been xed, it remains to show that
we can nd a monic polynomial h(x) in Fp[x] of degree s + 3 with the coecients
of x4; : : : ; xs+2 prescribed whose roots are distinct members of S that dier from any
element of J . But this is exactly equivalent to the problem treated in the proof of
Theorem 2 of [5] except that, in that situation, the set corresponding to J had cardinality
k − s − 3. Accordingly, replacing k by k + s + 1 in that context (especially in (3.4))




















which holds under the stated conditions on k and s for suciently large n, dependent
on c1 and c2 (again also using the fact that p − n6nc, where c623=42, say). This
completes the proof.
3. Covering radius
We will denote by  the covering radius of the equal weight code Wp(n; k; s; a1; : : : ; as),
and for simplicity will omit the letters a1; : : : ; as in the notation Wp(n; k; s; a1; : : : ; as);








for any given constants c1< 1 and c2< 12 . Then for suciently large n; dependent
only on c1 and c2;
2s662s+ 6: (2)
Proof. As in [5], given integers n>k >l>> 0, a system P of k-tuples of an
n-element set S is called an (n; k; l; )-system if every l-tuple of S is contained in at
most one k-tuple from P (that is, P is an (n; k; l)-packing) and every (l−)-tuple of
S is contained in at least one k-tuple from P (that is, P is a (n; k; l − )-covering).
The following assertion is then valid.
Given an (n; k; l; )-system P, there is an equal-weight code P(n; k; s) (where s=k−l)
whose covering radius  satises 62(s+ ).
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To see this associate with any k-tuple A of P a Boolean vector a in Bnk , where
ai = 1 if and only if i2A. The set of such vectors P(n; k; s) (s = k − l) is indeed an
(n; k; l)-packing. To bound the covering radius, suppose b2Bnk . Pick I=fi1; : : : ; ijg S,
where j= l−, such that bi = 1 for each i2 I . Since P is an (n; k; l; )-system, there
exists a k-tuple A in P such that I A. Clearly, the associated vector a in P(n; k; s)
has at most k − j ones’ in positions where b has a 0 and similarly b has at most k − j
ones’ in positions where a has a 0. Thus d(a; b)62(k − j). Because this is true for
any b then 62(k − j).
Now we can use the result of [5] that, under the conditions of Theorem 3 (n; k; l; 3)-
systems exist and conclude that 62(k − j) = 2s + 6 because j = l −  and  = 3.
Indeed, the set of solutions of system (1) forms such an (n; k; l; 3)-system (where
l= k − s) [5].
To prove the lower bound for the covering radius we consider W (n; k; s − 1) and
use the standard argument that, under the conditions of Theorem 3,
Wp(n; k; s)Wp(n; k; s− 1): (3)
Relation (3) implies that, for any y2Wp(n; k; s − 1)nWp(n; k; s) and any x2
Wp(n; k; s), the inequality d(x; y)>2(s − 1) + 2 = 2s holds. Hence the proof of
Theorem 3 is complete.
By Theorem 3, the equal-weight codes Wp(n; k; s) are close to optimal in regard to
their covering radius. On the other hand, if we consider any equal-weight code in Bnk
of packing radius s that is maximal (by inclusion), we obtain a code whose covering
radius is at most 2s. The signicance of Theorem 3, however, is that it yields very
tight bounds for the covering radius of a code whose description and constructivity
is highly explicit in an intuitive sense and, probably, also in the more formal sense.
These remarks are amplied in the next section.
4. Constructivity and complexity
To investigate what is meant by the term ‘explicit construction’ in this context,
we compare the equal-weight codes Wp(n; k; s) with those which, by construction, are
‘maximal by inclusion’. In fact, at a formal level, in the recent work on the theme
of explicit construction, diering denitions of this notion have been employed. We
therefore do not oer here a complete discussion of our equal-weight codes from this
point of view but rather we indicate two features in which they are ‘more explicit’ than
codes which have been constructed on the principle of being maximal by inclusion.
Recall that a code of the latter kind is dened recursively. Beginning with a code
in Bnk of packing radius at least s, we continue to add, as codewords, words that are
outside the union of the balls of radius 2s around the existing codewords. At the point
when this procedure fails we obtain a (maximal) code with a covering radius at most
2s. But, of course, the resulting code depends on the choice made at every step and it
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is not obvious how to check whether a given word in Bnk is a codeword. By contrast,
given n; k and s, the code Wp(n; k; s; a1; : : : ; as) is uniquely determined by a1; : : : ; as.
More formally, there is a (natural) procedure of complexity that is polynomial in n
that checks whether a given word in Bnk is a codeword or not. It comprises evaluation
of the left-hand sides of the s equations of (1) and comparison of these values with
the corresponding right-hand sides. No similar procedure is known for codes that are
maximal by inclusion.
The second (and more important) property is that there exists an ecient (polyno-
mial) decoding procedure. This implies that there is an algorithm which nds, for any
word x in Bnk , some codeword c 2Wp(n; k; s) such that
d(x; c)62s+ 6;
in time and space both the polynomials in n.
Hence, suppose we are given x in Bnk . Choose arbitrarily, once and for all, k− s− 3
positions in x which correspond to ‘1’ and denote the set of these positions by
T = fxs+4; : : : ; xkg S = f0; 1; : : : ; n− 1g:
To ensure that the codeword c has ‘1’ in the same positions we seek a solution of
(1) with xs+4; : : : ; xk prescribed as the members of T . Next, we choose arbitrarily in
T1 = SnT distinct values of xs+1; xs+2 and xs+3. (Of course, there are less than n3
possible choices in all.) Let
T2 = T1nfxs+1; xs+2; xs+3g:
To test whether there is a solution of (1) with distinct values in S and with xs+1; : : : ; xk
xed as above, convert the system into an equivalent polynomial using Newton’s iden-
tities for the elementary symmetric functions (as in the Introduction). In this way, we
obtain a specic monic polynomial f(x)2Fp of degree s which must split completely
into distinct factors (x− x1)    (x− xs); x1; : : : ; xs 2T2, to yield a codeword c with ‘1’
in each of the positions x1; : : : ; xk and such that d(x; c)62s+ 6. To check whether f
has the necessary property, it suces to evaluate f(x) in at most n points.
In summary, the complexity of the whole procedure comprises O(n3) operations
of converting system (1) into a polynomial and that of evaluating f(x) in at most n





Taking into account Newton’s identities, namely,
St − St−1s1 + St−2s2 −   + (−1)t−1S1st−1 + (−1)t tst = 0; (t6n);
we see that O(s2) operations in the eld Fp are sucient to convert the system (1)
into a polynomial (i.e., given S1; : : : ; Ss to nd s1; : : : ; ss). It follows that the overall
complexity involves O((s2 + n)n3) operations in the eld Fp. It is evident that there is
no similar polynomial procedure for codes that are maximal by inclusion because, for
that, we must have a full list of codewords and the complexity of testing is comparable
to the size of the code.
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5. Resume
The notion of the covering radius of a code with a given packing radius [8,12,14,16]
is well studied. It is known that for BCH codes the covering radius is, roughly speaking,
twice the packing radius [8,14,16]. Bounds on the length of BCH codes with minimal
covering radius were obtained in [15,13,4]. In this paper we have introduced a new
notion of the covering radius of an equal-weight code (with respect to Boolean vectors
of given weight) and have investigated it for an important and well-known equal-weight
code [10,7]. Along with the exact value of the packing radius of this code, upper and
lower bounds for its covering radius, tight up to a small additive constant have been
found for a suciently large n.
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