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Groupoids which satisfy certain associative laws
Dmitry I. Pushkashu
Abstract
In this paper we study properties of left (right) division (cancellative) groupoids with
associative-like identities, namely, with cyclic associative identity (x · (y · z) = (z · x) · y)
and Tarki (x · (z · y) = (x · y) · z ) identities.
Introduction
Preliminaries
Definition 1. A binary groupoid (Q,A) is understood to be a non-empty
set Q together with a binary operation A.
Let (Q, ·) be a groupoid. The associative law stats that
x · (y · z) = (x · y) · z (1)
holds for arbitrary elements x, y, z ∈ Q.
By interchanging the order of the neighboring "factors" in some of the
"multiplications" figuring in (1) it is possible to get 16 equations [7]. In [7]
M. Hosszu reduces these 16 equations to one of the following four equations:
x · (y · z) = (x · y) · z (2)
x · (y · z) = z · (y · x) (Grassmann′s associative law) (3)
x · (y · z) = y · (x · z) (4)
x · (y · z) = (z · x) · y (cyclic associative law) (5)
Unfortunately in his article Hosszu gives only two examples of such
reduction of some from these 16 equations to the equations (2)–(5) [7].
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Example 1. The equation (y ·z)·x = (y ·x)·z is equivalent with x∗(z∗y) =
z ∗ (x ∗ y) i.e. with (4) by introducing the notation t ∗ s = s · t [7].
Example 2. If we put in the equation
x · (z · y) = (x · y) · z (Tarki′s associative law) (6)
z = x and denote t = x · y, we see that the operation satisfies the commu-
tative law: x · t = t · x. Hence equation (6) implies each of the equations
(2)– (5), under the only supposition that the set of the elements t = x · y
(x, y ∈ Q) contains every element of Q [7].
Notice last condition is true in a left (right) division groupoid.
M. A. Kazim and M. Naseeruddin in [8] considered the following laws:
(x · y) · z = (z · y) · x (7)
and
x · (y · z) = z · (y · x) (8)
As we can see equation (8) coincides with Grassmann’s associative law (4).
In [8] identity (7) is called the left invertible law. Abel-Grassmann groupoids
are studied quit intensively [15].
A groupoid satisfying identity (7) is called a left almost semigroup and
is abbreviated as LA-semigroup [8]. Identity x · (y · z) = z · (y · x) (3) is
called right invertible law in [8].
A groupoid satisfying the right invertible law (3) is called a right almost
semigroup and is abbreviated as RA-semigroup [8].
Definitions
Let (Q, ·) be a groupoid. As usual, the map La : Q→ Q,Lax = a · x for all
x ∈ Q, is a left translation of the groupoid (Q, ·) relatively a fixed element
a ∈ Q, the map Ra : Q → Q, Rax = x · a, is a right translation. We give
the following definitions [10, 11, 1, 2, 4].
Definition 2. A groupoid (Q, ·) is called a left cancelation groupoid, if the
following implication fulfilled: a · x = a · y ⇒ x = y for all a, x, y ∈ Q, i.e.
translation La is an injective map for any a ∈ Q.
Example 3. Let x ◦ y = 1 · x + 3 · y for all x, y ∈ Z, where (Z,+, ·) is
the ring of integers. It is possible to check that (Z, ◦) is a left cancelation
groupoid.
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Definition 3. A groupoid (Q, ·) is called right cancelation, if the following
implication fulfilled: x · a = y · a⇒ x = y for all a, x, y ∈ G, i.e. translation
Ra is an injective map for any a ∈ Q.
Definition 4. A groupoid (Q, ·) is called a cancelation groupoid, if it is a
left and a right cancelation groupoid.
Definition 5. A groupoid (Q, ·) is said to be a left (right) division groupoid
if the mapping Lx ( Rx ) is surjective for every x ∈ Q.
Example 4. Let x ◦ y = [x/2] + 3 · y for all x, y ∈ Z, where (Z,+, ·) is the
ring of integers. It is possible to check that (Z, ◦) is left cancelation right
division groupoid.
Definition 6. A groupoid (Q, ·) is said to be a division groupoid if it is
simultaneously a left and right division groupoid.
Definition 7. An element f of a groupoid (Q, ·) is called a left identity
element, if f · x = x for all x ∈ Q. An element e of a groupoid (Q, ·) is
called a right identity element, if x · e = x for all x ∈ Q. An element e of a
groupoid (Q, ·) is called a identity element, if x · e = x = e · x for all x ∈ Q.
Definition 8. A groupoid (Q, ◦) is called a right quasigroup (a left quasi-
group) if, for all a, b ∈ Q, there exists a unique solution x ∈ Q to the
equation x ◦ a = b (a ◦x = b), i.e. in this case any right (left) translation of
the groupoid (Q, ◦) is a bijective map of the set Q.
Definition 9. A left and right quasigroup is called a quasigroup.
Definition 10. A quasigroup with identity element is called a loop.
In this paper an algebra (or algebraic structure) is a set A together with
a collection of operations on A. T. Evans [6] defined a binary quasigroup
as an algebra (Q, ·, /, \) with three binary operations. He has defined the
following identities:
x · (x\y) = y (9)
(y/x) · x = y (10)
x\(x · y) = y (11)
(y · x)/x = y (12)
Definition 11. An algebra (Q, ·, \, /) with identities (9)– (12) is called a
quasigroup [6, 3, 5, 1, 2, 4].
3
In Mal’tsev terminology an algebra (Q, ·, \, /) with identities (9)– (12)
is called a primitive quasigroup [12].
Definition 12. A quasigroup (Q, ·, \, /) with identity x\x = y/y is called
a loop [6, 3, 5, 1, 2, 4].
A.I. Mal’tsev named a primitive quasigroup (Q, ·, \, /) with identity
x\x = y/y a primitive loop [12].
It is proved that definitions of a quasigroup and a primitive quasigroup,
a loop and a primitive loop are equivalent in pairs [12].
Theorem 1. [16, 17]
1. A groupoid (Q, ·) is a left division groupoid if and only if there exists
a left cancelation groupoid (Q, \) such that in algebra (Q, ·, \) identity
(9) is fulfilled.
2. A groupoid (Q, ·) is a right division groupoid if and only if there exists
a right cancelation groupoid (Q, /) such that in algebra (Q, ·, /) identity
(10) is fulfilled.
3. A groupoid (Q, ·) is a left cancelation groupoid if and only if there ex-
ists a left division groupoid (Q, \) such that in algebra (Q, ·, \) identity
(11) is fulfilled.
4. A groupoid (Q, ·) is a right cancelation groupoid if and only if there
exists a right division groupoid (Q, /) such that in algebra (Q, ·, /)
identity (12) is fulfilled.
Garret Birkhoff uses the following identities
(x/y)\x = y (13)
y/(x\y) = x (14)
He gives [3] the following definition of quasigroup (Q, ·, /, \).
Definition 13. An algebra (Q, ·, \, /) with identities (9)–(14) is called a
quasigroup.
Lemma 1. In any right division left cancelation groupoid (Q, ·, /, \) is true
identity (13) [18].
Lemma 2. In any left division right cancelation groupoid (Q, ·, /, \) is true
identity (14) [18].
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Corollary 1. Definitions 13 and 11 are equivalent.
Proof. For this aim we should only to prove that identities (13) and (14)
follow from identities (9)–(12). This fact follows from Lemmas 1 and 2.
By the proving of many results given in this paper we have used Prover
9-Mace 4 [13].
Cyclic associative law
In this section we study various division and cancelation groupoids with
cyclic associative law.
Right division right cancelation groupoid
Lemma 3. If a right division groupoid (Q, ·, /) satisfies the cyclic associa-
tive law (5), then then it satisfies associative identity (1).
Proof. From (5) renaming variables as x→ y, y → z and z → x, we obtain
(x · y) · z = y · (z · x) (15)
In (15) renaming variables as x→ x/z, z → y and y → z, we obtain
((x/z) · z) · y = z · (y · (x/z)) (16)
Taken in consideration (10) we get
x · y = z · (y · (x/z)) (17)
In (17) renaming variables as x → z, z → x and swap left and right sides
of equation, we obtain
x · (y · (z/x)) = z · y (18)
In (15) renaming variable z → z/x, we obtain
(x · y) · (z/x) = y · ((z/x) · x)
(10)
= y · z (19)
From (18) and (19) we obtain
x · (y · z) = z · (x · y) (20)
From (20) and (5) we immediately get
(z · x) · y = z · (x · y) (21)
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Lemma 4. If a right division groupoid (Q, ·, /) satisfies the cyclic associa-
tive law (5), then it is commutative.
Proof. From (5) denote variables as x→ y, y → z and z → x, we obtain
(x · y) · z = y · (z · x) (22)
Rewrite (1) in the following form
(x · y) · z = x · (y · z) (23)
From (136) and (23) we get
x · (y · z) = y · (z · x) (24)
After renaming variable as y → x, z → y and x→ z, we swap left and right
sides of equality, we obtain
x · (y · z) = z · (x · y) (25)
We make the following renaming variable in (23) x → x/z, y → z and
z → y, we get
((x/z) · z) · y
(10)
= x · y = (x/z) · (z · y) (26)
In (26) we renamed variables as z → y and y → z, we get
(x/y) · (y · z) = x · z (27)
In (25) renaming variable as x→ x/y
(x/y) · (y · z) = z · ((x/y) · y)
(10)
= z · x (28)
From (27) and (28) we immediately obtain
x · z = z · x (29)
Lemma 5. If a right division right cancelation groupoid (Q, ·, /) satisfies
the cyclic associative law (5), then z = (x/x) · z for all x, z ∈ Q.
6
Proof. In view of results from Lemma 3 and 4 we obtained that right division
groupoid satisfied associative (1) and it is commutative (x·y = y·x). Rewrite
(1) as follows
(x · y) · z = x · (y · z) (30)
From (10) and commutative law we obtain
x · (y/x) = y (31)
Considering (30), denote variables x → y and y → x, and in view of com-
mutative law, we obtain
(x · y) · z = y · (x · z) (32)
From (30) and (32) we have
x · (y · z) = y · (x · z) (33)
Considering (30), denote variable y → (y/x) we obtain
(x · (y/x)) · z
(31)
= y · z = x · ((y/x) · z) (34)
Considering (34), denote variable y → x we obtain
x · z = x · ((x/x) · z) (35)
From (35) and (12) we immediately obtain
z = (x/x) · z (36)
Lemma 6. If a right division right cancelation groupoid (Q, ·, /) satisfies
the cyclic associative law (5), then x/x = y/y for all x, y ∈ Q.
Proof. If we put in identity 12 x→ x/x then we have ((x/x) · y)/y = x/x,
and using equality (36), we obtain x/x = y/y.
In fact from previous lemmas it follows that right division right cance-
lation groupoid with cyclic associative law has an identity element.
Theorem 2. If a right division right cancelation groupoid (Q, ·, /) satisfies
the cyclic associative law (5), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemma 4 it is a commutative groupoid. Then by Lemmas 5 and
6 right division groupoid (Q, ·, /) which satisfies the cyclic associative law
has an identity element.
Therefore (Q, ·, /) is a division cancelation groupoid with an identity
element, i.e. it is a commutative loop, it is a commutative group.
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Right division left cancelation groupoid
Lemma 7. If a right division left cancelation groupoid (Q, ·, /, \) satisfies
the cyclic associative law (5), then it satisfies identity y/y = x\x.
Proof. In identity x · (y ·z) = (z ·x) ·y after renaming of variables we obtain
(y · x) · z = x · (z · y) (37)
From identity (37) using identity (11) we have
x\((y · x) · z) = z · y (38)
If y · x = t, then t/x = y, since (t/x) · x = t (identity (10)). Then we can
re-write identity (38) in the following form
x\(y · z) = z · (y/x) (39)
If we put in (39) x = y and take into consideration that x\(x · z) = z
(identity (11)), then we obtain z = z ·(x/x). Changing the letter z by letter
x, and the letter x by letter y further we have
x ∗ (y/y) = x (40)
Using identity (10) from identity (40) we obtain
x/(y/y) = x (41)
From identity (41) we have
(x/(y/y))\x = x\x (42)
By Corollary 1 any right division left cancelation groupoid satisfies iden-
tity (13). If we apply to the left side of identity (42) identity (13), then
finally we have
y/y = x\x (43)
Lemma 8. If a right division left cancelation groupoid (Q, ∗, /, \) satisfies
the cyclic associative law (5), then it has an identity element.
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Proof. By Lemma 7 groupoid (Q, ∗, /, \) satisfies identity y/y = x\x. From
this identity we have (y/y) ∗ y = (x\x) ∗ y. Applying identity (x/y) ∗ y = x
(identity (10)) to the left side of the last identity we have (x\x) ∗ y = y.
Then groupoid (Q, ∗, /, \) has at least one left identity element f . Fur-
ther we have x\x = y/y = y\y, i.e. x\x = y\y. The last proves that we
have unique left identity element f . From commutativity of the groupoid
(Q, ∗, /, \) (Lemma 4) we obtain, that this groupoid has two-sided identity
element.
Theorem 3. If a right division left cancelation groupoid (Q, ·, /, \) satisfies
the cyclic associative law (5), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemma 8 right division left cancelation groupoid (Q, ·, /, \) which
satisfies the cyclic associative law has an identity element. Thus (Q, ·, /, \)
is a division cancelation groupoid with an identity element, i.e. it is a
commutative loop, a commutative group (Lemmas 3 and 4).
It easy to see that any commutative group satisfies identities (3) and
(4).
Left division left cancelation groupoid
Lemma 9. If a left division groupoid (Q, ·, \) satisfies the cyclic associative
law (5), then it satisfies and ordinary associative law (x · y) · z = x · (y · z)
(1).
Proof. If in identity (5) we rename variables x→ y, y → z and z → x, then
we obtain
(x · y) · z = y · (z · x) (44)
If in equality (44) we denote variables y → z\x, z → y and x→ z, then we
obtain
(z · (z\x)) · y = (z\x) · (y · x) (45)
In view of equality (9) we obtain the following identity
x · y = (z\x) · (y · z) (46)
In (46) denote variables x → y, y → z and z → x and swap left and right
sides of equality. Then we have
(x\y) · (z · x) = y · z (47)
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In equality (47) we denote variable x→ u and we get
(u\y) · (z · u) = y · z (48)
Further we multiply both sides of equality by x and obtain the following
(y · z) · x = ((u\y) · (z · u)) · x (49)
In (49) denote variables u\y → x, z · u → y and x → z and considering
(44), we swap left and right sides of equation and obtain
(x · y) · (z · (y\u)) = (u · x) · z (50)
In (47) denote variable z → (u · z) and in view of (44), we have
(x\y) · (z · (x · u)) = y · (u · z) (51)
If we assume that in the equality (50) variable x is equal to y (x = y), then
we get
(x · y) · z = (z · x) · y (52)
From equalities (52) and (5) we immediately obtain that
(x · y) · z = x · (y · z) (53)
Lemma 10. If a left division groupoid (Q, ·, \) satisfies the cyclic associative
law (5), then it is a commutative groupoid.
Proof. In (5) denote variables x→ y, y → z and z → x, we obtain
(x · y) · z = y · (z · x) (54)
By Lemma 9 (Q, ·, \) is a left division groupoid with identity (5) satisfies
the associative law (1).
We rewrite (1) as follows
(x · y) · z = x · (y · z) (55)
Comparing with (54) we can write
x · (y · z) = y · (z · x) (56)
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From (1) taking into consideration (55) we obtain
x · (y · z) = z · (x · y) (57)
If in identity (55) we denote variable y → (x\y), we have
(x · (x\y)) · z = x · ((x\y) · z) (58)
and in view of (1) we obtain
y · z = x · ((x\y) · z) (59)
If in (58) we denote variables y → x, z → y and x→ z, we get
x · y = z · ((z\x) · y) (60)
In (57) we denote variable z → (y\z) , we have
x · (y · (y\z))
(9)
= x · z = (y\z) · (x · y) (61)
In view of (57) and (61) we obtain
x · y = z · ((z\y) · x) (62)
Considering (60), we swap left and right sides of equality and in view of
substitutions z → x and x→ z, we have
z · ((z\y) · x) = y · x (63)
From (62) and (63) we immediately obtain
x · y = y · x (64)
Lemma 11. If a left division left cancelation groupoid (Q, ·, \) satisfies the
cyclic associative law (5), then x = (y\y)x for all x, y ∈ Q.
Proof. If in identity of associativity (xy)z = x(yz) we change y by x\y then
we have
x(x\y) · z = x · (x\y)z (65)
and after application to the left side of equality (66) identity (9) we obtain
yz = x · (x\y)z (66)
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From (66) we have
x\(yz) = x\(x · (x\y)z) (67)
after application to the right side of equality (67) identity (11) we obtain
x\(yz) = (x\y)z (68)
If we put in equality (67) x = y, then using identity (11) we obtain
z = (x\x)z (69)
Lemma 12. If a left division left cancelation groupoid (Q, ·, \) satisfies the
cyclic associative law (5), then x\x = y\y for all x, y ∈ Q.
Proof. From identity x\(x · y) = y using commutativity (Lemma 10) we
have x\(y · x) = y. If we change in the last identity y by y\y, then we have
x\((y\y) · x) = y\y, x\x = y\y.
Theorem 4. If a left division left cancelation groupoid (Q, ·, \) satisfies the
cyclic associative law (5), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemma 10 left division left cancelation groupoid (left quasigroup)
(Q, ·, \) which satisfies the cyclic associative law is commutative relative to
the operation ·. By Lemma 12 the groupoid has an identity element.
Therefore (Q, ·, \) is a division cancelation groupoid with an identity
element, i.e. it is a commutative loop, i.e. abelian group.
Theorem 5. If a left division right cancelation groupoid (Q, ·, \, /) satisfies
the cyclic associative law (5), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemmas 9 and 10 groupoid (Q, ·, \, /) is a commutative semi-
group. Prove that this groupoid has a unique identity element.
If we change y → x\y in the identity of associativity (xy)z = x(yz),
then we have (x(x\y))z = x((x\y)z). If we apply identity (9) to the left
side of the last identity, then we obtain
x((x\y)z) = yz (70)
From commutativity (xy = yx) and right cancellative identity ((xy)/y = x)
we obtain
(yx)/y = x (71)
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From identity (9) we have (x(x\y))/x = y/x. If we apply to the left side of
the last identity (71), then we obtain
x/y = y\x (72)
Using (72) we can rewrite (70) in the form
x((y/x)z) = yz (73)
From (73) we have
(x((y/x)z))/x = (yz)/x (74)
If we apply (71) to the left side of equality (74), we have
(y/x)z = (yz)/x (75)
If we take in (75) x = y, then
(x/x)z = (xz)/x
(71)
= z (76)
Since (Q, ·, \, /) is commutative, further we have
z(x/x) = z (77)
If we change in (77) z → z/z, then we have (z/z)(x/x) = z/z. If we apply
to the left side of the last identity equality (77), then
x/x = z/z (78)
From (77), (78) and commutativity of groupoid (Q, ·, \, /) we conclude that
(Q, ·, \, /) has a unique two-sided identity element and it is a commutative
group.
Tarki associative law
Left division left cancelation groupoid
Lemma 13. If a left division groupoid (Q, ·, \) satisfies the Tarki associative
law (6), then it is a commutative groupoid.
Proof. In (6) denote variables z → y and y → z. We obtain
(x · y) · z = x · (z · y) (79)
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In (6) denote variables x→ z and z → z\x, we have
z · (y · (z\x)) = (z · (z\x)) · y
(9)
= x · y (80)
From (80) we get
x · (y · (x\z)) = z · y (81)
In (81) denote variables x→ y, z → x, we obtain
y · (y · (y\x))
(9)
= y · x = x · y (82)
Lemma 14. If a left division groupoid (Q, ·, \) satisfies the Tarki associative
law (6), then it satisfies associative law (1).
Proof. In (6) denote variables z → y and y → z. We obtain
(x · y) · z = x · (z · y) (83)
As follows from Lemma 13 left division groupoid satisfies commutative law.
We used commutative law for the right side of (83) and immediately obtain
(x · y) · z = x · (y · z) (84)
Lemma 15. If a left division left cancelation groupoid (Q, ·, \) satisfies the
Tarki associative law (6), then it satisfies x = x · (y\y) and x = (y\y) · x.
Proof. As follows from Lemma 13, left division groupoid with Tarki asso-
ciativity law (6) is a commutative groupoid, it is means that
x · y = y · x (85)
for all x, y ∈ Q.
>From Lemma 14, it follows that the groupoid (Q, ·, \) is associative
(1). We rewrite identity (1) as follows
(x · y) · z = x · (y · z) (86)
Using (85) and (1) we write (86) as follows
(x · y) · z = x · (y · z)
(85)
= (y · z) · x
(1)
= y · (z · x)
(85)
= y · (x · z) (87)
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As a result we have
(x · y) · z = y · (x · z) (88)
Further we rewrite left side of (88) using (1), as follows
(x · y) · z
(1)
= x · (y · z) = y · (x · z) (89)
In (86) denote variable y → (x\y) and we obtain
(x · (x\y)) · z
(9)
= y · z = x · ((x\y) · z) (90)
In (90) rename variables x→ z, y → x and z → y. We have
x · y = z · ((z\x) · y) (91)
In (89) rename variables y → z\y we obtain
x · ((z\y) · z) = (z\y) · (x · z) (92)
For the left side of the (92) we get
x · ((z\y) · z)
(85)
= x · y (93)
For the right side of the (92) we get
(z\y) · (x · z)
(85)
= (z\y) · (z · x)
(89)
= z · (x · (z\y)) (94)
From (93) and (94) we immediately obtain
x · y = z · (x · (z\y)) (95)
Considering (95) denote variables z → x, x→ y and y → z, we get
x · (y · (x\z)) = y · z (96)
From (90) and (96) we have
x · ((x\y) · z) = x · (y · (x\z)) (97)
By appling left cancelation (11) to the (97), we get
(x\y) · z = y · (x\z) (98)
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Let’s x = y in (98), we get
(y\y) · z = y · (y\z)
(11)
= z (99)
and finally we obtain
z = (y\y) · z
(85)
= z · (y\y) (100)
Lemma 16. If a left division left cancelation groupoid (Q, ·, \) satisfies the
Tarki associative law (6), then x\x = y\y for all x, y ∈ Q.
Proof. From identity x\(x · y) = y using commutativity (Lemma 13) we
have x\(y · x) = y. If we change in the last identity y by y\y, then we have
x\((y\y) · x) = y\y, x\x = y\y.
Theorem 6. If a left division left cancelation groupoid (Q, ·, \) satisfies
the Tarki associative law (6), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemmas 13 and 14 left division left cancelation groupoid (left
quasigroup) (Q, ·, \) which satisfies the Tarki associative law is a commu-
tative semigroup relative to the operation ·. By Lemmas 15 and 16 the
groupoid has a unique identity element.
Therefore (Q, ·) is a commutative group and it satisfies any from iden-
tities (2) – ( 5).
Left division right cancelation groupoid
Lemma 17. If a left division right cancelation groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then it satisfies x\y = y/x.
Proof. Let’s start from equality (12) where we rename variable x → y and
y → x. We have
x = (x · y)/y
commutativity
= (y · x)/y (101)
In equality (101) we rename variable x→ y and y → x, we get
(x · y)/x = y (102)
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Considering (9) and (102) we can write as follows
x · (x\y) = (x · y)/x (103)
and
(x · (x\y))/x = ((x · y)/x)/x (104)
(x · (x\y))/x = x\y (105)
((x · y)/x)/x = y/x (106)
From (105) and (106) we obtain
x\y = y/x (107)
Let’s x = y, then we obtain
x/x = x\x (108)
Lemma 18. If a left division right cancelation groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then it satisfies y = (x/x) · y.
Proof. Let’s write (1) as follows
(x · y) · z = x · (y · z) (109)
From Lemma 17 we have
x\y = y/x (110)
From (110) and (9) we get
x · (y/x) = y (111)
Taking into consideration (12) and commutative law we can write
(y · x)/y = x (112)
In equality (112) rename variables x→ y and y → x, we have
(x · y)/x = y (113)
From (111) and (109) we obtain
x · y = z · ((x/z) · y) (114)
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Rename variables x→ y, y → z and z → x in equality (114) as follows
x · ((y/x) · z) = y · z (115)
We "multiply" both sides of equality (115) and obtain
(x · ((y/x) · z))/x = (y · z)/x (116)
Using (102) in (117), renaming variables y → x, z → y and x→ z, and
swapping left and right sides of equality (117), we have
(x · y)/z = (x/z) · y (117)
If we put in equality (117) z = x, then we obtain
(x · y)/x
(113)
= y = (x/x) · y (118)
Lemma 19. If a left division left cancelation groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then x/x = y/y for all x, y ∈ Q.
Proof. From identity x · (y/y) = x using commutativity (Lemma 13) we
have (y/y) · x = x. From the last equality we have ((y/y) · x)/x = x/x,
y/y = x/x.
Theorem 7. If a left division right cancelation groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. By Lemma 13 left division right cancelation groupoid (Q, ·, \, /)
which satisfies the Tarki associative law is commutative relative to the op-
eration ·. By Lemma 19 the groupoid has an identity element.
Then (Q, ·, \, /) is a commutative group relative to the operation ·.
Right division right cancelation groupoid
Lemma 20. If a right division right cancelation groupoid (Q, ·, /) satisfies
the Tarki associative law (6), then it satisfies the identity x · (y/y) = x.
Proof. We rewrite identity (6) using renaming variables as y → z, z → y,
as follows
(x · y) · z = x · (z · y) (119)
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If in (119) we rename variables as x→ (x/z), y → z and z → y, we obtain
((x/z) · z) · y
(10)
= xy = (x/z) · (y · z) (120)
If we rewrite (120) using renaming variables as z → y, y → z, we have
(x/y) · (z · y) = x · z (121)
In (121) we rename variable as z → (z/y). We get
(x/y) · ((z/y) · y)
(10)
= (x/y) · z = x · (z/y) (122)
Let’s in (122) z = y. Then we obtain
(x/y) · y
(10)
= x = x · (y/y) (123)
Lemma 21. If a right division right cancelation groupoid (Q, ·, /) satisfies
Tarki law (6), then it is associative (1).
Proof. Using Tarki law we can rewrite associativity in the following form
x · (z · y) = x · (y · z) (124)
Then, we prove this lemma, if we prove identity (124).
>From (6) and (12) we have
(x · (y · z))/y = x · z (125)
Indeed, (x ·y) ·z = x ·(z ·y), ((x ·y) ·z)/z = (x ·(z ·y))/z, x ·y = (x ·(z ·y))/z.
>From (125) and (6) we have
(x · (y · (z · u))/y = (x · u) · z (126)
Indeed, we can change in (125) x→ xu and apply to the left side of obtained
identity Tarki associative law (6).
>From (125) and (6) we have
(x · (y · (z · u))/y = x · (u · z) (127)
Indeed, we can change in (125) z → uz and apply to the left side of obtained
identity Tarki associative law (6).
>From (125) and (127) we have (x · u) · z = x · (u · z).
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Example 5.
· 0 1
0 0 0
1 1 1
/ 0 1
0 0 0
1 1 1
As follows from Example 5, if a right division groupoid (Q, ·, /) satisfies
the Tarki associative law (6), then it is not a commutative groupoid and it
does not contain two-sided identity element.
Right division left cancelation groupoid
Lemma 22. If a left cancelation groupoid (Q, ·, \) satisfies the Tarki asso-
ciative law (6), then it is associative.
Proof. Let’s rewrite (6) as follows
(x · y) · z = x · (z · y) (128)
Considering (128) as follows
((x · y) · z) · u = (x · (z · y)) · u (129)
From left side of the equality (129) we obtain
((x · y) · z) · u
(128)
= (x · y) · (u · z)
(128)
= x · ((u · z) · y) (130)
From right side of the equality (129) we obtain
(x · (z · y)) · u
(128)
= x · (u · (z · y)) (131)
and finally from (130) and (131) we have
x · ((u · z) · y) = x · (u · (z · y)) (132)
Applied (11) to the (132) we obtain
x\(x · ((u · z) · y))
(11)
= (u · z) · y = x\(x · (u · (z · y)))
(11)
= u · (z · y) (133)
As a result, we have
(u · z) · y = u · (z · y) (134)
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Lemma 23. If a left cancelation groupoid (Q, ·, \) satisfies the Tarki asso-
ciative law (6), then x · y = y · x for all x, y ∈ Q.
Proof. If we re-write Tarki identity in the form (xy)z = x(zy) (y ↔ z) and
take into consideration usual associative identity (xy)z = x(yz), then
x(yz) = x(zy) (135)
Further form (135) we have
x\(x(yz)) = x\(x(zy)) (136)
and after applying to the both sides of equality (136) identity 11, we have
y · z = z · y.
Lemma 24. If a left cancelation right division groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then (x/x)y = y for all x, y ∈ Q.
Proof. From identities xy = yx and (x/y)y = x (identity 10) we have
x(y/x) = y (137)
If we change in identity (11) x→ y/x, then we obtain x\(x(y/x)) = y/x. If
we apply identity (137) to the left side of the last equality, then we obtain
x\y = y/x (138)
In identity of associativity (xy)z = x(yz) we change y by y/x and obtain
(x(y/x))z = x((y/x)z). After applying to the left side of the last equality
identity (137) we have
yz = x((y/x)z) (139)
If we change in (138) y by xy, then x\(xy) = (xy)/x,
y = (xy)/x (140)
since x\(xy)
(11)
= y. From (139) we have (yz)/x = (x((y/x)z))/x. But
(x((y/x)z))/x
(140)
= (y/x)z
Therefore
(yz)/x = (y/x)z (141)
If we put in (141) x = y, then (xz)/x = (x/x)z, z = (x/x)z, since by (140)
(xz)/x = z.
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Lemma 25. If a left cancelation right division groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then x/x = y/y for all x, y ∈ Q.
Proof. Since by Lemma 23 the groupoid (Q, ·, \, /) is commutative, then
from (x/x)y = y we have y(x/x) = y.
If in the last equality we change y by y/y, then we have
(y/y) · (x/x) = y/y
Since the element y/y is left identity element, then we have x/x = y/y.
Theorem 8. If a right division left cancelation groupoid (Q, ·, \, /) satisfies
the Tarki associative law (6), then it is a commutative group relative to the
operation · and it satisfies any from identities (2) – ( 5).
Proof. The proof follows from Lemmas 22, 23, 24 and 25.
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