On the consistency, expressiveness, and precision of partial modeling formalisms  by Wei, Ou et al.
Information and Computation 209 (2011) 20–47
Contents lists available at ScienceDirect
Information and Computation
j ou rna l homepage : www . e l s e v i e r . c om / l o c a t e / i c
On the consistency, expressiveness, and precision of partial modeling
formalisms<
OuWei a,c,∗, Arie Gurfinkel b, Marsha Chechik a
a
Department of Computer Science, University of Toronto, Toronto, ON, Canada M5S 3G4
b
Software Engineering Institute, Carnegie Mellon University, Pittsburgh, PA 15213-2612, USA
c
Nanjing University of Aeronautics and Astronautics, Nanjing, Jiangsu 210016, China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 16 May 2009
Revised 23 August 2010
Available online 16 September 2010
Keywords:
Partial transition systems
Modal transition systems
3-Valued analysis
Abstraction
Model-checking
Partial transition systems support abstract model checking of complex temporal properties
by combining both over- and under-approximating abstractions into a single model. Over
the years, three families of such modeling formalisms have emerged, represented by (1)
Kripke Modal Transition Systems (KMTSs), with restrictions on necessary and possible be-
haviours; (2) Mixed Transition Systems (MixTSs), with relaxation on these restrictions; and
(3) Generalized Kripke MTSs (GKMTSs), with hyper-transitions, respectively. In this paper,
we investigate these formalisms based on two fundamental ways of using partial transition
systems (PTSs) – as objects for abstracting concrete systems (and thus, a PTS is semantically
consistent if it abstracts at least one concrete system) and as models for checking temporal
properties (and thus, a PTS is logically consistent if it gives consistent interpretation to all
temporal logic formulas). We study the connection between semantic and logical consis-
tency of PTSs, compare the three families w.r.t. their expressive power (i.e., what can be
modeled, what abstractions can be captured using them), and discuss the analysis power of
these formalisms, i.e., the cost and precision of model checking.
Specifically, we identify a class of PTSs for which semantic and logical consistency co-
incide and define a necessary and sufficient structural condition to guarantee consistency.
We also show that all three families of PTSs have the same expressive power (but do differ
in succinctness). However, GKMTSs are more precise (i.e., can establish more properties)
for model checking than the other two families. The direct use of GKMTSs in practice has
been hampered by the difficulty of encoding them symbolically. We address this problem
by developing a new semantics for temporal logic of PTSs that makes the MixTS family as
precise for model checking as the GKMTS family. The outcome is a symbolic model checking
algorithm that combines the efficient encoding ofMixTSswith themodel checking precision
of GKMTSs. Our preliminary experiments indicate that the new algorithm is a good match
for predicate-abstraction-based model checkers.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Abstraction is the key to scaling model checking to industrial-sized problems. Typically, a large (or infinite) concrete sys-
tem is approximated by a smaller abstract system via: (a) abstracting the concrete states, (b) analyzing the resulting abstract
< Preliminary version of some aspects of this paper has appeared in [32].∗ Corresponding author at: Department of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics, 29 Yudao Street, Nanjing,
Jiangsu 210016, China. Fax: +86 25 84892811.
E-mail addresses: owei@cs.toronto.edu (O. Wei), arie@sei.cmu.edu (A. Gurfinkel), chechik@cs.toronto.edu (M. Chechik).
0890-5401/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2010.08.001
O. Wei et al. / Information and Computation 209 (2011) 20–47 21
system, and (c) lifting the result back to the concrete system. Two common abstraction schemes are over-approximation –
the abstract system contains more behaviours than the concrete one, and under-approximation – the abstract system con-
tains less behaviours than the concrete one. Over-approximation is sound for universal properties (e.g., absence of errors).
Under-approximation is sound for existential properties (e.g., presence of errors).
Abstractions that are sound for arbitrary properties, such as full μ-calculus Lμ [23], must combine over- and under-
approximation into a single model [10,25]. This leads to transition systems (TSs) with two types of transitions, may and
must, representing possible (or over-approximating), and necessary (or under-approximating) behaviours, respectively. We
call such systems partial. A temporal property is interpreted over a partial TS in one of four ways: true or false, if the partial
TS is precise enough to prove or disprove the property, unknown, if the TS is imprecise, and inconsistent otherwise.
There are three families of partial modeling formalisms identified in the literature:
1. Kripke Modal Transition Systems (KMTSs) [22] and their equivalent variants, Modal Transition Systems (MTSs) [25],
Partial Kripke Structures (PKSs) [7], and 3-valued Kripke Structures [8]. KMTSs require that everymust transition is also
a may transition. They were introduced as computational models for partial specifications of reactive systems [25]
and then adapted for model checking [7,8,22].
2. Mixed Transition Systems (MixTSs) [10], and equivalently, Belnap Transition Systems [19]. MixTSs extend KMTSs by
allowingmust only transitions (i.e., transitions that aremust but notmay). MixTSs were introduced in [10] as abstract
models for Lμ, and have been used for predicate abstraction and software model checking in [18].
3. Generalized KMTSs (GKMTSs) [29], and equivalently,Abstract TSs [13] andDisjunctiveMTSs [26]. GKMTSs extendMixTSs
by allowing must hyper-transitions (i.e., transitions into sets of states).
In this paper, we study these formalisms from two points of view: a semantic one, using partial TSs as objects for
abstracting concrete systems, anda logical one, usingpartial TSs for temporal logicmodel checking.Apartial TS is semantically
consistent if it abstracts at least one concrete system. A partial TS is logically consistent if it gives consistent interpretation to
all temporal logic formulas. For semantic consistency, we investigate partial transition systems for abstract model checking,
where a partial transition system and its concrete refinement are related through the soundness relation of abstract and
concrete states. The notion of semantic consistency in this setting (formally defined in Section 4) is slightly different from the
notion of implementability where partial transition systems are used as specifications of a system’s behaviour. A discussion
of this difference is given in Section 9. Specifically, in this paper we first study the connection between semantic and
logical consistency of partial TSs. We then compare the expressive power of the formalisms, i.e., what abstractions can
be captured using them. Finally, we discuss the analysis power of these formalisms, i.e., the cost and precision of model
checking.
Consistency. Semantic consistency implies logical consistency but the converse is not true in general: Temporal logic is not
expressive enough to detect all forms of inconsistency.
In this paper, we answer several questions about consistency: Is there a subclass of partial TSs for which semantic and
logical consistency coincide? Do TSs outside of this subclass have additional expressive power? Is there a necessary and
sufficient condition for ensuring consistency?
We show that there is a class of partial TSs forwhich semantic and logical consistency coincide.We call this classmonotone
because of the monotonicity condition we impose on the transition relation. The class of monotone TSs is as expressive as
the class of all partial TSs. Thus, for every partial TS, there is an equivalent monotone one.
At a first glance, it may appear that a structural requirement “every must transition is also amay transition” is sufficient
and necessary to guarantee both semantic and logical consistency. However, this is not the case. We show that for logical
consistency, this requirement is sufficient but not necessary: weaker condition exists. For semantic consistency, the require-
ment is neither necessary nor sufficient. Instead, for monotone TSs, where semantic and logical consistency coincide, we
define an alternative structural condition and show that it is both necessary and sufficient to guarantee consistency.
Expressive power.We show that all three families of partial TSs, KMTSs, MixTSs, and GKMTSs, are equally expressive: for any
partial TSM expressed in one formalism, there exists a partial TSM′ in the other such thatM andM′ approximate the same
set of concrete systems. That is, neither hyper-transitions nor restrictions onmay andmust transitions affect expressiveness.
They do, however, affect the size of the models: GKMTSs and KMTSs can be converted to semantically equivalent MixTSs
of (possibly exponentially) smaller or equal size. Dams and Namjoshi have shown that the three families of partial TSs are
less expressive than tree automata [12]. We complete the picture by showing the expressive equivalence between these
families.
Model checking. We call a semantics of temporal logic inductive if it is defined inductively on the syntax of the logic. We
refer to the typical inductive semantics of Lμ on partial TSs as the Standard Inductive Semantics (SIS). This is the semantics
most widely used in other works on this subject as well as in practice. A GKMTS G can prove/disprove more properties
under SIS than either a MixTS or KMTS obtained from G by semantics-preserving translation. However, while both MixTSs
and KMTSs have been used in practical symbolic model checkers (e.g., [8,18,20]), the direct use of GKMTSs has been ham-
pered by the difficulty of encoding hyper-transitions into BDDs. To address this problem, we develop a new semantics,
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called reduced (RIS), that is inductive (and tractable) but is more precise than SIS. We show that GKMTSs and MixTSs are
equivalent with respect to RIS, and give an efficient symbolic model checking procedure for RIS. The outcome is an al-
gorithm that combines the benefits of the efficient symbolic encoding of MixTSs with the model checking precision of
GKMTSs.
To show the practicality of the above result, we develop a symbolic model checking algorithm with respect to RIS and
apply it toMixTSs constructed using predicate abstraction.We evaluate our implementation empirically against a SIS-based
algorithm.
The rest of the paper is organized as follows. Section 2 reviews the necessary background on partial TSs and abstraction.
We define the notion of monotone partial TSs in Section 3. In Section 4, we investigate semantic and logical consistency
of partial TSs. In Section 5, we prove that KMTSs, MixTSs and GKMTSs are equally expressive by developing semantics-
preserving translations from GKMTSs to MixTSs, and from MixTSs to KMTSs. In Section 6, we introduce Reduced Inductive
Semantics (RIS) for Lμ. In Section 7, we present a symbolic model checking algorithm with respect to RIS in the context of
predicate abstraction. We report on our experience with this algorithm in Section 8. We discuss related work and research
directions following our results in Section 9 and conclude the paper in Section 10.
2. Preliminaries
In this section, we review several modeling formalisms, and their use for abstraction.
2.1. Transition systems
Definition 1 (Transition Systems [6,10,22,29]). A Generalized Kripke Modal Transition System (GKMTS) is a tuple
M = 〈S, Rmay, Rmust〉, where S is the statespace, and Rmay ⊆ S × S, Rmust ⊆ S × 2S are the may and must transi-
tion relations, respectively. A Mixed TS (MixTS) is a GKMTS such that Rmust ⊆ S × S. A Kripke Modal TS (KMTS) is a MixTS
such that Rmust ⊆ Rmay. A Boolean TS (BTS) is a KMTS such that Rmay = Rmust.
For example, a MixTS M1 is shown in Fig. 1, a GKMTS G2 is shown in Fig. 2, and a KMTS K1 is shown in Fig. 3. In these
figures, must and may transitions are indicated by solid and dashed edges, respectively. In this article, the statespace of a
transition system corresponds to an abstract domain. In this case, a state is labeled by its abstract element. For example,
state a4 ofM1 in Fig. 1 corresponds to an abstract element x ≤ 0. A transition system (TS) is any of GKMTS, MixTS, KMTS, and
BTS. A partial transition system (PTS) is any of GKMTS, MixTS, and KMTS.
Wewrite s
may−−→ t for (s, t) ∈ Rmay, s must−−→ t, and s must−−→ Q for (s, t) ∈ Rmust and (s,Q) ∈ Rmust, respectively. Intuitively,
may and must transitions represent possible and necessary behaviours, respectively. BTS differs from all other transitions
Fig. 1. Four MixTSs:M1,M2,M3, andM4, whereM1 andM4 are monotone. Solid and dashed lines represent must andmay transitions, respectively.
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Fig. 2. Two GKMTSs: G1, G2, and two MixTSs:M5,M6, where G1 and G2 are semantically equivalent toM5 andM6, respectively.
Fig. 3. One MixTSs:M7, and two KMTSs: K1, K2, whereM7 and K4 are semantically equivalent.
systems in that in it allmay andmust transitions coincide. We say that BTS is a complete (or, a concrete) transition system.
For simplicity, we only show a single transition relation when specifying a BTS.
Let AP be a set of atomic propositions. A literal l over AP is either an atomic proposition p or its negation ¬p. Let Lit(AP)
be a set of literals of AP, and S be a statespace. A state labeling is a function L : S → 2Lit(AP) that assigns to each state s a set
of literals that are true in s. A pair 〈M, L〉 of a TSM and a labeling L is called amodel.
In this paper, we make a distinction between a “transition system” and a “model”. Although the two are often used
interchangeably in model-checking literature, formally, there is a difference. A transition system is built out of states and
transitions. A model extends a transition system with an interpretation of atomic propositions. In our work, we find it
convenient to talk about properties of a transition system, and then show that they hold in all corresponding models.
We use the following naming convention. Roman capital letters denote transition systems:M for a MixTS, K for a KMTS,
G for a GKMTS, and B for a BTS. Subscripts indicate a particular transition system. For example, M1 is a MixTS (see Fig. 1),
whereas G2 is a GKMTS (see Fig. 2). Script capital letters denote models:M for a MixTS model, K for a KMTS model, G for
a GKMTS model, and B for a BTS model. Subscripts indicate a model corresponding to a particular transition system. For
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example,M1 is a model whose underlying transition system is the MixTSM1 (see Fig. 1). The letter L is used exclusively to
indicate a labeling function of a model.
The modal μ-calculus [23] (Lμ) is the set of all formulas satisfying the following BNF grammar:
ϕ ::= p | Z | ¬ϕ | ϕ ∧ ϕ | ϕ | μZ · ϕ
where p is an atomic proposition, and Z a fixpoint variable. Furthermore, Z in ϕ of the form μZ · ϕ must occur under the
scope of an even number of negations. Additional operators are defined as abbreviations:
ϕ ∨ ψ ¬(¬ϕ ∧ ¬ψ)
ϕ ¬¬ϕ
νZ · ϕ(Z)¬μZ · ¬ϕ(¬Z).
LetM = 〈M, L〉 be a model, where M = 〈S, Rmay, Rmust〉, and ϕ be an Lμ formula. An interpretation (or semantics) of ϕ
overM, denoted by ‖ϕ‖M, is a pair 〈U,O〉, where U ⊆ S is a set of states that satisfy ϕ, and O ⊆ S is the set of states that do
not refute ϕ. Intuitively, U and O represent an under-approximation and an over-approxiamtion of the set of all the states
that satisfy ϕ, respectively. For a state s ∈ S, we say that ϕ is true at s iff s ∈ U ∩ O, ϕ is false at s iff s ∈ S\(U ∪ O), ϕ is
unknown at s iff s ∈ O\U, and ϕ is inconsistent at s iff s ∈ U\O. Alternatively (e.g., [29]), the semantics of ϕ overM can be
defined by a pair of states 〈U,D〉, where U is the set of all states that satisfy ϕ (same as above), and D is the set of all states
that refute ϕ. In this paper, we use the first approach to remain compatible with the partitioning of the transition relation
intomust andmay transitions.
For a universe S, let e be a pair 〈U,O〉with U,O ⊆ S. We write U(e) andO(e) to denote U and O, respectively, and Q for
the complement of Q in S, i.e., Q = S\Q . We write∼ and  for the operators defined below:
∼〈U,O〉  〈O,U〉
〈U1,O1〉  〈U2,O2〉  〈U1 ∩ U2,O1 ∩ O2〉.
A semantics of Lμ is inductive if it is defined inductively on the syntax of the logic. We refer to the commonly used
(e.g., [6,10,19,22,29]) inductive semantics as the Standard Inductive Semantics (SIS). It is defined as follows:
Definition 2 (Standard inductive semantics (SIS) [6,10,19,22,29]). LetM = 〈M, L〉 be a model, M = 〈S, Rmay, Rmust〉, Var a
set of fixpoint variables, and σ : Var → 2S × 2S . The standard inductive semantics (SIS) of ϕ ∈ Lμ is:
||p||Mi,σ  〈{s | p ∈ L(s)}, {s | ¬p /∈ L(s)}〉
||¬ϕ||Mi,σ  ∼||ϕ||Mi,σ
||ϕ ∧ ψ ||Mi,σ  ||ϕ||Mi,σ  ||ψ ||Mi,σ
||ϕ||Mi,σ  〈preU(U(||ϕ||Mi,σ )), preO(O(||ϕ||Mi,σ ))〉
||Z||Mi,σ  σ(Z)
||μZ · ϕ||Mi,σ 
〈
lfp⊆
(
λQ · U(||ϕ||Mi,σ [Z →Q ])
)
, lfp⊆
(
λQ · O(||ϕ||Mi,σ [Z →Q ])
)〉
where Z ∈ Var, lfp is the least fixpoint, and the pre-image operators preU and preO are defined as follows:
preU(Q) 
⎧⎨
⎩{s | ∃t ∈ Q · s
must−−→ t} ifM is a MixTS
{s | ∃U ⊆ Q · s must−−→ U} ifM is a GKMTS
preO(Q)  {s | ∃t ∈ Q · s may−−→ t}
2.2. Partial models and abstraction
Abstraction relation. In this paper, we maintain an explicit connection between concrete and abstract statespaces. We define
these formally below:
Definition 3. An abstraction relation is a structure 〈C, ρ, S〉, where C and S are arbitrary sets and ρ ⊆ C × S is a binary
relation satisfying the “existence of best approximation” condition [9]:
∀c ∈ C · ∃s ∈ S · (ρ(c, s) ∧ ∀s′ ∈ S · ρ(c, s′) ⇒ γ (s′) ⊇ γ (s)).
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For an abstraction relation 〈C, ρ, S〉, we say that C is the concrete statespace (or domain), S is the abstract statespace (or
domain), andρ is the soundness relation, where (c, s) ∈ ρ means that sρ-approximates c.ρ induces a concretization function
γ (s)  {c | (c, s) ∈ ρ}. That is, γ (s) is the set of all concrete states approximated by s. We extend γ to a set Q ⊆ S by
letting γ (Q)  ∪s∈Qγ (s). γ induces an approximation ordering a on S defined as follows: s a t ⇔ γ (s) ⊇ γ (t).
That is, s a t if s is less precise (more approximate) than t. Following [9], we require that a is a partial order. Finally, an
abstraction functionα : C → S is defined tomap each concrete element to its best approximation. The image ofα is denoted
by α[C]  {α(c) | c ∈ C}.
Note that it is common to assume that α and γ form a Galois connection between S and powerset of C. We prefer
a more general setting, as described in [9], and do not make this assumption. Contrary to most of the work on Abstract
Interpretation, we write a a b to mean that a is less precise than b, i.e., a is the “precision ordering”. In other works on
Abstract Interpretation, it is common towrite a  b tomean that a is less abstract than b, i.e., is the “abstraction ordering”,
which is the reverse of the precison ordering. We are aware of the confusion this causes, but follow the convention typical
of the work on partial transition systems.
In the rest of the paper, we require that labeling of a concrete statespace is complete: for any concrete state c ∈ C and any
concrete labeling L, p ∈ L(c) ⇔ ¬p /∈ L(c).
An abstract state s is consistent iff γ (s) = ∅. We require that any state labeling function L over an abstract statespace
is locally consistent, i.e., for any consistent abstract state s and proposition p, at most one of p and ¬p belongs to L(s).
Furthermore, we require L to be monotone with respect to a: s1 a s2 ⇒ L(s1) ⊆ L(s2). We say that p is true in s if
p ∈ L(s), and false if¬p ∈ L(s); otherwise, we say that p is unknown in s.
Abstract domain of predicate abstraction. Let C be a concrete statespace, n be a natural number, and P = {p1, . . . , pn} be
a set of quantifier-free first-order boolean predicates over C. A monomial is a conjunction of literals of P; a minterm is a
monomial in which each variable pi appears exactly once (either positively or negatively). We write Mon(P) and MT(P)
for the set of all monomials and minterms of P, respectively. The set Mon(P) is the domain of predicate abstraction. The
abstraction relation 〈C, ρP,Mon(P)〉 is defined such that (c, s) ∈ ρP iff c | s, i.e., c satisfies all literals in s; the abstraction
αP(c)  (
∧
c|pi pi)∧(
∧
c |pi ¬pi);αP[C] = MT(P); and the approximation ordering is reverse implication, s a t iff s ⇐ t.
Simulation and approximation:. An approximation relation is extended from a statespace to transition systems using the
concept of mixed simulation.
Definition 4 (Mixed simulation[10]). LetM = 〈S, Rmay, Rmust〉 andM′ = 〈S′, Rmay′, Rmust′〉 be two MixTSs. H ⊆ S × S′ is a
mixed simulation betweenM andM′ iff for any (s, s′) ∈ H, the following two conditions hold:
(a) ∀t ∈ S · s may−−→ t ⇒ ∃t′ ∈ S′ · s′ may−−→ t′ ∧ (t, t′) ∈ H.
(b) ∀t′ ∈ S′ · s′ must−−→ t′ ⇒ ∃t ∈ S · s must−−→ t ∧ (t, t′) ∈ H.
We say thatM′ H-simulates M, writtenM′ H M.
Intuitively,M′ simulatesMwheneverM′ is less precise about its behaviour thanM. This definition generalizes to GKMTSs
(cf. [29]).
Let 〈C, ρ, S〉 be an abstraction relation. A partial TSM with statespace S approximates a concrete BTS Bwith statespace C
iff the soundness relation ρ is a mixed simulation betweenM and B, i.e.,M ρ B. Equivalently, we say that B refines M. For
a fixed TSM, the set of all BTSs that refine it is denoted by C[M].
Let LM and LB be the state labeling functions for S and C, respectively. We say that LM approximates LB, denoted LM ρ LB,
iff ρ(c, s) ⇒ LM(s) ⊆ LB(c).
Definition 5 (Approximation relation[10]). Let 〈C, ρ, S〉 be an abstraction relation,M = 〈M, LM〉 be a partial model over
S, and B = 〈B, LB〉 be a concrete model over C.M approximates B iff M ρ B, and LM ρ LB. Equivalently, we say that B
refinesM.
Since this paper investigates partial models from the perspective of abstract model checking, we define concrete re-
finements of a partial model with respect to a fixed mixed simulation relation, i.e., the abstraction relation. It is possible
to consider concrete refinements of a partial model with respect to all the possible mixed simulations. We discuss this
difference in Section 9.
Theorem1 ([10]). Let 〈C, ρ, S〉beanabstraction relation,B = 〈B, LB〉bea concretemodel,whereB = 〈C, R〉, andM = 〈M, LM〉
be a partial model, where M = 〈S, Rmay, Rmust〉. IfM ρ B, then, for any Lμ formula ϕ:
γ (U(‖ϕ‖Mi )) ⊆ U(‖ϕ‖Bi ) and γ (O(‖ϕ‖Mi )) ⊆ O(‖ϕ‖Bi ).
26 O. Wei et al. / Information and Computation 209 (2011) 20–47
That is, ifMapproximatesB andϕ is true/false ina state sofM, then it is, respectively, true/false inall statesofB approximated
by s.
LetC[M] be the set of all concrete refinements ofM. Intuitively,C[M] is the semantic meaning ofM. An interpretation
of Lμ with respect to the semantic meaning of a model is called thorough. Note that since we consider concretizations of
Mwith respect to a fixed abstraction relation, the thorough semantics defined here is different from the original definition
in [7], which is based on all possible concretizations of the given partial model.
Definition 6 (Thorough semantics). Let 〈C, ρ, S〉 be an abstraction relation, and M be a partial model over an abstract
statespace S. The thorough semantics of an Lμ formula ϕ overM is defined as ‖ϕ‖Mt = 〈U,O〉, where
U = {a ∈ S | ∀B ∈ C[M] · γ (a) ⊆ U(‖ϕ‖Bi )}
O = {a ∈ S | ∃B ∈ C[M] · (γ (a) ∩ O(‖ϕ‖Bi )) = ∅}.
In order to compare different interpretations of Lμ, we introduce two ordering relations on the space 2
S × 2S .
Definition 7 (Information and semantics orderings). Let 〈C, ρ, S〉 be an abstraction relation, and let e1 = 〈U1,O1〉 and e2 =〈U2,O2〉 be two elements in 2S × 2S . e1 is less informative than e2, written e1 i e2, iff
U1 ⊆ U2 and O2 ⊆ O1.
e1 is semantically less precise than e2, written e1 a e2, iff
γ (U1) ⊆ γ (U2) and γ (O1) ⊆ γ (O2).
We say e1 and e2 are semantically equivalent, denoted e1 ≡a e2, iff e1 a e2 and e2 a e1. Note that we use the same
notation a to denote the precision orderings, defined with respect to concretization, for both the elements in S and the
ones in 2S × 2S .
Finally, we define semantic equivalence for partial models and TSs, and expressive equivalence for partial modeling for-
malisms as follows:
Definition 8 (Semantic equivalence). Two partial modelsM andM′ are semantically equivalent, if and only if they have the
same set of concrete refinements, i.e.,C[M] = C[M′]. Similarly, two partial transition systems,M andM′, are semantically
equivalent, if and only if C[M] = C[M′].
Definition 9 (Expressive equivalence). Two partial modeling formalisms are expressively equivalent if and only if for every
transition systemM from one formalism, there exists a transition systemM′ from the other, such thatM andM′ are seman-
tically equivalent.
3. Monotone partial transition systems
In this section, we define monotone partial TSs. We show that monotone partial TSs are expressively equivalent (in the
sense of Definition 9) to their regular counterparts: for any partial TS there exists an equivalent monotone one, i.e., they
approximate the same set of concrete systems. The monotonicity condition simply ensures that all information that can be
derived from existingmay andmust transitions is made explicit in the TS. As we show in later sections, this condition allows
us to perform local reasoning of partial TSs more effectively.
For simplicity, we present the results with respect to MixTSs. They can be easily adapted to GKMTSs as well. Throughout
the section, we assume that γ , α, anda are interpreted with respect to a fixed an abstraction relation 〈C, ρ, S〉.
Definition 10. A MixTSM = 〈S, Rmay, Rmust〉 ismonotone iff
(a) ∀s, t1, t2 ∈ S · t2 a t1 ⇒ ((s, t2) ∈ Rmay ⇒ (s, t1) ∈ Rmay)∧ ((s, t1) ∈ Rmust ⇒ (s, t2) ∈ Rmust).
(b) ∀s1, s2, t ∈ S · s1 a s2 ⇒ ((s2, t) ∈ Rmay ⇒ (s1, t) ∈ Rmay)∧ ((s1, t) ∈ Rmust ⇒ (s2, t) ∈ Rmust).
A modelM = 〈M, L〉 ismonotone iff its MixTS componentM is monotone.
Intuitively, a transition system ismonotone if the information captured by its transition relation ismonotonewith respect
to the approximation orderinga of its states. For example, letM be a transition system, s1 and s2 be two states ofM such that
s1 a s2. (1) Suppose there is amay transition from s2 to some other state t. Themeaning of this transition is that any system
that refines M can have a transition from a state in γ (s2) to a state in γ (t). Recall that we assumed that s1 a s2; hence,
γ (s1) ⊇ γ (s2). Thus, the same behaviour is allowed from the states in γ (s1). ForM to be monotone with this information,
it must have a may transition from s1 to t. (2) Similarly, suppose there is a must transition from s1 to some other state t.
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Then, every state in γ (s1) must have a transition to some state in γ (t). Since γ (s1) ⊇ γ (s2), the same is true for the states
in γ (s2). Therefore, forM to be monotone with this information, it should have amust transition from s2 to t.
For example, the MixTS M3 shown in Fig. 1 is monotone; the MixTS M1 in the same figure is not monotone. For states
a1 and a2: a2 a a1 and a2 must−−→ a3, but there is no must transition from a1 to a3; and for states a3 and a4: a4 a a3 and
a2
may−−→ a4, but there is nomay transition from a2 to a3.
In the rest of this section, we show that every partial TS (or model) can be translated into a semantically equivalent
(in the sense of Definition 8) monotone one. We first define such translation for MixTSs. The translation consists of two
steps: DstT (destination translation) and SrcT (source translation) that produce a monotone transition system preserving
the behaviours of the original one.
Definition 11 (Translation DstT). Let M = 〈S, RmayM , RmustM 〉 be a MixTS. The result of translation DstT(M) is a MixTS N =
〈S, RmayN , RmustN 〉, such that
R
may
N  {(a, b) ∈ S × S | ∃b′ ∈ S · b′ a b ∧ (a, b′) ∈ RmayM }
RmustN  {(a, b) ∈ S × S | ∃b′ ∈ S · b a b′ ∧ (a, b′) ∈ RmustM }.
The translation DstT checks the transition from each state in its input TS and adds missing transitions derived from
the approximation ordering a over abstract states, ensuring that the result satisfies condition (a) of Definition 10. A may
transition is added between states a and b if the source TS has a may transition between a and some state b′ that is less
precise than b. Similarly, a must transition between states a and b is added if the source TS has a must transition between
a and some state b′ that is more precise than b. For example, DstT(M1) results in the MixTS M2: two new transitions are
added, a2
may−−→ a3 and a2 must−−→ a4.
Lemma 1. Let M be a MixTS, and N = DstT(M). Then, N is a MixTS that satisfies condition (a) of Definition 10.
Definition 12 (Translation SrcT). Let M = 〈S, RmayM , RmustM 〉 be a MixTS. The result of the translation SrcT(G) is a MixTS
N = 〈S, RmayN , RmustN 〉, such that
R
may
N  {(a, b) ∈ S × S | ∀a′ ∈ S · a′ a a ⇒ (a′, b) ∈ RmayM }
RmustN  {(a, b) ∈ S × S | ∃a′ ∈ S · a′ a a ∧ (a′, b) ∈ RmustM }.
The translation SrcT ensures that its output,N, satisfies condition (b) of Definition 10. It guarantees that the transitions from
more precise states aremore defined: for each state a, it has amust transition to a state b in N if a less precise state a′ already
has amust transition to b inM; it has amay transition to b in N only when all the states that are less precise than it already
have may transitions to b in M. For example, M3 in Fig. 1 is the result of SrcT(M2): because a2 is less precise than a1 and
there aremust transitions a2
must−−→ a3 and a2 must−−→ a4 inM2, twomust transitions a1 must−−→ a3 and a1 must−−→ a4 are added to
M3; on the other hand, themay transition a1
may−−→ a2 is removed fromM3 because a2 has nomay transition to a2 inM2.
Lemma 2. Let M be a MixTS, and N = SrcT(M). Then, N is a MixTS that satisfies condition (b) of Definition 10.
We define the monotone translation MonoT be the composition of the translations for source and destination states:
MonoT  SrcT ◦ DstT. The following theorem shows thatMonoT translates a MixTS into an equivalent monotone one.
Theorem 2. Let M be a MixTS, and N = MonoT(M). Then, N is a monotone MisTS semantically equivalent to M.
Proof. (1) Let N1 = DstT(M) and N2 = SrcT(N1). According to Lemmas 1 and 2, N1 and N2 satisfy conditions (a) and (b) of
Definition 10, respectively. To show thatMonoT(M) is monotone, we only need to show that N2 also satisfies condition (a).
Proof of this follows from the definition of SrcT.
(2) To prove thatM and N2 are semantically equivalent, we show that any concrete BTS B = 〈C, R〉 refinesM iff it refines
N. It is equivalent to showing that (i) the soundness relation ρ ⊆ C × S is a mixed simulation between B and M iff it is a
mixed simulation between B and N1; and (ii) ρ is a mixed simulation between B and N1 iff it is a mixed simulation between
B and N2. This follows from the definitions of DstT and SrcT. 
The translationMonoT can also be used to convert a partial model into its monotone equivalent.
Corollary 1. LetM = 〈M, LM〉 be a MixTS model, N = MonoT(M), and LN = LM. Then the model N = 〈N, LN〉 is monotone
and semantically equivalent toM.
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In this section, we have shown thatmonotone partial TSs are as expressive as their “regular” counterparts. Themonotone
conditions make hidden transitions explicit, allowing us to do better local reasoning about partial TSs. This is illustrated in
the following sections.
4. Consistency
There are two alternatives for defining consistency of a partial TS: either based on satisfaction of temporal logic formulas
(logical consistency), or based on possible concrete refinements (semantic consistency). While semantic consistency implies
logical consistency, the converse is not true. There exists a logically consistent TS that has no concrete refinements. In
this section, we investigate these two notions, show when they coincide, and provide a new structural condition which is
necessary and sufficient to ensure that a TS is consistent.
4.1. Logical and semantic consistency for consistent statespaces
Throughout this section, we assume a fixed abstraction relation 〈C, ρ, S〉. Furthermore, in this section, we assume that
every state a ∈ S is consistent, i.e., γ (a) = ∅. We extend our definitions to deal with inconsistent states in Section 4.2.
A modelM is logically consistent over a consistent abstract statespace if and only if it gives a consistent interpretation,
i.e., either true, false, or unknown, to every temporal formula.
Definition 13. A model M is logically consistent over a consistent abstract statespace iff for every ϕ ∈ Lμ, U(‖ϕ‖i) ⊆
O(‖ϕ‖i).
Logical consistency naturally extends frommodels to transition systems: a transition systemM is logically consistent iff
for any labeling function L the model 〈M, L〉 is logically consistent.
A transition systemM is semantically consistent iff there exists at least one BTS that refines it:
Definition 14. A transition systemM is semantically consistent iff C[M] = ∅.
Semantic consistency extends naturally from transition systems to models. A modelM = 〈M, L〉 is semantically con-
sistent iff the transition systemM is semantically consistent. Because we require that the labeling function L be monotone
with respect toa, this is equivalent to requiring that the modelM has a consistent refinement.
Semantic consistency implies logical consistency:
Theorem 3. Every semantically consistent transition system is also logically consistent.
Proof. LetM be a consistent transition system. We show thatM is logically consistent by contradiction.
Assume M is not logically consistent. Then, there exists a labeling function L and a temporal formula ϕ such that ϕ is
inconsistent insomestateof themodelM = 〈M, L〉. Formally, thereexistsa stateaofM such thata is inU(‖ϕ‖Mi )\O(‖ϕ‖Mi ).
LetB beaconcrete (BTS)model refiningM. SinceM is semantically consistent, suchB is guaranteed toexist. ByTheorem1,
γ (U(‖ϕ‖Mi )) ⊆ U(‖ϕ‖Bi ), and γ (O(‖ϕ‖Mi )) ⊆ O(‖ϕ‖Bi ). Then, there exists a concrete state c ∈ γ (a) such that c ∈
U(‖ϕ‖Bi ) and c ∈ O(‖ϕ‖Bi ).
Since B is concrete, U(‖ϕ‖Bi ) = O(‖ϕ‖Bi ). Hence, c ∈ U(‖ϕ‖Bi ) and c ∈ C\U(‖ϕ‖Bi ) — a contradiction. Thus,M is
logically consistent. 
Interestingly, the converse of Theorem 3 is not true in general. We illustrate this on an example. Consider the MixTSM2
in Fig. 1. InM2, everymust transition is matched by amay transition, i.e., R
must ⊆ Rmay. By Huth et al. [22] and de Alfaro et al.
[13], Rmust ⊆ Rmay is a sufficient condition for logical consistency. Therefore,M2 is logically consistent. However,M2 is not
semantically consistent as we show using a proof by contradiction. Assume there is a BTS B that refinesM2. Let c1 : 〈x = 1〉
be a state of B; c1 is approximated by both a1 and a2. Because B refinesM2, andM2 has amust transition a2
must−−→ a3, B has
a transition from c1 to a state approximated by a3, say, c2 : 〈x = −1〉. SinceM2 approximates B, by the definition of mixed
simulation (Definition 4), a1 must have amay transition to a state that approximates c2, i.e., either a3 or a4. There is no such
may transition inM2, contradicting the assumption. Thus,M2 is not semantically consistent.
Below, we show that monotone MixTSs is a class of systems for which logical and semantic consistency coincide. Intu-
itively, the reason is that the approximation ordering, a, of the statespace of monotone MixTSs is “pushed” down to its
transitions. This gives rise to the following theorem:
Theorem 4. Let M be a monotone MixTS (S, Rmust, Rmay), and assume that every state in S is consistent. Then, the following are
equivalent:
(a) M is semantically consistent (Definition 14).
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(b) M is logically consistent (Definition 13).
(c) ∀a, b1 ∈ S · a must−−→ b1 ⇒ ∃b2 ∈ S · b1 a b2 ∧ a may−−→ b2.
Proof. We show that (a) ⇒ (b), (b) ⇒ (c), and (c) ⇒ (a).
Part 1. (a) ⇒ (b) The proof follows from Theorem 3.
Part 2. (b) ⇒ (c) Let a and b1 be two states in S such that a must−−→ b1 is a transition in Rmust. We show that (i) there exists
a labeling function L, and (ii) there exists a formula ϕ, such that ϕ is consistent in the state a of the modelM = 〈M, L〉 only
ifM has a transition a
may−−→ b2 for some state b2 that is more precise than b1.
(i) To define L, we partition the statespace S into sets S1, S2, and S3:
S1  {s ∈ S | b1 a s}
S2  {s ∈ S | ∃t ∈ S1 · s a t}\S1
S3  S\(S1 ∪ S2).
S1 is the set of all states that are more precise than b1. S2 is the set of all states that are not in S1, but are less precise
than some state in S1. S3 contains all states that are neither in S1 nor S2.
Let AP = {p}. L is defined as follows:
L(s) 
⎧⎪⎨
⎪⎩
{p} if s ∈ S1
{} if s ∈ S2
{¬p} if s ∈ S3.
L is consistent. We need to show that L is monotone, i.e., if s a t then L(s) ⊆ L(t). Let s and t be two states such
that s a t. Then, either s and t belong to the same partition or s ∈ S2 and t ∈ S1 ∪ S3. In both cases, monotonicity
follows trivially.
(ii) We define ϕ as the formula p. Note that because of the must transition a
must−−→ b1, a is in U(‖p‖Mi ). And,
because M is logically consistent, a ∈ O(‖p‖Mi ) as well. We use this fact to show existence of b2, needed for
condition (c) of the theorem.
a
must−−→ b1
⇒ (by the definition of L, ‖p‖Mi = 〈S1, S1 ∪ S2〉)
a
must−−→ b1 ∧ b1 ∈ U(‖p‖Mi )
⇒ (by SIS ofp)
a ∈ U(‖p‖Mi )
⇒ (sinceM is logically consistent,p is consistent at a)
a ∈ O(‖p‖Mi )
⇒ (by SIS ofp)
∃b2 ∈ S1 ∪ S2 · a may−−→ b2
⇒ (logic)
(∃b2 ∈ S1 · a may−−→ b2) ∨ (∃b2 ∈ S2 · a may−−→ b2).
In the first case, b2 ∈ S1. By definition of S1, b1 a b2. This fulfills condition (c) of the theorem.
In the second case, b2 ∈ S2.
∃b2 ∈ S2 · a may−−→ b2
⇒ (by the definition of S2)
∃b2 ∈ S2 · a may−−→ b2 ∧ ∃b′ ∈ S1 · b2 a b′
⇒ (by assumption,M is monotone)
∃b′ ∈ S1 · a may−−→ b′
Hence, b′ fulfills the condition (c) of the theorem.
Thus, ifM is logically consistent, then
∀a, b1 ∈ S · a must−−→ b1 ⇒ ∃b2 ∈ S · b1 a b2 ∧ a may−−→ b2.
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Part 3. (c) ⇒ (a) The proof proceeds by constructing a concrete BTS B that refines M. Let 〈C, ρ, S〉 be the abstraction
relation and α : C → S the corresponding abstraction function. Let B be a BTS 〈C, R〉, where
R  {(c, d) ∈ C × C | ∃b ∈ S · (α(c), b) ∈ Rmay ∧ (d, b) ∈ ρ}.
We show that ρ is a mixed simulation relation betweenM and B, i.e.,M ρ B. Let c ∈ C, and a ∈ S be two states such that
(c, a) ∈ ρ . Recall that this implies that a a α(c).
First, we show that ρ satisfies condition (a) of Definition 4. Let b be a state in M such that there is a must transition
a
must−−→ b. Then,
(a, b) ∈ Rmust
⇒ (by assumption,M is monotone and a a α(c))
(α(c), b) ∈ Rmust
⇒ (by assumption of condition (c) of the theorem)
∃b′ ∈ S · b a b′ ∧ (α(c), b′) ∈ Rmay
⇒ (by the definition of B)
∃b′ ∈ S · ∃d ∈ C · b a b′ ∧ (c, d) ∈ R ∧ (d, b′) ∈ ρ
⇒ (by monotonicity of ρ)
∃d ∈ C · (c, d) ∈ R ∧ (d, b) ∈ ρ
Second, we show that ρ satisfies condition (b) of Definition 4. Let d be a state in B such that there is a transition c → d.
Then,
(c, d) ∈ R
⇒ (by the definition of B)
∃b ∈ S · (α(c), b) ∈ Rmay ∧ (d, b) ∈ ρ
⇒ (by assumption,M is monotone, and a a α(c))
∃b ∈ S · (a, b) ∈ Rmay ∧ (d, b) ∈ ρ
Thus, we have constructed a BTS B and produced ρ which is a mixed mixed simulation between M and B. Hence, M is
semantically consistent. 
In the rest of this section, we highlight some of the consequences of Theorem 4. First, note that Theorem 4 does not
extend tomonotone partial models! For example, consider amonotoneMixTSM3 in Fig. 1. By Theorem 4,M3 is inconsistent:
there is a must transition a1
must−−→ a3, but no may transition a1 may−−→ a to a state a such that a3 a a. Let p be an atomic
proposition: “x is a prime number”. Let L3 be a labeling function: for any state s of M3, L3(s) = ∅. That is, p is unknown
at all the states in M3. The modelM3 = 〈M3, L3〉 is semantically inconsistent. But,M3 is logically consistent – there does
not exists a formula ϕ such thatU(‖ϕ‖M3i )\O(‖ϕ‖M3i ) = ∅. Intuitively, the labeling function L3 is too coarse to detect the
inconsistency logically.
Second, part (c) of Theorem 4 gives a necessary and sufficient structural condition for amonotoneMixTS to be consistent.
Let us compare it with the previously known condition to ensure logical consistency [13,22]:
∀a, b ∈ S · (a must−−→ b) ⇒ (a may−−→ b).
Our new condition is weaker. Thus, there is a consistent monotone MixTS which has a must transition that is not a may
transition. For example, consider the MixTS M4 in Fig. 1. Note that the must transition a1
must−−→ a3 is not matched by any
may transition. Let B be a BTS (Z, R), where Z is the set of integers, and R is defined as follows:
R  {(x, x′) ∈ Z × Z | (x > 0 ∧ x′ = −1) ∨ (x ≤ 0 ∧ x′ = x − 2)}.
B refinesM4. Thus, by definition,M4 is semantically consistent. By Theorem 3,M4 is logically consistent as well.
Third, by definition, a KMTS always satisfies condition (c) of Theorem 4. Existing work on KMTSs [22] often implicitly
assumes that the abstract domain is flat (i.e., the abstract ordering a on S is discrete). This assumption ensures that every
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KMTS is monotone. For such TSs, semantic and logical consistency coincide. Yet the assumption about the flatness of the
abstract domain is too restrictive. For example, it is not true in a typical application of predicate abstraction (e.g., in [18]). By
looking at a wider range of transition systems and considering not only flat abstract domains, we have uncovered the subtle
but important differences between logical and semantic consistency.
4.2. Logical and semantic consistency for arbitrary statespaces
In Section 4.1, we have assumed that the abstract statespace S does not contain any inconsistent states. That is, if a is in
S, then its concretization γ (a) is non-empty. We now lift this restriction, i.e., we aim to redefine (i) logical consistency, (ii)
semantic consistency and (iii) the structural condition of Theorem 4.
(i) An inconsistent state does not abstract any concrete states, so a temporal formula can have any value in that state,
including being both satisfied and refuted. We thus strengthen Definition 13 as follows:
Definition 15. A modelM is logically consistent iff for every ϕ ∈ Lμ,
a ∈ (U(‖ϕ‖i)\O(‖ϕ‖i)) ⇒ γ (a) = ∅.
If the abstract statespace S has no inconsistent states, this definition reduces to Definition 13.
(ii) Semantic consistency does not need a new definition: a transition system is semantically consistent iff there is a BTS
that refines it, independently of the structure of the abstract statespace.
(iii) We now need to strengthen the structural condition tomatch the newDefinition 15. Specifically, we add the require-
ment that every must transition from a consistent state must be matched by amay transition into a consistent state.
Under these conditions, we now restate Theorem 4 to handle inconsistent states:
Theorem 5. Let M = 〈S, Rmust, Rmay〉 be a monotone MixTS. Then, the following are equivalent:
(a) M is semantically consistent (Definition 14).
(b) M is logically consistent (Definition 15).
(c) ∀a, b1 ∈ S · (γ (a) = ∅ ∧ a must−−→ b1) ⇒ (∃b2 ∈ S · b1 a b2 ∧ γ (b2) = ∅ ∧ a may−−→ b2).
In this section,wehave investigated the connection between semantic and logical consistency of partialmodels. Semantic
consistency is important forwhenpartial TSs areused as objects for abstracting concrete TSs. Logical consistency is important
when partial models are used to interpret temporal logic formulas. In the following two sections, we first compare the
expressive power of the different TS formalisms, i.e., what can bemodeled andwhat abstractions can be captured (Section 5).
Second, we compare the analyzability of the formalisms, i.e., the cost and precision of model checking (Section 6).
5. Expressiveness
We show that GKMTSs, MixTSs, and KMTSs are expressively equivalent (in the sense of Definition 9). The equivalence of
the three formalisms is proved by defining semantics-preserving translations from GKMTSs to MixTSs, and from MixTSs to
KMTSs. Since GKMTSs syntactically subsume KMTSs, the translation from KMTSs to GKMTSs is basically an identity map.
5.1. GtoM: Translation from GKMTSs to MixTSs
We present the translation GtoM that converts a GKMTS into a semantically equivalent MixTS. First, we illustrate the
translation on a GKMTS G1 in Fig. 2. G1 is not a MixTS because of must hyper-transition a1
must−−→ {a2, a3}. This transition
ensures that in every concrete BTS refining G1, all states in γ (a1), i.e., those satisfying (x ≤ 0∧ even(x)), must have a
transition to a state in γ ({a2, a3}), i.e., satisfying (x > 0). No single state of G1 represents (x > 0). Thus, this requirement
can only be captured either by a hyper transition (as done in G1), or by extending G1 with a new state, say a5, such that
γ (a5) = (x > 0). In the latter case, themust hyper-transition a1 must−−→ {a2, a3} can be replaced by (regular)must transition
a1
must−−→ a5. The result is a MixTS M5 in Fig. 2. Since a5 replaces a “hyper-state” {a2, a3}, a5 needs to preserve its may
behaviours. This is done by adding a5
may−−→ a4 and a5 may−−→ a2 corresponding to a2 may−−→ a4 and a3 may−−→ a2, respectively.
There are no outgoing must transitions from a5 since the existing must transitions from a2 and a3 are sufficient. G1 andM5
are semantically equivalent: any BTS that refines G1 also refinesM5, and vice versa.
In our example, a new state was added to encode a hyper-transition by a regular one. This isn’t always necessary. For
example, TSsG2 andM6 in Fig. 2 are semantically equivalent. Thehyper-transition a1
must−−→ {a2, a3} is encodedby a1 must−−→ a3
inM6 since the hyper-state {a2, a3} is equivalent to an existing state a3, i.e., γ ({a2, a3}) = γ (a3) = (x > 0).
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In summary, a GKMTS G is translated to aMixTSM in two steps: (i) everymust hyper-transition a
must−−→ U of G is replaced
by a regular must transition a
must−−→ b, where b is a (possibly new) state such that γ (b) = γ (U); (ii) may transitions are
added for every state introduced in the first step, if any. We formalize this below.
Definition 16 (GtoM). Let G = 〈SG, RmayG , RmustG 〉 be a GKMTS. The translation GtoM(G) is a MixTSM = 〈SM, RmustM , RmayM 〉,
such that
SM  SG ∪ S+
S+  {a | ∃(s,U) ∈ RmustG · γ (a) = γ (U) ∧ (∀t ∈ SG · γ (t) = γ (U))}
R
may
M  R
may
G ∪ {(a, b) | a ∈ S+ ∧ b ∈ SG ∧ ∃s ∈ SG · (s, b) ∈ RmayG ∧ γ (s) ⊆ γ (a)}
RmustM  {(a, b) | a ∈ SG ∧ b ∈ SM ∧ ∃U ⊆ SG · (a,U) ∈ RmustG ∧ γ (b) = γ (U)}.
The theorem below shows that the translation GtoM is semantics-preserving.
Theorem 6. Let G be a GKMTS, and M = GtoM(G). Then, M is a MixTS, and G and M are semantically equivalent.
Proof. (1) According to the construction inDefinition 16, everymust hyper-transition is replaced by a regular one. Therefore,
M is a MixTS. (2) To prove that G and M are semantically equivalent, we show that any concrete BTS B = 〈C, R〉 refines G
iff it refines M. It is equivalent to showing that the soundness relation ρG ⊆ C × SG is a mixed simulation between B and
G iff the soundness relation ρM ⊆ C × SM is a mixed simulation between B and M. This follows from the construction of
transition relations given in Definition 16. 
A corollary of Theorem 6 is that GKMTSs and MixTSs are equivalent with respect to thorough semantics. Let LG be a
labeling function for G. We extend the translation GtoM to a GKMTS model 〈G, LG〉 such that GtoM(〈G, LG〉)  〈M, LM〉,
whereM = GtoM(G), and LM is a labeling function for SM defined as follows:
LM(a) 
{
LG(a) if a ∈ SG⋂
{s∈SG|γ (s)⊆γ (a)} LG(s) if a ∈ S+.
That is, if a is a state belonging to the original statespace SG , the labels on a are the same as before. For a new state a added
by the translation, since the concrete states approximated by a are the union of the ones approximated by a set of states in
SG , the labels on a are the literals that are true in all the concrete states; therefore, LM(a) is defined as the intersection of the
labels on the states in SG that are more precise than a.
Theorem 7. The state labeling LM above is well-defined and approximates the same labelings as LG.
Proof. The proof follows immediately from the approximation defined for state labeling and construction of LM . 
As a result, 〈G, LG〉 and 〈M, LM〉 satisfy the same properties under thorough semantics.
Corollary 2. Let 〈G, LG〉 be a GKMTS model and 〈M, LM〉 = GtoM(〈G, LG〉). Then, 〈G, LG〉 and 〈M, LM〉 are equivalent w.r.t.
thorough semantics.
Complexity.We show that the translationGtoM does not increase the size of themodel. LetG be aGKMTSwith the statespace
SG , andM = GtoM(G). The size of G is at most |SG × 2SG |. Each new state added by GtoM corresponds to a subset of SG , i.e.,|S+| ≤ |2SG |. Furthermore, no transitions between the states in S+ are added. Thus, the size ofM is also at most |SG × 2SG |.
Sometimes GtoM can reduce a GKMTS exponentially. For example, assume that SG is a disjunctive completion [9], i.e.,
for every subset U of SG there exists an equivalent element s in SG such that γ (U) = γ (s). In this case, GtoM does not add
any new states, i.e., S+ = ∅. This makes the size of the output MixTSs be |SG × SG|, which is exponentially smaller than that
of the input GKMTS.
5.2. MtoK: Translation from MixTSs to KMTSs
We present the translation MtoK that converts a MixTS into a semantically equivalent KMTS. First, we illustrate the
translation using aMixTSM7 in Fig. 3.M7 is not a KMTS because of the twomust only transitions, a1
must−−→ a2 and a2 must−−→ a4.
One way to turn M7 into a KMTS is to add may transitions a1
may−−→ a2 and a2 may−−→ a4, resulting in K1 in Fig. 3. This naive
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transformation is not semantics-preserving, i.e., K1 and M7 are not semantically equivalent. For example, the concrete
system
((y > 0) ∧ (x > 0) ∧ odd(x) ∧ x′ = x + 1 ∧ y′ = y) ∨
((x > 0) ∧ odd(x) ∧ x′ = x ∧ y′ = −1 × x) ∨
((x > 0) ∧ ¬odd(x) ∧ x′ = x + 1 ∧ y′ = −1 × x)
refines K1, but not M7: the transition 〈x = 1, y = 1〉 → 〈x = 2, y = 1〉 cannot be simulated by any may transition of M7
from a1.
The must only transition a1
must−−→ a2 of M7 ensures that in any concrete BTS refining M7, all states in γ (a1), i.e., those
satisfying (x > 0∧ odd(x)∧ y > 0),musthavea transition toa state inγ (a2), i.e., satisfying (x > 0). This is further restricted
by themay transitions from a1 that ensure that states inγ (a1)have transitions only to states inγ ({a1, a3}). Hence, in any BTS
refiningM7, every state in γ (a1)must (and may) have a transition to a state in γ (a2) ∩ γ ({a1, a3}). That is, the restrictions
posed by a must only transition from a1 are further restricted by the set of all of the may transitions from a1. In general,
for abstract states b0, . . . , bk , a must only transition b0
must−−→ b1, and a set of may transitions b0 may−−→ b2, . . . , b0 may−−→ bk
ensure that every state in γ (b0) has a transition to a state in γ (b1) ∩ γ ({b2, . . . , bk}).
The must only transition a2
must−−→ a4 in M7 is equivalent to a pair of may and must transitions from a2 to a4, since
γ (a4) ∩ γ ({a1, a2, a3}) = γ (a4). Themust only transition a1 must−−→ a2 can be equivalently represented by (a) adding a new
state a5 such that γ (a5) = γ (a2) ∩ γ ({a1, a3}) = (x > 0∧ odd(x)), and (b) adding amust and amay transition from a1 to
a5. Moreover, since a5 approximates some of the same states as a2, i.e., γ (a5) ⊆ γ (a2), a5 inherits the transitions from a2:
a5
may−−→ a1, a5 may−−→ a2, a5 may−−→ a3, a5 must−−→ a4, a5 may−−→ a4. The final result is the KMTS K2 in Fig. 3, which is semantically
equivalent toM7.
In summary, a MixTSM is translated to a KMTS K in two steps. First, everymust only transition a
must−−→ b ofM is replaced
by a pair of must and may transitions a
must−−→ â → b and a may−−→ â → b, where â → b is a (possibly new) abstract state
such that γ (â → b) = γ (b) ∩ γ (RmayM (a)). Second,may andmust transitions are added for all states introduced in the first
step. We formalize this below.
Definition 17 (MtoK). Let M = 〈SM, RmayM , RmustM 〉 be a MixTS. The translationMtoK(M) is a KMTS K = 〈SK , RmayK , RmustK 〉,
such that
SK  SM ∪ S+
R
may
K  R
may
M ∪ REPL ∪ IMay ∪ IMO
RmustK  (RmustM ∩ RmayM ) ∪ REPL ∪ IMust ∪ IMO
where
S+  {â → b | ∃(a, b) ∈ (RmustM \RmayM ) · ∀s ∈ SM · γ (s) = γ (â → b)}
REPL  {(a, â → b) | ∃(a, b) ∈ (RmustM \RmayM )}
IMay  {(â → b, b′) | ∃a, b, b′ ∈ SM · (a, b) ∈ (RmustM \RmayM ) ∧ (b, b′) ∈ RmayM ∧ â → b ∈ S+}
IMust  {(â → b, b′) | ∃a, b, b′ ∈ SM · (a, b) ∈ (RmustM \RmayM ) ∧ (b, b′) ∈ (RmustM ∩ RmayM ) ∧ â → b ∈ S+}
IMO  {(â → b, b̂ → b′ | ∃a, b, b′ ∈ SM · (a, b), (b, b′) ∈ (RmustM \RmayM ) ∧ â → b ∈ S+}.
In Definition 17, REPL denotes transitions that replace must only transitions, and IMay, IMust and IMO denote transitions
from newly added states in S+ that correspond to may,must, andmust only transitions of the original system, respectively.
In our example ofMtoK(M7), we have
S+ = {a5}
REPL = {(a1, a5), (a2, a4)}
IMust = ∅
IMO = {(a5, a4)}
IMay = {(a5, a1), (a5, a2), (a5, a3)}.
The result of the translationMtoK is a KMTS: every must transition is matched by amay transition.
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Theorem 8. Let M be a MixTS, and K = MtoK(M). Then K is a KMTS, and M and K are semantically equivalent.
Proof. (1) The construction inDefinition 17 ensures that everymust transition inK ismatchedby amay transition. Therefore,
K is a KMTS. (2) To prove that M and K are semantically equivalent, we show that for any concrete BTS B = 〈C, R〉, the
soundness relation ρM ⊆ C × SM is a mixed simulation between B andM iff the soundness relation ρK ⊆ C × SK is a mixed
simulation between B and K . This follows from the construction of transition relations in Definition 17. 
A corollary of Theorem8 is thatMixTSs andKMTSs are equivalentwith respect to thorough semantics. Let LM be a labeling
function forM. We extendMtoK to 〈M, LM〉 such thatMtoK(〈M, LM〉)  〈K, LK〉, where K = MtoK(M), and LK is a labeling
function for SK defined as follows:
LK(a) 
{
LM(a) if a ∈ SM⋃
{s∈SM |γ (a)⊆γ (s)} LM(s) if a ∈ S+.
In this case, if a is a new state added by the translation, the concrete states approximated by a correspond to the intersection
of the concrete states approximated by a set of states in SG; the labels on a are all the literals which are true on the concrete
states. Therefore, LK(a) is defined as the union of the labels on the states in SM that are less precise than a.
Theorem 9. The state labeling LK above is well-defined and approximates the same labelings as LM.
Proof. The proof immediately follows from the approximation defined for state labeling and the construction of LK . 
As a result, 〈M, LM〉 and 〈K, LK〉 satisfy the same properties under thorough semantics.
Corollary 3. Let 〈M, LM〉 be a MixTS model and 〈K, LK〉 = MtoK(〈M, LM〉). Then, 〈M, LM〉 and 〈K, LK〉 are equivalent w.r.t.
thorough semantics.
Complexity. Let M = 〈SM, RmayM , RmustM 〉 be a MixTS, and K be a KMTS such that K = MtoK(M). The size of M is bounded
by O(|SM × SM|). In the worst case, the translation adds a new state for each must only transition in RmustM \RmayM . Thus, the
number of new states |S+| is bounded by |SM × SM|, and |K| is bounded by O(|SM × SM|2).
MixTSs are more succinct than KMTSs: over a fixed statespace S, the set of MixTSs is more expressive than the set of
KMTSs. This holds because S+ may not be empty in some cases, i.e., new states have to be added by MtoK. The following
theorem shows that if S is a powerset abstract domain [5], then MtoK does not add new states, and therefore, MixTS and
KMTSs over S are equally expressive.
Theorem 10. Let 〈C, ρ, S〉 be an abstraction relation. For any abstract state a ∈ S and a subset Q ⊆ S, there exists a subset
V ⊆ S such that γ (V) = γ (a) ∩ γ (Q).
Proof. Let V  {b ∈ S | ∃c · c ∈ γ (a) ∩ γ (Q) ∧ b = α(c)}. The proof of γ (V) ⊇ γ (a) ∩ γ (Q) follows from the definition
of V . To prove γ (V) ⊆ γ (a) ∩ γ (Q), we show that for each b ∈ V , γ (b) ⊆ γ (a) and γ (b) ⊆ γ (Q), which follows from the
definition of abstraction function. 
6. Reduced inductive semantics
GKMTSs and MixTSs are equally expressive: a GKMTS model and its equivalent MixTS model satisfy the same properties
under thorough semantics. However, thorough model checking is expensive. In practice, model checking of partial models
is done with respect to a more tractable inductive semantics, SIS. GKMTSs are more precise than MixTSs with respect to
SIS: for any ϕ ∈ Lμ, model checking ϕ in a GKMTS model G with respect to SIS is more precise than model checking it in
the MixTS modelM = GtoM(G). However, the direct use of GKMTSs in symbolic model checkers has been hampered by
the difficulty of encoding hyper-transitions into BDDs. In this section, we propose a new semantics, called reduced inductive
semantics (RIS), that is inductivewhile being strictlymore precise than SIS.We show that GKMTSs andMixTSs are equivalent
with respect to RIS. In Section 7, we give an efficient symbolic model checking procedure for computing RIS over MixTSs.
This results in an algorithm that combines the benefits of the efficient symbolic encoding ofMixTSswith themodel checking
precision of GKMTSs.
In Section 6.1, we illustrate the differences between GKMTSs andMixTSs with respect to SIS.We define RIS in Section 6.2,
and show how to perform model checking with respect to RIS effectively in Section 6.3.
6.1. Example
Let p and q denote predicates (x > 0) and odd(x), respectively. Consider the model G1 = 〈G1, LG1〉 in Fig. 4, where G1
is shown in Fig. 2, and LG1 is a labeling function that labels each abstract state as follows:
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Fig. 4. Two models: G1 andM5.
LG1(a1) = {¬p,¬q}, LG1(a2) = {p, q}
LG1(a3) = {p,¬q}, LG1(a4) = {¬p, q}.
Let M5 = 〈M5, LM5〉 = GtoM(G1) be the model obtained from G1 by GtoM. The model M5 is shown in Fig. 4, its
underlying transition systemM5 is shown in Fig. 2, and
LM5(s)  if s = a5 then {p} else LG1(s).
Compare the value of ϕ  (q ∨ ¬q) under SIS on G1 andM5:
‖ϕ‖G1i = 〈{a1, a2, a3}, {a1, a2, a3, a4}〉
‖ϕ‖M5i = 〈{a2, a3}, {a1, a2, a3, a4, a5}〉.
According to G1, ϕ is true in all states corresponding to a1. According to M5, the value of ϕ is unknown in exactly the
same states. SinceM5 = GtoM(G1), G1 andM5 are semantically equivalent. Thus, althoughM5 and G1 are semantically
equivalent,M5 is less precise than G1 for model checking with respect to SIS.
Let us reexamine the above example. First, there is no precision loss during the evaluation of q ∨ ¬q:
e1 = ‖q ∨ ¬q‖G1i =〈{a1, a2, a3, a4}, {a1, a2, a3, a4}〉 (.)
e2 = ‖q ∨ ¬q‖M5i =〈{a1, a2, a3, a4}, {a1, a2, a3, a4, a5}〉.
Since γ (U(e1)) = γ (U(e2)) and γ (O(e1)) = γ (O(e2)) = γ (∅), e1 ≡a e2. However, there is a subtle difference between
e1 and e2. In state a5 ofM5, q ∨ ¬q is unknown even though it is true in both a2 and a3, and γ (a5) = γ (a2) ∪ γ (a3). This
minor imprecision is then magnified by the operator.
This loss of precision is not limited to tautologies. For example, a formulaμZ · (¬p∧ q) ∨Z, i.e., EF(¬p∧ q) in CTL, is
true in state a1 of G1, but is unknown in the same state ofM5.
6.2. Reduced inductive semantics for partial models
In this section,we define the reduced inductive semantics (RIS). The new semantics is inductive and is strictlymore precise
than SIS. The key idea is to eliminate any local imprecision by using a special reduction operator, defined below:
Reduction operator. Let 〈C, ρ, S〉 be an abstraction relation, and let e, e′ ∈ 2S × 2S . Recall that in the information order e is
less than e′, i.e., e i e′, ifU(e) is contained inU(e′), andO(e) containsO(e′). We define the reduction operator as follows:
RED(〈U,O〉)  〈REDU(U), REDO(O)〉
where REDU(U)  {s | γ (s) ⊆ γ (U)} and REDO(O)  {s | γ (s)  γ (O)}. Intuitively, for e = 〈U,O〉, RED(e) increases
U and decreases O as much as possible without affecting the semantic meaning of e. That is, γ (REDU(U)) = γ (U) and
γ (REDO(O)) = γ (O). Therefore, RED(e) is the largest element with respect to information ordering that is semantically
equivalent to e, i.e., RED(e) ≡a e.
For example, consider RED(e2), where e2 is as defined by (.) above. Then,
e3 = RED(e2) = 〈{a1, a2, a3, a4, a5}, {a1, a2, a3, a4, a5}〉. (..)
e3 differs from e2 only in the addition of a5 to U(e3). Since γ (U(e2)) = γ (U(e3)) and γ (O(e2)) = γ (O(e3)), e2 ≡a e3;
but e3 is more informative since U(e2) ⊂ U(e3).
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An element e = 〈U,O〉 ∈ 2S × 2S ismonotone iff
s1 a s2 ⇒ (s1 ∈ U ⇒ s2 ∈ U ∧ s1 /∈ O ⇒ s2 /∈ O).
That is, U and O are closed under more precise states. The monotonicity of elements is preserved under propositional
operations: if e and e′ are monotone elements, so are ∼e and e  e′. Moreover, RED(e) is monotone for any e, and it acts
homomorphicallywith respect to propositional operations onmonotone elements. That is, let e and e′ bemonotone elements
of 2S × 2S . Then,∼e ≡a ∼RED(e), and e  e′ ≡a RED(e)  RED(e′).
Reduced inductive semantics. RIS is defined by applying the RED operator before and after to prevent it from propagating
imprecision.
Definition 18 (RIS). Let 〈C, ρ, S〉 be an abstraction relation, and letM = 〈M, L〉 be amodel, such thatM = 〈S, Rmay, Rmust〉
and σ : Var → 2S × 2S . The reduced inductive semantics of ϕ ∈ Lμ is defined as follows:
||p||Mr,σ  〈{s | p ∈ L(s)}, {s | ¬p /∈ L(s)}〉
||¬ϕ||Mr,σ  ∼||ϕ||Mr,σ
||ϕ ∧ ψ ||Mr,σ  ||ϕ||Mr,σ  ||ψ ||Mr,σ
||ϕ||Mr,σ  RED(〈preU(REDU(U(||ϕ||Mr,σ ))), preO(REDO(O(||ϕ||Mr,σ )))〉)
||Z||Mr,σ  σ(Z)
||μZ · ϕ||Mr,σ 
〈
lfp
(
λQ · U(||ϕ||Mr,σ [Z →Q ])
)
, lfp
(
λQ · O(||ϕ||Mr,σ [Z →Q ])
)〉
.
The only difference between RIS (Definition 18) and SIS (Definition 2) is the semantics of, where the RED operator in
RIS uses abstraction information to improve precision. Since we assume that a state labeling is monotone, applying RED to
other operators as well does not improve precision.
We now show that RIS is sound.
Theorem 11. Let 〈C, ρ, S〉 be an abstraction relation,M = 〈M, LM〉 be a partial model over S, and B = 〈B, LB〉 be a concrete
model over C. IfM approximates B, then, for any Lμ formula ϕ,
γ (U(‖ϕ‖Mr )) ⊆ U(‖ϕ‖Br ) and γ (O(‖ϕ‖Mr )) ⊆ O(‖ϕ‖Br ).
Proof. The only difference between RIS and SIS is the application of the RED operator before and after . Since RED is
semantics-preserving, the result holds following Theorem 1. 
Returning to our running example, RIS ofϕ onM5 is computed as follows: RIS of q,¬q, and q∨¬q is the same as SIS. Thus,‖q∨¬q‖M5r = e2. To compute, recall from (..) thatRED(e2) = e3; thus,‖ϕ‖M5r = 〈{a1, a2, a3, a5}, {a1, a2, a3, a4, a5}〉.
Hence, ‖ϕ‖M5r is more precise than ‖ϕ‖M1i .
Theorem 12. RIS is more precise than SIS: ‖ϕ‖i a ‖ϕ‖r .
Proof. We begin by fixing an abstraction relation 〈C, ρ, S〉. The proof proceeds by structural induction on ϕ. For the base
case, it is obvious that for any atomic proposition p, ‖p‖i ≡a ‖p‖r . In the following, we show the inductive case forϕ; the
proofs of other cases are trivial.
We show that ||ϕ||i a ||ϕ||r ⇒ ||ϕ||i a ||ϕ||r , which is equivalent to proving the following two statements:
(a) ||ϕ||i a ||ϕ||r ⇒ γ (U(||ϕ||i)) ⊆ γ (U(||ϕ||r)).
(b) ||ϕ||i a ||ϕ||r ⇒ γ (O(||ϕ||i)) ⊆ γ (O(||ϕ||r)).
The proof of (a) is as follows. First, note that for any two sets Q1, Q2, we have that
γ (Q1) ⊆ γ (REDU(Q2)) ⇒ Q1 ⊆ REDU(Q2). (P1)
This follows from the following derivation: suppose Q1  REDU(Q2). Then there exists a state s such that s ∈ Q1 and
s /∈ REDU(Q2). By the definition of REDU, γ (s)  γ (Q2); on the other hand, since γ (Q1) ⊆ γ (REDU(Q2)) = γ (Q2),
γ (s) ⊆ γ (Q2), reaching a contradition.
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We then have the following:
||ϕ||i a ||ϕ||r
⇒ (by the definition ofa)
γ (U(||ϕ||i) ⊆ γ (U(||ϕ||r))
⇒ (by the definition of REDU, γ (Q) = γ (REDU(Q)))
γ (U(||ϕ||i) ⊆ γ (REDU(U(||ϕ||r)))
⇒ (by (P1))
U(||ϕ||i)) ⊆ REDU(U(||ϕ||r))
⇒ (by monotonicity of pre )
preU(U(||ϕ||i)) ⊆ preU(REDU(U(||ϕ||r)))
⇒ (by monotonicity of γ )
γ (preU(U(||ϕ||i))) ⊆ γ (preU(REDU(U(||ϕ||r))))
⇒ (by the definition of REDU, γ (Q) = γ (REDU(Q)))
γ (preU(U(||ϕ||i))) ⊆ γ (REDU(preU(REDU(U(||ϕ||r)))))
⇒ (by the definitions of SIS and RIS)
γ (U(||ϕ||i)) ⊆ γ (U(||ϕ||r))
Proof of (b) is dual of the one above. 
The previous example illustrates another important point: GKMTSs and MixTSs are equivalent with respect to RIS. For
example, ‖ϕ‖M5r is equivalent to ‖ϕ‖G1r . The following theorem formalizes this.
Theorem 13. Let G be a GKMTS model, and M = GtoM(G). Then, G and M are equivalent with respect to RIS:
∀ϕ ∈ Lμ · ‖ϕ‖Gr ≡a ‖ϕ‖Mr.
Proof. We begin by fixing an abstraction relation 〈C, ρ, S〉. The proof proceeds by structural induction on ϕ. For the base
case, according to the definition of LM , ‖p‖Gr ≡a ‖p‖Mr for any atomic proposition p. In the following, we show the inductive
case forϕ; the proofs of the other cases are trivial.
We show that ‖ϕ‖Gr ≡a ‖ϕ‖Mr ⇒ ‖ϕ‖Gr ≡a ‖ϕ‖Mr , which is equivalent to proving the following two statements:
(a) ‖ϕ‖Gr ≡a ‖ϕ‖Mr ⇒ γ (U(‖ϕ‖Gr )) = γ (U(‖ϕ‖Mr )).
(b) ‖ϕ‖Gr ≡a ‖ϕ‖Mr ⇒ γ (O(‖ϕ‖Gr )) = γ (O(‖ϕ‖Mr )).
The proof of (a) is as follows. First, note that for any concrete state c and a set of abstract states Q ,
c ∈ γ (REDU(Q)) ⇔ ∃a ∈ Q · c ∈ γ (a). (P2)
We then have that, for any concrete state c,
c ∈ γ (U(‖ϕ‖Gr ))
⇔ (by the definition of RIS)
c ∈ γ (REDU(preGU(REDU(U(‖ϕ‖Gr )))))
⇔ ((⇒) let a be the abstract state in (P2),
(⇐) since γ (Q) = γ (REDU(Q)))
c ∈ γ (a) ∧ a ∈ preGU(REDU(U(‖ϕ‖Gr )))
⇔ (by the definition of preU)
c ∈ γ (a) ∧ ∃Q ⊆ REDU(U(‖ϕ‖Gr )) · RmustG (a,Q)
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⇔ (by the definition of GtoM)
c ∈ γ (a) ∧ ∃b · γ (b) ⊆ γ (REDU(U(‖ϕ‖Gr ))) ∧ RmustM (a, b)
⇔ (since ‖ϕ‖Gr ≡a ‖ϕ‖Mr , γ (U(‖ϕ‖Gr )) = γ (U(‖ϕ‖Mr )))
c ∈ γ (a) ∧ ∃b · γ (b) ⊆ γ (REDU(U(‖ϕ‖Mr ))) ∧ RmustM (a, b)
⇔ (since γ (Q) = γ (REDU(Q)), by the definition of REDU)
c ∈ γ (a) ∧ ∃b ∈ REDU(U(‖ϕ‖Mr )) · RmustM (a, b)
⇔ (by the definition of preU)
c ∈ γ (a) ∧ a ∈ preMU (REDU(U(‖ϕ‖Mr )))
⇔ ((⇒) since γ (Q) = γ (REDU(Q)),
(⇐) let a be the abstract state in (P2))
c ∈ γ (REDU(preMU (REDU(U(‖ϕ‖Gr )))))
⇔ (by the definition of RIS)
c ∈ γ (U(‖ϕ‖Mr ))
The proof of (b) is similar to the one above, based on the observation that for any concrete state c and a set of abstract
states Q , c ∈ γ (REDO(Q)) ⇔ ∃a ∈ Q · c ∈ γ (a). 
Our new semantics RIS is both inductive and precise enough to make GKMTSs and MixTSs equivalent. However, the
definition of the RED operator is based on concretization, γ . In practice, reasoning directly about concrete states may be
undecidable or inefficient. We address this limitation next.
6.3. Reduced inductive semantics for monotone models
We study the reduction operator RED of RIS in the context of monotonemodels. As shown in Section 3, monotonemodels
are as expressive as their regular counterparts. Furthermore, as shown in [19], monotonemodels are also more precise. That
is, given an arbitrary modelM, there is a monotone modelM′ over the same statespace that is more precise thanM under
SIS. The following theorem implies that the same result also holds under RIS.
Theorem 14. Let M = 〈M, L〉 and M′ = 〈M′, L′〉 be two partial models, where M = 〈S, Rmay, Rmust〉 and M′ =
〈S, Rmay′, Rmust′〉 are two transition systems defined over the same abstract statespace S. Then, if M is less precise than M′
under SIS, i.e., ∀ϕ ∈ Lμ · ‖ϕ‖Mi a ‖ϕ‖M′i , then,M is also less precise thanM′ under RIS.
Proof. The proof is by structural induction on ϕ. In particular, the inductive case forϕ follows from the definition of RED
and the monotonicity of the preimage operator. 
Furthermore, models built by automated predicate abstraction [18] in practice are monotone by construction. Thus,
restricting RED to monotone models is neither a theoretical nor a practical restriction.
Note that in anymonotonemodel and any formulaϕ,‖ϕ‖r is amonotone element. This holds because of themonotonicity
of the state labeling and the transition relation. Formonotone elements, RED can be computed effectively, as we show below.
Let 〈C, ρ, S〉 be an abstraction relation, and s ∈ S be a state. The upset of s is defined as
↑s  {t ∈ α[C] | s a t}.
Thus, ↑s is the set of all those states in α[C] that are more precise than s. For example, consider the abstraction relation
〈Z, ρ, S1〉, where S1 be the statespace of M5 shown in Fig. 2. Recall that α[Z] denotes the set of abstract states in S1 that
are best approximations of concrete states. Since every value of an integer variable x can be best approximated by a1, a2,
a3, or a4, α[Z] = {a1, a2, a3, a4}. Furthermore, since a2 and a3 are more precise than a5, we have that ↑a5 = {a2, a3}. A
state s and the upset ↑s approximate the same set of concrete states, i.e., γ (s) = γ (↑s). For example, γ (a5) = γ (↑a5) =
γ ({a1, a2, a3, a4}) = (x > 0).
The next theorem shows that for monotone elements of 2S × 2S the upset operator lifts set inclusion from concrete to
the abstract domain.
Theorem 15. Let 〈C, ρ, S〉 be an abstraction relation, e = 〈U,O〉 be a monotone element of 2S × 2S, and s ∈ S be a state. Then,
γ (s) ⊆ γ (U) iff ↑s ⊆ U and γ (s) ⊆ γ (O) iff ↑s ⊆ O.
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Proof. First, we show that γ (s) ⊆ γ (U) ⇔ ↑s ⊆ U. The (⇐) direction follows directly from the definition of γ . We prove
the (⇒) direction by contradiction. Let C be the concrete statespace approximated by S. Suppose that ↑s  U. Then,
↑s  U
⇒ ∃a ∈ S · a ∈ ↑s ∧ a /∈ U
⇒ (by the definition of ↑s, a ∈ α[S])
∃a ∈ S · s a a ∧ a /∈ U ∧ ∃c ∈ C · a = α(c)
⇒ (since s a a, γ (a) ⊆ γ (s); since γ (s) ⊆ γ (U))
∃a ∈ S · a /∈ U ∧ ∃c ∈ C · a = α(c) ∧ c ∈ γ (U)
⇒ (by the definition of γ )
∃a ∈ S · a /∈ U ∧ ∃c ∈ C · a = α(c) ∧ ∃b ∈ U · c ∈ γ (b)
⇒ (by the definition of α)
∃a ∈ S · a /∈ U ∧ ∃b ∈ U · b a a
⇒ (by monotonicity of e, a ∈ U)
∃a ∈ S · a /∈ U ∧ a ∈ U
⇒ false
The proof of γ (s) ⊆ γ (O) ⇔ ↑s ⊆ O is dual to the one above. 
We now define a new operator red for monotone elements. Let e = 〈U,O〉 be a monotone element of 2S × 2S . red is
defined as
red(e)  〈redU(U), redO(O)〉
where redU(U)  {s | ↑s ⊆ U} and redO(O)  {s | ↑s  O)}. A corollary of Theorem 15 is that red and RED are
equivalent.
Corollary 4. Let 〈C, ρ, S〉 be an abstraction relation, and e be a monotone element in 2S × 2S. Then, red(e) = RED(e).
For example, the element e2 defined in (.) is monotone. We have that red(U(e2)) = {a1, a2, a3, a4, a5} since ↑a5 =
{a2, a3} ⊆ U(e2), and red(O(e2)) is the same as O(e2) since O(e2) is empty. Therefore, red(e2) and RED(e2) are equal.
Note that red can be computed effectively since it does not reason about concrete elements directly.
In this section, we have introduced a new inductive semantics RIS, and shown that it is more precise than SIS, and that
GKMTSs and MixTSs are equivalent with respect to RIS. RIS can be computed effectively on monotone models, which is not
a limitation since monotone models are as expressive as their non-monotone counterparts.
7. Symbolic model checking of RIS using BDDs
In this section,we describe a symbolic algorithmRIS that implements the RIS semantics formonotonemodels constructed
using predicate abstraction. These are the models used by some existing software model checkers, such as [20].
Our implementation is based on the following observations,which allowus to simply the encoding of computation results
and transition systems.
Let 〈C, ρ, S〉 be an abstraction relation. Then, for any monotone element of 2S × 2S , there exists a semantically equiv-
alent element in 2α[S] × 2α[S]. For example, the monotone element e2 defined in (.) is semantically equivalent to〈{a1, a2, a3, a4}, {a1, a2, a3, a4}〉.
Theorem 16. Let 〈C, ρ, S〉 be an abstraction relation, e1 = 〈U1,O1〉 be a monotone element of 2S × 2S, and e2 = 〈U2,O2〉 be
in 2α[C] × 2α[C]. If U1 ∩ α[C] = U2 and O1 ∩ α[C] = O2, then e1 ≡a e2.
Proof. This is proved by showing that RED(e1) = RED(e2); since RED is semantics-preserving, the result holds. 
Recall that theRIS semanticsuses theREDoperator tocomputemostpreciseelementswith respect to informationordering
without affecting semantic meaning. For two semantically equivalent elements e and e′, RED(e) is the same as RED(e′);
moreover, RED can be effectively computed over monotone models using the elements in α[C]. Therefore, Theorem 16
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allows us to restrict the algorithm to computing sets over α[C] instead of sets over S. The benefit of this restriction is that
we can use fewer variables to encode computation results.
Furthermore, since the result of operator is contained inα[C], it only depends on transitions from the states ofα[C]. The
following theorem shows that the transition relations can be simplified as well. Specifically, we only use themay transitions
from α[C] to α[C] and the must transitions from α[C] to S. We apply REDU over the states of α[C] before computing the
result of the pre-image over must transitions to prevent it from propagating imprecision.
Theorem17. Let 〈C, ρ, S〉be anabstraction relation,M = 〈S, Rmay, Rmust〉be amonotoneMixTS, and e = 〈U,O〉be amonotone
element of 2S × 2S. Let Uˆ  U ∩ α[S], Oˆ  O ∩ α[S], Rˆmust  Rmust ∩ (α[C] × S), and Rˆmay  Rmay ∩ (α[S] × α[S]). Then,
〈pre[Rmust](REDU(U)), pre[Rmay](REDO(O))〉 ≡a 〈pre[Rˆmust](REDU(Uˆ)), pre[Rˆmay](Oˆ)〉.
Proof. By the definition of≡a, the theorem is equivalent to proving the following results:
(a) γ (pre[Rmust](REDU(U))) = γ (pre[Rˆmust](REDU(Uˆ))).
(b) γ (pre[Rmay](REDO(O))) = γ (pre[Rˆmay](Oˆ)).
(1) We first show that (a) holds. The proof of γ (pre[Rmust](REDU(U))) ⊆ γ (pre[Rˆ1](REDU(Uˆ))) is shown below. For any
concrete state c,
c ∈ γ (pre[Rmust](REDU(U)))
⇒ ∃a ∈ S · c ∈ γ (a) ∧ a ∈ pre[Rmust](REDU(U))
⇒ (by the definition of pre)
∃a ∈ S · c ∈ γ (a) ∧ ∃b ∈ REDU(U) · Rmust(a, b)
⇒ (let a′ = α(c); by the definition of α)
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ ∃a ∈ S · a a a′ ∧ ∃b ∈ REDU(U) · Rmust(a, b)
⇒ (by monotonicity of the transition relations)
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ ∃b ∈ REDU(U) · Rmust(a′, b)
⇒ (by the definition of Rˆmust)
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ ∃b ∈ REDU(U) · Rˆmust(a′, b)
⇒ (since e is a monotone element, γ (U) = γ (Uˆ))
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ ∃b ∈ REDU(Uˆ) · Rˆmust(a′, b)
⇒ (by the definition of pre)
c ∈ γ (a′) ∧ a′ ∈ pre[Rˆmust](REDU(Uˆ))
⇒ c ∈ γ (pre[Rˆmust](REDU(U)))
The proof of γ (pre[Rmust](REDU(U))) ⊇ γ (pre[Rˆmust](REDU(Uˆ))) follows from the definitions of Rˆmust and Uˆ.
(2) We now show that γ (pre[Rmay](REDO(O))) = γ (pre[Rˆmay](Oˆ)). The proof of γ (pre[Rmay](REDO(O))) ⊆
γ (pre[Rˆmay](Oˆ)) is shown below. For any concrete state c,
c ∈ γ (pre[Rmay](REDO(O)))
⇒ ∃a ∈ S · c ∈ γ (a) ∧ a ∈ pre[Rmay](REDO(O))
⇒ (by the definition of pre)
∃a ∈ S · c ∈ γ (a) ∧ Rmay(a) ⊆ REDO(O)
⇒ (let a′ = α(c); by the definition of α)
c ∈ γ (a′) ∧ a′ ∈ α[S]∧
∃a ∈ S · a a a′ ∧ Rmay(a) ⊆ REDO(O)
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⇒ (by monotonicity of the transition relations)
c ∈ γ (a′) ∧ a′ ∈ α[S]∧
∃a ∈ S · Rmay(a′) ⊆ Rmay(a) ⊆ REDO(O)
⇒ (by the definition of Rˆmay, Rmay(a′) ∩ α[S] = Rˆmay(a′))
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ Rˆmay(a′) ⊆ (REDO(O) ∩ α[S])
⇒ (since e is a monotone element, ∀s ∈ α[S] · s ∈ REDO(O) ⇔ s ∈ O )
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ Rˆmay(a′) ⊆ (O ∩ α[S])
⇒ (by the definition of Oˆ)
c ∈ γ (a′) ∧ a′ ∈ α[S] ∧ Rˆmay(a′) ⊆ α[S]\Oˆ
⇒ (by the definition of pre)
c ∈ γ (a′) ∧ a′ ∈ γ (pre[Rˆmay](Oˆ))
⇒ c ∈ γ (pre[Rˆmay](Oˆ))
The proof of γ (pre[Rmay](REDO(O))) ⊇ γ (pre[Rˆmay](Oˆ)) is similar to the one above. 
The algorithm RIS is shown in Fig. 5. It uses BDDs to symbolically represent and manipulate sets of states and transition
relations. Functions that are prefixed with “bdd” are the standard BDD operations, shown in Fig. 6. The algorithm works
recursively on the structure of the input formula ϕ. The fixpoints are computed as usual, by iterating until convergence. We
describe the details of the implementation below.
Let C be a concrete statespace, and P = {p1, . . . , pn} be a set of n predicates over C. Recall that the abstraction relation of
predicate abstraction is 〈C, ρP,Mon(P)〉, where Mon(P) denotes the set of monomials over P. Furthermore, MT(P) denotes
the set ofmintermsoverP, andα[C] = MT(P). The input to thealgorithm is aMixTSmodel 〈M, LM〉, s.t.M = (S, Rmay, Rmust),
S = Mon(P), and LM(s) = Lit(s), and an Lμ property ϕ. Without loss of generality, by Theorem 17, we assume that the
transition relations are restricted such that Rmay ⊆ MT(P) × MT(P), and Rmust ⊆ MT(P) × Mon(P).
The algorithm uses the following sets of BDD variables: B = {bi | pi ∈ P} – the current state Boolean variables,
B′ = {b′i | bi ∈ B} – the next state Boolean variables, H = {hi | pi ∈ P} – the current state unknown variables, and
H′ = {h′i | hi ∈ H} – the next state unknown variables. In what follows, we do not distinguish between the BDDs and
the corresponding propositional formulas.
Fig. 5. The RIS algorithm and its supporting functions.
Fig. 6. Common BDD operations.
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A set of minterms X ⊆ MT(P) is encoded by a propositional formula over B, as usual. For example, let P = {p1, p2, p3}.
Then b1 ∧¬b2 encodes the set {p1 ∧¬p2 ∧ p3, p1 ∧¬p2 ∧¬p3}. A set of monomials X ⊆ Mon(P) is encoded by a formula
over B ∪ H. Intuitively, for a monomial m, a variable hi indicates whether pi is present in m, and a variable bi specifies the
polarity of the occurrence. Formally, the encoding is
∨
m∈X
(( ∧
pi∈Lit(m)
¬hi ∧ bi
)
∧
( ∧
¬pi∈Lit(m)
¬hi ∧ ¬bi
)
∧
( ∧
pi∈P\Term(m)
hi
))
.
For example, (¬h1 ∧ b1) ∧ (¬h2 ∧ ¬b2) ∧ h3 represents a singleton set {p1 ∧ ¬p2}.
An abstract value e = 〈U,O〉 is encoded in a single BDD by a formula (sel∧U)∨ (¬sel∧O), where sel is a designated
BDD variable. This encoding is implemented by function absV. The U and O elements of value e are extracted using absU and
absO, respectively. Abstract intersection (absAnd), union (absOr), and equality (absEq) are done using the corresponding
BDD operations. Abstract negation (absNot) is implemented following its definition in Section 2.
The may transition relation Rmay ⊆ MT(P) × MT(P) is encoded by a formula over B ∪ B′ as usual. Similarly, the must
relation Rmust ⊆ MT(P)×Mon(P) is encoded by a formula over B∪ B′ ∪H′, where the primed variables are used to encode
the destination state. For example, a must transition from a state (p1 ∧ p2 ∧ p3) to a state (p1 ∧ ¬p2) is represented by
(b1 ∧ b2 ∧ b3) ∧ ((¬h′1 ∧ b′1) ∧ (¬h′2 ∧ ¬b′2) ∧ h′3).
Function absRedU implements the redU reduction operator of Section 6.3. It takes a set of minterms as input, and
returns a set of monomials for the computation of pre-image over must transitions. A monomial is added to the output iff
its upset is contained in the input. The implementation of absRedU uses the following observation: let Q ⊆ MT(P) be a
set of minterms, and a ∈ Mon(P). If a ∈ MT(P), then ↑a = {a}, and ↑a ⊆ Q ⇔ a ∈ Q ; otherwise, some predicate p is
not present in a, and in this case ↑a ⊆ Q iff ↑(a ∧ p) ⊆ Q and ↑(a ∧ ¬p) ⊆ Q . For example, suppose P = {p1, p2, p3}
and Q = {p1 ∧ p2 ∧ p3, p1 ∧ p2 ∧ ¬p3}. For the monomial a = p1 ∧ p2, we have that ↑a ⊆ Q because ↑(a ∧ p3) =↑(p1 ∧ p2 ∧ p3) = {p1 ∧ p2 ∧ p3} ⊆ Q and ↑(a∧ ¬p3) = ↑(p1 ∧ p2 ∧ ¬p3) = {p1 ∧ p2 ∧ ¬p3} ⊆ Q . Function absRedU
applies this reasoning recursively on the input diagram, using function UVar to find a variable hi ∈ H for each variable
bi ∈ B. Function absPre implements the pre-image computation based on Theorem 17.
Theorem 18. For a monotone MixTSM and ϕ ∈ Lμ, algorithm RIS(ϕ) in Fig. 5 returns the symbolic representation of ‖ϕ‖Mr .
Proof. The proof is by structural induction on ϕ. In particular, the base case follows from Theorem 16. The inductive case
for boolean operations follows from the fact that RED is semantics-preserving and acts homomorphically with respect
to propositional operations on monotone elements. For the inductive case of ϕ, Corollary 4 shows that REDU can be
computed using redU implemented by absRedU, and Theorem 17 shows that  can be computed over the simplified
transition relations. 
Themain difference between the symbolic implementations of SIS and our RIS is the extra absRedU operation in function
absPre (line 29 in Fig. 5). absRedU is similar to existential quantification (bddExists) of BDDs, with one exception: bddExists
uses bddOr in each iteration, but absRedU uses one bddAnd and two bddIte operations. Thus, absRedU has the same
complexity as bddExists, and symbolic implementations of RIS and SIS also have the same complexity. This means that the
extra precision of RIS comes “for free”, without a penalty in complexity.
8. Experiments
To empirically evaluate the cost and performance of RIS versus SIS, we have implemented symbolic algorithms for com-
puting both of them using the CUDD library [31], and analyzed reachability and non-termination properties over a realistic
model. While our algorithm in Fig. 5 can analyze any μ-calculus formula, our experiments considered just reachability and
non-termination properties because of their practical interest.
We have conducted the experiments on instances of a template program Prog1 shown in Fig. 7(a). For a natural number
n, an instance of Prog1 uses n integer variables x[0], . . . , x[n-1] and consists of n blocks B(i) shown in Fig. 7(b), followed
by a loop. An instance of Prog1 for n = 1 is shown in Fig. 7(c).
Weused themethodofRef. [18] tobuildanabstractMixTSusing thesetofpredicates {x[0]>0, x[1]>0, . . . , x[n-1]>0}∪
{odd(x[0]), odd(x[1]), . . . , odd(x[n-1])}. We model checked the following reachability (least fixed-point) and non-
termination (greatest fixed-point) properties with respect to the standard and the reduced semantics:
Prop1 : EF(pc = L)
Prop2 : EG(pc = END)
Prop3 : EG(pc = END ∧ (x[0]>0 ∨ x[1]>0 ∨ · · · ∨ x[n-1]>0))
where pc refers to program counter.
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Fig. 7. Template Prog1(n) for experiments: (a) the template, (b) definition of block B(i), and (c) the instance Prog1(1).
Fig. 8. A partial view of a MixTS approximating Prog1(1) from Fig. 7(c).
The template Prog1 is based on an example from Ref. [29] that shows that using GKMTSs can improve the precision of
model checking. For example, consider the instance Prog1(1) shown in Fig. 7(c). A part of the corresponding abstract MixTS
is shown in Fig. 8. Here, the property Prop1 is unknown in a1 with respect to SIS. As shown in [29], the precision can be
improved by adding a must hyper-transition a1
must−−→ {a2, a4}. We use this template to show that the same result can be
also achieved using RIS.
For both SIS and RIS, we measure the size of the abstract models using the number of BDD nodes, the total analysis time,
the number of iterations of the fixpoint computation, and the time spent in the absRedU operation for RIS. To compare the
precision of the results, we consider two sets of initial states:
I1 : (x[0]≤ 0 ∧ x[1] ≤ 0 ∧ · · · ∧ x[n-1] ≤ 0)
I2 : (x[0]>0 ∧ x[1]>0 ∧ · · · ∧ x[n-1]>0)
and check whether conclusive results can be obtained over them.
The results are summarized in Fig. 9. The top part of the table shows that RISmodels enjoy significantly smaller encodings
than their SIS counterparts, due to restricted transition relations (see Theorem 17). Note that the same simplification cannot
be applied to SIS, since SIS does not use a reduction operator to compensate for the loss of precision over the states other
thanα[S]. RIS is more precise than SIS: for the two sets of initial states, RIS produces conclusive results for both of themwith
respect to the three properties being checked, whereas SIS cannot decide whether Prop1 and Prop2 hold in I2. As expected,
the extra precision of RIS does not cause a complexity penalty: the experiments show that the increases of the analysis time
with respect to the size of the models for both RIS and SIS are comparable. In all of the cases, the time spent in absRedU,
which represents the main difference between the two semantics, comprises roughly 20–25% of the total time.
Note that RIS and SIS may require different numbers of iterations of fixpoint computation: in the above experiments, RIS
required more iterations than SIS for the reachability property Prop1, but fewer iterations than SIS for the non-termination
property Prop2. These differences are determined by the structure of the model and by the fixpoint type (least or greatest)
being computed.
As another example, we checked a reachability property on instances of the template Prog2 shown in Fig. 11(a).
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Fig. 9. Experimental results for SIS and RIS over Prog1 (T, F and U denote True, False and Unknown, respectively).
Fig. 10. Experimental results for SIS and RIS over Prog2 .
Fig. 11. Template Prog2(n) for experiments: (a) the template, and (b) definition of block C(i).
Each instance is abstracted using the set of predicates {x[0]>0, x[1]>0, . . . , x[n-1]>0}. The property checked was
Prop4 : EF(pc = END). The result of model checking was evaluated on the same initial sets of states, I1 and I2. The results
are summarized in Fig. 10. In this case, while still more precise, RIS requires fewer iterations than SIS.
These experiments suggest that using the more precise RIS semantics may improve the overall performance of model
checking, making it a possible alternative to SIS in practice. We leave further investigation along this direction for future
work.
9. Related work and discussion
9.1. Consistency
In this paper, we investigated partial TSs andmodels from the perspective of abstract model checking. Partial TSs are also
used as specifications of a system’s behaviour [24,25]. In this case, semantic consistency is replaced by implementability. A
partial transition system M is implementable iff there exists a BTS B that refines M through some mixed simulation. Such a
BTS is called an implementation. There is a subtle, but crucial, difference between implementability and semantic consistency
as defined in this paper. We assume that the statespace of an abstract transition system is an abstract domain, and that it
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is related to the concrete domain by a given soundness relation ρ . In our case, a partial TS M is semantically consistent iff
there exists a BTS that refines M via this ρ . On the other hand, the definition of implementability leaves the choice of the
mixed simulation relation open. Thus, semantic consistency is stronger than implementability.
For example, the MixTS M2 in Fig. 1 is not semantically consistent. It is, however, implementable. Let B be a BTS (Z, R),
where Z is the set of integers, and R is defined as follows:
R  {(x, x′) | (x > 0 ∧ odd(x) ∧ x′ = 2)} ∪
{(x, x′) | (x > 0 ∧ even(x) ∧ x′ = −3)} ∪
{(x, x′) | (x > 0 ∧ even(x) ∧ x′ = −2)} ∪
{(x, x′) | (x < 0 ∧ x′ = −3)}.
Then, B refinesM2 through the following mixed simulation relation:
{(c, a1) | c > 0 ∧ odd(c)} ∪ {(c, a2) | c > 0 ∧ even(c)} ∪
{(c, a3) | c ≤ 0 ∧ odd(c)} ∪ {(c, a4) | c ≤ 0 ∧ even(c)}.
Note that in this case, no concrete state in B is approximated by both a1 and a2. Therefore, the source of inconsistency
discussed in Section 4 does not exist.
In [21], Huth et al. provided themix condition (MC) onMixTSs to ensure implementability. A MixTSM = 〈S, Rmay, Rmust〉
satisfies themix condition iff for all (a, b) ∈ Rmust, there exists some b′ ∈ S such that b′ refines b, and (a, b′) ∈ Rmust∩Rmay.
For example, the MixTSM2 in Fig. 1 satisfies this condition, whereasM4 does not. However,M2 is semantically inconsistent,
andM4 is consistent. Therefore, MC is neither sufficient nor necessary for semantic consistency.
The complexity of deciding implementability of a partial TS is EXPTIME-complete [1,3,4]. On the other hand, semantic
consistency can be decided in time polynomial in the size of the system; this is immediate from Theorem 5. This result is
not surprising since semantic consistency is stronger than implementability.
Huth et al. showed that the KMTSmodels are logically consistent [22]. To ensure logical consistency of GKMTSs, de Alfaro
et al. defined the condition that requires that every destination of a must hyper-transition intersects with the destination
of a may transition from the same state [13]. This can be viewed as an analogue of the condition Rmust ⊆ Rmay required by
KMTSs. In this paper, we showed that such a condition is not necessary for logical consistency. We fixed this problem by
defining a relaxed structural condition which captures both logical consistency and semantic consistency of partial models.
Partial model consistency does not have to be based on mixed simulation. For example, a partial model may be built
for abstract model checking of temporal logic properties without the next operator, e.g., as described in [24]. Exploring
connectionsbetween semantic and logical consistency in this case andprovidingalgorithms fordeciding themare interesting
questions which we leave for future work.
9.2. Expressiveness
The work of Godefroid and Jagadeesan [15], and Gurfinkel and Chechik [17] showed that the models in the KMTS family
have the same expressive power and are equally precise for SIS. Dams and Namjoshi [12] showed that the three families
considered in this paper are subsumed by tree automata. We completed the picture by proving that the three families are
equivalent as well. Specifically, we showed that KMTSs, MixTSs and GKMTSs are relatively complete (in the sense of [12])
with one another.
We did not consider Hyper TSs (HTSs) [30] which allow for bothmust andmay hyper-transitions. As pointed out in [30],
mayhyper-transitions can be eliminated by increasing the abstract statespace,makingHTSs exactly as expressive asGKMTSs.
Our results bring forth several interesting researchdirections. Since the threemodeling formalisms are equally expressive,
it would be interesting to study how to relate the results of model checking with respect to thorough semantics for one
formalism, e.g., for KMTSs [7,16], to the ones for another formalism. Another direction is formalizing our translations within
the abstract interpretation framework using Galois connections [9].
9.3. Reduced inductive semantics
Our reduction operator RED is an instance of normalization from Abstract Interpretation [9]. There it is often used to
provide a canonical representation of equivalent abstract properties. The symbolic implementation absRedU is similar to
the semantic minimization of 3-valued propositional formulas [28].
Regarding the ability to improve model checking results, the reduction operator is similar to the focus and defocus
operations defined in [11]. According to the definition of RED, a formula holds in an abstract state a if (i) γ (a) can be split
into (i.e., focused) different parts approximated by more precise states than a, and the formula holds in each of these states,
or (ii) γ (a) can be covered (i.e., defocused) by a set approximated by a state less precise than a, and the formula holds in it.
In particular, if the partial model is monotone, then the reduction operator resembles the focus operation only.
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For a partial modeling formalism, the ability to support the monotonic abstraction refinement framework allows us to
define a bestmodel over an abstract statespace such thatmodel checking on it ismore precise than on othermodels over the
statespace. In the context of SIS, as shown in [29], KMTSs is inappropriate formonotonic abstraction refinement — extramay
transitions required by the condition Rmust ⊆ Rmay introduce a loss of precision, and therefore, a best KMTS model over an
abstract statespace may not exist. However, this is not a problem for MixTSs [10,19] which support monotonic abstraction
refinement by allowing must-only transitions. GKMTSs achieve the same goal by using must hyper-transitions [29], which
essentially ensure thatnoextramay transitionsareadded. Theorem14shows thatournewinductive semantics, RIS, preserves
the precision order of partials models with respect to SIS. Therefore, the best abstract model for SIS is also the best one for
RIS, and both MixTSs and GKMTSs still support monotonic abstraction refinement under RIS.
In this paper, we use a notion of thorough semanticswith respect to a fixedmixed simulation (i.e., soundness) relation: by
Definition 6, a formula ϕ is true in amodelMwith respect to thorough semantics if and only if it is true in all conretizations
ofMwith respect to a fixed soundness relation ρ . In contrast, in the original definition of Bruns and Godefroid [7], ϕ is true
inM under thorough semantics if and only if it is true in all concrete structures that mix-simulateM. Thus, our definition
is more restrictive (i.e., it considers fewer concrete structures), but is more appropriate in the context of software model-
checking where the soundness relation is fixed a priori. We leave further investigations of model-checking complexity and
other properties of our definition to future work.
For the original definition of thorough semantics, Godefroid and Huth investigated self-minimizing temporal formulas
whose inductive and thorough semantics coincide [14]. Through a semantic minimization process, every Lμ formula can
be transformed into an equivalent formula that is self-minimizing, but may be exponentially larger than the original one.
Several results along this line, based on the comparison of SIS and thorough semantics, have been reported, e.g., [2,14,17,27].
In this paper, we have used a reduction operator to improve precision of inductive semantics based on the exploration of
the approximation ordering over the abstract domain. Our approach is orthogonal to semantic minimization. For example,
consider themodelM5 defined in Section 6.1 (its transition systemM5 is shown in Fig. 2) and the formulaψ  EF(¬p∧ q),
where p and q denote predicates (x > 0) and odd(x), respectively.ψ is self-minimizing. However, its value in a1 is unknown
under SIS, but is true under RIS. We leave further investigation of the relation between RIS and semantic minimization of
temporal logic formulas for future work.
We have shown that symbolic model checking of RIS and SIS have the same complexity. An interesting question left for
future study is whether there exists an inductive semantics that is more precise than RIS, andwhether it can be symbolically
model checked with the same complexity as RIS.
10. Conclusion
Several types of partial transition systems (PTSs) have been developed over the years to support abstract model checking
of complex temporal formulas. Somewere claimed to bemore precise; some had amore efficient decision procedure; others
weremore succinct. In this paper, we have studied these PTSs, partitioned into three families – KMTSs, MixTSs and GKMTSs.
We have compared them with respect to two fundamental ways of using PTSs: as objects for abstracting concrete systems,
and as models for checking temporal properties.
Specifically, we studied the connection between semantic and logical consistency of TSs, which is necessary to ensure
meaningful abstract model checking. We showed that these notions are not equivalent. However, we proved that they
coincide for monotone PTSs and provided an effective structural condition which is necessary and sufficient to guarantee
consistency.
We have also compared the expressive power of the three families of PTSs w.r.t. their ability to capture abstractions.
We showed, by defining semantics-preserving transformations between the formalisms, that while there are structural
differences, all three formalisms are equally expressive. Thus, neither hyper-transitions nor restrictions on may and must
transitions affect expressiveness. They do, of course, affect the succinctness of the resulting TSs.
We then turned to looking at the power of these formalisms w.r.t. the cost and precision of model checking. We have
introduced a new inductive semantics, RIS, for PTSs and showed not only that it is more precise than the standard semantics,
SIS, but also that model-checking under this semantics for MixTSs and GKMTSs has the same results. We have further
described a symbolic implementation of model checking with respect to RIS. The outcome is an algorithm that combines
the efficient symbolic encoding of MixTSs with the model checking precision of GKMTSs. The symbolic algorithm was
evaluated empirically, and our preliminary experiments suggest that RIS should be a good alternative to SIS for predicate
abstraction-basedmodel checkers. We leave further experimental comparisons between the two semantics for future work.
We hope that the results of our investigation help eliminate the confusion about the expressive power of the different
partial transition systems and enable their increasing usage as underlying formalisms for abstract model checking.
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