Abstract. Let H denote a finite simple hypergraph. The cover ideal of H, denoted by J = J(H), is the monomial ideal whose minimal generators correspond to the minimal vertex covers of H. We give an algebraic method for determining the chromatic number of H, proving that it is equivalent to a monomial ideal membership problem involving powers of J. Furthermore, we study the sets Ass(R/J s ) by exploring the rôle played by the coloring properties of induced subhypergraphs of H. Our work yields two new purely algebraic characterizations of perfect graphs, independent of the Strong Perfect Graph Theorem; the first characterization is in terms of the sets Ass(R/J s ), while the second characterization is in terms of the saturated chain condition for associated primes.
Introduction
Our goal in this paper is to study some of the connections between (hyper)graph theory and commutative algebra. We are particularly interested in describing algebraic methods for understanding the chromatic number and coloring properties of a (hyper)graph and algebraically characterizing perfect graphs. Our approach to these questions also allows us to give some insight into some purely algebraic questions in commutative algebra.
Throughout this paper, H is a finite simple hypergraph on vertices V H = {x 1 , . . . , x n } with edge set E H = {E 1 , . . . , E t }, where the E i are subsets of {x 1 , . . . , x n } of cardinality at least two (so H has no loops), and E i ⊆ E j for i = j (no multiple edges). When |E i | = 2 for all i, we have a finite simple graph, and we shall frequently specialize to this case to prove results about graphs. Let k be a field, and identify the vertices of H with the variables in a polynomial ring R = k[x 1 , . . . , x n ]. Two primary notions to connect the combinatorics of a hypergraph H with commutative algebra are the edge ideal I(H) = (x i 1 · · · x ir {x i 1 , . . . , x ir } ∈ E H ) ⊆ R, and the cover ideal J(H) = (x j 1 · · · x j l {x j 1 , . . . , x j l } is a vertex cover of H) ⊆ R.
The notion of an edge ideal was first introduced for graphs in [19] and extended to hypergraphs in [10] . The cover ideal J(H) can be realized as the squarefree Alexander dual I(H) ∨ of I(H), that is, In this paper, we mainly study the cover ideal J(H) and its powers. Our work was initially inspired by attempts to understand perfect graphs from an algebraic perspective. The Strong Perfect Graph Conjecture, formulated by Berge over 40 years ago, asserted that a graph G is perfect if and only if neither G nor its complement contains an induced cycle of odd length at least five. The Strong Perfect Graph Theorem (SPGT), which verifies Berge's conjecture, was recently proven by Chudnovsky, Robertson, Seymour, and Thomas [4] . In our earlier paper [7] , we used the SPGT to give an algebraic method of determining whether a graph G is perfect. In this paper, we look for characterizations of perfect graphs without using the SPGT, perhaps yielding an approach that could lead to an algebraic proof of the SPGT.
J(H) = I(H)
Although our motivation comes from a problem in graph theory, we found that many of our methods and results held more generally for hypergraphs, and as a consequence, we have written our paper from a hypergraph point-of-view. As discovered in our previous paper [7] , the associated primes of the powers of the cover ideal encode information about the graph. We were therefore led to questions about the associated primes of powers of ideals for an arbitrary squarefree monomial ideal. We have structured our paper around the following questions from both commutative algebra and combinatorics:
(1) (Computing the chromatic number) Is there an algebraic method for computing χ(H), the chromatic number of H, for a given hypergraph H? (2) (Describing associated primes) How are the associated primes of the powers of J(H) reflected in the coloring properties of H and its subhypergraphs? (3) (Stability of associated primes) What are bounds on an integer a, for a given ideal I, such that ∞ s=1 Ass(R/I s ) stabilizes at a, i.e., Ass(R/I s )?
(4) (Characterizing perfect graphs) How can one give an algebraic characterization of perfect graphs without using the Strong Perfect Graph Theorem? (5) (Persistence of associated primes) Given any ideal I, what conditions on I ensure that Ass(R/I s ) ⊆ Ass(R/I s+1 ) for all s ≥ 1? (6) (Saturated chain property for associated primes) An ideal I ⊂ R has the saturated chain property for associated primes if given any associated prime P of R/I that is not minimal, there exists an associated prime Q P with height(Q) = height(P ) − 1. Identify families of ideals possessing this (relatively rare) property.
Our first main theorem, which answers (1), is a mechanism for determining the chromatic number of a hypergraph. If V = {x 1 , . . . , x n } is the vertex set of a hypergraph H, write m V for the monomial x 1 · · · x n .
Theorem 1.1 (Theorem 3.2). χ(H) is the minimal d such that m d−1 V ∈ J(H)
d .
An alternative algebraic description of χ(H) was first given by Sturmfels and Sullivant [17] in terms of the s-th secant ideal of I(H). When H = G is a graph, Theorem 1.1 can be generalized to compute the b-fold chromatic number (see Theorem 3.6) of G, a number which is related to the fractional chromatic number. An answer to question (2) is much more subtle. Roughly speaking, we will show that the induced subhypergraphs that are critically (s + 1)-chromatic, that is, their chromatic number is s + 1, but any proper induced subhypergraph has a smaller chromatic number, each contribute an element to Ass(R/J s ). The subtlety to question (2) comes from the fact that one needs to look for critically (s + 1)-chromatic induced subhypergraphs not in H, but in the s-th expansion of H (see Definition 4.11) . By generalizing results found in Sturmfels and Sullivant [17] , we are able to answer question (2) in Corollary 4.14. A similar construction to the expansion of H, the parallelization of H, appears in recent work of Martínez-Bernal, Rentería, and Villarreal [13] in their study of the Rees algebra of I(H). These constructions suggest that when studying powers of edge or cover ideals of H, information about these ideals is not only encoded into H, but also into the expansion or parallelization of H.
Question (3) was inspired by results of Brodmann [3] who showed that for any ideal J in a Noetherian ring, there exists an integer a such that
Ass(R/J s ).
Yet little is known about the place at which stabilization occurs (i.e., the minimal such integer a). Hoa [11] provided a rough bound on a when J is a monomial ideal in a polynomial ring. When J = J(H) is the cover ideal of a hypergraph, we give a lower bound for a in terms of χ(H) in Corollary 4.3, thus giving a partial answer to (3). Sturmfels and Sullivant [17] gave one answer to question (4) by classifying perfect graphs in terms of the generators of the s-th secant ideal of I(G). We are able to give two new algebraic characterization of perfect graphs that are independent of the Strong Perfect Graph Theorem, thus giving new answers to (4): Theorem 1.2 (Theorem 5.10). Let G be a simple graph with cover ideal J. The following are equivalent:
and only if the induced graph on
s has the saturated chain condition for associated primes for all s ≥ 1.
As a consequence of Theorem 5.10, we prove that if J is the cover ideal of a perfect graph, then Ass(R/J s ) ⊆ Ass(R/J s+1 ) for all s ≥ 1, giving us a condition for question (5) . We also show in Theorem 4.4 that primes corresponding to cliques, odd holes, and odd antiholes always persist, regardless of whether the underlying graph is perfect, giving a partial answer to (5) . Observe that we also now have a new infinite family of ideals which have have the saturated chain condition for associated primes, answering (6) . Very few other families of ideals with this property are known (cf. [12] ).
Acknowledgments. The authors began this project during a Research in Teams week at Banff International Research Station (BIRS). The genesis of our main results was a number of computer experiments using both CoCoA [5] and Macaulay 2 [9] , which we gratefully acknowledge. We also thank Hailong Dao, Chính Hoàng, Craig Huneke, Jeremy Martin, and Jeff Mermin for their helpful conversations, and Bjarne Toft and Anders Sune Pedersen for answering our questions about critically chromatic graphs. In addition, we thank an anonymous referee of a previous paper who suggested the idea of the s-th expansion of a graph. The first author is partially supported by an NSA Young Investigator's Grant and an Oklahoma State University Dean's Incentive Grant. The second author is partially supported by the Board of Regents grant LEQSF(2007-10)-RD-A-30 and Tulane's Research Enhancement Fund. The third author acknowledges the support provided by NSERC.
Preliminaries: some hypergraph theory and associated primes
We explain some terminology that we shall use in the rest of the paper.
2.1. Cover ideals, secant ideals and Alexander duality. Throughout, H is a finite simple hypergraph on the vertex set V H = {x 1 , . . . , x n } and with the edge set E H = {E 1 , . . . , E t }. We assume that H has no isolated vertices and that each |E i | ≥ 2. When the E i s all have cardinality two, then H is a finite simple graph. In this case, we use G in place of H. We shall use I = I(H) for the edge ideal of H and J = J(H) for the cover ideal of H, which is generated by the squarefree monomials corresponding to the minimal vertex covers of H. Recall that a vertex cover of H is a subset W of V H such that if E ∈ E H , then W ∩ E = ∅. That is, a vertex cover has a nonempty intersection with every edge in H. A vertex cover is minimal if no proper subset is also a vertex cover. Notation 2.1. We shall use the following notation throughout this paper. For any subset W ⊆ V of the vertices, we use m W to denote the monomial x∈W x, and we use x W to denote the ideal (x | x ∈ W ). Hence m V denotes x 1 · · · x n , and x V denotes the maximal homogeneous ideal in R. Moreover, if a = (a 1 , . . . , a n ) ∈ N n , we write x a for x
The ideals I = I(H) and J = J(H) are squarefree Alexander duals of each other. Later, we shall need the generalized Alexander duality for arbitrary monomial ideals. The best reference for this topic is Miller and Sturmfels's book [14] . Let a and b be vectors in N n such that b i ≤ a i for each i. As in [14, Definition 5 .20], we define the vector a \ b to be the vector whose i-th entry is given by
Definition 2.2. Let a ∈ N n , and let I be a monomial ideal such that all elements of G(I), the minimal generators of I, divide x a . The Alexander dual of I with respect to a is the ideal
n is called an irreducible ideal. An irreducible decomposition of a monomial ideal I is an expression of the form Our sources for joins and secant ideals are the papers of Simis and Ulrich [16] and Sturmfels and Sullivant [17] .
, where x = {x 1 , . . . , x n }. Introduce s new groups of variables y i = {y i1 , . . . , y in }, and let I i (y i ) be the image of I i in k[x, y 1 , . . . , y s ] under the map that sends x j to y ij . The join of I 1 , . . . , I s , denoted by I 1 * · · · * I s , is defined to be the elimination ideal
The s-th secant ideal of an ideal I ⊆ R is the s-fold join of I with itself, that is,
, the standard monomials of I are the monomials in k[x]\I. The following result of [17] will be used later. 
2.2.
Terminology from (hyper)graph theory. We shall frequently have occasion to investigate particular types of subhypergraphs. If P ⊆ V , then the induced subhypergraph of H on P , denoted by H P , is the hypergraph with vertex set P and edge set E H P = {E ∈ E H | E ⊆ P }. Thus the induced subhypergraph is the largest subhypergraph of H on the vertices of P .
When we specialize from hypergraphs to graphs, we use some additional terminology. A cycle in a simple graph G is an alternating sequence of distinct vertices and edges C = x i 1 e 1 x i 2 e 2 · · · x i n−1 e n−1 x in e n x i 1 in which the edge e j connects the vertices x i j and x i j+1 (x i n+1 = x i 1 ) for all j. In this case, we say C has length n and call C an n-cycle. We shall often write a cycle simply as x i 1 x i 2 · · · x in x i 1 , omitting the edges. A chord is an edge that joins two nonadjacent vertices in the cycle. We shall use C n to denote an n-cycle without any chords. We usually refer to C n as an induced cycle since the induced graph on {x i 1 , x i 2 , . . . , x in } contains only the edges and vertices in the cycle. If an induced cycle has an odd (resp., even) number of vertices, we shall call it an odd (resp., even) cycle. An odd induced cycle of length at least five is called an odd hole. Example 2.9. Let G = C n be any odd cycle (that is, n ≥ 3 is odd). Then G is a critically 3-chromatic graph since χ(G) = 3, but if we remove any vertex x ∈ V , χ(G \ {x}) = 2.
2.3. Associated Primes. Associated primes are a classical notion: Definition 2.10. Let M be an R-module. A prime ideal P is called an associated prime of M if P = Ann(m), the annihilator of m, for some m ∈ M. The set of all associated primes of M is denoted Ass(M).
We will only be considering ideals of the form J d , where J is the cover ideal of a hypergraph H, which are monomial ideals. Hence, any associated prime of R/J d will have the form P = (x i 1 , . . . , x ir ) for some subset {x i 1 , . . . , x ir } ⊆ V H . We shall slightly abuse notation in the following way: we shall use P to denote both a subset {x i 1 , . . . , x ir } of V and the prime monomial ideal (x i 1 , . . . , x ir ). We hope it is clear from the context which form we are using.
We end this section with a technical lemma that allows us to simplify our future arguments. To determine if a prime ideal is associated to J(H) d , it is enough to determine if the maximal ideal is associated to a power of the cover ideal of an induced subhypergraph.
Lemma 2.11. Let H be a finite simple hypergraph on V = {x 1 , . . . , x n } with cover ideal
where
, and H P is the induced hypergraph of H on the vertex set
Proof. To simplify our notation, we take P = (x 1 , . . . , x m ), and hence
For any monomial u in the variables {x m+1 , . . . , x n }, we claim that
d implies that uw ∈ P , which is again a contradiction since neither u nor w is divisible by any of
As a consequence of the above discussion, we can multiply T by a suitable monomial u in the variables {x m+1 , . . . , x n } so that
We now show that J(
is a vertex cover of H since m i covers H P , and x m+1 · · · x n covers all the other edges. The above expression thus implies that
For any
where we have written each n i as n i = n i,1 n i,2 with n i,1 a monomial in k[P ] and n i,2 a monomial in the remaining variables. Thus, if we compare the monomials in k[P ] on both sides of the above expression, we get (
But each n i,1 corresponds to a vertex cover of H P and thus, is an element of
We will show that
We first observe that
Rewriting each n i as n i = n i,1 n i,2 , where n i,1 is a monomial in k[P ], and n i,2 is a monomial in the variables {x m+1 , . . . , x n }, we have
But each n i,1 corresponds to a vertex cover of H P since n i corresponds to a vertex cover of H. This means that T ∈ J(H P ) d , a contradiction.
Now let x i be a generator of P . In the ring
For each i = 1, . . . , d, the monomial m i (x m+1 · · · x n ) corresponds to a vertex cover of H and thus is an element of
and because each m i is squarefree and can be divisible by at most one x i , we have
We can now reduce to the case that w is a monomial only in the variables of {x 1 , . . . , x m }. But this just means that w ∈ P , as desired.
An algebraic method to compute the chromatic number
The main result of this section relates the chromatic number χ(H) of a finite simple hypergraph H to the powers of the cover ideal J = J(H). Our theorem provides an algebraic method to compute this invariant.
The following fact, which follows directly from the definitions, is stated as a lemma so that we may refer back to it throughout the paper. The proof is omitted.
Lemma 3.1. Let H = (V, E) be a simple hypergraph, and let C ⊆ V be a subset of the vertices. Then C is an independent set if and only if V \C is a vertex cover of H.
We come to our first main theorem in this paper: an algebraic description of χ(H).
Theorem 3.2. Let H be a finite simple hypergraph on
Now form the following d sets:
. . .
It suffices to show that C 1 , . . . , C d form a d-coloring of H. We first note that by construction, the C i s are pairwise disjoint. As well, because each
By Lemma 3.1, we know that
is a vertex cover of H, and hence m Y i ∈ J for i = 1, . . . , χ(H). It follows that A slight modification to Theorem 3.2 allows us to calculate the b-fold chromatic number of a finite simple graph G. Theorem 3.6. Let G be a finite simple graph on V = {x 1 , . . . , x n } with cover ideal J.
Proof. Just as in Theorem 3.2, we will show that
. . , C ia . We associate to x j the colors {i 1 , . . . , i b }. We claim that this coloring is a b-fold coloring of G. Indeed, each vertex has received b colors, so it suffices to show that adjacent vertices receive disjoint sets of colors. So, suppose x j x k ∈ E G , and x i is colored {i 1 , . . . , i b } and x k is colored {l 1 , . . . , l b }. If there is a p ∈ {i 1 , . . . , i b } ∩ {l 1 , . . . , l b }, this means that x j ∈ C p and x k ∈ C p . But because W p is a vertex cover, C p is an independent set, and so x j and x k cannot both be in C p . Thus
For the converse direction, suppose that χ b (G) = a ≤ d, and assume that G has already been given a b-fold coloring using a colors, say {1, . . . , a}. For i = 1, . . . , a, let
Since the set of vertices in a b-fold coloring that receive the color i form an independent set, the set W i forms a vertex cover, and hence
Since each vertex x j receives exactly b distinct colors, each x j is not in b of the W i s, or equivalently, x j is in exactly a − b of the of W i s. But this implies that
Since m V ∈ J, we thus have m
Example 3.7. Let G = C 5 be the 5-cycle. A 2-fold coloring of G is given below:
We see that we need at least 5 colors to find a 2-fold coloring of G. In fact, we have χ 2 (G) = 5. Thus, by Theorem 3.6, we will have (x 1 x 2 x 3 x 4 x 5 ) 5−2 ∈ J(G) 5 , which a computer algebra system can easily verify.
Remark 3.8. The fractional chromatic number of a graph G, denoted χ f (G), is defined in terms of the numbers χ b (G). Precisely,
The book of Scheinerman and Ullman [15] provides an introduction to fractional graph theory, which includes material on the fractional chromatic number. It can be shown that there exists an integer b such that χ f (G) = χ b (G)/b, so Theorem 3.6 may give some insight into the value of χ f (G). This is particularly interesting since χ f (G) can also be viewed as a solution to a linear programming problem.
We round out this section with a technical lemma whose proof is similar to one direction of Theorem 3.2. This result will be required in the sequel. Lemma 3.9. Let H be a finite simple hypergraph on V = {x 1 , . . . , x n } with cover ideal J. Suppose that for some independent set C ⊆ V , (m
Proof. Let W = V \ C. Since C is an independent set, W is a vertex cover of H. It follows that m
. By Theorem 3.2, this implies that χ(H) ≤ d + 1.
Irreducible decompositions and associated primes of the powers of cover ideals
In this section, we explore the irreducible decompositions and associated primes of the powers of cover ideals J. Recall that any associated prime of R/J d will have the form P = (x i 1 , . . . , x ir ) for some subset {x i 1 , . . . , x ir } ⊆ V , and we use P to denote both a subset {x i 1 , . . . , x ir } ⊆ V and the prime ideal (x i 1 , . . . , x ir ), depending on the context. Lemma 4.1. Let H be a finite simple hypergraph on V = {x 1 , . . . , x n } with cover ideal
, then there exists some x i in T whose exponent is at least d. Thus, the exponent of
Our next result shows that elements of Ass(R/J d ) are linked to critically chromatic subgraphs. We prove this result directly, instead of using Theorem 4.13, because this proof requires less machinery and gives an application of the coloring results of Section 3. Theorem 4.2. Let H = (V, E) be a simple hypergraph with cover ideal J. Suppose that the induced hypergraph
Proof. By Lemma 2.11 we can take P = V . Thus χ(H) = d + 1, and if we remove any vertex
Fix an i ∈ {1, . . . , n}. By our minimality property,
Because this is true for each 1 ≤ i ≤ n, we have ( Since  (x 1 , . . . , x n ) is the maximal ideal, and (
(b) Suppose that P = (x 1 , . . . , x n ) ∈ Ass(R/J e ) with 1 ≤ e < d. Then there exists some T such that J e : T = (x 1 , . . . , x n ). By Lemma 4.1, T | (m V ) e−1 , i.e., the exponent of each
e for each i = 1, . . . , n. We now apply Lemma 3.9 with C = {x i } to conclude that χ(H) ≤ e + 1 < d + 1 = χ(H). But this is a contradiction. Hence, P ∈ Ass(R/J e ) if 1 ≤ e < d. 
Proof. There exists a subset P ⊆ V such that the induced subhypergraph H P ⊆ H has the property that χ(H P ) = χ(H), and χ(H P ) is critically χ(H)-chromatic. Then by Theorem 4.2,
Ass(R/J e ).
When we have a graph G, and the induced subgraph of G on P is a clique, an odd hole, or an odd antihole, we can prove a stronger statement: the associated primes persist as the power on J increases. We record it here: 
Proof. If G P is a clique of size d + 1, then χ(G P ) = d + 1, and it is minimal with respect to this property. Thus, Theorem 4.2 implies that P ∈ Ass(R/J d ), but P ∈ Ass(R/J e ) with 1 ≤ e < d. It now suffices to show that P ∈ Ass(R/J t ) with t > d. We localize at P so that G P = G = K d+1 . In this case n = d + 1, i.e., m V = x 1 · · · x d+1 .
We know from the proof of Theorem 4.2 that
Because G is a clique of size d+1, each minimal vertex cover W of G has |W | = d. Hence, the ideal J is generated in degrees d or higher, which means that J t is generated in degrees td or higher. On the other hand, the monomial x
t−1 has degree d−1+d(t−1) = td−d+d−1 = td−1, and thus cannot be in J t .
It now suffices to show that J t :
Because this is true for each x i , we get the desired conclusion.
Suppose now that G P is an odd hole of size 2d + 1. Then χ(G P ) = 3, and removing any vertex makes the new graph 2-colorable, so P ∈ Ass(R/J 2 ) by Theorem 4.2. We show that P ∈ Ass(R/J s ) for all s ≥ 2. Localize at P so that J is the ideal of vertex covers of the odd hole G P . Without loss of generality, write the vertices of G P as {x 1 , . . . , x 2d+1 }.
Note that an odd hole of size 2d+1 requires at least d+1 vertices to cover the graph. If T ∈ J s , then deg T ≥ s(d+1) = ds+s. But deg T = (2d+1)+(s−2)(d+1) = ds+s−1, so T ∈ J s . We now show that J s : T ⊇ (x 1 , x 2 , . . . , x 2d+1 ). We get s − 2 vertex covers from the monomial (x 1 x 3 x 5 · · · x 2d+1 ) s−2 . We can get two additional covers from x i m V ; assume without loss of generality that
, which are both vertex covers of G. Hence x i T ∈ J s for all i, and thus J s : T = (x 1 , x 2 , . . . , x 2d+1 ). So P ∈ Ass(R/J s ) for all s ≥ 2.
Finally, let G P be an odd antihole of size 2d + 1. Then χ(G P ) = d + 1, and removing any vertex makes the new graph d-colorable. Thus P ∈ Ass(R/J d ) by Theorem 4.2, and we claim that P ∈ Ass(R/J s ) for all s ≥ d as well. Localize at P so that J is the ideal of vertex covers of the odd antihole G P . Let m V = x 1 x 2 · · · x 2d+1 , and let
We show that J s : T = (x 1 , x 2 , . . . , x 2d+1 ). First, degree considerations show that T ∈ J s . If it were, then deg T ≥ s(2d − 1) = 2ds − s since a minimal vertex cover of an odd antihole of size 2d + 1 has cardinality 2d − 1. But deg T = (2d + 1)(d − 1) + (2d − 1)(s − d) = 2ds − s − 1, so T ∈ J s . We now claim that J s : T ⊇ (x 1 , x 2 , . . . , x 2d+1 ). It suffices to show for any x i (without loss of generality, say, 
,
Remark 4.5. We can prove Theorem 4.4 because we have extra information about the vertex covers of cliques, odd holes, and odd antiholes. In general, appeals to the degree are insufficient to show that T ∈ J s . We conjecture, however, that for any hypergraph H with cover ideal J and for all s ≥ 1, we have Ass(R/J s ) ⊆ Ass(R/J s+1 ); from this, it is easy to show that Ass(R/J s ) ⊆ Ass(R/J s+1 ) for any squarefree monomial ideal J. In Corollary 5.11 we prove this statement for perfect graphs. Example 4.7. The converse of Theorem 4.2 is false in general; that is, if
Ass(R/J e ), then it does not follow that χ(H P ) = d + 1. To illustrate this fact, consider the following graph G:
Using Macaulay 2 one can compute the associated primes of R/J, R/J 2 , and R/J 3 ; in particular,
However G = G m has χ(G) = 3 = 3 + 1.
Example 4.8. Let G be the graph with V G = {x 1 , . . . , x 7 , y 1 , y 2 } and edge set
Note that the induced graph on the x i s is a seven cycle. This graph has χ(G) = 3. Using a computer algebra system, such as Macaulay 2, one will find that
Ass(R/J s ) .
Stabilization of the associated primes therefore occurs at some integer a ≥ χ(G) − 1 + 2 = χ(G) + 1.
Examples 4.7 and 4.8 show that the bound of Corollary 4.3 is far from being the optimal bound. The following natural question arises: Question 4.9. For each integer n ≥ 0, does there exist a hypergraph H n such that the stabilization of associated primes occurs at a ≥ (χ(H n ) − 1) + n? Examples 4.7 and 4.8 show that the question is true for n = 1 and 2, and we have found an example with n = 3, which we will not reproduce here, that involves 12 vertices and 22 edges. However, we do not know what happens for n ≥ 4.
To understand what is true in the converse direction of Theorem 4.2, we adopt a different approach based upon some results of Sturmfels and Sullivant in [17] about secant ideals and generalized Alexander duality. Our situation, when dealing with squarefree monomial ideals, is a bit simpler because the characteristic of the field k is irrelevant, and we may choose the vector a = (1, . . . , 1) to get the usual Alexander duality.
The next result [17, Theorem 3.2] was stated for graphs but also holds for hypergraphs. , and it is easy to see that the argument still works after substituting the generalized definitions of coloring and independent set for hypergraphs. The last step in the proof requires that I(H) {s} be radical, but I {s} is radical when I is any squarefree monomial ideal, so using edge ideals of hypergraphs instead of graphs is no problem.
We thank an anonymous referee of one of our previous papers for drawing our attention to the notion of the s-th expansion of a (hyper)graph and for suggesting the statement of Theorem 4.13 in the case of graphs.
Definition 4.11. Let H = (V, E) be a hypergraph over the vertices V = {x 1 , . . . , x n }. For each s, we define the s-th expansion of H to be the hypergraph obtained by replacing each vertex x i ∈ V by a collection {x ij | j = 1, . . . , s}, and replacing E by the edge set that consists of edges {x i 1 l 1 , . . . , x irlr } whenever {x i 1 , . . . , x ir } ∈ E and edges {x il , x ik } for l = k. We denote this hypergraph by H s . The new variables x ij are called the shadows of x i . The process of setting x il to equal to x i for all i and l is called the depolarization.
Remark 4.12. The expansion construction is a common construction in graph theory, although, to the best of our knowledge, there does not appear to be any consistent terminology. In some case, the expansion of a vertex is called the replication of a vertex. There is a similar construction, sometimes called the duplication or parallelization of a vertex, where the definition is the same as above except we do not add the edges {x il , x ik } for l = k, i.e., the vertices {x ij | j = 1, . . . , s} form an independent set instead of a clique as in our case. See the paper of Martínez-Bernal, Rentería, and Villarreal [13] on how the parallelization of a hypergraph H is related to the Rees algebra of I(H).
Let s = (s, . . . , s) ∈ N n . Recall that for a subset W ⊆ V , x W denotes the ideal (x | x ∈ W ). The following result is a higher-dimensional analog of [17, Theorem 3.2], but it requires significantly more arguments to prove. Proof. It follows from Theorem 4.10 that Let V be the collection of all minimal vertex covers of H. Then
. . , U s ∈ V , and by Theorem 2.2 we have
[s] be a monomial in which each x i appears with power at most s. It follows from the description of (J s ) [s] above that there exists a collection of vertex covers
LetM be the polarization of M in the polynomial ring associated to (H Y ) s , and letỸ = {x ij | x ij dividesM }. Then mỸ =M depolarizes to M. For each t = 1, . . . , s, let Y t = Y \U t . Then Y t is an independent set of H. Moreover, if a vertex x i ∈ V H is not in s t=1 Y t , then either x i ∈ V H \ Y or x i belongs to all of the vertex covers {U 1 , . . . , U s }. In the second case, it follows that x i ∤ M since the highest power of x i in M is at most s − s = 0. Thus, in both cases we have x i ∈ Y . Thus,
By assigning color t to the vertices in Y t , we color H Y with s colors, where the coloring has the property that a vertex may get many colors, and if {x i 1 , . . . , x ir } is an edge in H Y , then there does not exist any color that is assigned to all the vertices {x i 1 , . . . , x ir }. Observe that a vertex x i ∈ Y is assigned s − k colors precisely when x i is contained in exactly k sets of the collection {U 1 , . . . , U s }; this is the case when at most s − k shadows of such an x i appear inM . We shall use (a subset of) these (s − k) colors to assign a color to the shadows of x i appearing inM . It is easy to see that this is an s-coloring for H s Y . Thus, mỸ is a standard monomial of I(H s ) {s} .
Conversely, suppose M is a monomial, in which each x i appears with power at most s, such that there exists a standard monomial N of I(H s ) {s} that depolarizes to M. It follows from Theorem 2.6 that N can be written as m T 1 . . . m Ts , where m T 1 , . . . , m Ts are standard monomials of I(H s ). Observe that if m U is a standard monomial of I(H s ), and x ij m U , then by replacing x ij by any other shadow x il of x i in U not already in U, we still get a standard monomial of I(H s ). Furthermore, each x i appears in M with power at most s, so for each i, N contains at most s shadows of x i (counted with multiplicity). Thus, by replacing a repeated shadow x ij of x i by collection of distinct shadows if necessary, we may assume that T 1 , . . . , T s are pairwise disjoint.
Let T be the collection of variables that appear in N, and let Y be the collection of variables that appear in M. Observe that since each T i is an independent set in H s , we can assign color j to the vertices in T j to get an s-coloring for H s T . For each x i ∈ Y , let C i be the set of colors that shadows of x i appearing in T obtained. We call C i the color class of x i . For each t = 1, . . . , s, form the set U t = Y \{x i ∈ Y t ∈ C i }. Observe that if {x i 1 , . . . , x ir } is an edge in H Y then {x i 1 l 1 , . . . , x irlr } is an edge of H s T for any 1 ≤ l 1 , . . . , l r ≤ s, and so r j=1 C i j = ∅. This implies that for any 1 ≤ t ≤ s, {x i 1 , . . . , x ir } ⊆ {x i ∈ Y | t ∈ C i }. It follows that U t is a vertex cover of H Y for any t = 1, . . . , s. Observe further that for each x i ∈ Y , if x i belongs to exactly k i of the vertex covers {U 1 , . . . , U s }, then the color class C i of x i has exactly s − k i colors. Since the set of any two distinct shadows of x i is an edge in H s , these shadows cannot receive the same color. Thus, there are exactly s − k i shadows of x i appearing in T . This implies that, in this case, the highest power of
By Theorem 2.4, the irredundant irreducible decomposition of the ideal J s corresponds to the minimal generators of (J s ) [s] , which are precisely the depolarizations of monomials corresponding to critically (s+1)-chromatic induced subhypergraphs of H s . As a corollary, we can describe the elements of Ass(R/J s ) for all s ≥ 1.
Corollary 4.14. Let H be a finite simple hypergraph with cover ideal J. Then
if and only if there exists some set T with . After all such swapping, the resulting set is the desired set T .
For the converse direction, because H s T is critically (s + 1)-chromatic, we know that the depolarization of m T is a minimal generator of (J s ) [s] . But our condition on T implies that this generator has the form x
) appears in the irredundant irreducible decomposition of J s by Theorem 2.4, and thus (x i 1 , . . . , x ir ) ∈ Ass(R/J s ).
As another corollary, we show that some prime ideals cannot appear as associated primes.
Corollary 4.15. Let H be a finite simple hypergraph with cover ideal J. If χ(H P ) = d+1, and there exists x ∈ P such that χ(H P \{x} ) = d + 1, then P ∈ Ass(R/J d ).
Proof. Without loss of generality, let x = x 1 , and let P = {x 1 , . . . , x r }. Write T = {x 11 , . . . , x r1 } and T ′ = T \{x 11 }; these are subsets of the vertices of
, and hence P = (x 1 , . . . , x r ) ∈ Ass(R/J d ).
Example 4.16. We return to Example 4.7. As we saw, m = (x 1 , . . . , x 6 ) ∈ Ass(R/J 3 ) but m ∈ Ass(R/J
2 ) since G m is 3-chromatic but not critically 3-chromatic. Theorem 4.13 helps interpret this phenomenon. If T = {x 11 , x 12 , x 21 , x 31 , x 41 , x 51 , x 61 } are vertices of the expansion graph G 3 , then it is easy to see that G
3
T is a critically 4-chromatic, so m ∈ Ass(R/J 3 ) by Corollary 4.14. If T ′ is any subset of vertices of G 3 containing exactly one shadow of each of x 1 , . . . , x 6 , then G 3 T ′ is already 3-chromatic but not critically 3-chromatic since, for example, dropping the shadow of x 6 leaves an induced 5-cycle. Adding additional shadows of the x i to T ′ cannot repair this obstruction, so no minimal generator of (J 2 ) [2] is divisible by x 1 · · · x 6 . Therefore m ∈ Ass(R/J 2 ).
Application: algebraic characterizations of perfect graphs
In this section we specialize to that case that H = G is a finite simple graph. We will use the results of the previous sections to give two algebraic characterizations of perfect graphs. We begin by introducing perfect graphs.
Definition 5.1. We call a graph G a complete graph of order n, denoted by K n , if |V G | = n and E G = {x i x j | 1 ≤ i < j ≤ n}. For a subset S ⊆ V G , we call an induced subgraph G S a clique if G S = K |S| . The size of the largest clique of G is denoted by
Clearly, χ(K n ) = n, and thus we always have χ(G) ≥ ω(G).
A graph G is said to be a minimal imperfect graph if G is imperfect, but for any vertex x ∈ V , G \ {x} is a perfect graph.
Remark 5.3. By the Strong Perfect Graph Theorem [4] , the only minimal imperfect graphs are the odd holes and odd antiholes (complements of odd holes). Our aim is to give new algebraic characterizations of perfect graphs that avoid the use of this theorem.
The next few lemmas address properties of imperfect graphs.
Lemma 5.4. Suppose that G is a minimal imperfect graph on V = {x 1 , . . . , x n } with cover ideal J. Then (x 1 , . . . , x n ) ∈ Ass(R/J χ(G)−1 ).
Proof. It suffices to prove that for every x ∈ V , χ(G \ {x}) = χ(G) − 1, and then apply Theorem 4.2. So suppose that there exists a vertex x ∈ V such that χ(G \ {x}) = χ(G).
But because G is a minimal imperfect graph, ω(G) < χ(G), a contradiction.
As a corollary, we can identify the minimal imperfect graphs with the additional condition that Ass(R/J s ) = Ass(R/J 2 ) for all s ≥ 2.
Corollary 5.5. If G is a minimal imperfect graph with cover ideal J, and Ass(R/J s ) = Ass(R/J 2 ) for all s ≥ 2, then G is an odd hole.
Proof. It follows from the minimality of G that G is critically χ(G)-colorable. By Lemma 5.4, the maximal ideal m ∈ Ass(R/J χ(G)−1 ), so m ∈ Ass(R/J 2 ). It follows from Theorem 4.2 that χ(G) = 3. This implies that G is not a bipartite graph, i.e., G contains an odd cycle. By the minimality of G, we can conclude that G is an odd cycle. But G is not perfect, so G is an odd hole.
The next lemma shows that perfection is preserved when passing to the expansion. We next describe a large families of prime ideals P that cannot appear as associated primes by showing that the induced graph G P has a property that prevents it from contributing an associated prime. Although we shall only need a special case of this result, we prove a much more general result since it seems of independent interest. In what follows N G (x) = {y ∈ V | {x, y} ∈ E G } denotes the set of neighbors of x. Definition 5.7. A vertex x ∈ V G is said to be a simplicial vertex of G if the induced graph on the neighbors N(x) is a clique. Note that this implies that the induced graph on {x} ∪ N G (x) is also a clique.
Theorem 5.8. Suppose that G has a simplicial vertex x ∈ V with N(x) = {x 2 , . . . , x r }. Let P ∈ Ass(R/J s ). Then
Then the induced graph G P on P = {x,
Since a clique of size d+1 is critically (d+1)-chromatic, we have P ∈ Ass(R/J d ) by Theorem 4.2. But then by Theorem 4.4, we have P ∈ Ass(R/J s ) since d ≤ s.
(⇒) Suppose that x ∈ P ∈ Ass(R/J s ). We first observe that P = (x) since this would mean that (x) is a minimal associated prime of R/J s , but the minimal associated primes are the height two prime ideals which correspond to the edges of G. We use Lemma 2.11 to assume G P = G. There are now two cases to consider. Case 1. P = (x, x i 1 , . . . , x i d ) with {x i 1 , . . . , x i d } a subset of {x 2 , . . . , x r } of size d > min{r − 1, s}. This case can only happen if r − 1 ≥ d > s simply because we must take a subset of r − 1 elements. In this situation, G P is a clique of size d + 1 > s + 1. But by Theorem 4.2, P ∈ Ass(R/J e ) for all e < d because G P is critically (d + 1)-chromatic. Hence P ∈ Ass(R/J s ) since s < d, thus contradicting our assumption on P .
Case 2. P = (x, w, . . .) with w ∈ N(x) ∪ {x}. Suppose that T ∈ J s−1 \ J s is the annihilator such that J s : T = P = (x, w, . . .). There then exist s minimal vertex covers m 1 , . . . , m s (not necessarily distinct) such that
If a minimal vertex cover does not contain x, it must contain {x 2 , . . . , x r }, or equivalently, if a generator of J is not divisible by x, it is divisible by x 2 x 3 · · · x r . After relabeling, we may assume that m 1 , . . . , m a are divisible by x while m a+1 , . . . , m s are divisible by x 2 x 3 · · · x r (and not by x). Note that because each minimal vertex cover of G must cover the clique {x, x 2 , . . . , x r }, we must also have that each m 1 , . . . , m a is divisible by at least r − 2 variables of x 2 , . . . , x r . Moreover, if there was some m i ∈ {m 1 , . . . , m a } that was divisible by x 2 · · · x r , then since x also divides m i , we would have that m i /x ∈ J, contradicting the fact that each m i is a minimal generator of J. Thus, each m 1 , . . . , m a is divisible by exactly r − 2 variables of x 2 , . . . , x r .
Since w ∈ N(x) ∪ {x}, the above discussion implies that the degree of the variables {x 2 , . . . , x r } in T must be at least
At the same time, we must have
Thus, x appears in a + 1 of m . In particular, we may assume that m
In the above expression, we have swapped the
. It is straightforward to see that (x 2 · · · x i · · · x r n ′ a+1 ) still corresponds to a vertex cover of G and consequently, is an element of J. However, dividing by x on both sides gives
which is an expression of T written as the product of s generators of J, that is T ∈ J s , thus giving the desired contradiction.
One of our characterizations of perfect graphs shall be in terms of the saturated chain property for associated primes.
Definition 5.9. An ideal I ⊂ R has the saturated chain property for associated primes if given any associated prime P of R/I that is not minimal, there exists an associated prime Q P with height(Q) =height(P ) − 1.
We can now prove the main result of this section. It is now easy to see that the support of the depolarization m T is also a clique of size at most s + 1. Thus, G P is a clique.
(2) ⇒ (3). If s = 1, then J has no embedded primes, that is, all of its associated primes are minimal. So the statement holds. Now suppose that s ≥ 2, and that P ∈ Ass(R/J s ) is an embedded prime, and thus, height(P ) = r > 2. By (2), the induced graph on G P is a clique of size r ≤ s + 1. After relabeling, we may assume that P = (x 1 , . . . , x r ). But then there exists a clique of size r − 1 on {x 1 , . . . , x r−1 }. Now because this clique is critically (r − 1)-chromatic, we know that Q = (x 1 , . . . , x r−1 ) ∈ Ass(R/J r−2 ) by Theorem 4.2. But then by Theorem 4.4 we have Q ∈ Ass(R/J s ) since r − 1 ≤ s. Thus J s has the saturated chain property for associated primes because height(Q) + 1 = height(P ) and Q P .
(3) ⇒ (1). Suppose that G is not perfect. So, there exists some subset P ⊆ V such that G P is minimally imperfect. By using Lemma 2.11, we can assume that that P = V . Thus, by Lemma 5.4, we have (x 1 , . . . , x n ) ∈ Ass(R/J χ(G)−1 ). Because J χ(G)−1 has the saturated chain property for associated primes, we can find prime ideals Q 2 , Q 3 , . . . , Q n−1 ∈ Ass(R/J χ(G)−1 ) such that (x i , x j ) = Q 2 ⊂ Q 3 ⊂ · · · ⊂ Q n−1 ⊂ Q n = (x 1 , . . . , x n ).
where height(Q i ) + 1 = height(Q i+1 ) for i = 2, . . . , n − 1. Now the minimal prime of height two corresponds to a clique of size two, i.e. G Q 2 is the clique K 2 . On the other hand, G Qn = G is not a clique since a clique is perfect, but G is not perfect. Thus, there exists a minimal i such that G Q i is a clique of size |Q i | and G Q i+1 is not a clique. If Q i = (x i 1 , . . . , x ir ), then Q i+1 = (x i 1 , . . . , x ir , x i r+1 ) for some x i r+1 . Since G Q i+1 is not a clique, x i r+1 is not adjacent to one of x i 1 , . . . , x ir . Without loss of generality, say x i 1 is not adjacent to x i r+1 .
Because Q i+1 ∈ Ass(R/J χ(G)−1 ), by Lemma 2.11, we have that
But in the graph G Q i+1 , the vertex x i 1 is a simplicial vertex. Because x i 1 ∈ Q i+1 , by Theorem 5.8, the vertex x i 1 must be adjacent to every other vertex {x i 2 , . . . , x ir , x i r+1 }. But this is false since x i 1 and x i r+1 are not adjacent. We have thus reached the desired contradiction, and so G is perfect.
For perfect graphs, we have the persistence of associated primes and the bound of Corollary 4.3 becomes an equality:
Corollary 5.11. Let G be a perfect graph with cover ideal J. Then Ass(R/J s ).
Proof. The first statement follows directly from Theorem 5.10 (2). For (2), suppose that P ∈ ∞ s=1 Ass(R/J s ), i.e., P ∈ Ass(R/J s ) for some s. Then by Theorem 5.10, we have that G P is a clique of size at most s + 1 in G. Moreover χ(G P ) ≤ χ(G). So, G P is a clique of size at most min{s + 1, χ(G)}. By Theorem 4.4, this means that P ∈ Ass(R/J χ(G)−1 ). Thus Ass(R/J s ), as desired.
Remark 5.12. As a consequence of Theorem 5.10, we get a new infinite family of ideals with the saturated chain property for associated primes. This property has been studied only in very special cases, mostly initial ideals of A-graded ideals [1, 12] and particularly special initial ideals of prime ideals [18] ; it is of independent, purely algebraic interest. S. Hoşten and R. Thomas note that the condition is "a rare property for an arbitrary monomial ideal" [12] .
