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Abstract—We advocate the use of Markov sequential object processes for
tracking a variable number of moving objects through video frames with a view
towards depth calculation. A regression model based on a sequential object
process quantifies goodness of fit; regularization terms are incorporated to control
within and between frame object interactions. We construct a Markov chain Monte
Carlo method for finding the optimal tracks and associated depths and illustrate
the approach on a synthetic data set as well as a sports sequence.
Index Terms—Depth calculation, Markov chain Monte Carlo, Markov sequential
object process, object tracking, regularization, stochastic geometry.
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1 INTRODUCTION
1.1 Motivation
TRACKING moving objects is the dual task of detecting the objects
in a video sequence and following their movements through the
sequence. Thus, a tracking algorithm must decide whether there
are any objects of a specified kind in each of the image frames; if so,
it determines the number of objects, their locations, shapes, sizes,
and spatial relationships within each frame, as well as their
movements across frames. In other words, for each object, a record
has to be kept of the frame in which it is first seen in the
observation window, its trajectory over time, and possibly the
frame in which the object is last observed.
Object tracking is important, as motion is a prime source of
semantic information. Applications include monitoring and sur-
veillance, robotics, and biomedical image analysis. Our motivation
comes from the need to transform plentiful 2D content to a format
suitable for display on a 3D-TV in light of the dearth of “true”
3D content. To do so, our goal is to infer a depth map. Indeed, when
two objects pass each other, their relative distance from the camera
becomes apparent and can be propagated over frames. It is
interesting to note that the occlusion that is often claimed to hinder
higher order vision tasks is actually a great help in this context.
Motion tracking is a complex task, and the classical approach is to
tackle easier subproblems [5], [25], [26]. In an initialization phase, the
number of objects to be followed is decidedupon, and their positions
and velocities are measured. To deal with measurement noise, a set
of equations is derived for themovement of an object fromone frame
to the next. These, in turn, form the basis for a Kalman or data
association filtering phase that outputs cleaned, more robust object
coordinates and relates these to the measurements [3], [11]. Note
though that the Kalman filter can be proved to be optimal only for
the prediction of the unobserved state of a linear system under
Gaussian noise, a condition that rarely holds for features extracted
from video data. For this reason, particle filters [6] were proposed
that use a Monte Carlo approximation to the posterior probability
distribution. However, the approach suffers from initialization
problems when dealing with a variable number of objects [9], [26],
and is not able to capture interactions between the objects [12].
An alternative to Gaussian modeling is to use the Hough
transform [8], which translates complex feature recognition
problems into easier to handle local peak detection problems. In
tracking, the equations for the movement of an object from one
frame to the next can be expressed in terms of translation and
rotation parameters, evidence for which in turn is accumulated in
Hough space [10]. The Hough transform is robust against noise and
occlusion; its main disadvantage is the need for storage, although
this may be alleviated somewhat by restriction of the parameter
space.
1.2 Background and Related Work
The goal of this paper is to present a coherent theoretical framework
for deriving partial depth order relations between a variable
number of moving objects. In particular, we advocate the use of
(sequential) spatial object processes, building on successful work on
the application of stochastic geometric ideas to computer vision
problems.
The idea to useMarkov object processes as priors in vision can be
traced back to the early 1990s [1], [2], [19], [21]. By their very nature,
such models—in combination with a term for assessing the fit
between the hypothesized scene and the data image(s)—allow for an
unknown, variable number of objects, and may exhibit complicated
interactions between objects.Moreover, there is no need for linearity
or Gaussianity assumptions, and the posterior distribution quanti-
fies the uncertainty about the validity of the hypothesis. The ideas
have been taken up and applied to a variety of pattern recognition
problems in fields such as confocal microscopy [23] or remote
sensing [13], [24], tonamebuta few.Recently, [12]proposedanobject
process priorwith aview towards themovements of a colony of ants.
A sequential, data driven Metropolis-Hastings algorithm was
designed, and shown to be effective in dealing with interactions
between the ants, but less so in case of occlusion.
Beingmostly concernedwith objects that do not overlap or have a
similar appearance, the abovementioned papers do not take into
account the relative depths of objects in the scene. The work [17]
concerned with recognition of piles of mushrooms in a single image
frame did, but at high computational cost. Recently, [14], [15]
introduced so-calledMarkov sequential object processes, that seem to be
well suited to deal with depth ordering and occlusion because—in
contrast to classical Markov object processes—they explicitly model
the permutation order of the objects involved. This paper is a first
study into the use of such models for depth estimation by tracking
moving objects. Its plan is as follows: First, in Section 2, we fix
notation. In Section 3, we propose a regression model based on a
Markov sequential object process to assess the likelihood of
hypothesized scenes. Section 4 introduces further regularization
terms to control within and between frame object interactions.
Section 5 is devoted to the construction of a Markov chain Monte
Carlo method for finding the optimal tracks. Section 6 first
investigates the ability of the method to deal with objects that enter
or leave the scene, pass each other, or are completely occluded, as
well as with varying contrast on a toy example. We then present an
example concerning a sports sequence, and the paper closes with a
summary and discussion of future work.
2 PRELIMINARIES AND NOTATION
2.1 Setup
The data consist of a sequence of image frames y ¼ ðyi; i ¼ 1; . . . ; IÞ,
where yi ¼ ðyit; t 2 T Þ, i ¼ 1; . . . ; I. The “image space” T is an
arbitrary finite set of pixels, and I 2 IN is the number of frames.
The observed value yit at pixel t 2 T in frame i ranges over a set V
that is arbitrary, typically f0; 1; . . . ; 255gd with d ¼ 1 for gray-level
images and d ¼ 3 for colored ones. A sequence of I ¼ 3 gray-level
images consisting of 200 200 pixels is presented in Fig. 1.
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Every image frame depicts a scene that contains objects of a
certain type that we are interested in. Here, we suppose the “object
space”D L of possible objects to be a Cartesian product of location
and object parameters. The setD is a compact subset of IR2 equipped
with the volumemeasure  and is used to specify the location of the
object; L is an arbitrary complete separable metric space (equipped
with a probability distribution L) that is designed to capture the
geometry and appearance of an object, for example its shape, size,
orientation, color, or texture. For the sequence of Fig. 1, the objects
are squares, whose location may be parametrized by the top left
corner. The object description is complete upon specifying its side
length and color, soL ¼ ½smin; smax  V for 0 < smin < smax <1 and
V ¼ f0; . . . ; 255g, the set of gray-levels.
We assume that each object x 2 D L determines a region
RðxÞ  T in image space that is “occupied” by the object, and refer
to it as the “template” of x in T . In the squares example, an object
x ¼ ðt1; t2; s; vÞ has as template RðxÞ a square with top left pixel
ðbt1c; bt2cÞ and bottom right pixel ðdt1 þ se; dt2 þ seÞ (alternatively,
round to the nearest integer), both clipped to T if necessary,
painted with gray-level v.
An “object configuration” is simply a finite vector of objects ~x ¼
ðx1;    ; xnÞ where xj 2 D L, j ¼ 1;    ; n, n  0. The objects may
be in any spatial relation to each other; the number of objects is
variable and may be zero. An object configuration~x is mapped to a
“signal” image
tð~xÞ :¼ ðxjÞ if t 2 RðxjÞ n [k<jRðxkÞ0 if t 2 T n [RðxjÞ;

ð1Þ
t 2 T , using the templates RðxjÞ and parameters ðxjÞ in some
parameter space  compatible with V . The signal can be thought of
as the ideal (noise-free) image. Here, 0 is the “background” signal;
the conditions simply make sure that among the objects occupying
a given pixel, the one with the smallest index determines the
signal. Thus, the model explicitly accounts for occlusion, in
contrast to unordered object processes [2], [12] and in a simpler
way than in [17]. In our example, for x ¼ ðt1; t2; s; vÞ, ðxÞ ¼ v is the
gray-level, but it should be noted that more complex features such
as texture and blur may easily be accommodated.
2.2 Object Tracking as a Statistical Inference Problem
In order to quantify how well a sequence of object configurations
x ¼ ð~x1; . . . ;~xIÞ describes a given video sequence y, we shall
formulate a probability density of the form
fðxÞ / exp UðxÞ½  ð2Þ
whose “energy function”—also known as “Hamiltonian”—is the sum
of two terms: a regression term to describe the fit to the data, and a
regularization term for spatial and temporal coherence. For
clarity’s sake, we repress the dependence of U on data association
and other terms, which shall be discussed in later sections. Having
formulated a suitable probability density f , the goal is to find the
mode of fðxÞ by means of a Monte Carlo approach.
3 THE REGRESSION MODEL
Suppose  and V are compatible in the sense that an Lp distance
can be defined between the data and signal images. Then, upon
observation of the video sequence y, write
UðxÞ ¼
XI
i¼1
iLpðyi; ð~xiÞÞp ð3Þ
for p 2 f1; 2g and i > 0. This energy function describes the
“forward problem” of image formation and measures the goodness
of fit between the hypothesized object configurations and the actual
data sequence. In probabilistic terms, (3) amounts to assuming
independent Gaussian noise at each pixel for p ¼ 2, and indepen-
dent Laplacian (double exponential) noise for p ¼ 1 [2]. Clearly,
where appropriate, other types of noise could be used instead.
Given observation of y, we seek tominimize the energy function.
Since it is a sum of individual pixel error terms, optimization of (3)
over object configurations is equivalent to least squares ðp ¼ 2Þ,
respectively, least absolute deviation ðp ¼ 1Þ regression. Note
however that a minimum is not guaranteed to exist, nor, if it does
exist, to be unique. Indeed, spurious objects “behind” the signal of
those closer to the camera (having a lower index) do not affect the
energy function and may cause oversegmentation.
Except in simple cases, it is not possible to solve the regression
explicitly and we resort to Monte Carlo methods. The idea of this
approach is to design a Markov chain that at each transition step
proposes a small change (for example, to add or delete a single
object) to the current sequence of object configurations, accepts the
change with a probability that depends on the improvement in
energy it causes, and has the probability distribution defined by
the energy function U as its limit distribution.
From a computational point of view, it is highly desirable that the
transitions are easy to implement. Consider the potential energy
i
X
t2RðÞn[kRðxikÞ
jyit  ðÞjp  jyit  0jp
  ð4Þ
required for adding object  to ~xi in frame i to obtain the vector
ð~xi; Þ. Equation (4) depends only on RðÞ and those templates
RðxikÞ that overlap RðÞ, so that the computation involves local
knowledge only. Note that, if  were added at position k, (4) would
be replaced by
X
t2RðÞn[l<kRðxil Þ
jyit  ðÞjp  jyit  tð~xiÞjp
 
:
As RðÞ n [l<kRðxilÞ ¼ RðÞ n
S
l<k:Rðxi
l
Þ\RðÞ6¼; RðxilÞ, the potential
energy above does not depend on those RðxilÞ with l < k that do
not overlap RðÞ. Its second term involves only RðxilÞ with l  k,
and then only those that overlap RðÞ. Thus, the role of objects with
l < k and those with l  k is different: The first determine the set of
pixels over which to take the sum, the second ones’ signal value is
used. In mathematical terms, the above considerations amount to
saying that each single frame energy function defines a “Markov
sequential object process” [15] with respect to the “overlapping objects
relation”    , RðÞ \RðÞ 6¼ ;, ,  2 D L.
4 REGULARIZATION
Since the energy function (3) depends on x through the signal
images only, it does not allow for data association between objects
in adjacent frames and is prone to oversegmentation as one may
add any number of objects hidden behind those in an optimal
configuration without affecting the optimality. To overcome these
shortcomings, we add terms to the energy function that prevent
overlap ðV2Þ, favor temporal cohesion between objects in sub-
sequent frames, and include matchings to keep track of an object as
it moves across the image frames ðV3Þ.
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Fig. 1. Video sequence of moving squares.
4.1 Within Frame Interaction
As in object recognition, in order to avoid overfitting, a natural
condition for V2 is to impose Markovianity with respect to the
overlapping objects relation. In this paper, we use the “Strauss”
potential given by
V2ð~xÞ ¼ nð~xÞ þ noð~xÞ;
where nð~xÞ is the length of the object sequence ~x, and noð~xÞ is the
number of pairs f; g in ~x for which RðÞ \ RðÞ 6¼ ;. The
parameter  is a real,  is positive. Clearly, if we add a new
object  to the sequence, the required potential energy
V2ðð~x; ÞÞ  V2ð~xÞ ¼  þ #fxj 2 ~x : RðÞ \RðxjÞ 6¼ ;g
depends only on those existing objects whose template overlaps
RðÞ. Therefore, such updates are local operations.
More generally, one might use a pairwise interaction model [20]
V2ð~xÞ ¼
X
k
ðxkÞ þ
X
k<l
’ðxk; xlÞ
for some symmetric function ’ð; Þ  0, and intensity function ðÞ
that could, e.g., penalize colors close to the background, or favor
large objects over small ones.
4.2 Propagation over Frames
In the previous section, we defined inhibition between the objects
in a single frame. Between frames, we would like to have
attraction, that is, temporal cohesion. Let Sm;n be the set
fðM;N; 	Þ : M  f1; . . . ;mg;N  f1; . . . ; ng; jMj ¼ jN jg
with m, n 2 IN0, and 	 : M ! N a bijection. Given an s 2 Sm;n, the
components are denoted by MðsÞ, NðsÞ, and 	ðsÞ, respectively,
[16]. Here, m is the number of objects in some image frame, n that
in the next frame. The sets M and N contain the indices of the
objects that are present in both frames in, respectively, the first and
second frame. The bijection 	 provides the data association, that is,
the object with index i 2M in the first image frame is identified
with that having index 	ðiÞ 2 N in the consecutive frame. We shall
refer to s as a “matching.” For a graphical representation, refer to
Fig. 2, where the matchings s 2 S2;2 and s0 2 S2;3 are indicated by
arrows, and jMðsÞj ¼ jNðsÞj ¼ 2 ¼ jMðs0Þj ¼ jNðs0Þj.
For two configurations ~xi, ~xiþ1 in consecutive frames, and
si;iþ1 2 Snð~xiÞ;nð~xiþ1Þ, we define V3ð~xi;~xiþ1; si;iþ1Þ to be
X
l2Mðsi;iþ1Þ

ð~xil ;~xiþ1	ðsi;iþ1ÞðlÞÞþ
X
l62Mðsi;iþ1Þ
ð~xilÞ þ
X
l62Nðsi;iþ1Þ
ð~xiþ1l Þþ
X
xlxk2~xi ;l<k2Mðsi;iþ1Þ
1
n
	ðsi;iþ1ÞðlÞ > 	ðsi;iþ1ÞðkÞ
o
þ
X
xlxk2~xiþ1;l<k2Nðsi;iþ1Þ
1
n
	1ðsi;iþ1ÞðlÞ > 	1ðsi;iþ1ÞðkÞ
o
:
ð5Þ
The positive valued function ðÞ penalizes unmatched objects,
whereas the symmetric positive valued function 
ð; Þ quantifies
the dissimilarity between its arguments. The parameter   0 is
intended to propagate relative depth information gathered when
objects overlap over time.
In summary, we obtain a total energy function Uðx; s;yÞ as the
sum
1
XI
i¼1
V1ðyij~xiÞ þ 2
XI
i¼1
V2ð~xiÞ þ 3
XI1
i¼1
V3ð~xi;~xiþ1; si;iþ1Þ ð6Þ
of the ingredients discussed separately above, where i > 0 and
V1ðyij~xiÞ ¼ Lpðyi; ð~xiÞÞp, cf. (3).
5 METROPOLIS-HASTINGS SAMPLER
Our goal is to find the optimal configuration sequence with
matchings, in the sense of minimizing the energy function (6). We
shall do this by simulated annealing within the Metropolis-
Hastings framework [4], [7], [15], i.e., we multiply the energy
function by a series of non-negative constants increasing to infinity
(usually referred to as “inverse temperature”). The probability
distributions so defined are close to a uniform one for small
constants, whereas for large inverse temperatures the distribution
becomes peaked around the energy minimizers.
Some care has to be taken in designing the Metropolis-Hastings
chain. One must make sure that any vector of object configurations
and anymatching between frames can be reached in a finite number
of steps from any other such vector withmatchings, that there are no
cycles, that changes in dimension due to addition or deletion of
objects are properly handled, and that the set of update proposals is
rich enough to allow for an efficient exploration of the state space.
Inspired by [16], we propose the following types of update
proposals:
. addition of a singly matched object;
. addition of a doubly matched object;
. addition of an unmatched object;
. deletion of a singly matched object;
. deletion of a doubly matched object;
. deletion of an unmatched object;
. modification of the permutation order;
. addition of a match;
. deletion of a match;
. modification of an object (its location, color, size, etc.).
As an example, suppose we propose to add an unmatched
object. First, a frame is selected uniformly from the set f1; . . . ; Ig.
Then, if frame i 2 f1; . . . ; Ig is chosen with current configuration
~xi, generate a new object according to ð LÞðD LÞ1dð
LÞðÞ and insert it into the object sequence ~xi at a uniformly
chosen position j to obtain cjð~xi; Þ. The indices for the matchings
involving frame i are adjusted and denoted by cjðsi1;i; Þ and
cjðsi;iþ1; Þ. Finally, accept the move with probability
ð lÞðD LÞ exp Uðx0; s0;yÞ þ Uðx; s;yÞ½ 
nð~xiÞ þ 1 jNðsi1;iÞ [Mðsi;iþ1Þj
truncated at 1. Here, the new sequence x0 differs from x only in
frame i with ~xi0 ¼ cjð~xi; Þ, and s0 is identical to s except for the
matchings involving frame i which are replaced by cjðsi1;i; Þ and
cjðsi;iþ1; Þ. For the first and last frame, one of the matchings does
not exist and is not adjusted.
The other updates are described in full detail in the Appendix,
which can be found at http://doi.ieeecomputersociety.org/
10.1109/TPAMI.2008.45/, where a proof of the validity of the
method is given as well. From a computational point of view, the
Markov properties discussed in Sections 3 and 4 imply a local
computational effort.
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Fig. 2. Data association by matching.
6 EXAMPLES
6.1 Synthetic Example
In order to assess the efficacy of the method proposed in this
paper, first consider the synthetic data presented in Fig. 1. For this
scene, the ground truth is known, allowing us to verify the result
obtained by the method. The scene was chosen to include objects
entering and leaving the image frame or passing each other, a
square leaving one connected component to join another, complete
occlusion, as well as varying contrast.
We model the squares as in Section 2 with smin ¼ 5:0 and
smax ¼ 45:0. In the absence of noise, the robust Laplace criterion is
used to evaluate the goodness of fit with dispersion parameter 0.05.
A penalty of 10.0 is added for each square, a penalty of 30.0 for each
pair of overlapping objects. Each missing match contributes a factor
of ðÞ 	 40:0 to V3; the dissimilarity 
ðx1; x2Þ is the sum of the
absolute difference in side lengths, 10 times the absolute gray-level
difference and kl1  l2k2=150:0, where lj denotes the top left point of
xj; setting  ¼ 10:0 completes the model.
We ran the Metropolis-Hastings algorithm outlined in Section 5
with two additional object specific updates: splitting a current object
in two, andmerging two close objects together into a single new one.
Specifically, we propose tomerge two uniformly chosen squares in a
uniformly chosen frame into their “convex hull,” i.e., the smallest
square that contains both, provided neither of the two objects is
contained in the other and the side length of the new square falls
within the model range. The new square’s color, matches, and
position in the sequence are those of either of the original squares
with probability 1/2 each. The proposal is accepted according to the
Hastings ratio. Reversely, to split a uniformly chosen object in a
uniformly chosen frame, at one of its four uniformly selected corners
a new object is placed with side length chosen uniformly
conditioned on the event of not exceeding that of the object to be
split. Then, an interval is selected on either of the opposite sides
(probability 1/2 each) to define the second object by a uniformly
chosen location and side length distributed as that of the first object.
One of the new squares is colored, matched and placed as the
original; the other is colored according to the reference measure,
placed uniformly at random into the sequence, and receivesmatches
uniformly chosen from amongst the available options. Again, the
Hastings ratio determines the acceptance probability of the split
move thus described.
After a heating and burn-in phase of in total 100,000 updates,
annealing was carried out at temperatures Tn ¼ 1:0=ð1:0þ 0:005nÞ,
0 
 n < 1; 500. The signal of the near optimal sequence of
configurations at temperature 0.118 is exactly that of the data
and given in Fig. 1. Not visible in the figure, but present in the near
optimal configuration is a square hidden behind the light one in
the top right quadrant of the middle frame, see the listed sequence
of object configurations with associated matchings in Table 1. The
matches are correctly reproduced. The energy function takes value
723.8 which should be compared to 723.3 for the ground truth. The
difference is due to slight variations on the subpixel level which
translate in slightly different dissimilarity values. Implemented in
C++, on a state of the art Linux platform, the algorithm managed
about 5,700 iterations per minute.
In order to quantify the depth order, Table 2 lists the
probabilities pkij of object i in frame k lying closer to the camera
than square j 6¼ i in the same frame, estimated over a further
50,000 states obtained by proposing permutation updates only and
subsampling each 100 steps at temperature 0.118. By standard
combinatorial arguments, the correctness of these empirical values
may be verified. For example, for the ground truth, p113 ¼ 5=8 as in
five of the eight possible permutations of the connected component
that includes the squares with indices 1 and 3 in Table 1 consistent
with the data, object 1 has a smaller index than object 3.
6.2 Table Tennis Sequence
To test the method on real data, we study an example in sports
tracking: the ball and bat in a table tennis sequence (see Fig. 3). Both
objects of interest can be conveniently described mathematically by
a colored ellipse with three shape parameters: the half lengths of
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TABLE 1
Result after Simulated Annealing (See Text) for Fig. 1
TABLE 2
Pairwise Probabilities pkij of Object i Having a Lower Sequence
Index than Object j after Annealing (See Text) for Frames k ¼ 1; 2; 3
(From Top to Bottom) and Data as Given in Fig. 1
both axes and the orientation. In other words, L ¼ ½amin; amax 
½bmin; bmax  ½0; 	  f0; . . . ; 255g3, where the first two components
correspond to the ellipse minor and major axis, respectively, the
third one to its orientation; the three discrete components specify the
ellipse’s RGB color.
We set amin ¼ bmin ¼ 5:0 for the minimum half axis length,
amax ¼ bmax ¼ 40:0 for the maximum one. The color of an ellipse
lies in a discrete RGB space equipped with the equal weight
mixture of data frame histograms, i.e., the probability distribution
that chooses each frame with equal probability and then samples a
nonbackground color according to the histogram of that frame.
Regarding the parameters in model (6), the background RGB
component values are taken to be the marginal modes of the color
histogram of the first data frame. Note that very similar values
would be obtained from any other data frame. In V1, an L2 criterion
is used with  ¼ 128 in Gaussian noise terms. The function V2 adds
a penalty 50 for each object, five for each pair of overlapping
ellipses. In V3, let ðÞ 	 5 ¼  be constant; the dissimilarity term

ðx1; x2Þ is the sum of the absolute differences in half axes lengths
and orientation (modulo 	), the normalized absolute differences in
RGB space with normalization 1/255, and the squared Euclidean
distance between centers divided by 800.
After a burn-in of 30,000 Metropolis-Hastings steps, annealing
was performed for temperatures Tn ¼ 1:0=ð1þ 0:005  nÞ with
50 steps for each n ¼ 0; . . . ; 1; 000. The near-optimal configuration
thus obtained is depicted in Fig. 3. The correct permutation is found
that places the bat under the ball in each frame. If wewould not have
included a temporal cohesion term, bat and ball could have been
ordered in each of the two possible ways with probability 1/2 in the
first and third frame. Note that the slight deviations from an elliptic
shape in the bat are due to perspective. The computation took
6.5 minutes, which amounts to about 200 iterations per second.
7 SUMMARY AND FUTURE WORK
In this paper, we presented an application of Markov sequential
object processes to the calculationofdepthmaps for scenes involving
a variable number of interacting objects that may change over time
with a view to 3D-TV. The model proposed here is able to cope with
the occlusion caused byhaving objects at different depths,maintains
the identity of objects aswell as their relative depth over consecutive
video frames, and ensures fit to the data. The computational
complexity of the model can be handled by a suitably designed
Metropolis-Hastings algorithm. In contrast to commonly used
filtering methods, the sampler goes back and forth between frames,
gathering depth information when objects overlap and transferring
this information on to adjacent frames that do not provide depth
cues. As most interest focuses on the optimal relative depth
probabilities, a simulated annealing scheme may be used. The
approachwas illustrated on a toy example and a real life table tennis
video sequence.
This work concentrated on objects that are described by a few
shape parameters. However, the theoretical framework presented
here is not limited to such cases, indeed includes, e.g., polygons of
arbitrary shape, or even completely general closed sets [18]. In the
future, we intend to formalize such a segmentation-based
approach and evaluate its effectiveness for scenes that are not
composed of simple objects against a homogeneous background.
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Fig. 3. Data masked by (a) annealed object sequence and (b) annealed object
sequence overlaid upon the data.
