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ABSTRACT 
Assessment should be made more useful for promoting students’ learning success. 
Although recent research advances in cognitive diagnostic assessment (CDA) move in this 
direction, most CDA studies of second language (L2) reading tend to identify examinees’ 
mastery of skills by using the existing tests that were not originally designed for diagnostic 
purposes (e.g., Buck, Tatsuoka, & Kostin, 1997; Kasai, 1997).This has led to inaccurate and/or 
unsatisfactory diagnostic inferences, as many skills are rarely, if ever, measured in such tests 
(e.g., Alderson, 2010; Jang, 2009).  
By constructing a CDA-informed test, this study aims to diagnose Chinese twelfth 
graders’ strengths and weaknesses in reading comprehension, and thus contribute to enhanced 
instruction and learning. Approximately 1,311 students and their English teachers from one high 
schools in China participated in this research . Using Cognitive Design System (CDS) approach 
(Embretson, 1994, 1998), this study integrated a cognitive framework from the outset into the 
whole test development primarily concerning three key issues: what to diagnose, how to 
diagnose, and how to use the diagnostic information. An integrated mixed methods research 
design (Greene, 2007) was developed over the following four phases to address the issues.  
In the first stage, this study built a cognitive model, identified eight skills, and specified 
their hierarchical relationships. The cognitive model was built and iteratively refined by 
integrating information from a thorough literature review, students’ think-aloud protocols, and 
opinions from content experts. The results from the statistical analysis also demonstrate that the 
cognitive model is appropriate for this study, since the value of hierarchy consistency index 
(HCI) is .66, and about 60% of the variance on item difficulty in the regression analysis can be 
explained by the skills specified in the model. In the second stage, the test specifications were 
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designed to provide a generative requirement for creating test tasks, and the Q matrix was for 
guiding the writing of each specific item. Thirty multiple-choice items were initially created and 
refined iteratively through pilot tests.  
Then, at the third and fourth stage, the test response data were analyzed, and both 
quantitative and qualitative evidence was used to support test inferences. Quantitatively, the 
response data was first analyzed in the conventional Reparametrized Unified Model (RUM), then 
in the reduced Re-parameterized Unified Model (r-RUM) by incorporating the attribute 
hierarchy in data analysis (i.e., the new model was referred to as the rRUM-AH). As presented in 
the empirical and simulation studies, both the MCMC chain and burn-in period were shorter in 
the rRUM-AH than the RUM, indicating that it is comparatively easier to get converged in the 
rRUM-AH than the RUM. In addition, the model-data fit and skill classification accuracy in the 
rRUM-AH were compared to several other cognitive diagnostic models (CDMs) with attribute 
hierarchy to determine which model was best for this study. Furthermore, qualitative evidence 
(e.g., interviews, classroom observations, and surveys) was collected for the evaluation of 
diagnostic feedback on learning.  
Situated at the intersection of theories of L2 reading, cognition, and measurement, this 
dissertation project narrates a validation process for developing a CDA-informed English reading 
test. Thus it strengthens validity arguments and enhances understanding of the complexity of 
CDA test construction. As one of the first to develop a CDA-informed L2 reading test, this study 
is also unique in incorporating the hierarchical structures of the reading skills in test design, 
development and validation. 
Keywords: cognitive diagnostic assessment, CDA-informed test, cognitive diagnostic 
models, second language reading, test development, validation  
  
iv 
ACKNOWLEDGEMENTS 
This dissertation would not have been possible without the support from many people. I 
would first like to express my sincere gratitude my academic advisors and dissertation co-
directors, Dr. Fred Davidson and Dr. Melissa Bowles, for their patience, motivation and 
immense knowledge. Their guidance helped me in all the time of research and writing of this 
thesis.  
Besides my advisors, my sincere thanks also goes to the rest of my dissertation 
committee—Dr. Kiel Christianson, Dr. Eunice Jang, and Dr. Jinming Zhang —for their 
insightful comments and continuous encouragement, but also for their efforts to widen my 
research from various perspectives. I especially appreciate Dr. Eunice Jang for her constructive 
feedback on my research. 
I would like to acknowledge many support I received during my graduate study. I 
especially want to thank Dr. Richard Anderson for being the advisor for my Master’s degree and 
providing me an opportunity to join his research team. He always has great passion for research 
and is a role model for me. I also feel fortunate to take courses with many great professors and 
collaborate with some of them on their research. I earned my Master’s on statistics and benefited 
a lot by taking courses from the Statistics Department during my graduate study. I also have 
wonderful memory for my time spent in the campus libraries. My graduate career has been 
fulfilling and rewarding with the great work from the library staff at the University of Illinois at 
Urbana-Champaign.  
For this dissertation. I am most thankful to the teachers and students for their 
participation in this research project and the valuable feedback they provided. I would also like 
to thank the pilot study subject matter experts as well as the experienced teachers who 
  
v 
participated in the discussions. In addition, many colleagues and friends from the University of 
Illinois at Urbana-Champaign were helpful and I am especially grateful to two friends: Janice 
Jayes and Lisa Chason. Janice kindly worked with me on the iterative revision of the test. Lisa 
patiently assisted me on my writing and was always supportive. My special thanks go to Dr. 
Dongbo Tu (Jiang Xi Normal University) for his generous help when I had problems with 
statistical analysis of cognitive diagnostic models.  
In addition, this study was funded in part through the ETS TOEFL Small Grants for 
Doctoral Research in Second Language Assessment as well as the Hardie Dissertation 
Completion Award and the Rosenshine Research Award from the University of Illinois at 
Urbana-Champaign. I also want to acknowledge the financial support of the Department of 
Educational Psychology as well as the East Asian Languages and Cultures at the University of 
Illinois at Urbana-Champaign for teaching assistantships.  
During my busy study, I had chance to make friends. I thank my fellow PhD friends for 
the stimulating discussions, for the sleepless nights we were working together before deadlines, 
and for all the fun we have had in the last seven years. I really enjoy being a community aide 
(CA) at my neighborhood, where I worked with the CA team to serve for the community. 
Besides my student life, I meet many nice people in Urbana-Champaign and am particularly 
blessed to be friends with the Trimble family (i.e., Lisa, William, Ralph and Caroline), who have 
been given me incredible help throughout my time in Urbana-Champaign. I wish to take this 
opportunity to thank them for their constant support throughout the phases of this journey. 
Last but not least, I want to thank my family. They support me unconditionally, believe in 
me more than I do, and has helped me to be the best person that I can possibly be. Their trust and 
love always motivate me to go as far as I can.  
  
vi 
 
TABLE OF CONTENTS 
CHAPTER 1––INTRODUCTION ..................................................................................................1 
1.1 Statement of the Problem .............................................................................................. 1 
1.2 Impetus for Change ....................................................................................................... 5 
1.3 Significance of  Study ................................................................................................... 7 
1.4 Definition of Key Terms ............................................................................................... 8 
1.5 Research Purpose and Questions ................................................................................ 10 
1.6 Overview of the Dissertation ...................................................................................... 11 
1.7 Summary ..................................................................................................................... 13 
CHAPTER 2––REVIEW OF THE LITERATURE ......................................................................15 
2.1 Test Validity and Validation ....................................................................................... 15 
2.2 Theoretical Framework on L2 Reading ...................................................................... 39 
2.3 Cognitive Diagnostic Models ..................................................................................... 57 
            2.4 Summary ..................................................................................................................... 72 
CHAPTER 3–– RESEARCH METHODOLOGY AND PROCEDURES ....................................74 
3.1 Phase I: Building a Cognitive Model and Identifying Attributes ............................... 74 
3.2 Phase II: Design and Development of CDA ............................................................. 119 
3.3 Phase III: Revision and Analysis of CDA ................................................................ 156 
3.4 Phase IV: Data Analysis with Attribute Hierarchy ................................................... 199 
CHAPTER 4–– DISCUSSION AND CONCLUSION ...............................................................251 
4.1 Summary of Findings ................................................................................................ 251 
4.2 Contributions............................................................................................................. 256 
4.3 Limitations ................................................................................................................ 258 
  
vii 
4.4 Implications............................................................................................................... 263 
REFERENCES ............................................................................................................................269 
APPENDIX A: INSTRUCTION FOR IMPLEMENTING THINK-ALOUD ............................295 
APPENDIX B: MATERIAL FOR THINK-ALOUD ..................................................................297 
APPENDIX C: TEST SPECIFICATION FOR THE CDA-INFORMED TEST ........................305 
APPENDIX D: SAMPLE TEST ITEMS WRITING ..................................................................311 
APPENDIX E: THE CDA-INFORMED TEST FOR 12TH GRADE ENGLISH READING  
                          COMPREHENSION (VERSION ONE: THE PILOT TEST)...........................317 
APPENDIX F: THE CDA-INFORMED TEST FOR 12TH GRADE ENGLISH READING  
                          COMPREHENSION (THE FINAL VERSION) ...............................................329 
APPENDIX G: SELF-EVALUATION OF ENGLISH READING ABILITY ...........................341 
 
  
  
1 
CHAPTER 1––INTRODUCTION 
1.1 Statement of the Problem  
Traditional standardized tests (known as “assessment of learning”) have been used 
predominately over decades as they can provide fairly reliable results cheaply and quickly. 
However, a typical problem with such tests is that they often overemphasize the tests’ selecting 
function but lack the details needed to bring meaningful improvement in teaching and learning. 
Recently, the notion that assessment should be made more useful for promoting students’ 
learning success (known as “assessment for learning”, Gordon commission, 2013) has been 
widely acknowledged. As a response, there has been a significant shift toward interest in 
diagnosing students’ strengths and weaknesses in a specific domain. Thus, cognitive diagnostic 
assessment (CDA) comes to the stage.  
In the measurement field, three theories are well-known: classical testing theory (CTT), 
item response theory (IRT) and CDA. Aiming at understanding and improving test reliability, 
CTT is a body of related psychometric theory that predicts the outcomes of psychological testing 
such as the difficulty of items, the ability of examinees. IRT overcomes the limits of CTT, and 
thus it has been successfully applied to the unidimensional, continuous scaling of examinees in 
major subjects. Although useful and psychometrically reliable for summative assessments, IRT 
fails to provide test results that can be used directly to guide instruction and learning. While both 
CTT and IRT focus on improving the tests’ selecting function, CDA differs from them as it aims 
to facilitate instruction and learning by providing detailed descriptions of student achievement at 
the individual level. Therefore, CDA is preferable to the single-score based testing paradigm.   
In order to provide the fine-grained diagnostic feedback about students’ mastery levels on 
cognitive skills, cognitive psychology has been integrated with psychometric testing theory to 
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develop a test procedure that possible to remedy test takers’  deficiencies in the skills they have 
not sufficiently mastered (Rupp & Templin, 2008). In language testing, CDA has gained 
attention since the late 1990s. Initially, empirical studies attempted to identify examinees’ skill 
mastery using existing data from large-scale, standardized tests that were not originally intended 
for such a purpose. Such an approach is often referred to as retrofitting (Haberman & von 
Davier, 2007, p. 1033). This approach has been applied to most current CDA studies. In 
particular, previous studies  on reading seem to demonstrate promising results that useful 
diagnostic information could be extracted from the existing proficiency tests for facilitating 
learning success (e.g., Buck, Tatsuoka, & Kostin, 1997; Jang, 2005; Kasai, 1997; Kim, 2011; Li, 
2011; von Davier, 2005).  
In response to the increasing demands for “assessment for learning”, the practice of 
retrofitting Cognitive Diagnostic Models (CDMs) to assessments that were already in use has 
become more and more prevalent. However, the commonly used retrofitting approach has many 
limitations, though it might be able to provide useful information to help researchers gain 
knowledge and experience about CDA as a technique. For example, it cannot systematically 
measure the specific cognitive characteristics of interest in CDA assessments, since the test items 
were not created to support inferences about specific cognitive skills (Gierl, Alves & Majeau, 
2010). Moreover, some skills might be rarely, if ever, measured on such off-the-shelf 
assessments. Consequently, the use of retrofitting approach has reduced the effectiveness of 
cognitive models and led to inaccurate and/or unsatisfactory diagnostic inferences (e.g., 
Alderson, 2010; Jang, 2009).  
CDA researchers have realized and repeatedly commented on the issue of retrofitting 
(e.g., Haberman & von Davier, 2007; Jang, 2005, 2009; Li, 2011); however, few efforts have 
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been made to develop diagnostic tests at the outset with CDA application in mind, probably 
because it is time-consuming and challenging to design and develop such a CDA. Moreover, the 
validity of CDA should be supported with solid empirical and psychometrical evidence. In fact, 
the selection of an appropriate CDM might even be doubly important when considered from a 
developmental perspective.  
However, currently few guidelines are available from empirical studies for developing a 
CDA-informed tests in language testing (Lee & Sawaki, 2009a). It should be noted, the idea 
“CDA-informed” echoes Walters’ (2009) similar term when using conversation analysis to 
develop a test for pragmatic comprehension: “CA-informed”, where CA was typically applied 
after the fact – after a particular test had data and was being analyzed; in that literature, it meant 
discourse analysis of the transcript of an oral interview.  Walters argued that CA should be 
incorporated into test development, much as this study is arguing about CDA here. Whereas 
these two studies have different focus on the content, both relate to the broad philosophical issue 
that fine-grained, well-developed analytical tools like CA, CDA, even something like factor 
analysis – all these are typically applied after the fact, and they are usually ignored as tools 
during test development.  
One issue related to test validity of CDA is, few comparative explanations are available 
in previous empirical studies about why a particular CDM was selected over the other CDMs. As 
Lee and Sawaki (2009b) pointed out, a single CDM has often been used in analyzing language 
assessment data for diagnosis without specifying the reason for the choice as well as comparing 
the results with those from other CDMs. Since selecting a suitable CDM is no less important 
than developing a CDA, it is of great significance to describe the process of how to find an 
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optimal model by comparing the similarities and differences in the functioning of multiple 
CDMs when applied to the same assessment data.  
Due to the significance of the CDM in CDA studies, I advocate that a specific CDM 
should be considered, even at the test construction stage. However, Rupp, Templin and Henson 
(2010) stated, “in any modeling endeavor, the ECD framework makes clear that one should not 
design an assessment so that a certain psychometric model such as a DCM [CDM] can be 
calibrated with its data; rather, the psychometric model should be chosen so as to best support 
the desired interpretations of the assessment” (P.25). The authors probably intended to 
emphasize the importance of test construction for CDA-informed test; however, my experience 
on the development of such a test convinces me that CDMs should be considered starting from 
the design and development of the test. One important reason for this is, the development of 
CDA-informed test is constrained by the currently available CDMs, since a new CDA needs to 
be validated first and the most appropriate CDM is expected to be employed for providing the 
validation argument. If none of the current CDMs is appropriate for analyzing the CDA-
informed test, the test developer might fail to provide validity argument for the test. In other 
words, although the studies on CDMs are often considered comparatively more advanced than 
the development of CDA-informed test, it is possible that some CDMs are only theoretically 
valid but not practical for empirical CDA studies. More details on this is discussed in Chapter 
Three.  
A review of previous CDA research presents theoretical and methodological issues, and 
addressing these concerns can potentially lead to improvements in developing a CDA. Thus, the 
current study set out to respond to two major problems: the lack of empirical studies that design 
a formative diagnostic test by relying primarily on the cognitive framework (e.g., the psychology 
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of learning, reasoning, problem solving)–what is here called a ‘CDA-informed’ test development 
process; and the lack of validity arguments for the appropriateness of the selected CDM, which 
should aid the CDA-informed test development.  
This dissertation project aims to fill the gaps in previous CDA research by constructing a 
CDA to diagnose students’ strengths and weaknesses on English reading comprehension. The 
successful application of CDA in educational testing requires new test development procedures 
and practices (Gierl & Cui, 2008). Thus, this study creates new test, instead of retrofitting to an 
existing one, with a CDA application in mind from the outset. In addition, this study emphasizes 
that the selection of CDMs should be considered when developing the CDA-informed test. 
Along with this, this study also describes the process of finding the most appropriate CDM by 
analyzing the same test data with different CDMs and comparing their test results. The ultimate 
outcome is to get the maximum potential from CDA on assessing examinees’ test performance, 
and facilitating instruction and learning, without sacrificing the traditional selection function that 
testing also permits.  
In conclusion, among many factors that affect the accuracy of diagnostic feedback, two should 
be highly advocated: one is the consideration of the cognitive framework during test 
development, another is the consideration of the CDM that will be ultimately used – also during 
the development phase.   
1.2 Impetus for Change 
This dissertation is motivated by the need to supplement traditional testing that has 
dominated China’s education system for thousands of years. Modern testing has been shifting 
from assessment of learning to assessment for learning. The purpose of a test focuses more on 
the meaning and interpretability of test scores, rather than merely assigning numerical values or 
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positions to examinees based on the scores (Messick, 1989). However, research on the 
application of CDA in China, especially in language testing, has been limited, except for a few 
studies such as Cai (2010), Meng (2014); and Xie (2015). Moreover, most of the studies used the 
retrofitting approach to apply the CDMs to the existing test data instead of pursuing CDA-
informed test development. Due to the lack of the pre-specified set of items measuring various 
skills, the effectiveness of the cognitive model was limited. Thus, the previous studies are less 
likely to accurately profile students’ strengths and weaknesses.  
In terms of English study, the appeal for CDA is especially strong. As a mandatory 
course in China, English has been given much attention at all levels in the educational system, 
from teachers and students in elementary schools, even kindergartens, through graduate school. 
In the past three decades, Chinese attitudes towards learning English have been extremely 
favorable. According to the statistics in 2007, over 50 million secondary school students are 
studying the language (Qu, 2007), and the number has been increasing.  However, enormous 
time and money spent on English study has not translated to superior learning outcomes. It is 
widely acknowledged that English has been the least productive area of study, considering the 
effort and money students spend on it. The result is startling, because we would expect a positive 
correlation between the amount of time and money spent on education and educational 
outcomes. It is thus imperative to use assessment as a tool to identify students’ English 
deficiencies so that appropriate, effective pedagogical interventions can be designed and 
implemented.  
CDA might provide an outlet for identifying and solving problems related to students’ 
English learning, especially when applied to the “unobservable” cognitive process during a 
complex activity like reading. Twelfth-graders in China have an urgent need for CDA, given that 
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they all must take the National Matriculation English Test (NMET). The NMET is a high-stakes, 
large-scale standardized test for college entrance requirement; however, it is only held once each 
year. To prepare for the NMET, twelfth-graders often take numerous traditional standardized 
tests, which usually only provide an overall total score for each student. Although the score may 
serve the test’s immediate purpose for ranking and selecting students, it fails to present detailed 
diagnostic information that can be used to maximally benefit students’ learning in the future. 
Ideally, the preparation tests should be diagnostic so that they can bring fine-grained instruction-
relevant diagnostic feedback to facilitate instruction and learning. The diagnostic information can 
be used by teachers to adjust their instruction such as redesigning teaching methods, evaluating 
teaching content, and remediating learning weaknesses. It can also be used as a learning tool to 
enhance students’ engagement in learning and develop their learning autonomy.  
Acting on the realization of the need to diagnose these students’ English reading 
comprehension performance, the CDA-informed tests should be designed and developed. As 
such, an in-depth score report of individual examinees with performance on each reading 
component at an item-level can be achieved. For the sake of efficiency and convenience in 
administering the task and the budget, this study choose a multiple-choice task of reading 
comprehension.  
1.3 Significance of Study  
This dissertation study responds to a call for an evidential approach to CDA validation by 
exploring the CDA-informed test development for 12th graders’ English reading in China. This 
study contributes to the theoretical understanding of CDA particularly via an empirical study on 
the practice of developing a CDA test from the outset (what is here called ‘CDA-informed test 
development’), and demonstrates that this type of CDA construction might be able to better 
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illuminate the validation argument. Furthermore, the CDA, if developed by following defensible 
procedures and principles, can evaluate the overall learning progress and identify areas of 
individual student’s learning strengths and weaknesses, thus hopefully providing information 
needed to modify instruction and develop learning autonomy. Additionally, examining the 
practice of CDA in the domain of English reading, this study will shed light on the similar 
processes in many other subjects such as mathematics and science.  In a country like China 
where traditional testing systems have been dominating the education system for a long time, the 
application of CDA stands to have a large impact on instruction and learning. 
In summary, situated at the intersection of theories of L2 reading, cognition, and 
measurement, this dissertation project narrates a validation process for the development of a 
CDA-informed test. Thus, it strengthens validity arguments and enhances understanding of the 
complexity of CDA test construction. To my best knowledge, at present this study is the first to 
develop a diagnostic reading test from the outset. It is unique in incorporating the hierarchical 
structures of the reading subskills in test design, development and analysis. 
1.4 Definition of Key Terms  
Language knowledge. The definition of language knowledge varies in the literature, 
depending on the research focus of the author in question. Purpura (2004) stated, knowledge 
often refers to what has already been stored or is in the process of being stored in long-term 
memory. Purpura also defined language knowledge as "a mental representation of informational 
structure related to language" (p.85). Similarly, language knowledge was defined in Bachman 
and Palmer (1996), language knowledge was described as a "domain of information in memory 
that is available for use by the metacognitive strategies in creating and interpreting discourse in 
language use" (p.67). The present study follows Purpura’s definition of language knowledge.   
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Language ability. Based on Purpura (2004, p. 86), language ability was “an individual’s 
capacity to utilize mental representations of language knowledge”. Bachman and Palmer (1996) 
proposed that language ability was composed of language knowledge and strategic competence, 
and they interacted with each other in language use situations. Therefore, in the present study, L2 
ability refers to L2 knowledge and the capacity to employ such knowledge.  
Second language vs. foreign language. A well-accepted distinction has been made 
between second-language acquisition and foreign-language learning by Ringbom (1980): the 
former refers to the language is spoken in the immediate environment of the learner, who has 
good opportunities to use the language by participating in natural communication situations, the 
latter means that the language is not spoken in the learner's immediate environment, although 
opportunities might be provided for practicing receptive skills. However, due to the increasing 
blurred distinction between second and foreign language, researchers also use second language 
as a broader concept to encompass foreign language. This study thus used the term “second 
language” as a broader concept.  
Cognitive diagnostic assessment (CDA). Cognitive diagnostic assessment (CDA) can 
be any test that is used for the purpose of identifying a learner’s specific strengths and 
weaknesses, and the test results might be used in making decisions on future training, learning, 
or teaching (ALTE, 1998). This study proposed to construct a CDA-informed test to diagnose the 
learning outcomes of individual learners’ L2 reading. Test results would be used for providing 
diagnostic feedback to various stake-holders that include but not limited to   teachers and 
students.  This study uses the phrase “CDA-informed test” to refer to the specific test developed 
in this dissertation; and the term “CDA” is mainly for the general CDA studies conducted by 
other researchers in this field.  
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Master vs. non-master: from the perspective of CDA in this study, a master means an 
examinee who mastered all the required skill (s) for a test item. In contrast, a non-master refers 
to an examinee who did not mastered all the required skill(s) for a test item. In other words, if a 
test item measured several skills, in the case if an examinee did not master one single skill, he or 
she was considered as a non-master for the item. It should be noted, the term skill and attribute 
are used interchangeably in this study.  
1.5. Research Purpose and Questions  
By constructing a scientific, reliable and valid CDA-informed test, the present study aims 
to promote students’ learning success.  For this purpose, it integrates the CDA framework with 
the testing practice of 12th graders’ English reading comprehension to explore how the test can 
be constructed and validated, and test results be used to guide instruction and learning.  
The following four purposes are embodied in this study. The first is to form a cognitive 
model for twelfth-graders English reading comprehension. The second is to construct a 
diagnostic reading test by following the cognitive framework from the very beginning (i.e., 
CDA-informed test). The third is to use appropriate CDMs to estimate students’ skill mastery. 
The fourth is to report the diagnostic feedback and check the quality of the diagnostic results by 
collecting the test users’ evaluation on the diagnostic feedback as well as comparing the results 
from this test with other tests. Specifically, this study contains the following research questions:  
1. What are the L2 reading attributes involved in the twelfth-graders’ English reading 
comprehension and what is the relationship between the attributes? In other words, what are the 
major attributes involved in the successful completion of each item on the test and their 
relationships?  
  
11 
2. How can we construct and refine a CDA (including the construction and modification 
of a Q-matrix and item writing) to diagnose 12th graders’ English reading comprehension by 
following the framework of CDA?  
3. How did the individual examinee and the examinees as a group perform on the test 
(i.e., attribute mastery pattern) in terms of their strengths and weaknesses in L2 reading? 
4. How can we effectively report and evaluate diagnostic feedback to each examinee?  
1.6 Overview of the Dissertation  
This study describes a process of a CDA-informed test design and development in the 
domain of L2 English reading. The first chapter presents the purpose and significance of the 
present study, and sets the stage for the research questions. Chapter Two reviews theoretical 
frameworks such as test validity and validation, L2 reading theories, and several relevant CDMs. 
Moreover, issues and reading taxonomies in previous diagnostic reading studies. As the main 
part, Chapter Three describes in detail the study design, the subject pool, the materials, the 
procedures, the data analysis of the data, the diagnostic results, and the report and evaluation of 
diagnostic feedback. Finally, Chapter four discusses the results, the methodological issues, 
limitations of the study and implications for future research.  
Specifically, to make comprehensive validity arguments through dialectical triangulation 
of multiple sources of empirical evidence, Chapter Three adopts a mixed-methods research 
design, comprising both quantitative and qualitative validity evidence to support test inferences 
over the four developmental phases (Greene & Caracelli, 1997; Tashakkori & Teddlie, 2003). 
When evidence from different sources converges and agrees, it strengthens the validity of test 
interpretation. The procedures in Chapter three are presented in Figure 1.1 below.  
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 Figure 1.1.  Procedures of constructing a CDA-informed test. 
In Phase One, based on the test purpose and the specific content in L2 reading domain, a 
general test specifications were developed first, then revised in an iterative manner to provide a 
general explanation for the creation of test tasks. Moreover, eight reading skills were proposed 
and their hierarchical relationships were specified by analyzing think-aloud verbal protocols and 
performing statistical test and item analyses before an appropriate cognitive model was built. The 
model was refined iteratively by integrating information from a thorough literature review, 
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students’ think-aloud protocols, and evaluations from experienced content experts and English 
teachers.   
In Phase Two, developed and iteratively revised, the Q-matrix further elaborated the test 
specifications providing specific requirements for test construction of CDA. Each skill was 
measured by at least three items to enhance the reliability estimate for diagnostic scoring. Thirty 
multiple-choice test items were developed and refined iteratively through pilot tests. These items 
should satisfy CTT, IRT and, most importantly, anticipate the CDA requirements.  
In Phase Three, both quantitative and qualitative evidence were collected to support test 
inferences and evaluate the effectiveness of the diagnostic information in a classroom setting. 
The response data with hierarchical skills were analyzed in multiple CDMs and the results were 
compared to help determine an optimal model (i.e., the fit between model and data; the 
characteristics of skill profiles estimated by the Models).  
In Phase Four, the diagnostic results were delivered to the students and teachers to 
facilitate their learning and instruction.  The effects of diagnostic feedback on learning were 
evaluated using qualitative evidence such as interviews, classroom observations, and surveys.  
1.7 Summary 
This chapter discusses some of the problems involved in diagnostic assessment of L2 
reading. There is a need to use “true” CDA to diagnose the strengths and weaknesses of 12th 
graders’ English reading comprehension in China. For this purpose, this study proposes to use a 
cognitive assessment framework at the outset to construct a CDA of reading that takes into 
consideration three issues crucial to language assessment: what to diagnose, how to diagnose, 
and how to support the diagnostic results. A CDA-informed test should be able to meet the 
general requirements of test construction and validation, but more importantly, satisfy the 
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specific requirements set out by the CDA framework. The process of CDA development 
illuminates an argument-based approach to validation, which is the most important feature 
through the entire process for skills diagnosis. Another feature of this dissertation is that the 
choice of CDMs were considered during the CDA-informed test development. More details on 
this will be presented in Chapter Three.  
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CHAPTER 2––REVIEW OF THE LITERATURE  
The purpose of this dissertation is to diagnose the strengths and weaknesses of Chinese  
twelfth graders’ English reading comprehension through the design and development of a CDA-
informed test. The accuracy of the diagnostic information extracted from the CDA-informed test 
determines its usefulness in facilitating instruction and learning; thus a validity argument for the 
proposed CDA plays a crucial role in this dissertation. This chapter reviews and discusses three 
topics that are necessary to lay the groundwork for the current study: test validity and validation, 
L2 reading comprehension, and CDMs. In particular, Embretson’s Cognitive Design System 
(CDS) Approach is used as the framework of test development. Along with this framework, a 
psycholinguistic view of the components and processes in L2 reading is discussed. Potential 
factors that may contribute to the improvement of reading tasks and a better understanding of test 
takers’ reading process are also discussed. Finally, the chapter introduces several CDMs that 
might be used to analyze the test response data from the proposed CDA.  
2.1 Test Validity and Validation 
Although validity theories have changed over time, validity is still a central concept in 
testing and constitutes the main purpose in all language assessment investigation (Chapelle, 
2012; Fulcher & Davidson, 2007; Weir, 2005). Validity and validation are two important 
concepts, and thus it is important to first distinguish them.  
Fulcher and Davidson (2007) visualized validity as “a chain of reasoning and evidence 
from what we [language testers] think a test score means, and the actions we intend to take on 
the basis of that inference, back to the skills, abilities or knowledge that any given test taker may 
have” (p.3).  Moreover, according to the Standards for Educational and Psychological Testing, 
validity is “the degree to which evidence and theory support the interpretations of test scores 
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entailed by proposed uses of test scores” (American Educational Research Association, 
American Psychological Association, & National Council on Measurement in Education, 
1999:9). The term “validation,” on the other hand, refers to the process through which evidence 
is gathered to make validity arguments. Validation involves an evaluation of the plausibility and 
appropriateness of proposed interpretations and uses of test scores. The validation process is 
often iterative, which is informative for assessment development and refinement (Kane 2006, 
2012; Messick, 1989). As an activity, validation involves many distinct research procedures.    
The following section presents historical perspectives on validity and validation in 
language testing by presenting some significant studies on them.  Moreover, both the argument-
based approach and the test specification approach are described as inquiries for test validity. In 
addition, the Evidenced-Centered Design (ECD) and Cognitive Diagnostic System (CDS) are 
introduced as two important frameworks for principled design of diagnostic assessments.   
2.1.1 Important Early Work on Test Validity  
Cronbach and Meehl (1955) as well as Messick (1989) are important studies on test 
validity, as commented in Rupp, Templin and Henson (2010), “the fact that decisions and their 
resulting consequences for respondents are key design facets that need to be explicitly evaluated 
has been most prominently formulated by Cronbach and Meehl (1955) and extended by Messick 
(1989)” (p.26). Since Messick’s view of validity embraced elements of previous validity 
theories, especially the work of Cronbach and Meehl, this section starts by reviewing their work.  
Cronbach and Meehl’s article, “Construct validity in psychological tests” became a 
foundational piece among many early studies on validity since the 1980s, and it still has a crucial 
impact on the way testers think about and do testing today. This paper, as commented by Fulcher 
and Davidson (2007), was a crucial reading for anyone who wants to follow the current debates 
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on validity and validation, since it presented “a conceptualization of score interpretation and 
validation that was much broader and more sophisticated than those that had been in use up to 
that point” (p. 47).  Specifically, Cronbach and Meehl divided validity into three distinct types: 
content, criterion, and construct validity. Content validity is “any attempt to show that the 
content of the test is a representative sample from the domain that is to be tested” (Fulcher & 
Davidson, 2007, p.6). In other words, content validity examines whether the test items are 
relevant and representative measures of what they are supposed to test. Thus, content validity is 
not a different kind of validity but a particular instantiation of validity as it applies to composite 
skills.  
Criterion validity is “the strength of the predictive relationship between the test score and 
that performance on the criterion” (Fulcher & Davidson, 2007, p.6). This type of validity is 
divided into two sub-types: concurrent and predictive validity. Concurrent validity refers to the 
correlation that a test has with another test that is supposed to measure the same criterion; 
predictive validity indicates the extent to which a score on one test predicts a score on another 
test. Both are empirical validity measures that require data to generate a numerical validity 
coefficient. As conceptualized here, criterion validity is not a measurement concept but a 
decision concept: it concerns the predictive accuracy of test scores with respect to some criterion, 
and thus can be the basis for decision processes.  
Construct validity has guided most testing research programs, since it was introduced by 
Cronbach and Meehl. To understand this concept, we need to first understand the term 
“construct”.  “Construct” describes “a piece of knowledge or skill [can be human behavior, 
proficiency, ability, etc.] that a test taker may (or may not) possess” (Walters, 2012, p.470). 
Although the term “construct” is different from “concept”, “concept” can become “construct” 
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when it is so defined that it becomes “operational” (Fulcher & Davidson, p.7). Specifically, 
concepts need to possess two further properties to become constructs: one is that they must be 
defined in a way that they become measurable; another is that they have relationships with other 
constructs (Fulcher & Davidson). Thus, construct validity refers to “the degree to which a test 
measures what it claims, or purports, to be measuring” (Cronbach & Meehl, 1955), which is 
about the purpose of the test, and is central to establishing test quality.  
According to Fulcher and Davidson (2012), each of the three types of validity involves a 
different emphasis on the criterion: content validity mainly deals with the type of test takers’ 
behavior involved in the test performance; criterion validity focus on the testers’ scores on the 
criteria; and construct validity is usually studied when definite criterion measure of the quality 
with which testers are concerned is not available, and thus indirect measures must be used.  
Moreover, Cronbach and Meehl used the word claim when discussing what we think test 
scores mean. We make such claims, and then construct arguments to support them. As Cronbach 
(1984) stated, “Construct validity is a fluid, creative process” (p.149). The test constructor or any 
subsequent investigator works to develop an interpretation, persuade others of its soundness, and 
revise it as inadequacies are recognized. The interpretation has scientific aspects, but it often 
embodies policies and suggests practical actions. This complexity means that validation cannot 
be reduced to rules, and no interpretation can be considered the final word, established for all 
time.  
After Cronbach and Meehl, Messick’s (1989) work has been the most significant in 
changing the way by which we understand validity. Messick proposed a unified model of 
validity by “integrating various aspects of validity theory into a coherent whole subsumed under 
the umbrella term construct validity” (Rupp, Templin & Henson, 2010, p.26), in which validity 
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was described as “an integrated evaluative judgement of the degree to which empirical evidence 
and theoretical rationales support the adequacy and appropriateness of inferences and actions 
based on test scores or other modes of assessment” (Messick, 1989, p. 13).  
As McNamara (2006) commented, Messick’s work has influenced language testing in 
two ways: “in proposing a new understanding of how influences made based on tests must be 
challenged, and in drawing attention to the consequences of test use” (p. 31).  In other words, 
Messick’s validity theory has two important theoretical contributions: redefining validity as one 
unitary concept and directing attention toward consequences.   
Messick’s validity has been recognized as one of the most significant validity studies 
(Fulcher & Davidson, 2007). Instead of viewing validity as a property of a test, Messick 
considers validity as the degree to which we are justified to make an inference to a construct 
based on a test score, and whether any decision we make on the basis of the score is justifiable. 
Messick (1995, p. 745) specifically distinguishes seven aspects of construct validity, which are 
briefly summarized in Table 2.1  
Table 2.1   
Seven Aspects of Construct Validity  
 
Category Definition 
Content aspect Does the content of the diagnostic assessment represent the target 
domain? 
Substantive aspect Do the respondents engage in the appropriate cognitive processes 
when responding to the diagnostic assessment tasks? 
Structural aspect Does the scoring process for the response reflect the interaction of 
abilities in the domain? 
Predictive aspect Can the diagnostic assessment scores be used to predict an outcome 
of interest? 
Consequential aspect Do the diagnostic assessment interpretations lead to fair and 
defensible consequences of respondents?  
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Table 2.1 Continued 
 
Category Definition 
External validity Do respondents perform similarly on diagnostic assessments 
measuring similar constructs and differently on diagnostic 
assessments measuring different constructs? 
Generalizability Can the diagnostic assessment results be generalized across different 
conditions such as time points, administration contexts, and 
respondent samples?   
 
2.1.2 The Argument-based Approach to Test Validation 
As Messick (1989) stated, empirical validation is required to ensure the defensibility of 
the inferences made from any assessment. Cronbach (1988) suggested, one way to provide a 
framework for validation efforts is to structure them in terms of arguments. Following Cronbach 
and Messick in the language validity quest, Kane (1992) encouraged attention to details, as it is 
impossible to justify all possible assumptions in the interpretive argument. Kane suggested that 
the best way to present and substantiate the proposed claim was to be specific about all the 
pieces of evidence that can be presented. As expressed in Kane (2007),  
            Validation involves the evaluation of the proposed interpretations and uses of 
measurements. The interpretative argument provides an explicit statement of the 
interpretations and assumptions inherent in the proposed interpretations and uses. The 
validity argument provides an evaluation of the coherence of the interpretative argument 
and of the plausibility of its interpretations and assumptions. It is not the test that is 
validated and it is not the test scores that are validated. It is the claims and decisions 
based on the test results that are validated. Therefore, for validation to go forward, it is 
necessary that the proposed interpretations and uses be clearly stated (p. 58-59).  
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Validation is an important concept, as “almost any information gathered in the process of 
developing or using a test is relevant to its validity” (Anastasi, 1986, p. 3). Despite its 
significance, validation is probably the most challenging inquiry in any language testing, since it 
is a “lengthy, even endless process” (Cronbach, 1989, p.151), and “validation is simple in 
principle, but difficult in practice” (Kane, 2012, p.5). As such, Kane developed some general 
strategies (1992, 1999, 2006, and 2012) to guide test researchers to reach the ultimate goal of 
justifying the proposed interpretations and uses of test scores. In particular, Kane believed that 
arguments could only be evaluated in terms of how convincing they are, thus he created an 
argument-based-approach to collecting validity evidence, where a conceptual framework was 
required to be built within which inferences were drawn and investigated with empirical 
evidence. The argument-based-approach is essentially comprised of three main stages: a clear 
claim, an interpretive argument, and a validity argument, which work together to achieve the 
validation of score interpretations and uses.  
Specifically, in the first stage, it is fundamental to clearly state an interpretive argument, 
which can help researchers clarify their intention with the proposed test and provide them the 
framework of the interpretive argument for the specific test in question.  
As the core of Kane’s approach, the second stage is shaped by several interrelated 
inferences. Three of them illustrate the three-bridge argument in Kane et al. (1999), and are 
critical for the chain of inferences: evaluation, generalization, and extrapolation. The evaluation 
inference assumes the obtained results come from a standardized procedure of observation, thus 
the data collection and scoring method follow consistent procedures. The generalization 
inference states that test score interpretation involves generalizability from a specific observation 
to a broader domain of similar observation. The extrapolation inference describes the extension 
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of the conclusion drawn from a test-score toward a non-test behavior. Whereas Kane emphasized 
the existence of at least three types of inferences above, he also pointed out that it was possible 
to create additional inferences to extend the chain of reasoning, since test inferences varied as a 
function of the nature of the argument developed. For example, three additional inferences might 
be made: theory-based inferences, decision inferences, and technical inferences. The theory-
based inference links score interpretations drawn from data collected to a theory. The decisions 
inference reflects one of the major concerns in language testing, since test designers are 
conscious of the test impact when designing a test. The technical inference concerns the 
statistical assumptions generated from the statistical model.  
The third stage is the validity argument, which corresponds to the critical assessment of 
the entire chain of inferences explained above. This stage strictly evaluates the coherence of the 
proposal, and the plausibility of the inferences and assumptions linked to it. Moreover, possible 
counterargument(s) might be detected and rebutted to reinforce the interpretative argument at 
this stage.  
The argument-based approach has been used as an alternative standard framework for 
conceptualizing validity in language testing (McNamara, 2006). However, this approach has 
focused on claims about the interpretations of test scores, and does not pay enough attention to 
test use and consequences. Moreover, although several language testers have addressed validity 
and consequences of test use (e.g., Bachman & Palmer, 1996; Lynch, 2001), the language testing 
literature has generally failed to make an explicit link between the two essential considerations 
(Bachman, 2005). Thus, “for a long period, consequences were not a major focus in discussion 
of validity” (Kane, 2001, p. 336). According to Messick’s unified validity theory, both the 
interpretation of test scores and the consequences of test use are indispensable parts of validity. 
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Thus, the argument-based approach should be extended to the consequences of test use as well 
(Kane, 2001). To support his view, Kane additionally proposed two separate validity arguments: 
one linked test scores to interpretations; another linked interpretation to test use.  
As an extension of Kane’s perspective, Bachman (2005) advanced the conceptualization 
of test validity by presenting an “Assessment Use Argument” (AUA). It contains two 
components: an assessment validity argument that links assessment performance to an 
interpretation, and an assessment utilization argument that links an interpretation to a decision. 
Using Toulmin’s (2003) argument structure, as illustrated in Figure 2.1, the assessment 
utilization argument is basically structured with claims based on data and warrants that were 
supported by evidence of theories or prior research. Bachman suggested that some qualities of 
ethics, fairness, and usefulness could constitute warrants, whereas some concerns about 
unintended impacts constituted rebuttals (i.e., counter-claims or alternative). Although these 
qualities were often treated as unrelated to the validity of inferences, Bachman attempted to 
integrate them into the argument structure, so that the arguments enabled test developers and 
users to clearly articulate many of the concerns and qualities discussed in the literature regarding 
test use. By doing this, Bachman not only kept concerns that were important as in Messick’s 
work (e.g.., goals, content and impact of test), but also provided clearer guidance for future test 
designers.  
 
Figure 2.1.   Toulmin’s argument structure.  
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Bachman maintained that AUA could guide the test design process, and the theories and 
findings in prior research was indispensable parts of AUA, due to their role in backing warrants 
in the argument structure. However, there are still many misunderstandings that the validity 
argument in AUA is formulated after a test is designed or administered. This is probably 
because, AUA assumed that the argument was not part of a validation study, and did not include 
it in test design driven by intended effects, though Bachman attempted to incorporate suggested 
validity criteria regarding test use into an argument structure. However, it should be noted that 
both Kane’s interpretative argument and Bachman’s AUA have primarily focused on the 
validation of existing tests, since the first link in both starts from test administration.  
Following Kane’s work, Chapelle, Enright and Jamieson (2008) further developed the 
validity argument. They added the target domain stage in which the domain intended to be 
measured was specified, and adopted Toulmin-Mislevy’s structure for the inferences. 
Specifically, to justify the proposed claims on the TOEFL IBT, they created the domain 
definition inference by succeeding in presenting the key elements from the past research 
associated with a current view of language testing. By doing this, they extended Kane’s 
argument-based approach to better fit the argument made for the new TOEFL IBT score and 
interpretations. Another advantage of their work lies in the demonstration of this framework, 
since they have succeeded in providing a real and precise illustration of how language testers 
work as well as provided guidance for future test developers to reach test validity. However, they 
still failed to provide a useful framework to make test design accountable to stakeholders by 
justifying the decisions made in the test design process.  
2.1.3 Using Test Specifications for Validity Inquiries  
Test specifications contribute to the interpretation of test scores and test validity, as they 
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help testers achieve “valid inferences along the range of scores” (Davidson & Lynch, 2002, p.9). 
Thus, the test specifications approach can be utilized as evidence for validity inquires in 
language testing research. This section introduces test specifications (e.g., origin, concept, 
models for the development of test specifications), and the effect-driven test specifications. 
2.1.3.1 Definition and Origin of Test Specifications 
A test specification, also called a “spec” or “blue print” by other scholars, is a detailed 
document that provides guidelines about the test functions such as the test purpose, test content, 
methods used for test (Davidson & Lynch, 2002). The use of test specifications also allows for 
the generation of equivalent tests. Thus, test specifications play a central role in the process of 
test development and evaluation.  
Despite its origin from the industry, the test specifications are closely linked to criterion-
reference measurement (CRM) (Davidson & Lynch, 2002). CRM refers to test takers’ language 
abilities, and the correspondence between what a language learner is capable of and the 
underlying continuum of achievement. Thus, the test specifications root in the psychometric 
field, though their principles yield test development that has three major characteristics: 
“iterative, consensus-based, [and] specification-driven testing” (Davidson & Lynch, p. 7). It is 
important to note, although the test specifications are applied to the educational assessment field 
over time, they have kept their basic properties with clarity and inclusiveness remaining their 
driving forces. 
2.1.3.2 Models of Test Specifications  
Test specifications originally focused on content coverage and item types, however 
cognition was also incorporated in test specifications, due to Bloom’s (1956) taxonomy of 
learning objectives. Moreover, extended studies on test specifications provide additional support 
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for many specific decisions that test developers must make. There are currently three major 
models of test specifications in the language testing literature: Alderson, Clapham and Wall’s 
(1995) Model, Bachman and Palmer’s (1996) Model, and Davidson and Lynch’s (2002) Model. 
Alderson, Clapham and Wall’s (1995) focused on general and specific language 
proficiency, and also looked at norm-referenced and criterion-referenced testing in examinations. 
Bachman and Palmer’s (1996) mainly dealt with the features of target language use and 
assessment tasks. Based on Popham (1978), and Davidson and Lynch (2002), the model of test 
specification included five components that characterize the multi-stage test development (as 
presented in Figure 2.2): (a) general description, which describes the purpose of a test and what 
specific skills will be assessed; (b) prompt attributes, which refer to what test takers will do when 
taking the test; (c) response attributes, which explain how test takers are supposed to respond to 
the given prompt; (d) sample items, which illustrate what a test that follows the test 
specifications will look like, thus it “bring[s] to life” the language of the other four components; 
and (e) the specification supplement provides a detailed explanation of any additional 
information needed to construct items for a given spec.  
Davidson and Lynch’s work created a detailed blueprint for writing tasks with specified 
properties to fit a particular testing context. As illustrated in Figure 2.2, their test specifications 
demonstrate the ongoing process between the different stages of the model and the iterative 
feedback that represents the test-driven effect. The five components are interrelated to enhance 
clarity in test development. In particular, the prompt attributes and response attributes provide 
detailed information about items designed to assess the skills explained in the general 
description.  
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Figure 2.2. Role of test specifications in stages of test development. Cited from Davidson and 
Lynch (2002, p.15). 
 
Davidson and Lynch’s work created a detailed blueprint for writing tasks with specified 
properties to fit a particular testing context. As illustrated in Figure 2.2 above, the test 
specifications demonstrate the ongoing process between the different stages of the model and the 
iterative feedback that represents the test-driven effect. The five components are interrelated to 
enhance clarity in test development. In particular, the prompt attributes and response attributes 
provide detailed information about items designed to assess the skills explained in the general 
description.  
Test specifications can be utilized as an approach for validity inquires in language testing 
research. Table 2.2, cited from Gaillard (p.80, 2015), demonstrates the differences between such 
a “test specifications approach” and approach without test specifications. Moreover, the two also 
share some similarities. This section introduces the effect-driven test specifications as well as the 
origin, concept and models for the development of test specifications.  
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Table 2.2  
Test Specification Approach vs. Argument-Based Approach to Validation                
 
Test Specification Argument-Based Approach to Validation 
1. There are different styles, not a single true 
way of proceeding (Alderson et al., 1995, 
Bachman and Palmer, 1996, “make your 
own recipe”, Davidson and Lynch, 2002) 
2. Every LT scholar uses it  
3. Enhance clarify concerning the test 
development and use 
4. Suited for linking teaching and testing, 
but also testing and research 
5. Unity in diversity (Davidson and Lynch, 
2002) 
6. Inclusive model of test development, 
open, reflective 
7. Test impact has an important place in this 
approach  
8. This approach entails the use of different 
components 
9. It is a test development approach  
1. There are different approaches, not a 
single true way of proceeding (different 
guidelines have been provided by 
Bachman and Palmer, Kane, Chapelle, 
and Xi) 
2. Every LT scholar needs it 
3. Enhance clarity concerning the test scores 
interpretations and use  
4. Suited for linking inferences and 
appropriate test interpretations and uses 
5. Unitary concept (Messick, 1989) 
6. Inclusive model of test validity, broad, 
reflective 
7. Test impact has an important place in this 
approach 
8. This approach entails the use of different 
components 
9. It is a test validity approach 
 
An important concept, “effect-driven test specifications” was proposed by Davidson and 
Lynch (2002), and Fulcher and Davidson (2007). As explained by Fulcher and Davidson (2007), 
“Effect-driven testing implies that as part of the design process we look into the future to picture 
the effect we would like the test to have. We then structure our test development to achieve this 
effect. A clear statement of intended effects enhances the clarity of test purpose and use, thus 
helping to avoid unintended consequences of test use” (p. 371). In other words, test effects (i.e., 
outcomes or impacts of a test) should drive final design decisions about creating specific test 
items and tasks. Thus, test effects are both a starting point where test design is contemplated and 
an ending point where a test is validated. However, many tests in practice are only effect-
expected, as they do not involve specific arguments for test design decisions intended for 
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particular effects. Moreover, as shown in the literature, less attention has been paid to test effects 
as engineering forces for test design than unintended consequences of test use.  
The gap in the literature can be filled in by the “effect-driven test specifications”, since this 
perspective believes that test specifications are crucial in formulating and evaluating validity 
arguments. As such, it can make the test design process an important phase for validating the 
intended test effects, where a priori validity argument is articulated to justify the test design 
decisions that are driven by intended effects on target stakeholders. Moreover, a priori validity 
arguments can be linked to posterior validity arguments, which examines the observed effects of 
an operational test.  
2.1.4   Frameworks for Principled Design of Diagnostic Assessments 
This section describes the two current frameworks that have been most widely applied for 
the principled design of diagnostic assessments:  evidence-centered design (ECD) (e.g., Mislevy, 
Steinberg, & Almond, 2003; Mislevy, Steinberg, Almond, & Lukas, 2006), and cognitive design 
system (CDS) (e.g., Embretson, 1994, 1998). This section also explains why and how the two 
approaches are used in the design and development of CDA specifically.  
2.1.4.1 Mislevy’s Evidence-Centered Design 
ECD is a “principled framework for designing, producing, and delivering educational 
assessments” (Mislevy, Steinberg & Almond, 1999, p.1). The essential idea of ECD is that tasks 
should be designed to elicit behaviors that are maximally informative about the respondents’ 
latent ability structure (Rupp, Templin & Henson, 2010). The primary goal of ECD is to 
“ensure[s] that the way in which evidence is gathered and interpreted bears on the underlying 
knowledge and purposes the assessment is intended to address”. Thus, ECD forces designers of 
diagnostic assessments to clearly lay out the diagnostic narrative that they would like to develop 
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about the respondents. Therefore, a primary advantage of ECD is that it helps to build in validity 
during the test design and development process. 
The Evidence-Centered Design (ECD), similar as test specifications, acts as a blueprint 
for test construction in that it can provide useful frameworks for test design and development. 
However, they differ in their scope and focus. While ECD works as a design scheme to provide 
an overall structure of a test and the interconnection between its components, test specifications 
act as a specific engineering plan for development and thy provide detailed descriptions of each 
component. This is probably why Fulcher and Davidson (2007) considered that ECD subsumed 
test specifications.  
ECD highlights the central role of evidentiary arguments in assessment design by 
dividing the entire process of designing, developing and using tests into give groups of activities 
called “layers”: (a) domain analysis, (b) domain modeling, (c) conceptual assessment framework, 
(d) assessment implementation, (e) assessment delivery. “Each layer clarifies relationships 
within conceptual, structural, or operational levels that need to be informed by, or hold 
implications for, other levels” (Mislevy & Riconscente, 2005, p.3). To understand ECD, we need 
to understand its representation of layers in the design and implementation of educational 
assessment (Mislevy & Riconscente, 2006; Mislevy et al., 2002, 2004).  
Domain analysis layer. ECD requires the identification of the relevant domain and 
investigation of its characteristics. The domain analysis layer is motivated by the learning theory 
that underlies the diagnostic assessment, at a grain size that suits the purpose of the diagnostic 
test, thus it provides information that has implications for assessment in the targeted domain. 
This might concern a trait or a behavioral disposition in a traditional assessment. Domain 
analysis should start with the inferences that test developers intend to draw about examinees and 
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the psychological perspective they take on language acquisition and use (Mislevy & Yin, 2012). 
To identify characteristics of knowledge, skills, and other attributes (KSAs) of interest that are 
central to assessment design, test developers usually collaborate with content experts to elicit all 
the necessary information (e.g., curriculum, language framework, language proficiency 
standards) to complete the domain analysis.  
Domain modeling layer. Using information identified in domain analysis, the domain 
modeling layer addresses ways to fill in an argument schema. Zieky (2014) stated that the 
domain modeling moves from an investigation of the relevant real-world domain to a use of 
selected aspects of the domain for the purpose of building an assessment argument. Zieky 
explained that the general form of the assessment argument is, “If (X), then (Y) because (Z)”, 
where X is an observation of test taker behavior or a produce of that behavior, Y is a claim that 
the test taker has or lacks KSAs, and Z is the warrant that explains why the behavior or product 
demonstrates the possession or lack of the KSAs. 
 Claims, data and warrants are components of the assessment argument. Claims are the 
statements that test users want to be able to make about examinees on the basis of their test 
performances. Claims must be clear, whether general or specific, and a claim is closely related to 
the test purpose. Data includes aspects of the situation in which the person is acting, the person’s 
actions in the context of assessment, and additional information about the person’s history or 
relationship to the observational situation. The job of test developers is to decide what 
observable data would allow inferences about the unobservable KSAs, thus in a later layer they 
can devise tasks that will elicit the required observable behaviors. The term “warrants” logically 
connect the observed data to the claims. The need for elaborating warrants varies with the 
strength of the link between the data and the claims to be made: if there is a huge difference 
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between the observed behavior and the claim that is to be made, the warrant must be 
comprehensive and convincing; on the other hand, when the link is so clear that the warrant 
becomes self-evident and requires little explanation. It should be noted that test developers 
should try to reduce the possibility that alternative explanations for the warrants are correct.  
Conceptual assessment framework layer. The conceptual assessment framework layer 
contains four basic components (Mislevy, Almond, & Lukas, 2004): (a) Student model, (b) 
Evidence model, (c) Task model, and (d) Assembly model. To understand these components, the 
term “model” needs to be explained first. “Model” refers to a simplified, understandable, usable 
representation of a complex reality, which captures the components of reality that are relevant to 
the purpose for using the model and omits the irrelevant components. Figure 2.3 summarizes the 
relationships among the components.  
 
 
 
 
 
 
 
 
Figure 2.3.  Main models of the conceptual assessment framework. Adapted from Mislevey et 
al., 2002). 
The student model is about the type of inferences that one wants to make about an 
individual, which defines one or more variables related to KSAs that an assessment intends to 
measure as well as other characteristics of the test taker that would affect the interpretation of 
test performance. In other words, the student model includes the information about examinees, 
which can help test developers write tasks that are appropriate for the intended population. The 
Assembly model 
Student model(s) Evidence models Task model(s) 
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formulation of this model is constrained by the test purpose. In the case of diagnosis, a student 
model characterizes knowledge of an individual’s strength or weaknesses on multiple skills.  
The evidence model is about the type of evidence that supports the target inferences, 
which explains how observable behaviors or performances provide evidence about the KSAs of 
the student model components by using the psychometric models. To create the evidence model, 
the test developers should describe in details the aspects of the observable behaviors that would 
provide evidence on whether examinees have the KSAs that are the focus of measurement in a 
task. 
The task model primarily deals with the type of task that can elicit the usable evidence, 
which defines the specific nature of an item, including the conditions under which the task is to 
be performed, the materials presented, and the nature of the work product generated by the 
examinee. The task model can help test developers design or select appropriate tasks for a test by 
requiring the test developer to describe the desired attributes of the tasks to be generated. The 
goal of selecting a particular task model is to create an environment, which can make an 
examinee produce observable behaviors that correspond most strongly to the evidence model. 
The task model becomes the basis for item generation when it has been generated and linked to 
the evidence and student model.  
By integrating the student, evidence and task models to form an assessment, the assembly 
model mainly describes what the test as a whole will look like. An assembly model contains the 
information necessary to build parallel forms of the test. An assembly model can be considered 
an expanded version of detailed test specifications. It is ideal if the assembly model is specific 
enough that the test forms generated by the same model are interchangeable.  
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Using a “conceptual assessment framework” where a logical chain of reasoning between 
chains, evidence and tasks are emphasized to ensure the defensibility of observation, ECD can 
provide test designers with a conceptual framework where a line of reasoning is constructed to 
guide test design. This line of reasoning becomes validity evidence and rationales for design 
decisions. 
Assessment implementation layer. The assessment implementation layer is closely 
related to traditional test development on item writing and test assembling. One of the tools used 
in the assessment implementing layer is the task shell. As discussed above, the tasks that are 
generated in the task model are not necessarily parallel to each other. A task shell is a way to 
generate potentially parallel tasks by using a framework with variable elements and descriptions 
or lists of what can serve as the variable elements. Multiple tasks can be generated from the shell 
by plugging in different values for the variable elements. Moreover, the tasks might possibly be 
reasonably parallel on the condition that the variable elements are consistent in important 
characteristics. If the variable elements can be sufficiently specified, task shells can facilitate the 
automated generation of tasks.  
Assessment delivery layer. The test is administered and scored in the assessment delivery 
layer. In general, four processes are contained in this layer, referred to as the four-process 
architecture: activity selection, presentation, response processing, and summary scoring 
(Almond, Steinberg, & Mislevy, 2002). The activity selection process aims to select the most 
appropriate items for the ability level of the individual test taker while also  
implementing the content and skills portion of the assembly model, when the test is being 
administered (Zieky, 2014). Then, the selected task is presented to the test taker and the test 
taker’s response to the task is recorded. In response processing, scoring is based on a chain of 
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explicit logical connections. Summary scoring requires the application of a quantitative method:  
whereas scoring systems vary widely in complexity, the appropriate scoring model depends on 
the kinds of claims that are to be made and on the evidence model and tasks used to support the 
claims.  
Based on the description above, ECD is a logical, systematic approach to test creation. It 
can build important aspects of test design, test development, test scoring, and test use on sound 
evidentiary reasoning (Zieky, 2014). Therefore, ECD is actually an application of argument-
based approach to assessment design, and it is also considered a particular way of committing to 
principled assessment design.  It should be noted that the ECD process is iterative, since 
problems encountered in a later layer may force a return to an earlier layer, which leads to much 
movement back and forth across the layers in the actual implementation of ECD. 
2.1.4.2 Embretson’s Cognitive Design System  
The Cognitive Design System (CDS) was designed to “centralize the role of cognitive 
theory in test development in order to improve the meaning and use of ability and achievement 
test scores” (Gorin, p.181). The development of CDS was motivated by extensive research on 
cognitive response processes for assessments that measure basic cognitive abilities (e.g., general 
reasoning, spatial rotation). It is an approach in which tools are developed to improve the 
efficiency and quality of task design. For example, Embretson (1985) first illuminated a path 
toward integrating test theory, task design, and cognitive psychology. Later, Embretson (1994) 
proposed CDS as a response to the criticism that the typical theoretical approaches to item design 
weakened construct validity of score interpretation.  
The CDS contains both a conceptual and a procedural framework. The conceptual 
framework distinguishes between two aspects of construct validity. One is construct 
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representation, which allows cognitive theory to have a central role in test development and 
interpretation; another is nomothetic span, which concerns “the relationships of test scores to 
other measures” (Embretson, 2011, p. 350) and corresponds to construct significance. The 
procedural framework is a series of states that are required to incorporate cognitive theory in test 
design (Embretson, 1998).  
The procedural framework of CDS is “a series of stages that make explicit the skills 
targeted in diagnosis in item development, writing, and analysis” (Gorin, 2007, p.181). 
According to Embretson (1994, 1998), the principled assessment design process in the CDS is 
composed of the following seven steps: (1) specifying the goals of measurement, (2) identifying 
the relevant features in the task domain, (3) developing a cognitive model of task performance, 
(4) generating the items according to the cognitive model, (5) evaluating the model of generated 
tasks empirically via administered tasks, (6) banking the items by cognitive complexity, and (7) 
validating the model by checking for nomothetic span.  
As demonstrated in the seven steps above, in comparison to traditional test development, 
the most unique stages of CDS are the early stages (i.e., stages 1-3) and model evaluation (i.e., 
stage 5), In addition, Stage 1 to Stage 3 are similar to the development of student and task 
models in the ECD framework. That is to say, it is critical at early stages of both the CDS and 
ECD process to provide detailed specifications of test purpose and a model of student cognition, 
though CDS does not necessarily need to frame the cognitive model in terms of claims about 
student behaviors. It is important to scrutinize a model of the content domain into its most basic 
units (e.g., skills, processes, abilities). Then, test items are written with features that can be 
empirically connected to components of the model. Moreover, the fit of item responses to the 
cognitive model can be evaluated by psychometric models (e.g., CDMs). Based on the analysis 
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of the test response results, items that fit the cognitive model can be interpreted as providing 
strong evidence for the construct. As for the items that do not fit the model, their structure needs 
to be reexamined or the definition of the construct they are measuring needs to be reconsidered. 
Obviously, it is crucial in CDS and ECD to incorporate a theoretically driven cognitive 
model for response processes directly into the process of task development. Such integration can 
be established empirically via psychometric models that link empirical task characteristics (e.g., 
difficulty, discrimination) with task design variables that influence the cognitive processing 
demands of the tasks, thus the statistical models become instruments for hypothesis-testing. 
Therefore, if it is used wisely, CDS can help test developers accomplish work more efficiently. 
Embretson and Gorin (2001) explains several advantages of the CDS approach when it is 
used for item generation. First, newly developed items might be able to predict item parameters, 
on the condition that the psychometric and mathematical models developed provide adequate fit 
to the data. Second, the explicitness of processing, strategy and knowledge in the development of 
the items make construct validity better understood. Third, specifying the cognitive complexity 
of each item, construct validity might be understood at both the item and test level. Fourth, the 
diagnostic information gained at the item and test level can be used to enhance score 
interpretations. Clearly, there are some similarities between CDS and ECD approach.  
As Gorin (2007) pointed out, although the steps within both the CDS and ECD to test 
design are presented in a suggested order, the sequence of the framework is meant to “emphasize 
the importance of the earlier stages of assessment development”, “the entire process is iterative, 
and the continued improvement of items may require returning to earlier stages of the 
framework”. Considering the iterative nature of test development, Gorin’s statement is 
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completely reasonable. Gorin also highlighted that the earlier stages of assessment development 
should be considered equally important as the later statistical analysis.  
What we can learn from the CDS framework for the development of diagnostic 
assessment more generally is, “how tight the link between the underlying theory and the 
structure of the diagnostic assessment has to be in order for the interpretations from the 
diagnostic assessment to be maximally defensible” (Rupp, Templin & Henson, 2010, p.17). 
However, Rupp, Templin and Henson (2010) warned that it might be challenging to apply CDS 
principles to more broadly defined constructs (e.g., reading comprehension), as empirical task 
characteristics are generally relatively poorly predicted in that case and is hard to meet the design 
potential of the CDS framework (Gorin, 2005; Gorin & Embretson, 2006).  
To sum up, test validity concerns ways in which we can build and use assessments to 
support interpretations and use of results (Bachman, 2005; Bachman & Palmer, 2010; Kane, 
2006; Messick, 1994). When a test is designed for a specific use (i.e., diagnosis), it is especially 
important to establish validity arguments for the relevance of test design and construction to its 
purpose. As such, test design should be defined as an important phase of the validity process and 
linked to other phases in an interpretative argument.  
However, as discussed in Chapter One, most previous studies on CDA reported test 
results by using the retrofitting approach. As Jang (2009) observed, relatively few empirical 
studies have been conducted to design and develop a CDA by explicitly linking claims on test 
design and observations on test effects. Without an evidential link between specific design 
strategies or approaches aiming at diagnosis and follow-up observations on test effects, claims on 
diagnosis cannot be sound and valid. 
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The CDA created in this dissertation has its roots in language testing standards. This 
study used test design as the means of achieving diagnostic purposes. Specifically, the CDS 
approach was applied to the process of designing, implementing, analyzing, reasoning with, and 
making decisions for the CDA. Whereas the first two stages of CDS approach (i.e., specifying 
goals of measurement and, identifying the features in task domain) were specified in Chapter 
One, the conceptual framework employed in Chapter Three of this study included four phases, 
which correspond to the rest of five stages in CDA: building cognitive model (i.e., Stage 3), 
developing test (i.e., Stage 4), modifying test (i.e., Stage 4, 5 and 6) and test consequences (i.e, 
Stage 6 and 7). In addition, effect-driven test specifications highlight the role of narrative in 
arguments and thus are helpful as a reflective approach for test development. Due to their 
complementary advantages, this study mixed and balanced the two influences (CDS and effect-
driven test specifications) in structuring a priori validity evidence. By doing this, this study 
attempted to show the usefulness of both CDS and “effect-driven test specifications” approaches 
for CDA test development.  
2.2 Theoretical Framework on L2 Reading 
As discussed above, a cognitive model in a specific domain plays a crucial role in 
developing diagnostic assessments. Hence, it is central to operationalize the test construct in any 
test procedure. This is especially true for a diagnostic reading test, as reading is essentially a 
private process that is internal to the reader, and difficult to define, describe, externalize, and 
observe. Thus, assessing the ability to read in L2 reading is presumably more complicated than 
in L1. This section defines the construct of L2 reading by presenting a brief, focused account of 
the relevant theories. Following a description and discussion of the construct of L2 reading, the 
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next chapter will demonstrate how the L2 reading construct can be operationalized in the specific 
context of the CDA in this study.  
2.2.1 Overview of Research into L2 Reading 
Whereas numerous theories and research can be drawn on regarding L1 reading 
problems, this is not the case for L2 reading. However, much of the literature for L2 reading is 
still dependent on or derivative of the L1 literature. Several influential publications in L2 reading 
(Alderson, 2000; Grabe, 2009; Koda, 2005) have provided useful overviews of the main recent 
trends in L1 reading research and theories, along with their implications for the teaching and 
testing of L2 reading.  
There are various ways to classify reading models in the literature; however, my focus is 
on two types of classifications: one aims to describe the actual process of reading and the other is 
concerned with the result (i.e., product) of the reading process (Alderson, 2000). While the 
former attempts to account for the dynamic relationship between text and reader, the latter is 
product-oriented and typically describes reading in static terms (Alderson & Urquhart, 1984). In 
the studies of reading, a distinction between product and process is meaningful. Alderson, 
Haapakangas, Huhta, Nieminen and Ullakonoja (2015) states that such a distinction was useful 
for the study of reading and reading problems, in particular for diagnostic tests of reading, which 
aim to diagnose examinees’ strengths and weaknesses in reading. Specifically, the product of 
reading is typically what readers have understood that is usually reflected as their answers to 
reading comprehension questions, whereas the process of reading is usually invisible and 
challenging to observe. Moreover, the process of reading is probably more variable than the 
product, because how reading comprehension can be achieved varies across individuals and 
occasions, even though the product might be same. For example, the overall test score can be 
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quite different from one test-taker to another, when we look at the individual items that yield the 
yield the overall score.  
Moreover, the products and processes of reading can be affected by the task demands that 
are set to assess L2 reading. Reading tasks operate on a wide variety of texts and the choice of 
text (e.g., genre, topic, style, language, organization) affects task difficulty. As Grabe (2009) 
stated, readers are not simply bottom-up or top-down readers, since they have to be both bottom-
up and top-down readers at the same time. Consequently, readers need to be able to recognize 
words automatically and fluently, and parse texts accurately and expeditiously. During this 
process, readers’ background knowledge should be used to set goals, and effective 
comprehension strategies should be used to monitor reading comprehension. Obviously, all 
readers experience difficulty at some point during reading, thus the problem for diagnosis is to 
know where the difficulties exist. From this perspective, research on the design and development 
of a CDA-influenced test should put emphasis on the cognitive basis of L2 reading 
comprehension. 
2.2.2 Component Skills of Reading  
As Alderson (2000) stated, researchers have different perspectives on the number and the 
content of the separable skills that comprise reading ability.  Their perspectives on L2 reading 
can be generally summarized by holistic general-factor theories (Goodman, 1976; Thorndike, 
1917a, 1917b, 1917c) and multiple-factor models (Davis, 1944; Gray, 1919). Both the holistic 
and multiple-factor models believe in different factors underlie reading comprehension, 
including either “vocabulary”, “decoding” or “literal reading” as the first factor and 
“comprehension” or “inferential reading” as the second factor (Pettit & Cockriel, 1974; Stoker & 
Kropp, 1960; Vernon, 1962).  
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However, most reading researchers agree in general that reading skills are components of 
the reading process, and such skills can be isolated and tested separately, though there is no 
consensus on the number and content of reading skills. A traditional way this has been 
accomplished in L2 reading studies, especially in diagnostic tests, is to examine the skills or 
components of reading that are involved in reading comprehension. The componential models 
consider reading ability to be a separable trait, and attempt to identify the elements involved in 
reading.  
As reviewed in Urquhart and Weir (1988), reading components were used in several 
studies such as Davis (1968: four skills), Munby (1978; 19 skills), and Grabe (1991; six skills). 
In particular, Munby (1978) proposed a multi-factor model, which argued that 19 micro-skills 
are required for reading comprehension, and this taxonomy has been very influential in language 
instructional materials and in test development. Comparing these studies reveals that although 
reading researchers have not reached agreement on the component dimensions of reading, 
considerable overlaps in reading skills exist among these studies.  
Moreover, some researchers have suggested that there are hierarchical relationships 
among reading skill components. For example, Gray (1960) distinguished three reading skills: 
“reading the lines” which refers to the literal meaning of the text, “reading between the lines” 
which means the inferred meaning, and “reading beyond the lines” which refers to the critical 
evaluation of the text. This three-way distinction leads to an implicit hierarchy of levels of 
understanding: the literal level may be lower than the level of inferred meaning, which is again 
lower than the level of critical understanding. Based on this hierarchy, it is more difficult to 
attain the higher levels of understanding than the lower ones.  
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On the other hand, literal comprehension and inferential comprehension can be 
distinguished by using another classification: that of lower-level and higher-level cognitive 
processes of reading. According to Grabe (2009), reading consists of different types of processes, 
commonly called low-level and higher-level processes, and both are relevant to diagnostic 
testing. Whereas low-level cognitive processes contribute to word recognition (e.g., lexical 
access, syntactic parsing and semantic processes), higher-level processes involve a set of skills 
and resources (e.g., background, topical and cultural knowledge), strategies, inferences, and the 
ability to monitor ongoing comprehension. Nevertheless, even at the same level process, the 
difficulty of skills varies. Clearly, literal comprehension is based on lower-level cognitive 
process of reading. In contrast, inferential comprehension involves using higher-level cognitive 
processes to construct what the text says and understanding what it is about. As Alderson et al. 
(2015) pointed out, it is important to distinguish between the ability to extract the meaning that 
the writer has attempted to convey (the text model of comprehension) and the interpretation the 
readers make (the situation model).  
The notion that skills or components of reading can be tested is especially applied to 
diagnostic tests. For example, as reported in Alderson et al., (2014), three major and generally 
recognized skills (i.e., identifying the main idea, reading for detail, and inferencing) were 
isolated and tested in DIALANG, one of the first attempts at devising an online diagnostic 
testing system. Moreover, according to Urmston, Raquel and Tsang (2013), another recent 
diagnostic test, the Diagnostic English Language Tracking Assessment (DELTA), includes eight 
reading skills: identifying specific information, interpreting a word or phrase as used by the 
writer, understanding main ideas and supporting ideas, understanding information and making an 
inference, inferring the writer’s reasoning, interpreting an attitude or intention of the writer, 
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understanding grammatical relationships of words or phrases across text, identifying text type. 
As noted, both the DIALANG and DELTA contain items for measuring “vocabulary” separately.  
In addition, grammar is separately measured in DELTA as well.  However, there are two issues 
in current research. One is they have failed to provide convincing evidence on whether expert 
judges generally agree on the skills being tested. Another is that no clear evidence is provided on 
whether the skills are organized in a hierarchical relationship, and whether a clear relationship 
exists between a good reader and one’s ability to master all or most of the reading skills. That is 
to say, the extent to which the presence or absence of such skills may explain strengths and 
weaknesses in L2 reading is what needs to be further investigated.  
Another way that is parallel to the approach of identifying L2 reading components is to 
investigate the relationship between performance on L2 reading tests and tests of linguistic 
abilities (Alderson et al., 2015). Most commonly, reading abilities can be divided into grammar 
and vocabulary (Shiotsu, 2010). Weir and Porter (1994) concluded that vocabulary was generally 
considered a separate component from reading comprehension, though it might not be 
consistently possible to identify multiple, separate reading skill components. Consistent with that 
conclusion, Perfetti (1985) reported that deficient word recognition was associated with poor text 
comprehension. Moreover, it might be challenging to maintain the simple dichotomy between 
vocabulary and grammar, as both are considered to be associated with good reading performance 
(Shiotsu, 2010). Hence, recent studies (Purpura, 1998; Urquhart &Weir, 1998) proposed that the 
knowledge of lexiogrammar plays a much greater role in determining reading ability at the lower 
levels of reading proficiency, whereas such knowledge is automatized and thus has less impact 
on higher levels of reading proficiency. As such, lexiogrammar has been proposed as an 
important component of L2 reading ability (Alderson & Kremmel, 2013). Therefore, both 
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vocabulary and grammar should be included as crucial components when dividing reading into 
separate skills, but the challenge is to investigate the nature of this relationship to find exactly 
what linguistic factors contribute to strengths and weaknesses in SFL reading. 
In conclusion, identifying reading component skills can provide a useful framework to 
help in course design, instruction and test development (Lumley, 1993), though it is challenging 
to establish whether there are distinct component skills in reading comprehension and what those 
are. In addition, a reading test designed with a clear structure among skills can provide more 
fine-grained diagnostic information than one assuming no hierarchical structure.    
2.2.3 The Cognitive Basis of L2 Reading  
Reading is a cognitive activity involving skills, strategies, attentional and knowledge 
resources, and their integration (Grabe & Stoller, 2011). Thus, reading can be viewed as a 
dynamic process in which the reader decodes the written symbols to allow for the recovery of 
information from long-term memory to construct a plausible interpretation of the writer’s 
message (Kitsch, 1998). Cognitive processing theory, viewed as a foundation for examining the 
underlying processes of reading, remains the most influential in current work on reading ability 
(Tracey & Morrow, 2006).  
2.2.3.1 Models of Reading Comprehension 
A number of models for L2 reading comprehension have been proposed. This section 
selectively discusses the four most influential models: the bottom-up model, the top-down 
model, the construction-integration model, and the verbal efficiency theory.  
The bottom-up model.  In bottom-up processing, the letters, words and language features 
in the text are decoded. Readers are assumed to be involved in a mechanical process where they 
decode the ongoing text letter by letter, word by word, and sentence by sentence (Grabe, 2009). 
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The text decoding includes the visual identification and combination of letters, word recognition, 
sentence construction via their syntactic structures and the final integration of sentences into 
coherent discourse. In this model, the reader’s word knowledge, contextual information, and 
other higher-order processing strategies play a minor role in processing information, especially at 
the beginning stages (e.g., Alderson, 2000; Koda, 2005). Word recognition, however, is 
important, since eye movement studies have indicated that nearly every content word obtains 
direct visual fixation and the lack of even a single letter can be disruptive and decrease reading 
efficiency (e.g., Just & Carpenter, 1980, 1987). Further evidence can be provided by 
developmental studies in that deficient word recognition is associated with poor comprehension 
(e.g., Perfetti, 1985).  
The top-down model. A top-down model is based on meaning or conceptually-driven 
operations. The reader’s schema (e.g., prior knowledge) for prediction is an important operation 
to understand in order to infer the meaning of the text.  In this model, the primary goal of reading 
is deriving meaning from the text rather than mastery of letters, letter-sound correspondence, and 
words (e.g., Alderson, 2000). Readers are supposed to use meaning and grammatical cues to 
identify unfamiliar words, and according to this model they should be able to comprehend a 
passage even if they do not recognize each word.  
The construction-integration model. Kintsch and his colleague (Kintsch, 1988, 1998; 
Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983) proposed the Construction-Integration 
Model, which includes two interactive sets of processes: local text and text-modeling processes. 
While the former involves the processes that the reader uses to encode contextually appropriate 
meanings and propositions (Graesser, Millis & Zwaan, 1997), the latter is for combining the text 
representation with a reader’s background knowledge to fill the gaps in the propositional base 
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and facilitate the reader’s inference-making. Integrating the automatic lower-level with higher 
level reading processes, a coherent text representation at the discourse level can be created.  The 
basic principle of this model is that text comprehension is partially constrained by the efficient 
operation of the local processes. Thus, skilled readers can free cognitive resources for 
constructing and integrating meaning by benefitted from highly efficient word identification. In 
contrast, poor readers, constrained by their inefficient word-level processing, drain the limited 
attentional resources needed to maximize comprehension.  
The verbal efficiency theory. Perfetti (1985) proposed this model as an example of an 
interactive model that is highly constrained by the bottom-up view of reading (Hudson, 2007). 
Similar to the Construction-Integration model, efficient word-recognition skills are central to 
reading comprehension in this model. Essentially, this model believes that skilled readers and 
unskilled readers mainly differ in their efficiency at word-level processing in reading, since 
problems with higher-level comprehension skills originate from inefficient word-recognition 
skills which, in turn, stem from low-quality lexical representations. As Perfetti (2007) explained, 
this is probably because word recognition involves the cognitively demanding interaction of 
orthographic, phonological, semantic and syntactic processes, which are identified as four 
constituent information systems that work together and share information until a word is 
recognized.  Consequently, readers who are good at word recognition leave much of their 
attentional resources free for higher-level reading processes which, in turn, results in better 
comprehension. Also, basic grammatical information can be extracted to support clause-level 
meaning and proposition formation. 
While each model contributes to our understanding of the cognitive process of reading, 
the increasing specification of the role of cognitive processing in reading makes it possible to 
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understand the process of reading more clearly. The key difference between these models resides 
in the different emphasis they place on the text versus the reader. Each interpretation has its 
merits, but none is complete in and of itself in explaining reading. For example, the Bottom-up 
Model requires the reader to process the smallest linguistic unit (i.e., graph-phonic) first, before 
combining them to discover and comprehend the higher units such as sentence syntax (Alderson, 
2000). This approach has been criticized by ignoring the involvement of higher-order reading 
skills and background knowledge in deriving and interpreting the meaning of the text. Moreover, 
the Top-down Model cannot identify the mechanisms readers draw on to make inferences 
(Grabe, 2009). In addition, both the Verbal-Efficiency and the Construction-Integration Model 
take the reading process as involving both lower-level (e.g., word-recognition skills, syntactic 
parsing) and higher-level (e.g., making inferences) processes, and word-recognition skills seem 
to be important in both models. Moreover, both models treat working memory as a limited 
capacity pool of resources that is central and definitive in manipulating reading processes.   
However, the two models differ in the nature and reading processes. The Verbal-
Efficiency appears to be more prominent in explaining only efficient word-recognition skills that 
result in automaticity during reading, however it is not yet clear to what extent individual 
differences in working memory may explain differences in reading performance, and also 
whether the role of working memory may change as proficiency develops.  
It should be noted that all four models reviewed here are limited to the cognitive aspects 
of reading that were considered most relevant to the specific context in this study. Obviously, the 
models demonstrate that working memory plays a central role in reading; however, due to the 
practical constraints on measurement, working memory is not included in the cognitive model of 
this study, as described in Phase One of Chapter Three. Similarly, other models that characterize 
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motivational and emotional aspects as important in L2 reading are also excluded from this 
review since it is beyond the scope of a CDA.  
2.2.3.2 Multi-level Text Representation 
As described above, reading comprehension is viewed as a dynamic process, which 
involves the building of coherent mental representations (Kintsch, 1998; van Dijk & Kintsch, 
1983; Bransford & Johnson, 1972). This process can be elaborated in multi-level text 
representation (van Dijk & Kintsch, 1983; Kintsch, 1998): readers form the basic idea units from 
words, connect the idea units in the form of propositions and retrieve associated knowledge or 
experience from long-term memory to construct an interrelated network.   
Van Dijk and Kintsch (1983) proposed three separate mental representations during 
reading: the surface level, the proposition level, and the situation model. The surface level is the 
verbatim representation of the text that is characterized by the exact words and phrases used, thus 
readers only retain surface information. The proposition level is a semantic representation that 
describes the meaning of the text and represents the idea units directly connected in the text. The 
situation model is the mental representation of the situation to which the text refers, representing 
the knowledge schema used to assimilate it. The three levels of representation imply different 
levels of the processes, and the amount of information that a reader retains at a certain level can 
be used to judge whether strong representation at that level has been formed.  
Researchers have argued that successful text comprehension requires the construction of 
a coherent situation model (Perfetti, 1989; van Dijk & Kintsch, 1983). They maintain that the 
meaning of a sentence cannot be understood completely until readers integrate this level of 
information into their existing system of knowledge or experience in long-term memory and thus 
construct a situation model. Theoretical support for such a hierarchical order of different levels 
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among text representation can be found in the Depth of Processing theory (Selfridge & Neisser, 
1960). This theory states that perception starts with analyzing physical and sensory features and 
proceeds to later stages including recognizing patterns and extracting meaning out of the 
stimulus, followed by even deeper semantic and cognitive analysis.  
Perfetti (1979) applied the depth of processing framework to language comprehension by 
proposing seven levels of processing: acoustic, phonological, syntactic, semantic, referential, 
thematic, and functional.  Comparing Perfetti’s products of these processes with Kintsch’s three-
level representation, we find that Perfetti’s first three levels describe processing with Kintsch’s 
surface level information: the semantic level produces the meaning of a sentence, and thus 
corresponds to Kintsch’s text-based level; the processing of the referential, thematic, and 
functional levels is determined by the context and readers’ previous knowledge, which is 
comparable to Kintsch’s situation model.   
While different levels of text representation follow a hierarchical order, text is processed 
in parallel: word-level information is recognized and stored, syntactic information is used; the 
overall text structure is built and new information is integrated and restructured into the mental 
model; main ideas are established and inferences are made, etc. While new information is 
integrated into the mental model, it is simultaneously processed with the new incoming surface 
information. Consequently, several levels of processes compete for cognitive resources (Just & 
Carpenter, 1992). As successful reading requires the building of a coherent mental model, 
readers need to form the basic idea units from words, then connect the idea units in the form of 
propositions and retrieve associated knowledge or experience from long-term memory to 
construct an interrelated network. However, at any level of reading, failed comprehension might 
be caused by limited cognitive capacity.  
  
51 
To sum up, various factors may affect reading comprehension such as reader’s familiarity 
with the topic (Kintsch, Welsch, Schmalhofer & Zimny, 1990), readers’ personal preferences 
(Raff, 2006), etc. However, considering the goal of this dissertation is to diagnose the students’ 
strengths and weaknesses in reading comprehension, this study attempted to minimize the 
influence of readers’ background knowledge and motivation in the CDA-informed test 
development by taking a series of steps. For example, the text materials should be selected so as 
not to favor any special group of students. In addition, as mentioned earlier, due to the practical 
constraints, only the skills that are most relevantly involved in cognitive process of reading and 
practicable to be measured should be included in the cognitive model. Because of this constraint, 
it might be challenging to specify the construct of reading, which is supposed to completely 
represent all the cognitive skills that are involved in reading process. It is doubtful that any study 
can truly represent all of the skills involved in the reading process, but previous studies at least 
include most of the primary components in reading. Moreover, a compromise between the CDA-
informed test development and the practical limits of using CDMs has to be made.   
2.2.4 Reading Taxonomies in Previous CDA Studies 
 A number of L2 cognitive diagnostic reading assessments has been conducted in which 
various reading skills were identified. Interestingly, although some studies successfully applied 
the CDMs to various reading tests, these skills differ in these assessments, even in the exact same 
assessment. For example, the TOEFL reading test has been used for cognitive diagnostic analysis 
in several studies (e.g., Jang, 2005; Kasai, 1997; Lee & Sawaki, 2009c; Sawaki, Kim, & Gentile, 
2009), however the reading skills identified in these studies are different even though they are all 
based on the same instrument. This is also true for studies (e.g., Gao & Rogers, 2010; Li & Suen, 
2013) which targeted the reading comprehension section of the Michigan English Language 
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Assessment Battery (MELAB). It is thus worthwhile to discuss in detail the reading skills 
identified in these studies.  
Up to this point, four influential cognitive diagnostic studies have been conducted using 
the TOEFL reading test (Jang, 2005; Kasai, 1997; Scott, 1998; Sawaki, Kim & Gentile, 2009).  
Jang (2005) provided an exemplary cognitive diagnosis study. Based on students’ verbal 
protocols along with the analysis of the reading texts and items, Jang identified nine reading 
skills involved in the IBT TOEFL reading test: (a) context-dependent vocabulary, (b) context-
independent vocabulary, (c) syntactic and semantic linking, (d) textually explicit information, (e) 
textually implicit information, (f) inferencing, (g) negation, (h) summarizing, and (i) mapping 
contrasting ideas onto mental framework. These skills together with their descriptions were 
presented to five content experts, who identified which skills were involved in each of the 37 
items. Overall, 26 out of 37 items showed a moderate degree of agreement on skills identified by 
the experts, but the experts seemed to have difficulty distinguishing “textually implicit 
information” from “inferencing” as well as distinguishing “context dependent” from “context 
independent” vocabulary skills. After the Q-matrix was revised in accordance with the experts’ 
judgments, 12 out of 37 items each required one skill, 20 items each required two skills, and only 
five items each required three skills.  
Using the same IBT TOEFL reading test, however, Sawaki, Kim, and Gentile (2009) 
reported six skills that were identified by their expert team: a) understanding word meaning, (b) 
identifying information: search and match, (c) understanding information within sentences, (d) 
understanding and connecting information within a paragraph, (e) understanding and connecting 
information across paragraphs, and (f) understanding the relative importance of information and 
relationships among ideas. Based on the results analyzed with the Fusion Model, the skills were 
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refined through several rounds of discussions with experts and estimates of the Fusion Model 
item parameters. Finally, skills (b) and (c) were combined into one category called 
“Understanding the specific information”, and similarly skills (d) and (e) were integrated into 
one skill called “Connecting information”. Thus, only four skills were finally involved in the 
reading test. Across the two test forms in TOEFL IBT with 20 items in each form, only 12 in 
Form A and 10 in Form B were coded with two or three skills for each item.  
Similarly, the TOEFL reading test data was analyzed in Kasai (1997) and Scott (1998) by 
using the Rule Space Model. Both studies included many more skills than Jang (2005) and 
Sawaki et al. (2009) did. As summarized in Table 2.3, initially 16 skills were identified in four 
categories by Kasai (1997) including 11 cross-attribute interactions between different skills. 
Kasai described in detail the procedure of constructing and validating a Q-matrix: first, 
identifying the skills that were assumed to underlie the process of answering TOEFL items; 
second, deciding which skills underlie each item; third, analyzing the validity of the skills and 
the corresponding Q-matrix. The results from preliminary data analysis showed that the Rule 
Space Model had potential for providing information regarding the examinee's cognitive state, 
which also encouraged further investigation on including interactions among the skills. However, 
it was challenging for examinees and stakeholders to interpret the interactions. This resonates 
with Buck and Tatsuoka’s (1998) warning to CDA researchers that it is extremely difficult to 
code items with such a huge number of skills and to communicate the results to a non-expert 
audience.  
Similarly, Gao and Rogers (2010) as well as Li and Suen (2013) successfully applied the 
Fusion Model to the MELAB reading test using different reading skills. Five skills were 
identified in the former study: (a) defining new vocabulary using context clues, (b) using 
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syntactic knowledge to understand sentence structure and meaning, (c) extracting explicit 
information, (d) connecting and synthesizing, and (e) making inferences. Although the latter 
study initially identified five skills that were exactly the same as in the former study, skills (d) 
and (e) were combined to one skill called “Understanding the Implicit Information” through the 
validation of the Q-matrix. Despite the identification of different reading skills, the results of the 
data analysis demonstrated that both studies could provide useful diagnostic information by 
using the Fusion Model. The success of applying the Fusion Model to the MELAB reading test 
was also reported by other studies such as Gao (2006) and Li (2011).  
Table 2.3  
TOEFL Reading Skills Identified by Kasai (1997) 
 
Category Skills 
Whole passage 1) Low-frequency vocabulary 
Locating information 2) Location explicitly indicated 
3) Location indicated by lexical overlap 
4) Location not obvious 
Obtaining a correct answer 5) Low-frequency vocabulary 
6) Lexical overlap 
7) Beyond passage 
8) Plausibility of distracters 
9) Understanding the relationship between sentences 
10) Knowledge of rhetorical organization 
11) Time constraint 
12) Lexical overlap (incorrect options) 
13) Complex sentence structure 
14) Infrequent sentence structure 
Test-taking strategies 15) Making use of options to obtain the correct option 
16) Long correct option 
Whereas a non-hierarchical structure among the cognitive skills was employed by all the 
aforementioned studies, a different type of reading taxonomy is used with the Attribute 
Hierarchy Method (AHM), which is an updated version of the Rule Space Model. Assuming 
cognitive skills are hierarchically related, the AHM attempts to better reflect the characteristics 
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of human cognition. Wang and Gierl (2007, 2011) illustrated how the AHM could be 
successfully used to analyze SAT critical reading data. The final hierarchy in Wang and Gierl 
(2007) is represented in Figure 2.4 and Table 2.4.   
 
Figure 2.4. Hierarchical relationships among the subskills of SAT critical reading. 
Table 2.4   
List of skills of SAT critical Reading  
 
Skill Description 
A1 Basic language knowledge, such as word recognition and basic grammar 
A2 Determining word meaning by referring to context 
A3a Literal understanding of sentences with minimal amount of inferences 
A3b 
Understanding sentences by making inferences based on the reader’s experience and 
background knowledge 
A4a Literal understanding of larger sections of text with minimal amount of inference 
A4b 
Understanding larger sections of text by making inferences based on the reader’s 
experience and world knowledge; building coherence across, summarizing, and 
evaluating larger sections of text 
A5 Analyzing author’s purpose, goals, and strategies 
A8 Using rhetorical knowledge 
A9 Evaluating response options 
 
As presented in Table 2.4, Skill A1 (i.e., basic language knowledge) is fundamental, as it 
is a prerequisite for all other skills. Moreover, Skill A3a is the prerequisite of Skill A2, A3b, 
A4a, A5 and A8, as the readers must master A3a before they can use other skills to process the 
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text. Similarly, Skill A4a is the prerequisite of A4b. While using the AHM to conduct a cognitive 
diagnostic analysis is widely acknowledged as a good approach to produce rich diagnostic 
information, it is extremely challenging to retrofit an AHM analysis to an existing test due to the 
difficulty of identifying the hierarchical relationships between the skills (Gierl & Cui, 2008). 
Unfortunately, few major tests have been designed with the AHM framework. Altogether, this 
probably explains why the AHM has not been widely used in diagnostic reading assessments to 
date. 
It should be noted that based on China’s National Matriculation English Test (NMET), 
Cai (2010) developed a group-level assessment model for diagnosing 12th graders’ reading 
comprehension ability by using the AHM. Cai identified eight skills: (a) understanding of 
difficult vocabulary, (b) understanding of complicated sentences, (c) understanding the 
relationships between sentences, (d) understanding of rhetoric structure, (e) inferring implicit 
meaning, word meaning, or the authors’ intentions based on the understanding of the text, (f) 
locating and matching relevant information from the text with the answer options, (g) the ability 
of processing keys, and (h) the ability to summarize. The skills were identified based on 
Embretson and Wetzel (1987), where text representation and decision processing are 
foundations, together with Kintsch and Mosenthal (1990), and the analysis of students’  
think-aloud and experts’ opinions. Cai reported that the identified reading skills were good to 
capture what was required to answer the test items in the NMET. Moreover, she demonstrated 
that the new method she used to diagnose group-level reading comprehension could save the 
time, labor and other resources during the data collection and processing. 
As discussed, although various CDMs were successfully applied to several different 
reading tests, studies differed in the component skills of reading, even for the same reading tests 
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(e.g., TOEFL, MELAB). This indicates that different taxonomies have been used in cognitive 
diagnostic analyses. Moreover, characteristics of an item and the cognitive skills and knowledge 
required to answer the item correctly are usually intertwined in CDA research. Thus, it is 
challenging to identify the reading skills and their relationships in a reading test if it was 
validated with an iterative process through collaboration between the instructors, content experts 
and CDA researchers.  
Another issue arising from previous reading studies on CDA is that they all diagnosed the 
test takers’ strengths and weaknesses in reading by relying on existing tests that were not 
originally designed for diagnostic purposes. Although this retrofitting method advances the 
development of recent research on CDA, it has led to inaccurate and/or unsatisfactory diagnostic 
inferences, as many skills are rarely, if ever, measured in such tests (e.g., Alderson, 2010; Jang, 
2009). Moreover, based on test validity and validation described in the first section of this 
chapter, assessments should be developed considering the test use, which is to promote students’ 
learning success by providing detailed and accurate diagnostic feedback From this perspective, 
CDAs that are developed from the outset based on a cognitive diagnostic framework are called 
for: what I call CDA-informed test development.  
2.3 Cognitive Diagnostic Models 
Cognitive diagnosis models (CDMs) are important modelling alternatives for analyzing 
response data in situations where empirical information about the mental response processes to 
items from educational or psychological assessments is being sought. CDMs provide 
multivariate classifications of subjects on the basis of the postulated latent component skills. This 
section presents a brief context for the utilization of CDMs in educational assessment, provides a 
definition of CDMs and reviews several core CDMs that are used in this dissertation (e.g., Rule 
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Space, Attribute Hierarchy Method, Fusion, Log-linear CDM, and the reduced Reparametrized 
Unified Model). The challenges in estimating CDMs and assessing the degree of fit between the 
models and data are discussed as well. Attention should be paid to both statistical considerations 
of model structure and substantive considerations of model use.  
2.3.1 Introduction of Cognitive Diagnostic Models 
In the context of diagnostic assessment, the test purpose is to provide detailed fine-
grained feedback to test takers about the skills they have acquired in a specific domain and to 
illustrate the paths that they can take to improve those skills that they have not yet sufficiently 
mastered. An excellent example of such a feedback mechanism is the report card presented in 
Jang (2005) for a reading comprehension assessment. An exemplary card is shown in Figure 2.5. 
It should be noted that Jang used a rather complex CDM to estimate the nine-dimensional skill 
profile. The following expositions focus on the statistical and substantive properties of CDMs 
behind such skill profiles.   
 
Figure 2.5. Diagnosis report card in Jang (2005). 
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Figure 2.5. Continued 
2.3.1.1 Definition of CDMs 
CDMs are discrete latent variable models that are specifically developed to diagnose the 
presence or absence of multiple fine-grained skills that are required for correctly solving items 
on a test (de la Torre, 2009). CDMs are psychometric models that are capable of evaluating 
students' strengths and weaknesses (de la Torre, 2008). More specifically, CDMs examine the 
attributes, which are unobservable latent variables, and transform them into observable traits 
(Tatsuoka, Corter, & Tatsuoka, 2004). In other words, CDMs can analyze individual examinees' 
abilities on specific cognitive components, such as reading attributes, measured on an individual 
item level (Templin, 2004). Different from CTT, which focuses on aggregate data and IRT, 
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which also focuses on aggregate data to linearly order examinees, CDMs are a special case of 
latent class models that focus on data at the individual level (Rupp & Templin, 2008). The 
objective of all CDMs is to classify respondents with the help of these latent variables, which 
results in attribute profiles being assigned to them. CDMs also allow for criterion-referenced 
interpretations, whereas traditional IRT models allow only for norm- referenced interpretations. 
Thus, CDMs are extremely powerful tools for test analysis in that they can analyze multiple, 
fine-grained attributes. The section below will further discuss CDMs.   
2.3.1.2 Common Characteristics of CDMs 
All CDMs have certain characteristics. The most important of these are compensatory vs. 
non-compensatory modeling and the specification of the skills (i.e., Q-matrix specification).  
Non-compensatory models. CDMs can be compensatory, non-compensatory, or both. 
These terms refer to how skills are related to modeling the probability of a correct response. By 
specifying which skills are necessary for increasing the probability of a correct response on the 
item, CDMs allow for a more precise specification of skills that might allow us to assess the 
skills within, for instance, mathematics ability that might lead to a correct response. Whereas 
some items might require just one skill, others might require several skills. In the latter situation, 
if any one of the skills described is missing, the probability of the examinee getting the item 
correct will be lower. In other words, a high competency in one skill cannot “compensate” for 
the lack of or low competency in other skills. Thus, non-compensatory models, sometimes 
referred to as conjunctive, assume that the student must have mastered all the skills within the 
item in order to correctly answer it.  
Compensatory models. Sometimes certain skills compensate for the lack of others, and 
CDMs that allow for this type of relationship are called compensatory models. Compensatory 
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modeling is also sometimes referred to as disjunctive. This type of model implies that the test 
taker’s possession of one skill can compensate for low ability or even a lack of ability in the 
other skills that are required for answering the item correctly. In the educational context, 
compensatory modeling is more often used in the summative assessment setting. 
Q-matrix. CDMs function through Q-matrices, which are “cognitive design matri[ces] 
that explicitly identify the cognitive specification for each item” (de la Torre, 2008, p.2). They 
contain information on the attributes required for successfully completing each item on the test. 
The matrix represents unobservable knowledge states through observable item response patterns 
(Tatsuoka, 1995) with rows representing items, and columns representing all of the possible 
attributes found in a test (Tatsuoka, 1990). For each cell, a 1 indicates that the item measures the 
skill, and a 0 shows the item does not measure the skill. Cells can also contain polytomous 
values if the degree of mastery of the attribute measured by the item is specified. Constructing a 
Q-matrix itself is as complicated as the type of items that make up the exam. However, Q-matrix 
construction can become even more complicated when attributes are hierarchically related (i.e., 
some skills are pre-requisites of others), and will bring in some subjectivity.  
As noted, the Q-matrices signify the item-by-attribute relationship of the proposed 
diagnostic reading test, and thus they are usually constructed by content experts. Due to the 
subjective nature of the task, several advanced methods have been developed to properly specify 
complex Q-matrices (DiBello, Stout, and Roussos, 1995; de la Torre, 2008; deCarlo, 2011). In 
some instances, a Q-matrix does not capture all the possible strategies that a student might take 
to correctly answer an item. As reflected in CDMs, some will assume that all the possible skills 
are accounted for, while others allow for this assumption to be relaxed. The latter models allow 
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for more realistic situations, especially when items are complex and the correct answer can be 
arrived at by various means.  
2.3.2 Review of Core CDMs 
Rupp and Templin (2007) describe the definition and function of CDMs as statistical 
models. They believe CDMs allow researchers to empirically test rather precise hypotheses 
about the nature of the response processes. If the data collection design and the substantive 
theory are developed to a sufficient degree, detailed empirical information about the mental 
components that are involved in the response processes and the manner in which these 
components interact can be obtained. Similarly, CDMs create multivariate classifications of 
subjects that profile them according to the mental components that underlie the response 
processes and thus can help to identify pathways toward mastery on all components.  
Many complex, cognitively-based scoring models have been proposed. Several useful 
reviews that include some or all of the CDMs and the latent variable frameworks from which 
they emanate have appeared in the literature (e.g., DiBello, Roussos, & Stout, 2007; Leighton & 
Gierl, 2007; Fu & Li, 2007; see also Mislevey, 2007). This section begins with a review of 
Tatsuoka’s Rule Space Model (Tatsuoka, 1983,1995), and the Attribute Hierarchy Method 
(AHM, Gierl, Leighton, & Hunka, 2007; Leighton, Gierl, & Hunka, 2004). Then the 
Reparametrized Unified Model (RUM), also named the Fusion Model, (Roussos et al., 2007), as 
well as the reduced RUM, are discussed. Finally, the section concludes with a discussion of 
CDMs based on Log-Linear models with latent classes (Rupp, Templin, & Henson, 2010), a 
model that can summarize some of the aforementioned models. 
It should be noted that most of the models introduced in this section are non-
compensatory, as they assume that each skill must be present for the examinee to accurately 
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answer the item. Moreover, all the CDMs described here are latent class models, where the 
diagnostic information is specified at either dichotomous levels of mastery or non-mastery of 
skills, or polytomous levels. Additionally, this review is not an all-inclusive review of all CDMs. 
Instead, it focuses on only the CDMs that are popularly used in reading assessment and most 
relevant to this study. Some theoretically complex models that are impractical for empirical 
studies will not be elaborated upon.  
2.3.2.1 The Rule Space Model 
The Rule Space Model (RSM) is one of the earliest non-compensatory cognitive 
diagnostic models, introduced by Tatsuoka (1984). This model is essential, since many of the 
latent class models for diagnostic purposes have similar properties to this model with some slight 
modifications. RSM can be used with both dichotomous- and polytomous-scored items, but it is 
limited to dichotomous classifications (i.e., mastery or non-mastery of an attribute). This model 
first uses traditional IRT to estimate ability and item parameters, then uses this information along 
with a reduced Q-matrix (e.g., certain dependencies among skills allow for a smaller number of 
permissible attribute profiles) to compute an expected latent variable corresponding to the 
expected score pattern from the reduced Q-matrix. Although RSM can handle around 20 
attributes and requires sample sizes of approximately 1000 to 2000 students, a crucial 
disadvantage of this model is that fit statistics that use common probability distributions to 
evaluate the entirety of the model do not exist, because probabilities are only applied in separate 
steps. Moreover, easily accessible software is not available for this model.  
2.3.2.2 The Attribute Hierarchy Method 
Leighton, Gierl and Hunka (2004) proposed the Attribute Hierarchy Method (AHM). 
AHM is a psychometric method for classifying examinees’ test item responses into a set of 
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structured attribute patterns associated with different components from a cognitive model of task 
performance (Gierl et al., 2007). This method illustrates how cognitive performance can be 
evaluated using an information processing approach, because the AHM requires a cognitive 
model of structured attributes to evaluate examinee performance. Specifying the hierarchical 
relationships among the skills, the AHM improves upon the RSM, which assumes a linear 
relationship. Since the AHM helps “link cognitive theory and psychometric practice to facilitate 
the development and analyses of education and psychological tests” (Gierl, Leighton & Hunka, 
2007, p. 243), results from the AHM analyses yield information on examinees’ cognitive 
strengths and weaknesses, indicating that the method has diagnostic value. In addition, the 
attribute hierarchy was used in the AHM not only to create test items to measure the cognitive 
components described by the model, but also to interpret test performance. Thus, the attribute 
hierarchy has a foundation role as it represents both the construct and the knowledge and 
processing skills that underlie test performance. Therefore, the AHM approach to test design and 
analysis has tremendous potential for CDA. However, it should be noted that the AHM and RSM 
are essentially classification algorithms and are not unified models that are completely embedded 
within a fully probabilistic framework (Rupp & Templin, 2008).  
2.3.2.3 The Log-linear CDM 
As stated in Rupp, Templin and Henson (2010), the log-linear CDM (LCDM) with latent 
classes is a more general approach to organizing and estimating core CDMs. LCDM can be 
understood as a “full model” or a “saturated model”, since all core CDMs can be expressed 
under this common framework. Moreover, this general modeling approach is flexible enough to 
allow for “intermittent” models that currently do not have a name in the literature to be specified, 
thus statistical constraints are likely to be placed on parameters in this framework.  
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Specifically, the skill associations are modelled in the LCDM parameterization, using a 
log-linear model that contains main effects associated with each latent skill variable and all 
possible interactions between the latent skill variables up to a degree that remains estimable with 
current estimation routines and yields a sufficiently parsimonious representation for the unbiased 
and precise estimation of model parameters.  
Formally, 
 
where the subscripts of λ represent the level of the interaction term and sum-to-zero constraints 
are placed on the λ parameters for model identifiably. This representation shows that the model 
contains an intercept, a set of main effect terms, a set of product terms reflecting the interactions 
of the latent skill variables with themselves and multiple sets of product terms reflecting the 
higher-order interaction of the latent skill variables with each other. When all terms are included, 
this general log-liner model is identical to the saturated model described in the preceding 
paragraph.  
A reduced version of this model was proposed by Xu and von Davier (2006), which 
contains all main effects and all two-way interaction terms, but only one three-way interaction 
term representing the cube of each latent skill variable, since the researchers set out to capture 
only up to the first three moments of each latent skill variable. The authors show that the reduced 
LCDM leads to almost identical parameters as the more complex saturated specification, but 
results in a reduction of the number of parameters to be estimated.  
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As Rupp, Templin and Henson (2010) pointed out, with increasing CDM complexity, the 
demands on the data structure such as the number of respondents overall, the number of 
respondents per item, and the number of items for each attribute also increases exponentially. 
Thus, it is challenging to identify the model statistically, and to determine a set of parameter 
restrictions that is necessary and sufficient for a software program so that unique parameter 
estimates can be provided.  However, based on my personal communication with Templin, a 
well-known researcher on CDMs, when using CDMs, it is necessary to start with a full CDM 
(e.g., LCDM) and then if necessary to reduce the model. It is theoretically incorrect to use 
reduced models before providing a test of the hierarchy directly or indirectly. Even though many 
researchers have done such things in empirical studies, their claims cannot be well supported by 
their methodology. As such, this study tried to use the LCDM first before using a reduced model.  
2.3.2.4 The Reparametrized Unified Model 
The Reparametrized Unified Model (RUM, Hartz, 2002; Roussos, DiBello, et al., 2007), 
also known as the Fusion Model, has been widely used for cognitive diagnostic analysis with 
reading tests. Thus, it is introduced with more details. The Fusion Model explicitly 
acknowledges that the Q-matrix may not be complete, and allows for different strategies to solve 
the item correctly. This model also captures the idea that the same skills within items can vary in 
difficulty.  
The RUM is an IRT-like multidimensional model that expresses the stochastic 
relationship between item responses and underlying skills as follows:  
𝑃(𝑋𝑖𝑗 = 1|𝛼?̅?, ѳ𝑗) = 𝜋𝑖
∗ ∏ 𝑟𝑖𝑘
∗(1−𝛼𝑗𝑘)𝑞𝑖𝑘𝐾
𝑘=1  𝑃𝑐𝑖(ѳ𝑗) 
Where  
𝑋𝑖𝑗 is the response of examinee j to item i (1 if correct; 0 if incorrect); and  
  
67 
𝑞𝑖𝑘 specifies the requirement of mastery of skill k for item i (𝑞𝑖𝑘=1 if skill k is required 
by item i; 𝑞𝑖𝑘=0 otherwise). 
𝛼?̅? and ѳ𝑗 are ability parameters: 
 𝛼?̅? represents a vector of cognitive skill mastery for examinee j for skill k specified by 
the Q-matrix (?̅?𝑗𝑘=1 if examinee j has mastered skill k; ?̅?𝑗𝑘=0 if examinee j has not mastered 
skill k); and ѳ𝑗 refers to a residual ability parameter of potentially important skills unspecified in 
the Q-matrix in the range of -∞ to ∞.  
𝜋𝑖
∗ is the probability that an examinee, having mastered all the Q-matrix required skills 
for item i, will correctly apply all the skills to solving item i. 𝜋𝑖
∗ can be interpreted as the Q-
matrix-based difficulty level of item i, ranging from 0 to 1; and 
 𝑟𝑖𝑘
∗ = P (𝑌𝑖𝑗𝑘 = 1|𝑎𝑗𝑘 =  0)/ P(𝑌𝑖𝑗𝑘 = 1|𝑎𝑗𝑘 =  1) is an indicator of the diagnostic 
capacity of item i for skill k, ranging from 0 to 1. The more strongly item i requires mastery of 
skill k, the lower is 𝑟𝑖𝑘
∗ .  𝑟𝑖𝑘
∗  is interpreted as the discrimination parameter of item I for skill k; and 
 𝑐𝑖 is an indicator of the degree to which the item response function relies on skills other 
than those assigned by the Q-matrix, ranging from 0 to 3. A lower  𝑐𝑖 indicates that item 
response function depends more on the residual ability ѳ𝑗. When 𝑐𝑖 is 3, 𝑃𝑐𝑖(ѳ𝑗) is very close to 1, 
which means that the item response function is practically uninfluenced by ѳ𝑗; when 𝑐𝑖 is 0, 
𝑃𝑐𝑖(ѳ𝑗) will dramatically influence the item response probability. Therefore, 𝑐𝑖 is considered an 
index for Q-matrix completeness.  
It should be noted that the number of item parameters specified by the RUM is dependent 
on the Q-matrix; each item has 2+ 𝑘𝑖 parameters: 𝜋𝑖
∗, 𝑐𝑖, and 𝑟𝑖𝑘
∗ . If an item only requires one 
skill in the Q-matrix, each item would only have one 𝑟𝑖𝑘
∗  parameters (Roussos, DiBello, et al., 
2007). 
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The RUM has been intensively studied, and some new developments have emerged. For 
example, studies investigated how to equate with the Fusion Model using item parameter 
invariance (Roussos, Xu, & Stout, 2003); how to link calibrations based on the Fusion Model 
(Bolt, Li, & Stout, 2003); and how to handle polytomous-scored data by extending the Fusion 
Model using a cumulative score probability function (Fu, 2005). In addition, a procedure was 
developed by Henson and Templin (2004) for analyzing National Assessment of Educational 
Progress (NAEP) data with the framework of the Fusion Model. Overall, these studies show that 
the Fusion Model has a great potential for cognitive diagnostic analysis. It should be noted that 
in recent years, the reduced version of the RUM (i.e., rRUM) has received much attention in 
reading assessment by psychometrics researchers. When all the 𝑐𝑖 parameters are complete in the 
RUM, indicating the attributes identified in the model are sufficient to correctly answer the test 
items, the 𝑐𝑖 parameters can thus be dropped and the model becomes the rRUM.  
Estimation methods and MCMC convergence checking. A Bayesian hierarchical 
structure was developed to increase the capacity of model-data fit and to simplify and improve 
the estimation procedure. As described in Hartz (2002) and Roussos, DiBello, Stout, Hartz, 
Henson and Templin (2007), the Bayesian framework for other ability parameters and item 
parameters is much more complicated, though the prior used for the residual ѳ parameter is 
simply set to a standard normal distribution. The dichotomous 𝑎𝑘𝑗 ability parameters are 
modeled as Bernoulli random variables with probability of success𝑃𝑘, the population proportion 
of masters for skill k. The prior for the 𝑎𝑘𝑗 consists of the 𝑃𝑘 parameter for each skill and the 
tetrachoric correlations between all skill mastery pairs. The tetrachoric correlations between the 
dichotomous skills assume that continuous normal random variables underlie the dichotomous 
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𝑎𝑘𝑗 mastery variables. It is assumed that the continuous variables have been dichotomized by 
cut-point parameters.  
The Arpeggio program (Bolt et al., 2008) incorporates the required flexibility in the 
relationships between the item parameters and simplifies the estimation procedures by using a 
Bayesian approach with a Markov Chain Monte Carlo (MCMC) algorithm. By providing a 
jointly estimated posterior distribution of both the item and the examinee skills parameters, the 
MCMC estimation may provide a better understanding of the true standard errors involved (Patz 
& Junker, 1999). Moreover, the MCMC routines not only adapt easily to produce posterior 
predictive model diagnostics, but also provide a ready capability for comparing model parameter 
prior and posterior distributions as a measure of parameter identifiability (Sinharay, 2006). As 
such, many CDMs (e.g., the Fusion Model, the DINA, and the NIDA) used the MCMC 
algorithm.  
The MCMC process converges to a posterior distribution. Each time point or step in the 
chain corresponds to a set of simulated values for the parameters. After a long enough number of 
steps (i.e., the burn-in phase of the chain), the remaining simulated values will approximate the 
desired Bayesian posterior distribution of the parameters. However, it is challenging to evaluate 
the convergence of MCMC, as “the values generated by an MCMC algorithm will vary even 
after convergence, together with the usual analytical intractability of the posterior distribution of 
interest” (Sinharay, 2004, p. 462).  
Specifically, four categories of convergence evaluation have been classified by Sinharay 
(2004). The first is the simple graphic method, which works for single or multiple chains. Two 
types of plot can be used: a time-series plot can graphically check the stability of the generated 
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parameter values, and a mean plot can check graphically if the mean of a parameter has 
stabilized.  
The second method is based on spectral analysis, and is useful for a single chain. For 
example, the Geweke Z takes two non-overlapping parts (usually the first 0.1 and last 0.5 
proportions) of the Markov chain and compares the means of both parts. Parameters with | Z | >2 
indicate non-convergence. However, 5% of the calculated Zs are allowed to fall outside the range 
(Ntzoufras, 2009) due to the conventional Type I error rate used in classical significance tests for 
multi-parameter models.  
The third method employs parallel chains with dispersed initial values to test whether 
they all converge to the same target distribution. For example, the Gelman-Rubin R ratio uses 
parallel chains with dispersed initial values to test whether they all converge to the same target 
distribution. An R value close to 1 indicates convergence.  
The fourth method uses the theory of Markov chains and is useful for a single chain. This 
method uses such indices as the Raftery-Lewis diagnostic, which gives the number of iterations 
required to attain accuracy r with probability s in estimating quantile q of interest. If the total 
samples needed are fewer than the MCMC sample, this indicates a lack of convergence.  
It should be noted that none of the methods described above can guarantee convergence 
of an MCMC algorithm, though each method provides some check of convergence. It is thus 
advisable to apply these methods together, whenever possible, for convergence checking. As 
suggested, a practical solution is to choose one or two different methods and conclude 
convergence only when all the chosen diagnostics indicate convergence (Sinharary, 2004).   
Based on their experience of convergence checking with the Fusion Model, Roussos, 
DiBello, et al. (2007) cautioned that a visual plot is an effective approach for detecting 
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convergence but the Gelman-Rubin R is not very powerful for that. Moreover, they warned that 
when c parameter is included in the full-length Fusion model, non-convergence might frequently 
occur. This is probably because the full-length Fusion model has mainly been applied to 
unidimensional tests, which might cause the continuous ѳ parameter to “soak up” most of the 
variance in the item responses. In this case, it is probably more practical to use a reduced Fusion 
Model (rRUM). This probably accounts for why the rRUM has become popular in reading 
assessment. If non-convergence still occurs, a traditionally used method is to run an extremely 
long chain to ensure the burn-in phase is long enough to reach the posterior distribution phase. If 
the longer chain still does not lead to convergence, the researcher probably needs to revisit the 
model building steps and reconsider the Q-matrix to determine the changes that may be needed.  
Model fit statistics. The evaluation of the fit between the CDM and the data is crucial as 
in any other statistical models. However, as Rupp, Templin and Henson (2010) stated, due to the 
involvement of multiple latent skills, methods for such evaluation are more complicated than 
those used in typical unidimensional IRT applications.  
Posterior predictive model checking (PPMC, see Levy, Mislevy, & Sinharay, 2009; 
Sinharay, 2005; Sinharay, Johnson, & Stern, 2006) is typically used to evaluate model fit that 
compares observed and model-predicted statistics, when a Bayesian approach is used for 
parameter estimation. In PPMC, the posterior predictive distribution (PPD) is the distribution of 
new data predicted from the model under a Bayesian framework on the basis of the test response 
data.  The PPD is used to simulate a large number of data sets, and a test statistic of interest is 
computed for each data set. Then, the critical values and credible intervals are computed by 
comparing the observed value of the test statistic from the sample data with the empirical 
sampling distribution. These values can be used to evaluate the likelihood of the observed values 
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to determine whether there is sufficient evidence for item or respondent misfit. The Fusion 
Model system typically can calculate the proportion-correct scores on the items, the item-pair 
correlations, and the examinee raw score distribution (see Hension, Roussos, & Templin, 2004, 
2005). 
In addition to PPMC, another type of fit evaluation in the Fusion Model is the internal 
validity check (Roussos, DiBello, et al., 2007). Two types of such internal validity check are 
available: IMstats for item mastery statistics, and EMstats for examinee mastery statistics. 
IMstats compares the observed item scores for masters and nonmasters: a strong difference in 
performance between masters and nonmasters indicates a good model fit. There is no formal 
hypothesis testing approach for IMstats, since having a large number of examinees in the sample 
could cause inconsequential differences to be statistically significant. However, an item-by-item 
plot performance for masters and nonmasters can be examined to help judge model fit. As for 
EMstats, it produces the evaluation statistic on an examinee-by-examinee basis. If the examinees 
have mastered all the required skills for the items, they were expected to have a high probability 
of answering items correctly. Examinees will be marked if their scores are uncharacteristic of 
their skill mastery profiles. If too many examinees have aberrant responses, this may indicate a 
lack of model fit. As noted, the use of the EMstats index is limited, probably due to the lack of 
flexibility of changing the preset criteria in Arpeggio to tailor to data from different sets. Thus, 
the EMstats index was not reported in most studies using Arpeggio for Fusion model calibration 
(e.g., Jang, 2005; Schrader, 2006).  
2.4 Summary 
As discussed in this chapter, test development should be defined as an important phase of 
the validity process, and it is linked to other phases in an interpretative argument. Thus, validity 
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arguments for the relevance of test design and construction to its purpose must be established. In 
other words, the cognitive diagnostic reading assessment proposed by this study should be CDA-
informed, and simultaneously great consideration should be given to the specific use of the test 
by the test stakeholders. It is also important to consider the availability of the CDMs in 
developing the CDA-informed test. To my best knowledge, however all the previous CDA 
studies used the retrofitting approach to extract diagnostic information for the examinees, which 
might lead to the lack of sound justification for the diagnostic purpose. 
This chapter has reviewed the theories of test validity and validation, L2 reading 
including the component skills and cognitive processes in reading as well as reading taxonomies 
used in previous CDA studies, and the cognitive diagnostic models most relevant for reading 
assessment. The description and discussion in this chapter provides a foundation for the CDA-
informed test development as well as the analysis of the CDA.  
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CHAPTER 3–– RESEARCH METHODOLOGY AND PROCEDURES 
As elaborated in the first chapter, the primary goal of this research is to create a validity 
report by which the test under development for this dissertation (i.e., the CDA-informed test of 
L2 reading) will be shown to provide validity evidence. For this purpose, it is essential to present 
each step followed in the design and development of the CDA within a validity argument 
perspective. Specifically, this study demonstrates processes of constructing a diagnostic 
assessment in four phases: (1) defining cognitive models for the latent skills that are of 
diagnostic interest and selecting the most appropriate cognitive model for this study; (2) 
constructing the Q-matrix and based upon it to develop and revise the CDA; (3) selecting 
statistical methods for model estimation and the diagnostic results; (4) reporting and evaluating 
diagnostic. Hence, this chapter presents multiple sources of validity for the CDA under 
construction. Moreover, problems and issues arising at each stage and how they were addressed 
are also discussed. 
3.1 Phase I: Building a Cognitive Model and Identifying Attributes 
As reviewed in Chapter Two, the items in CDA-informed test must be written to elicit 
behaviors that can differentiate different cognitive skills. To achieve this purpose, a cognitive 
model is needed to specify these skills and their relationships. The primary aim of this section is 
to demonstrate the process of building such a cognitive model in the domain of English reading 
comprehension. This section is divided into three sub-sections. First, I define the term “cognitive 
model” in an educational context and explain why it is essential in the development of CDAs. 
Then, I describe a three-stage approach for constructing a cognitive model where I propose 
several cognitive models of task performance based on studies discussed in the literature review. 
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Finally, I evaluate and modify the cognitive models through analysis of students’ think-aloud 
protocols and content experts’ suggestions.  
3.1.1 Introduction of the Cognitive Model  
3.1.1.1 Definition and Importance  
A cognitive model is a “simplified description of human problem solving on standardized 
educational tasks, which helps to characterize the knowledge and skills students at different 
levels of learning have acquired and to facilitate the explanation and prediction of students’ 
performance” (Leighton & Gierl, 2007, p.6). A cognitive model acts as a theoretical map that 
illustrates how people learn and organize content knowledge, providing causal explanations of 
people’s performance on diagnostic tests in terms of their understanding. It thus can help infer 
some significant features of people’s understanding. The process of specifying cognitive models 
can generate and evaluate predictions about theories, as it can transform informal thoughts and 
assumptions into more formal terms and representations, which can gradually lead to better 
understanding of a complex phenomenon through an iterative manner. 
The fundamental role of cognitive models in learning and testing has also been 
recognized by the National Research Council (NRC, 2001) and researchers (e.g., Leighton & 
Gierl, 2011). Therefore, the first step in constructing a CDA-informed test is to build an 
appropriate cognitive model for informing the test design and justifying the interpretation and 
use of diagnostic feedback.  
3.1.1.2 Types of Cognitive Models in Educational Assessment  
After thoroughly reviewing literature on cognitive models, Leighton and Gierl (2007a) 
described three types of cognitive models that are appropriate to represent test items on 
educational assessment: cognitive model of test specifications, cognitive model of domain 
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mastery, and cognitive model of task performance. These cognitive models differ in their grain 
size and structure of the cognitive information, though they all can provide information on the 
knowledge, skills, and abilities required by a test. Reprinted from Leighton and Gierl (2007a), 
Table 3.1 presents the difference between the three cognitive models.  
Table 3.1  
Dimensions for Evaluating the Value of Information in Different Cognitive Models  
 
Information 
Cognitive model/ 
Assessment 
Content 
Coverage/Range 
of Skills 
Depth of 
Knowledge 
and Skills 
Measured 
Psychological 
Evidence 
Focus or 
Assessment 
Goals 
Test Specifications/ 
Large-Scale Assessments 
Moderate Low Low 
Rank 
ordering or 
behavioral 
mastery 
Domain Mastery 
/Curriculum-Based 
High 
High 
(behavioral) 
Low 
Behavioral 
strengths and 
weaknesses 
Task Performance/ 
Cognitive Diagnostic 
Low 
High 
(cognitive) 
High 
Cognitive 
strengths and 
weaknesses 
 
According to Table 3.1, whether a cognitive model is appropriate depends on the goals of 
the assessment to which the cognitive model will be applied. Table 3.1 demonstrates that the 
cognitive model of test specifications is a simple and convenient model of learning, thus it is 
often used to generate items for large-scale tests, which aim to rank examinees by measuring a 
broad sample of knowledge and skill. However, “this convenience comes at the cost of not being 
able to provide strong psychological evidence of diagnostic claims about examinees’ thinking 
processes” (Leighton & Gierl, 2007, p.6). That is to say, cognitive skills reflected in the test 
specifications might fail to match important aspects of examinees’ cognitive processes. 
Consequently, if no empirical studies show that examinees who answered specific classes of 
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items did so correctly or incorrectly for the expected reasons, we can only make limited 
diagnostic inferences about examinees’ cognitive strengths and weaknesses underlying the test 
performance, though such performance might be able to rank examinees and provide limited 
information about the skills they have mastered.  
The cognitive model of domain mastery is generally applied to demonstrate the 
knowledge and skills associated with behavioral competence within an academic domain. This 
model emphasizes the curriculum and comprehensive learning outcomes, and can provide 
students with multiple opportunities to get feedback. Hence, it is often used in teacher-designed, 
curriculum-based tests to reflect students’ learning progress on the breadth and depth of 
knowledge and skills at a specific grade level ( Leighton & Gierl, 2007; Wilson & Sloane, 2000). 
Such tests meet instructional purposes by confirming students’ skill mastery or implementing 
early remediation to improve their skills. However, this model has two primary limitations: first, 
only limited and less convincing diagnostic inferences can be made with the results of 
assessments built under this model, since examinees’ cognitive outcomes are often not explicitly 
measured; second, it is time-consuming to construct assessments under this type of model, given 
that multiple tests are required to be administered longitudinally.  
The cognitive model of task performance can be used to empirically confirm the 
cognitive processes underlying the knowledge and skills individuals use to solve tasks in a 
specific domain. A commonly used method to generate a cognitive model of task performance is 
to use standard think-aloud methods, where a set of tasks are administered to a group of students 
who are representative of the population of interest. Furthermore, information generated from 
test under this model should be specific and defensible, though there is a trade-off, as explained 
by Leighton and Gierl (2007, p.12): if a test aims to make specific diagnostic claims about 
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examinees’ problem solving, the items should be created to measure isolated component 
processes, whenever possible. On the other hand, when items are developed to simultaneously 
measure several component processes, it might confound diagnosis that is associated with 
individual processes and thus failing to provide precise evidence for cognitive strengths and 
weaknesses. Considering the complexity of examinees’ cognitive processes and the scarcity of 
research on developing measures for an empirically-based cognitive model, the preliminary 
model should be refined iteratively. As emphasized by Leighton and Gierl, the cognitive model 
of task performance is a foundation for developing CDAs, and only tests designed with it can 
support diagnostic inferences about examinees’ cognitive outcomes.  
As described above, each cognitive model has its advantages and disadvantages. 
Specifically, it is extremely challenging to develop a satisfactory CDA under the cognitive 
models of test specifications and domain mastery, as these models cannot provide a 
psychological framework for identifying, categorizing, and interpreting examinee responses. 
In contrast, the cognitive model of task performance has a defensible framework for evaluating 
examinees’ thinking processes, thus it is more likely for these assessments to reach their full 
potential in providing diagnostic information.  
Ideally, the three models and the tests that are developed under these models would be 
blended to a curriculum-based, large-scale test that focused on measuring examinees’ thinking 
processes (Leighton & Gierl, 2007, 2011). Specifically, “the collective set of models of task 
performance would be nested within a broader model of test specifications or model of domain 
mastery. When taken together, these models would represent the thinking processes underlying a 
wide range of knowledge and skills” (Leighton & Gierl, 2007, p.12). These models are the exact 
cognitive models that Embretson described in her CDS, which is reviewed in Chapter Two. The 
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collective consideration of these models in test design also functions similarly to the models 
described in Mislevy’s Evidence-Centered Design (ECD) (Mislevy, et al., 2003), though the 
model of task performance requires the collection of empirical evidence of the response 
processes examinees use to answer test items. Furthermore, it will be best if tests can be made 
formative, hence multiple tests measuring increasingly more sophisticated knowledge and skills 
can be administered throughout the school year with an aim to better inform student learning and 
instruction. 
3.1.1.3 Criteria of Evaluating Cognitive Models  
Despite their importance, no cognitive models in the literature can be directly used for 
guiding the CDA-informed test development, partly because “the models are difficult to specify 
and then map onto current assessment practices” (Leighton & Gierl, 2011, p.59). As a result, 
cognitive models have received limited use in test design and development. To promote the 
understanding and use of cognitive models, five key features they should exhibit were identified 
(NRC, 2001). Leighton and Gierl (2011) summarized that cognitive models should be able to: 
first, be built on empirical studies of skill acquisition in the target domain to assist the 
development of tasks that elicit relevant cognitive skills; second, differentiate the performance of 
learners at different levels (e.g., novices, experts); third, capture various ways that examinees 
learn and understand concepts in a specific domain; fourth, be specified to support the purpose of 
the test and the intended score inference; fifth, assist the flexibility of test development and test 
use in score reporting.  
Although the features above are broad and inclusive, they are too restrictive. Thus, no 
assessments that had been designed or developed from a cognitive model of learning would 
satisfy the description (Leighton & Gierl, 2007). In order to provide some potential guidelines to 
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identify and evaluate cognitive models for testing purposes, Leighton and Gierl (2011) 
intensively reviewed cognitive models that had received substantial attention and empirical 
verification in the domain of reading, science, and mathematics, and identified their three 
defining characteristics: granularity, measurability, and instructional relevance. Additionally, 
“because cognitive processes share dependencies and function within a much larger network of 
inter-related processes, competencies, and skills”, Gierl, Roberts, Alves and Gotzmann (2009) 
proposed another criterion to reflect the skill hierarchy. These four characteristics, as 
summarized in Table 3.2, are used as criteria for the evaluation of cognitive models, and thus can 
guide the design and development of a CDA-informed test.   
Table 3.2  
Defining Characteristics of Cognitive Models for CDA  
 
Characteristic Definition Purpose Requirements 
Fine grain 
 size 
Model must measure 
depth and breadth of 
knowledge & skills  
Magnify cognitive 
processes underlying 
test performance 
Grain size must be specified 
consistently so skills can be 
ordered within the model; 
reflect types of diagnostic 
inferences produced from 
diagnostic assessment in the 
score report 
Measurability  Model must allow a 
test developer to 
create a test item to 
measure specific 
knowledge or skill 
Develop tasks that 
measure knowledge 
and skill outlined in the 
cognitive model 
Measurability must be based 
on types/purpose of 
cognitive models  
Instructional 
relevance  
Model must contain 
knowledge and skills 
instructionally 
relevant and 
meaningful to a broad 
group of educational 
stakeholders 
Clearly communicate 
score reporting and 
performance feedback 
Instructional relevance must 
be meaningful in each 
specific context 
Ordered  
Skills 
Model must reflect 
skill hierarchy within 
a specific domain  
Link students’ 
performance to the 
complexity of cognitive 
skills using CDMs  
Test items must be created 
to directly measure specific 
cognitive skills of 
increasing complexity 
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As noted, the following issues were emphasized by Leighton and Gierl (2011). First, 
grain size might cause a tradeoff issue in testing. Specifically, the breadth of content 
representation might typically be achieved at the expense of depth, when not an extremely large 
number of test items are created. As demonstrated in Table 3.2, the comparison of the three 
cognitive models shows that a cognitive model of test specification has the coarsest grain size 
due to its broad coverage of the content; a cognitive model of content domain has less coarse 
grain size, since it is typically used perfunctorily to develop test items; but a cognitive model of 
task performance targets at specific skills and thus its components could be articulated at a finer 
grain size.  The comparison indicates that different levels of detail or grain sizes should be used 
to develop cognitive models, depending on purposes of the tests (e.g., selection, intervention, 
diagnosis). 
Second, the requirements of measurability vary with the purpose of the cognitive model. 
Specifically, in a cognitive model of test specifications, measurability means that test items 
should measure domain-specific knowledge and skills; in a cognitive model of content domain, 
measurability suggests that test items should satisfy the standards used by content experts in 
initial test development, and receive experts’ agreement at the stage of item review; in a 
cognitive model of task performance, measurability indicates that the tasks developed should be 
able to measure the knowledge and skill outlined in the cognitive model.  
Third, test items may or may not have instructional relevance, as they are constructed to 
measure specific components based on the emphasis of the cognitive model. To achieve the 
purpose of instructional relevance, first we need to understand how instructional relevance can 
be obtained in each specific context. With a cognitive model of test specifications, the 
knowledge and skills specified in the curriculum can be used to design the assessment. However, 
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a cognitive model of task performance aims to identify areas of strength and weakness in 
learning, and generate individualized remedial strategies. Hence, items in this model should be 
created to support interpretations of student test performance while also being able to reliably 
rank examinees on a single scale of reading proficiency. 
Compared to the five features proposed by NRC, these characteristics of cognitive 
models are less restrictive and more inclusive, thus they can guide the possible adaption and 
transformation of cognitive models into the process of test development, which can link learning 
sciences with assessment practices. 
3.1.2 Procedures of Building a Cognitive Model  
As mentioned above, despite its great potential for developing CDAs, no cognitive 
models can be used directly for the design and development of reading assessment in empirical 
studies. Moreover, it is time-consuming to build an appropriate cognitive model. The first task of 
CDA researchers is thus to make the existing cognitive models appropriate for their research 
purposes. However, there is limited literature on methods for adapting or translating cognitive 
models for testing purposes, except for studies conducted by Leighton, Gierl and their 
colleagues.  
To better understand and evaluate the cognitively-based assessments, in addition to being 
supported by empirical evidence, a desired cognitive model should meet the criteria specified in 
the section 3.1.1.3.  Specifically, the following questions should be answered: Does it include an 
appropriate grain size for the domain of interest and test-item design? Do the knowledge and 
skill components in this model provide sufficient guidance for generating test items? Does it 
have instructional relevance? Does it have sufficient empirical backing? These questions are 
relevant to the desirability and feasibility of using a particular cognitive model in the design and 
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development of educational assessments, hence any attempts to make a proposed CDA more 
cognitively diagnostic must be able to answer these questions.  
Table 3.3    
Five-step Description of Cognitive Modeling (reprinted from Leighton & Gierl, 2011, p. 48) 
 
Steps Main Task Description 
1 Specifying  
The model 
Formulating a conceptual or theoretical framework (often 
incomplete) into a more rigorous mathematical or computer 
language description, where basic cognitive principles are used to 
construct the model.  
2 Identifying 
assumptions 
Adding additional assumptions or new details to complete the 
model  
3 Studying  
The model  
Using observed data to estimate the characteristics of the model 
and generate empirical evidence 
4 Generating  
Empirical model 
predictions  
Comparing the empirical evidence generated for the model with 
competing models to determine which representation provides 
better prediction 
5 Refining 
The model  
Reformulating the conceptual theoretical framework to construct 
new models by using the feedback obtained from the empirical 
results  
 
Thus, the central question is how to summarize and map the learning sciences into a set 
of guidelines for the CDA-informed test. To answer this question, this section first describes a 
process of building a preliminary cognitive model, then follows with a five-step procedure of 
cognitive modeling proposed by Busemeyer and Diederich (2010). Table 3.3 illustrates the five-
step procedure, which indicates that an initial cognitive model must be revised through an 
iterative process.  
3.1.3 The Specific Context for the CDA 
Leighton and Gierl proposed that “how cognitive models are specifically adapted or 
translated for operational test-item design is inevitably dependent on the particular objectives of 
the assessment under construction” (2011, P. 213). To build an appropriate cognitive model for 
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this study, the specific l context of the CDA-informed test development must be considered first. 
This section describes the specific educational context for 12th graders’ English reading 
comprehension in China, including curriculum standards, testing objectives listed in NMET, and 
the students’ psychological characteristics. The information, as summarized in Tables 3.4, 3.5 
and 3.6 respectively, intends to facilitate the understanding of the specific context in which the 
CDA-informed test will be developed. 
Although the curriculum standards demonstrated in Table 3.4 are straight-forward, the 
following things should be noted. First, there are nine levels in China’s English curriculum 
standards for high school students based on the official report from the Ministry of Education 
(the 2015 version). In order for students to graduate from high school they must minimally 
master the knowledge and skills required by Level Seven. The expectations detailed in Table 3.4 
are the Level Seven expectations for English reading comprehension for twelfth-grade students 
to graduate from high school.  
Table 3.4  
Curriculum Standards for 12th graders’ English Reading Comprehension  
 
Area of Topic Students should be able to 
English reading 
comprehension 
1. obtain the basic information from texts with varied general topics  
2. summarize the main idea and the author’s purpose and intention 
3. infer the meaning of words from the context and understand the semantic 
meaning 
4. make inferences based on the clues provided across passages in the text 
5. seek needed information via varied ways (e.g. internet, books, journals) 
6. read beyond textbooks (no less than 230,000 words) and understand 
English newspapers or journals that are appropriate for high school 
students 
Vocabulary 1. understand the function, intention and attitude of words in contexts  
2. use vocabulary to name objects, describe behavior or characteristics, and 
explain concepts 
3. learn to use 2400-2500 vocabulary words, 300-400 phrases and idioms  
4. know the evolution of English vocabulary 
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Table 3.4 Continued  
 
Area of Topic Students should be able to 
Grammar 1. master the frequently used expressions to describe time and locations 
2. understand and compare the frequently used expressions about people, 
objects and procedures 
3. use appropriate language format to describe things, and express opinions, 
attitude and emotion simply 
4. master basic methods for text coherence and cohesion, and organize 
information effectively to serve specific purpose 
Cognitive 
strategy 
1. build connections between relevant knowledge via analogy 
2. analyze and solve problems in reading using logical ways such as 
induction and deduction  
3. summarize the language rules and apply the rules to facilitate further 
learning 
4. learn to grasp the main idea, take notes, sort out and analyze the content 
during study 
5. infer unknown word meaning and main ideas of paragraphs using 
contexts in listening and reading 
6. understand and use non-verbal information (e.g., graphs)   
Regulation & 
control strategy 
1. design study plan based on their own study needs 
2. explore actively to create more opportunities for studying English  
3. seek help when experiencing difficulties in study  
4. share and exchange experiences of English study with teachers and 
classmates 
5. evaluate their strengths and weaknesses in English learning, and develop 
efficient way to study  
 
Second, the curriculum standards also specify the linguistic knowledge (i.e., vocabulary, 
grammar) that students must learn at Level Seven. As mentioned in Alderson et al., (2015), 
vocabulary and grammar are the components of linguistic knowledge which are most relevant to 
L2 reading comprehension.  
Third, students are also expected to master learning strategies so that they can deal with 
the problems they might experience during reading, and make plans for improvement. According 
to the revised Bloom’s taxonomy (Anderson & Krathwohl, 2001), these strategies portray Meta-
cognitive knowledge defined as “a knowledge of one’s own cognition and about oneself in 
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relation to various subject matters…” (p. 44). A trend in recent year’s curriculum reform is to 
develop the students’ higher-order thinking skills and abilities on manipulating metacognitive 
knowledge.   
With a clear understanding of the curriculum standards for English reading 
comprehension, it is now relevant to examine the testing objectives of the high-stakes test, 
NMET, for 12th graders in China. The NMET is a selective test that is similar to “SAT” in the 
United States, and examinees’ test performance determines the ranking of the universities to 
which they can be accepted for college. Consequently, teachers and students are very mindful of 
the testing objectives and it is common to “teach to the test” or “study to the test”. In this specific 
context, different from the expectation of the alignment among the curriculum, instruction and 
assessment, the assessment in China gains more priority than the curriculum and instruction. As 
such, this study aims to diagnose the reading skills required by NMET.  
Based on China’s general test blue print for English reading, students are expected to 
understand and obtain information from short passages in original English books, newspapers, 
journals on various topics that are of general interest but do not require specialist subject 
knowledge. Table 3.5 demonstrates the testing objectives, which reflect a coarse level of 
granularity on the skills measured in the NMET. I cannot find any specific literature on the 
criteria of “fine grained” and “coarse”, but I believe that the “fine grained” skills mean that these 
skills should be described definitely and distinctively. For example, the Skill 3 in Table 3.5, the 
“unknown word” is not defined, since it can refer to the completely new words or adding prefix 
or suffix to the familiar words, and the two types of new words represent different levels of 
difficulty. In addition, Skill 4 does not specify whether the inference should be made by reading 
across the passages or in the same paragraph, which also reflects different levels of difficulty.  
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With the understanding of the expectations in the curriculum standards and testing 
objectives, the next task is to discuss whether 12th graders’ characteristics, especially regarding 
cognitive development, make it feasible to meet such expectations. For this purpose, I start from 
Piaget’s theory on the development of cognitive stages, as it is used widely in education, 
especially in scheduling the school curriculum. This theory consists of four stages of intellectual 
development (Piaget, 1972): sensorimotor (0-2 years), preoperational (2-6 years), concrete 
operational (7-12 years) and formal operation (12 years-adult). Based on this theory, 12th graders 
are at the formal operational stage, and thus they can reason in more abstract and logical ways, 
and test hypotheses systematically.  
Table 3.5    
Testing Objectives for English Reading Comprehension in the NMET 
 
         Testing Objectives 
1. 
2. 
3. 
4. 
5. 
 
6. 
Understanding the gist and main idea  
Understand detailed information  
Infer unknown word meaning from context  
Make judgment and inference based on implicit information in the text 
Understand the basic text structure (i.e., the relation between sentences and 
paragraphs)   
Understand the author’s purpose, intention and attitude 
 
An influential theory was proposed by Chall (1983) to explain that students proceeded 
through predictable stages of learning to read. Although Chall’s theory is intended for L1 
learners, studies have found that L2 adults follow a similar reading development process to L1 
children (e.g., Kurvers, 2006; Cunnington, 2012), though L2 learners are generally slower 
compared with their L1 peers. Table 3.6 below summarizes the characteristics of each stage.  
According to Table 3.6, the English instructors and the data collected in this study, most 
of the 12th graders might be at Stage Four, and some good readers might be at Stage Five and 
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poor readers at Stage Three. Moreover, Stage Four seems to be important due to the occurrence 
of important shift at this stage from “learning for reading” to “reading for learning”, which 
makes it of critical importance to diagnose the strengths and weaknesses in students’ reading 
development.  
Table 3-6  
Chall’s Stages of Reading Development.    
 
Stage Approximate 
Age/Grade 
Characteristics by End of State 
Stage 1:  
Pre-reading  
Oral language 
development 
6 months –6 years 
(Preschool) 
Child “pretends” to read, retells story when 
looking at pages of book previously read to 
him/her, names letters of alphabet; 
recognizes some signs; prints own name; 
plays with books, pencils and paper. 
Stage 2:  
Initial reading & 
decoding 
Letters represent sounds  
Sound-spelling 
relationships 
6 – 7 years old 
(1st grade & 
 beginning 2nd) 
 
Child learns relation between letters and 
sounds and between printed and spoken 
words; child is able to read simple text 
containing high frequency words and 
phonically regular words; uses skill and 
insight to “sound out” new one syllable 
words. 
Stage 3:  
Confirmation & fluency 
Decoding skills  
Fluency 
Additional strategies 
7 – 8 years old 
(2nd & 3rd) 
Child reads simple, familiar stories and 
selections with increasing fluency. This is 
done by consolidating the basic decoding 
elements, sight vocabulary, and meaning 
context in the reading of familiar stories 
and selections. 
Stage 4:  
Reading for learning the 
new 
Expand vocabularies  
Build background &  
world knowledge 
Develop strategic habits 
9 - 13 years old 
(4th – 8th) 
 
Intermediate  
(4th – 6th) 
Junior high  
(7th – 9th) 
Reading is used to learn new ideas, to gain 
new knowledge, to experience new 
feelings, to learn new attitudes, generally 
from one viewpoint. 
Stage 5:  
Multiple 
viewpoints 
Analyze texts critically 
Understand multiple 
points of view 
15 – 17 years old 
(10th – 12th)   
Reading widely from a broad range of 
complex materials, both expository and 
narrative, with a variety of  
viewpoints. 
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Table 3.6 Continued  
 
Stage Approximate 
Age/Grade 
Characteristics by End of State 
Stage 6:  
Construction & 
reconstruction 
Construct 
understanding based on 
analysis & synthesis 
18+ years old 
College and beyond 
Reading is used for one’s own needs and 
purposes (professional and personal); reading 
serves to integrate  
one’s knowledge with that of others, to 
synthesize it and to create new knowledge. It 
is rapid and efficient 
Note. Adapted from Chall (1983). 
Altogether, this section shows the expectations in the curriculum standards for twelfth 
graders’ English reading and the testing objectives in NMET. Thus, together with the purpose of 
the CDA-informed test development discussed in Chapter One, a general test specification is 
made at this point. The special requirements of the test specifications for CDA (i.e., the Q-
matrix) will be described at Phase II.   
3.1.4 Proposing the Reading Skills  
The cognitive framework for the CDA-informed test development includes the 
identification of the reading skills and the specification of their hierarchy. The assumption of 
skill interrelation can be supported by previous research, where cognitive skills operate in a 
network of interrelated competencies instead of in isolation (e.g., Kuhn, 2001; Gierl, Leighton, & 
Hunka, 2007).  
The central task in designing a CDA-informed test is to propose a cognitive model. As 
mentioned earlier, no cognitive models can be used directly for the CDA-informed test 
development, and, “how cognitive models are specifically adapted or translated for operational 
test-item design is inevitably dependent on the particular objectives of the assessment under 
construction” (Leighton & Gierl, 2011, p. 213).  The primary aim of this study is to diagnose the 
strengths and weaknesses of English reading comprehension, thus the proposed cognitive model 
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must demonstrate the curriculum standards and testing objectives listed in Tables 3.4 and 3.5, 
and take into account the characteristics of students’ reading development as shown in Table 3.6. 
As demonstrated in the literature review, reading is both a process and a final product. As 
a process of obtaining information from text and using the information to solve problems, 
reading consists of many components. Based on the curriculum standards and testing objectives 
in Tables 3.4 and 3.5, I initially proposed six skills that are involved in the completion of English 
reading tasks, as presented in Table 3.7. 
 It should be noted, DOK in Table 3.7 refers to “depth of knowledge”, which was 
proposed by Webb (1997) to show cognitive complexity. According to DOK, students interact 
with content in four different ways (i.e., four levels): Level One ask students to recall or 
recognize a fact, information, concept or procedure; Level Two is about basic application, which 
requires to be able to use information to explain how/why a concept works or solve the routine 
problems; Level Three is about strategic thinking, which requires reasoning, some decision 
making and justification; and Level Four is about extended thinking, which requires time to think 
and process multiple conditions of the task as well as non-routine manipulations across content 
areas. While each level is described as “nominative” instead of as a taxonomy, higher DOK 
levels indicate that the cognitive processes they represent are more demanding than the lower 
ones. Webb’s DOK has been applied to different content areas and used in creating items as well 
as aligning studies to determine the degree of match between states’ standards and the tests used 
by states for accountability purposes. More details on using the DOK for this study will be 
presented in next section.  
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Table 3.7    
Initially Proposed Skills for English Reading  
 
Skill Category Description Comment 
Understanding 
explicit information  
(DOK 1) 
Understand the basic language 
knowledge (e.g., word recognition 
and basic grammar) 
This skill is the prerequisite for the rest of the skills. 
Students refer to details and examples in a text as 
basis when explaining what text says explicitly and 
drawing inferences from text  
Understanding text 
with difficult words 
(DOK1, DOK 2) 
Recognize and retrieve words with 
long syllables and/or low-
frequency words  
Difficult words are not frequently used words and 
students are not familiar with them, though they are 
expected to be learned in curriculum and testing 
objectives. 
(Note: in the process of revising the model, this skill 
was excluded from the final cognitive model due to 
the problem of defining “difficult words”) 
Determining the 
meaning of 
unknown words 
(DOK1, DOK 2)  
 Determine the meaning of 
unknown words and phrases as 
they are used in a text by referring 
to the clue in the context (e.g., the 
overall meaning of a sentence or 
paragraph; a word’s position or 
function in a sentence)  
Students are expected to make inferences using cues 
in context such as: definitions, examples, or 
restatements; cause/effect relationships, comparisons 
in text. The correct answer usually lies in the 
sentences immediately preceding or following the 
target word. Students cannot just use clues of word 
structure (e.g., affixes, common roots) to get the 
word meaning.   
Identifying central 
ideas (DOK2, DOK 
3) 
Determine the theme or central 
idea of a text and use appropriate 
facts and relevant details to 
support main ideas or themes; 
provide an objective summary of 
the text  
The central ideas include key events or procedures, 
topics and subtopics. This skill requires the location 
and integration of information across a large section 
of text (over a long paragraph or several paragraphs).  
Making inference 
based on the text  
(DOK 3, DOK4): 
reasoning, evidence 
Make an inference or provide a 
conclusion and use supporting 
evidence to justify/ explain 
inferences (reasoning, relevance of 
evidence or elaboration to support 
claims, concepts, ideas) 
This skill requires initial location and integration of 
multiple information from a large section of the text 
(e.g., one paragraph or across paragraphs), then make 
inferences from it. This demonstrates the ability to 
search, select and understand information, and make 
inferences reasonably and logically  
Understanding text 
structures or text 
features  
(DOK 3, DOK 4) 
Analyze how information is 
presented in texts and relate 
knowledge of text structures or 
genre-specific text features to 
obtain, interpret, explain, or 
integrate information or to 
compare or connect information 
across texts  
This skill requires the description of logical 
connections between particular sentences and 
paragraphs in a text (e.g., comparison, cause/effect, 
sequence), and detailed analysis of how a text is 
structured, including how key sentences, paragraphs, 
and larger portions of the text contribute to the 
whole.  
Understanding the 
author’s intention, 
perspective and 
attitude  
(DOK 3, DOK4) 
Determine an author’s point or 
view or purpose in a text and 
explain how it is conveyed in the 
text  
This skill also includes analyzing how the author 
acknowledges and responds to conflicting evidence 
or viewpoints.  
 
As discussed in literature review, reading is a complicated process with both readers and 
texts being important factors affecting reading comprehension, (e.g., Alderson et al., 2015). 
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Although background knowledge certainly can affect reading comprehension, given that it is de-
emphasized in the curriculum standards and the testing objectives, it is not considered a skill in 
the cognitive model.  
The six skills were initially proposed based on the testing objectives of NMET with 
minimal revision. However, the skills are too coarse since they were not intended for diagnostic 
tests. Additionally, as emphasized in literature review, proposing the skills is only the first step 
during the iterative process of constructing a cognitive model. The following sections presents 
how the skills were refined and the skill hierarchy was ordered.  
3.1.5 Refining the Reading Skills  
The six skills were evaluated and revised by using the criteria proposed by Leighton and 
Gierl (2007): fine-grained size (i.e., involving great attention to details), measurability, and 
instructional relevance. I also organized a focus group interview with five in-service English 
teachers and received some constructive suggestions from them on refining the skills. Putting 
together teachers’ suggestions with the criteria from Leighton and Gierl, I made the following 
changes to the skills proposed in the section 3.1.4.   
First, it seems the skill, “understanding text with difficult words”, is problematic. The 
teachers mentioned that the term “difficult words” was vague and they were not sure what it 
referred to. Originally, this skill would mean the words that were included in the core 3, 500 
vocabularies but not frequently used. After my explanation, the teachers understood the 
definition; however most of them still felt it was not a measurable skill in practice, especially for 
their students who had been studying very hard to prepare for the competitive NMET. The fact 
was that many students were very familiar with many words, despite whether those words were 
frequently used or not, as required by the curriculum standards and testing objectives. In 
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particular, many students studied far beyond what was expected from the curriculum standards 
and testing objectives. For example, although they were expected to learn only 3,500 core 
vocabulary in English, many mastered 5,000 or more words by self-study. What is more, the 
depth and breadth of students’ vocabulary varied between schools, even between students in the 
same classes. This posed a challenge to define “difficult word” and meet the “measureable” 
criterion. As such, the skills of “understanding difficult words in text” and “determining the 
meaning of unknown words” were virtually indistinguishable, since both would mean difficult 
words for poor students who did not know the words they were expected to know. Therefore, I 
excluded the skill “understanding difficult words in text” from the cognitive model. I was also 
aware of the variation in students’ vocabulary mastery. Thus, when creating test items to 
measure the skill of “determining the meaning of unknown words”, I needed to ensure that 
examinees resorted to the context clues, rather than using other means, to answer them.  
Second, careful examination of the skill, “making inference based on the text”, suggests 
that it is necessary to define this skill in finer grain size. On the one hand, the significance of this 
skill in reading comprehension had been realized (i.e., the ability to draw inferences 
predetermines reading skills (Kispal, 2008) and thus it has been increasingly emphasized in both 
China’s curriculum standards and testing objectives. On the other hand, the teachers agreed that 
this skill was the most challenging one for their students. Therefore, it seemed reasonable to 
make this skill more instructionally relevant. One method for doing so is to differentiate the 
different levels of inference that might be involved in reading. For example, some inferences can 
be very simple such as understanding a subtle implicit message in two or three sentences within 
one paragraph. Other inferences might be complex such as drawing on the reader’s reasoning 
and the text clues across paragraphs in the text. As such, the former was defined as “making 
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inference based on the local information from several sentences in the same paragraph”, and 
added to the cognitive model. The latter was modified as “making inference based on the 
information from large section of the text”. Akin to a spec audit approach used previous studies 
(Davidson & Lynch, 2002; Li, 2006), Table 3.8 presents the changes made to the initially 
proposed skills.  
Table 3.8    
Changes Made to the Initially Proposed Skills  
 
Skill Category Description Comment 
Making local inference * 
(DOK 2)* 
 (Note: this skill was 
added to the final 
cognitive model) 
Make a minimum 
inference based on the 
detailed information or 
the fact provided in 
the context  
This skill requires making inferences 
based on two or three sentences within a 
paragraph, which demonstrates the 
ability to understand details and facts, 
and on that basis to make reasonable 
inference 
Understanding text with 
difficult words 
(Note: this skill was 
excluded from the final 
cognitive model) 
Recognize and retrieve 
words with long 
syllabus and/or low-
frequency words 
Difficult words are not frequently used 
words and students are not familiar with 
them, though they are expected to be 
learned in the curriculum standards and 
testing objectives. 
Note. Students identify and select appropriate supporting evidence for stated inferences or 
conclusions. They do not need to make and support their own conclusions; thus, the DOK level 
is DOK 2, not DOK 3. 
 
3.1.6 Identifying the Relationships between the Skills 
 Up to this point, seven skills, as listed in Table 3.7 and 3.8 above, have been initially 
identified as components involved in the reading task of the proposed CDA. The next step was to 
hypothesize the relationships between these skills. For this purpose, this study adopted three 
principles from Wang and Gierl (2011) to guide the skill hierarchy, since both studies aimed to 
diagnose senior high school students’ English reading comprehension, though participants were 
native speakers and mine were English learners. The three principles are: the cognitive demand 
involved, amount of inference involved, and the size of the information unit to be processed. 
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I first carefully examined each principle to ensure that I interpreted them correctly. The 
first principle, the cognitive demand involved, can be justified by the thinking and reasoning in 
Bloom’s taxonomy, as shown in Table 3.9 (Wang & Gierl, 2011). Moreover, this principle can 
be theoretically supported by Webb’s depth of knowledge (DOK), which was proposed to show 
cognitive complexity (Alderson & Lukmani, 1989) in that the cognitive processes in reading 
appearing later in Table 3.10 (e.g., thinking and reasoning in Webb’s DOK; analyzing, 
evaluating, creating in Bloom’s taxonomy) are cognitively more demanding than those that 
appear earlier (e.g., recall and reproduction in Webb’s DOK; remembering in Bloom’s 
taxonomy).   
Table 3.9    
Bloom’s Taxonomy and the Revised Bloom’s Taxonomy  
 
Bloom’s Taxonomy (1956) Revised Bloom Process Dimensions (2005) 
Knowledge 
Define, duplicate, label, list, memorize, name, 
order, recognize, relate, recall, reproduce, 
state 
Remember 
Retrieve knowledge from long-term memory, 
recognize, recall, locate, identify 
Comprehension 
Classify, describe, discuss, explain, express, 
identify, indicate, locate, recognize, report, 
restate, review, select, translate 
Understand 
Construct meaning, clarify, paraphrase, 
represent, translate, illustrate, provide 
examples, classify, categorize, summarize, 
generalize, infer a logical conclusion (such as 
from examples given), predict, match similar 
ideas, explain, compare/contrast, construct 
models (e.g., cause-effect) 
Application 
Apply, choose, demonstrate, dramatize, 
employ, illustrate, interpret, practice, 
schedule, sketch, solve, use, write 
Apply 
Carry out or use a procedure in a given 
situation; carry out (apply to a familiar task) 
or use (apply) to an unfamiliar task 
Analysis 
Analyze, appraise, calculate, categorize, 
compare, criticize, discriminate, distinguish, 
examine, experiment, explain 
Analyze 
Break into constituent parts, determine how 
parts relate, differentiate between relevant and 
irrelevant, distinguish, focus, select, organize, 
outline, find coherence, deconstruct (e.g., for 
bias or point of view) 
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Table 3.9   Continued 
 
Bloom’s Taxonomy (1956) Revised Bloom Process Dimensions (2005) 
Synthesis 
Rearrange, assemble, collect, compose, 
create, design, develop, formulate, manage, 
organize, plan, propose, set up, write 
Evaluate 
Judge based on criteria, check, detect 
inconsistencies or fallacies, judge, critique 
Evaluation 
Appraise, argue, assess, choose, compare, 
defend, estimate, explain, judge, predict, rate, 
core, select, support, value, evaluate 
Create 
Combine elements to form a coherent whole, 
reorganize elements into new 
patterns/structures, generate, hypothesize, 
design, plan, construct, produce for a specific 
purpose 
Note. Reprinted from Alderson and Lukmani (1989). 
 
Table 3.10    
Levels of DOK  
 
Level Description 
DOK-1 Recall & Reproduction - Recall a fact, term, principle, or concept; perform a 
routine procedure 
DOK-2 Basic Application of Skills/Concepts – use information, conceptual knowledge; 
select approprate procedures for a task; perform two or more steps with decision 
points along the way; solve routine problems; organize or display data; interpret 
or use simple graphs. 
DOK-3 Strategic Thinking – Reason or develop a plan to approach a problem; employ 
some decision-making and justification; solve abstract, complex, or non-routine 
problems, complex. (DOK-3 problems often allow more than one possible 
answer.) 
DOK-4 Extended Thinking – Perform investigations or apply concepts and skills to the 
real world that require time to research, problem solve, and process multiple 
conditions of the problem or task; perform non-routine manipulations across 
disciplines, content areas, ormultiple souces.  
Note. Reprinted from Webb (1997). 
The second principle, the amount of inference involved, can be demonstrated in van Dijk 
and Kintsch’s (1983) model as shown in the literature review section, where the three levels of 
text representation (i.e., the surface code, the text base, the situation model) are distinguished by 
the amount of inference involved. While the surface code is about the exact wording and syntax 
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of the text without any inference involved, the text base includes a limited number of inferences 
that are required to build local text coherence, and the situation model is constructed inferentially 
through interactions between the explicit text and background knowledge (Grasser et al., 1997).  
The third principle is about the demands on working memory resources, which uses the 
size of the information unit to be processed to order the skill hierarchy. Working memory 
generally holds about two sentences (Graesser et al., 1997), thus the processing of information 
across paragraphs would demand more working memory resources than within a paragraph.  
Then, the three principles discussed above were used to guide the establishment of 
relationships of the reading skills, and five hierarchies were proposed. 
Hierarchy One. Based strictly on the 12th grade curriculum standards and testing 
objectives, as presented in Table 3.11 below, seven skills were proposed to form a cognitive 
model. These skills might be too coarse to fit the diagnostic purpose; however, they were 
proposed as starting point to specify the hierarchical relationships among these skills.   
Table 3.11    
Summary of Skills in Hierarchy One 
 
Code Name of the Skill 
A1 basic understanding of explicit information (DOK1) 
A2 determining the meaning of unknown or difficult words (DOK1, DOK2) 
A3 making inference based on local information (DOK1, DOK2) 
A4 Identifying main ideas (DOK2, DOK3) 
A5 making inference based on the text (DOK3, DOK4) 
A6 understanding text structures or text features (DOK3, DOK4) 
A7 understanding the author’s intention, perspective and attitude (DOK3, DOK4) 
Note. Cited from English Curriculum Standards and Testing Objectives for 12th Grader, China’s 
Ministry of Education (2015).  
 
Specifically, the first skill in Hierarchy One was assumed to be a prerequisite for all other 
skills. Moreover, the first three skills were cognitively less demanding in comparison to the latter 
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four, since they all primarily dealt with smaller information units, and less inference was 
involved in the reading processing. Hence, they were considered lower-level skills. In contrast, 
the other four skills were comparable to the higher-level skills listed in the revised Bloom’s 
taxonomy (e.g., analyzing, evaluating) and Webb’s DOK (e.g., strategic thinking and reasoning), 
thus were considered higher-level skills. 
To order the skills within the lower-level and higher-level categories respectively, I 
referred to previous studies on diagnostic reading assessment for L2 learners. Considerable 
studies have been identified the cognitive skills measured in L2 reading (e.g., Jang, 2005; Kasai, 
1997; Li, 2011; Wang, Gierl, & Leighton, 2006; Wang & Gierl, 2007, 2011). In particular, 
Wang, Gierl and Leighton used a retrofitting approach to diagnose the reading outcomes of the 
College English Test (CET) for college students in China. They proposed a cognitive model 
based on a comprehensive literature review, where eight skills that were involved in L2 reading 
were retained in the final cognitive model after iterative expert coding rounds. These cognitive 
skills included:  
(1) Basic language knowledge (BA), such as word recognition and basic syntactic 
knowledge; 
(2) Understanding the content, form, and function of sentences (US); 
(3) Understanding the content, form, and function of larger sections of text (UT); 
(4) Analyzing authors’ purposes, goals, and strategies (PGS); 
(5) Determining word meaning in context (WM); 
(6) Making inferences based on background knowledge (INF); 
(7) Understanding text with difficult vocabulary (VC); and 
(8) Understanding text with complex syntactic structure (SY)  
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Their skill hierarchy is specified in Figure 3.1, where the skills of making inference 
(INF), analyzing the author’s purpose, goals, and strategies (PGS) and determining word 
meaning in context (WM) are all under the skill of understanding large sections of text (UT), 
indicating that correct understanding of large sections of the text is the prerequisite of other three 
skills.  
 
Figure 3.1. Skill hierarchy in Wang, Gierl, and Leighton (2006). 
Based on the cognitive model in Wang et al. (2006) and the considerations presented 
above, the relationships of the reading skills in Table 3.11 were specified in Hierarchy One, as 
shown in Figure 3.2.  
 
Figure 3.2. Hierarchy One. 
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Hierarchy Two. As mentioned earlier, the number of skills involved in reading and their 
relationships has been always a controversial issue. Reviews of previous studies show different 
perspectives on the relationships between the higher-order skills specified in Hierarchy One. For 
example, Figure 3.3 shows the final cognitive model of Wang and Gierl (2011), and Table 3.12 
provides definition for each skill in this model. As shown in Figure 3.3, the skill “understanding 
large sections of text” was only a prerequisite for the skill “making inference across passages”, 
but not for the skill “analyzing author’s purposes, goals and strategies.  
 
Figure 3.3.  Cognitive model in Wang and Gierl (2011). 
 
Table 3.12 
Summary of Cognitive Attributes in Wang and Gierl (2011) 
 
Code                     Name of the Skill 
A1 Basic language knowledge, such as word recognition and basic grammar (DOK1) 
A2 Determining word meaning by referring to context (DOK1, DOK 2) 
A3 Literal understanding of sentences with minimal amount of inference (DOK 1) 
A3b Understanding sentences by making inferences based on the reader’s experience and 
background knowledge ( DOK 2, DOK 3) 
A4a Literal understanding of larger sections of text with minimal amount of inference 
(DOK2, DOK3) 
A4b Understanding larger sections of text by making inferences based on the reader’s 
experience and world knowledge; building coherence across, summarizing, and 
evaluating larger sections of text (DOK 3, DOK4) 
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Table 3.12 Continued 
 
Code                     Name of the Skill 
A5 Analyzing author’s purposes, goals and strategies (DOK 3, DOK4) 
A6 Understanding text with difficult vocabulary (DOK1, DOK 2) 
A7 Understanding text with complex syntactic structure (DOK1,DOK 2) 
 
With the support of content experts and teachers involved in this study, Hierarchy One 
was revised and Hierarchy Two was proposed. Specifically, the definition of each skill did not 
change (see Table 3.11). However, as shown in Figure 3.4, only A5 (making inference based on 
the text) relied on A4 (understanding large sections of text), but A6 (understanding text 
structures) and A7 (understanding the author’s intention, perspective and attitude) did not. It 
should be noted, Hierarchy Two contained less skills compared with the cognitive model in 
Wang and Gierl (2011).  
 
Figure 3.4. Hierarchy Two. 
Hierarchy Three.  In the process of constructing Hierarchy Two, I noticed that Wang and 
Gierl (2011) added two skills, “understanding text with difficult vocabulary (A6)” and 
“understanding text with complex syntactic structure (A7)”,  to their initial cognitive model 
during the model refinement. Although their results showed that these skills did not matter to the 
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students’ reading comprehension, the two skills might be important for explaining the students’ 
reading performance in my study, as they both are crucial for L2 learners.  
The complex syntactic structure in A7 refers to long and or difficult sentences, and 
grammar that is very different from that in students’ native language thus it is challenging for L2 
learners to understand it. Many studies have found that understanding texts with difficult 
vocabulary and complex sentences represents different cognitive skills from understanding easy 
vocabulary and sentences in the reading hierarchy, since both vocabulary difficulty and syntactic 
complexity are important indicators of text difficulty (e.g., Alderson, 2000; Alderson, et al., 
2014; Perfetti, 1985, 1988; Urquhart & Weir, 1998; Veenman & Beishuizen, 2004). 
 In particular, Perfetti provided theoretical support for the fundamental role of lower-level 
linguistic processes in reading in that decoding speed and automaticity were regarded as crucial 
in reading comprehension (see Perfetti, 1985, for a review). Specifically, he thought that low-
level linguistic processes could become automatic and consume very little working memory 
space during reading, when texts have simple vocabulary and sentence structure. However, for 
texts with difficult vocabulary or complex sentences, readers would have to resort to 
morphological or contextual clues, which would become a more demanding task that requires 
more controlled processing. Hence, it is necessary to add the two skills to the cognitive model, 
especially for L2 learners.  
As discussed earlier, the skill A2, understanding the unknown or difficult words in text, 
was initially proposed in this study, but it was challenging to define and measure difficult words. 
Thus, A2 was redefined as “understanding the unknown words in text”. However, the skill 
“understanding text with complex syntactic structure” is feasible to define since grammar has 
been traditionally emphasized in China’s English class and the curriculum lists the details of 
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expectations regarding grammar. Based on such considerations, I added this skill to the original 
the original cognitive model (i.e., Hierarchy One), which in turn leads to Hierarchy Three, as 
specified in Figure 3.5.  
 
Figure 3.5.   Hierarchy Three. 
 To sum up, adding the skill of complicated syntax to the cognitive model is 
theoretically motivated. Based on the results of some, but not all, prior CDA studies, it could 
potentially produce different diagnostic outcomes. Again, it is important to reiterate that 
participants were native speakers in Wang and Gierl (2011) but L2 learners in Wang, Gier and 
Leighton (2006). This suggests that test developers should always keep the specific test context 
(i.e., examinees, test purposes) in their mind during the process of test construction. Note, with 
adding the skill “understanding sentences with complex syntactic structure” to the cognitive 
model as A2, the skill coding in Figure 3.5 differs from that in Hierarchy One and Two, the 
original code for each skill was changed, as shown in Table 3.13.  
Table 3.13  
Summarized Skills in Hierarchy Three, Four & Five 
 
Code Name of the Skill 
A1 understanding explicit information (DOK 1) 
A2 understanding sentences with complex syntactic structure (DOK1,DOK 2) 
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Table 3.13 Continued 
 
Code Name of the Skill 
A3 determining the meaning of unknown words (DOK1, DOK 2) 
A4 making inference based on local information (DOK1, DOK 2) 
A5 identifying central ideas (DOK2, DOK 3) 
A6 making inference based on the text (DOK 3, DOK4) 
A7 understanding text structures or text features (DOK 3, DOK 4) 
A8 
understanding the author’s intention, perspective and attitude (DOK 3, 
DOK4) 
 
It should be noted, previous studies showed different results when a complex syntax skill 
was added to the original cognitive model. For example, in using a retrofitting approach to 
analyze the responses of the SAT reading section for diagnostic purposes, Wang and Gierl 
(2011) added complex syntax (e.g., word order and grammatical category of the words in the 
sentence) to their original cognitive model, but it did not produce any effect. Thus, the skill was 
excluded for the purpose of model parsimony. However, in another empirical CDA study based 
on students’ test responses on the reading section of the College English Test in China, Wang, 
Gier and Leighton (2006) identified reading skills and compared two models that differed in the 
number of skills: one with the skills of complex syntax and difficult vocabulary, and the other 
without. The empirical results showed that the model with more skills seemed to be able to 
provide better diagnostic information. Therefore, all the cognitive models should be tested 
empirically in order to find the optimal one.   
Hierarchy Four. This hierarchy was constructed by adding the skill “understanding 
sentences with complex syntactic structure” as A2 to Hierarchy Two, resulting in Hierarchy 
Four, as shown in Figure 3.6. 
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Figure 3.6.   Hierarchy Four. 
 
Hierarchy Five.  As Table 3.13 shows, the proposed cognitive model was composed of 
eight skills with A1 being the prerequisite skill, the rest of skills being independent. However, 
most previous CDA studies on L2 reading identified the relationships between skills as 
independent (e.g., Jang, 2005; Li, 2011; Kim, 2011). Based on this consideration, Hierarchy Five 
was constructed by proposing that A2 to A8 were independent of each other, though they were 
all regarded as lower-level attributes under A1 (see Figure 3.7).  
 
Figure 3.7.   Hierarchy Five. 
In conclusion, five distinct hierarchies were proposed in this section to identify the skills 
involved in L2 reading as well as their relationships. Historically, it has been a controversial 
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issue to identify the skills involved in the cognitive process and their hierarchy. Comparing the 
five cognitive models brings about three controversies: First, should the skill A1, “understanding 
explicit information”, be a prerequisite or independent of other skills? Second, despite its 
significance in some previous studies, the skill A2, “understanding sentences with complex 
syntactic structure”, was not listed in the curriculum standards and testing objectives. Thus, 
should it be included in the cognitive model or not? Third, should the skill A6, “making 
inference based on the text”, depend on the skill A5, “understanding large sections of the text”, 
as reflected by the difference between the first four hierarchies and Hierarchy Five? Third, 
should the skills “understanding text structures or text features (A7)” and “understanding the 
author’s intention, perspective and attitude (A8)” rely on the skill A5, as demonstrated in 
Hierarchy One and Three, or independent of A5, as in Hierarchy Two, Four and Five? The 
cognitive models need to be empirically evaluated and modified to determine fit. 
3.1.7 Students’ Think-aloud Evaluation of the Attributes and Hierarchy  
It is important to note, although cognitive models can link the examinees’ understanding 
to test performance in causal terms, and represent the use of information and examinees’ 
thinking during testing, they cannot tell whether appropriate use of the information was made nor 
whether examinees’ thinking during reading was completely represented. Such normative 
judgments fall outside the cognitive model, and can be achieved by using students’ think-aloud 
and experts’ evaluations. The primary goal of this section is to evaluate the five skill hierarchies 
just presented to decide the most appropriate one for the cognitive process of reading by using 
the students’ think-aloud protocols. The subsequent section demonstrates how to select and 
modify the cognitive models by following the content experts’ feedback.  
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Think-aloud is a method with a wide range of tasks, though it was initially employed for 
understanding mental processes that people used during problem-solving tasks. Specifically, 
readers need to say out loud what they think during reading while completing reading 
comprehension tasks, and the resulting protocol can be analyzed to understand readers’ behavior. 
Thus, think-aloud can be a useful tool to form a student’s response to a test item, and observe the 
steps and the knowledge, skills and strategies involved to solve the problem. From an 
information processing perspective, a think-aloud is viewed as “a trace of the cognitive processes 
that people tend to while doing a task” (Swain, 2006, p. 99). Think-aloud is seen as a window 
into cognitive processes, thus it can be used to find what is on test takers’ mind and modify 
cognitive models accordingly. Therefore, think-aloud is an integral part to test design and 
interpretation (Leighton, 2009). For example, Li (1992) used introspective verbal protocols to 
investigate the relationship between the actual use of skills and test developers’ intended skills, 
and found that readers employed more than one skill in successfully answering test questions, 
though some were not identified or different from what test developers identified. This indicates 
the risk of relying only on test developers’ intended skills to understand reading processes and 
strategies. It is thus necessary to use think-aloud verbal protocol to find what skills and strategies 
are actually used by test takers during reading.  
Numerous studies found that when appropriately controlled, the verbalization of thought 
processes engaged in reading can provide valid information about cognitive processes and 
strategies in completing the reading tasks without altering those processes significantly (Cohen, 
1987; Ericsson & Simon, 1993; Green, 1998). Consequently, think-aloud verbal protocols have 
been used in various studies to identify reading processes and strategies (Afflerbach & Johnston, 
1984; Cohen, 1987, 1984; Cohen & Hosenfeld, 1981; Faerch & Kasper, 1987; Nevo, 1989). In 
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particular, it has been used to identify the knowledge and skills required in a cognitive process, 
and in constructing and validating a cognitive model in CDA (Gierl, Wang, & Zhou, 2008; Jang, 
2005). 
It is reported that the verbal reports of the readers’ thought processes can be analyzed to 
elicit various types of skills and strategies. Ericsson and Simon (1993) identified three levels of 
verbalization: simple vocalization of thought, descriptions about thought, and interpretations 
about thought. They also pointed out that the simple vocalization and descriptions about thought 
would not considerably influence cognitive processes, but would still allow researchers to 
observe thought processes and strategies. However, the interpretations about thought might 
affect participants’ cognitive processes.  
Leighton (2009) interpreted the think-aloud processes from the perspective of working 
memory. She combined Ericsson and Simon’s “simple vocalization of thought” and 
“descriptions about thought” as “protocol analysis”. She also named the interpretations about 
thought as “verbal analysis”. By doing this, she intended to emphasize the huge differences 
between the “protocol analysis” (also named as “concurrent think-aloud” in the literature) and 
“verbal analysis” (also named as “retrospective think-aloud”) on the development of cognitive 
models of task performance in educational assessment. Protocol analysis requires students to 
report their thoughts simultaneously when they solve a task, thus it is relevant to the students’ 
working memory as directly as possible. However, verbal analysis is used to identify and 
measure knowledge structures (including beliefs and attitudes) students used in completing tasks, 
and it can be done during or after task-solving, thus it is more relevant with long-term memory. 
Considering the participants in this study were high-school students and they could manipulate 
their long-term memory, both protocol and verbal analysis should be applicable to this study.                                      
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3.1.7.1 Participants 
To ensure the quality of verbal report, participants for think-aloud should be selected, 
based on some minimum requirements. For example, Gierl, Wang and Zhou (2008) used the 
criteria below to select participants were: they felt comfortable with reporting their thinking 
process while completing test tasks; they could proficiently verbalize their thinking process; 
academically they were at or above average level in English, as poor students might not be able 
to provide much valuable information. 
However, the literature review (e.g., Leighton, 2007) also shows that when academically 
below average students are not included in the think-aloud, the cognitive processes revealed 
might not be consistent with that represented by the entire student population, which includes 
students at a range of ability levels. To avoid this issue, I recruited participants with a range of 
English proficiency to do the think-aloud. I especially avoided using volunteers, since good 
students are more likely to volunteer, which might lead to a tendency of misrepresent the whole 
population.  
In addition to the standards for recruiting participants, sample size is also important in 
determining how representative the think-aloud participants are. This study involved more than 
20 classes, each with an average size of about 60 students. Thus, I specifically asked five of the 
in-service English teachers to recruit six students from the top third, middle third, and bottom 
third of the class, based on the test performance on the two most recent English exams and the 
teachers’ comprehensive judgment from having them in class. Using this method, I recruited 30 
participants at a range of academic levels. In implementing the think-aloud, while half (i.e., 15 
participants) reported what they thought simultaneously during their completion of the test tasks 
(e.g., in the concurrent think-aloud condition), another half did not report their thinking until 
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after they had completed all the test tasks (e.g., in the retrospective think-aloud condition). This 
arrangement was made for the following considerations: first, the oral expression ability and 
mental development of 12th graders were sufficient to support the introspective think-aloud; 
second, useful information such as the total time students need to complete the test could be 
collected using the retrospective verbal report, as these participants first answered all the test 
items before starting their think aloud.  
3.1.7.2 Material 
Charters (2003) emphasized, “before designing a research plan which involves think-
aloud methods, researchers need to decide on the type and level of difficulty of the research task, 
the degree of prompting which is appropriate, the use of other data to support inferences from 
think-aloud protocols and the method of analysis (p71)”. Thus, it is of critical significance to 
select appropriate material for think-aloud.  
As mentioned earlier, the processes of think aloud imposes an additional demand on 
working memory. From this perspective, if a task is overly demanding, it creates a high cognitive 
load and thus interferes with verbalization during think-aloud in that other processes might 
crowed the verbal information out of working memory. In contrast, if a task is too simple, 
participants might complete the task automatically without involving many cognitive processes 
(Akyel & Kamisli, 1996), which is also not helpful. Therefore, think-aloud researchers should 
keep the cognitive abilities of participants in mind, and in particular, make the task involve a 
reasonable amount of working memory load. An appropriate task should be at intermediate level 
of difficulty for the target group, as it requires more than an automatic response without being 
cognitively overwhelming.  
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              This study targets the reading comprehension ability of 12th grade English learners in 
China, thus the testing material must be consistent with the curriculum standards at this level. As 
mentioned earlier, the NMET is a high-stakes test, and it is required to be aligned with the 
English curriculum standards. Thus, it seemed a good choice to use the NMET as the test 
material for the think-aloud. Further checking with the English teachers and students showed that 
most students had not seen or taken the 2014 NMET before when the experiment was conducted. 
I also specifically recruited students at the various ability levels who had never seen or taken the 
NMET as participants for the think-aloud. Specifically, I selected 20 test items from the reading 
section of the 2014 NMET (see Appendix A). The primary purpose was to test the 8 skills and 
their relationships involved in answering the test questions. See Appendix A for the testing 
material and Appendix B for the think-aloud procedure.  
3.1.7.3 Procedures 
This study followed the principles provided in Bowles (2010) to conduct the think-aloud. 
Three people worked as interviewers for the think-aloud: the researcher and two graduate 
students majoring in psychology. The researcher first trained the other two interviewers on the 
procedures of think-aloud, the use of the recorder and things they needed to be cautious on. All 
the interviewers were aware that they should communicate well with the participants, especially 
explain clearly what the participants were expected to do during the think-aloud. The 
interviewers were also informed that they should try not to interrupt the participants during their 
reporting; however, they could provide some prompts to the participant to get him or her talking, 
if he or she was silent for more than 10 seconds.  
         The think-aloud was carried out in 30 individual sessions, which were all held in three labs 
with the same usability. Video recordings were made of the computer screen and the 
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participant’s voice during each session, while the interviewer was also present to observe and 
take notes.  Each participant was individually assessed in one lab and asked to report out loud 
their thinking process as much as possible. Before the think-aloud started, the interviewers 
explained the think-aloud directions to the participants and demonstrated how it could be done. 
The think-aloud did not start until each participant indicated that s/he completely understood its 
requirements.  
It should be noted, as described in Bowles (2010), the procedures in the concurrent think-
aloud condition (CTA) and the retrospective think-aloud condition (RTA) were different. In the 
CTA, each participant was given the reading tasks and oral instructions on how to carry them out 
(see Appendix A). Once the participant had finished the tasks according to these instructions, 
s/he was given a questionnaire to indicate how s/he had experienced her/his participation. In the 
RTA, the participants were given the reading tasks and oral instructions, but they were instructed 
to simply carry out the tasks in silence; having done that, they were asked to watch their recorded 
performance on video and comment on the process retrospectively. Finally, they were given the 
questionnaire with questions on how they had experienced their participation in the experiment.  
3.1.7.4 Transforming and Coding  
All interviews were audio-recorded with high quality digital recorders for collecting the 
verbalization. To avoid any possible subjective bias, I did not involve myself in the transcription. 
Instead, the recordings were transcribed word by word by two experienced graduate students. 
The quality of the 30 transcribed documents was double-checked by me while listening to the 
recordings, and a few minor corrections were made.  
3.1.7.5 Protocol Analysis 
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 The verbal reports were transcribed into written words. A crucial step for ensuring the 
quality of think-aloud is how to extract useful information from it to identify the skills involved 
in reading and the relationship between these skills. Various methods for transcribing and coding 
have been reported (e.g., Gierl, Wang, & Zhou, 2008); however, there is no one-size-fits-all 
method for analyzing protocols, since the specific context decides the method that should be 
used for the analysis.  
As the transcripts formed the basis of the analysis, I used the grounded theory approach 
to analyze the transcripts. As Strauss and Corbin (p. 23) stated, “a grounded theory is one that is 
inductively derived from the study of the phenomena it represents”. Its key focus is to generate 
theoretical ideas or hypotheses from the data. This approach involves initially creating analytic 
codes and categories from data, employing inductive method to discover and develop theories, 
elaborating and refining emerging theoretical categories, and exhausting conceptual categories 
through theoretical sampling (Charmaz, 1983). There are three sequential series of stages for 
grounded theory (Strauss & Corbin, 1990): open coding, a procedure for developing categories 
of information; axial coding, a procedure for identifying relationships among the open codes; and 
selective coding a procedure for building a story that connects the categories, thereby producing 
a discursive set of theoretical propositions. 
I recruited another graduate student, who had experience with coding, to work with me 
on the coding. We first met to discuss the ratings of the cognitive skills specified in the five 
hierarchies. After agreeing on the meanings of the cognitive attributes, we rated two items from 
the verbal reports of two students collaboratively for the purpose of understanding how the 
coding should be conducted. Then, we independently coded the remaining verbal report data. 
Two rounds of coding were conducted since different cognitive attributes were specified in the 
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hierarchies. The first round was conducted using the cognitive attributes in Hierarchy One and 
Two, and the second round using the attributes in Hierarchies Three, Four and Five.   
Specifically, at the stage of open coding, I first read through the transcripts line by line 
several times following procedures described by Lindlof and Taylor (2002) before starting open 
coding. By doing this, I created tentative but meaningful labels for each chunk of text that 
summarized what had happened based on what emerged from the data, instead of the existing 
theories. Gerunds were used for creating each code to help maintain the action and meaning 
embedded in participants’ responses (Charmaz, 2006); examples of participants’ words and 
established properties of each code were recorded. Then, I grouped together similar segments of 
text into a code until all segments of text were coded. The various meanings in each segment of 
text resulted in properties of each respective code. At the stage of axial coding, I identified 
relationships among the open codes. Finally, at the stage of selective coding, I figured out the 
core variable that included all of the data, then I reviewed the transcripts and selectively coded 
any data that related to the core variable I identified. 
3.1.7.6 Results  
 I summarized the frequencies of occurrences for each cognitive attribute in Table 3.13, 
as used by the participants who answered the items correctly. If a participant answered a given 
item incorrectly, think-aloud snippet was not included in the analysis. The frequencies were 
transformed into 0s and 1s, as only dichotomously scored values are used in the psychometric 
analysis of CDMs. I followed the two considerations made in Wang and Gierl (2011) to decide 
whether a cognitive attribute was measured by a test item. First, if a cognitive attribute was 
coded 1, its prerequisite would also be coded as 1. Second, with 30 students included in the 
think-aloud study, if more than 10 participants used a cognitive attribute on a given item, then it 
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could be deemed prevalent enough to be regarded as present. The results show that all attributes 
in each hierarchy were used by participants to a varying extent. Moreover, the added attribute 
A2, understanding of complex syntax information, was used in several items. Thus, eight 
attributes were identified as being involved in reading comprehension in this study. 
In addition to evaluating the accuracy of the cognitive attributes, I also evaluated their 
hierarchical relationships during the protocol analysis. Since attribute A2 was identified and   
Hierarchy One and Two did not contain it, these two hierarchies were excluded from further 
consideration. For Hierarchies Three, Four and Five, attribute A1 (understanding of explicit 
information) was found to be the prerequisite of all other attributes. 
 However, based on students’ verbal protocols, I had difficulty determining the 
relationship between attribute A5 and attributes A6, A7 and A8. While attribute A5 was argued 
to be the prerequisite of A6, I excluded Hierarchy Five because it assumed that the relationship 
between the attributes (A2 to A8) were independent. Thus, the problem presented at this junction 
was: is the attribute A5 also a prerequisite for A7 and A8, or is it only a prerequisite for A6? 
I illustrate excerpts from student verbal reports for Item 6 below to demonstrate how the 
relationship between A5 and A6 was validated. Item 6 measures both attributes A5 and A6, and 
about half of the 30 students answered this item correctly. This item required students to 
understand large sections of paragraphs three and four in the text. To answer the item correctly, 
students needed to draw inferences about the sentence (i.e., mastering attribute A6), however 
they had to first understand the literal meaning of paragraphs three and four (i.e., mastering 
attribute A5). The verbal reports by two participants, Huahua and Xiaoming, illustrate the 
prerequisite relationship between A5 and A6. I add notes in the square brackets to show which 
attribute is needed to understand a certain sentence or paragraph. It should be noted, the 
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participants were allowed to speak either Mandarin or English during the think-alouds, but the 
original verbalization of most of the participants was in Mandarin, with the exception of portions 
of the text read aloud in English.   
Huahua: …this reading question is about the main reason to kill passenger pigeons. I 
first locate the information on killing passenger pigeons. The last two sentences of paragraph 
three, “Commercial hunters attracted them to small clearings with grain, waited until pigeons 
had settled to feed, then threw large nets over them, taking hundreds at a time. The birds were 
shipped to large cities and sold in restaurants.” I think here talks about killing the pigeons and 
selling to restaurants [note: the attribute A1 is needed]. Then, the sentences in paragraph four, 
“…the hardwood forests where passenger pigeons nested had been damaged by American’s 
need for wood, which scattered the flocks and forced the birds to go farther north, where cold 
temperatures and storms contributed to their decline. Soon the great flocks were gone, never to 
be seen again.” Here provides information on how nets were damaged (A1) [note: the attribute 
A1 is needed]. Putting together information from the two paragraphs [note: the attribute A5 is 
needed], no matter selling pigeons to restaurants or damaging their nets for wood, people did 
such activities in order to make more money [note: the attribute A6 is needed].  
Xiaoming: why did they kill passenger pigeons? Paragraph One shows that originally 
there were too many passenger pigeons [note: the attribute A5 is needed]. Then, the first 
sentence of the 3rd paragraph indicated because the large number of pigeons might be the 
reason to make it to be killed [note: the attribute A1 is needed]. In Paragraph three and four, no 
matter the pigeons were hunted commercially and sold to restaurants, or their nests were 
damaged for American’s need for wood [note: the attribute A5 is needed], the only purpose was 
  
117 
to make money [note: the attribute A6 is needed]. Thus, the logic thought process helps me 
choose answer C (to make money).  
As demonstrated in the verbal reports, the attribute A5 seems to be the prerequisite for 
the attribute A6, which indicates that Hierarchy Five should be excluded, but both Hierarchy 
Three and Hierarchy Four should be maintained. It is not yet known which of the two hierarchies 
is the most appropriate to represent the students’ cognitive process involved in reading. Thus, the 
next step was to invite the content experts and in-service teachers to evaluate the two remaining 
hierarchies. 
3.1.8 Content Experts’ Evaluation of the Attributes and Hierarchy  
Evaluation from content experts and in-service English instructors was used in previous 
studies to support the identification of attributes and the specification of the attribute hierarchy 
(e.g., Jang, 2005, 2009; Li, 2011). To further check the attributes identified from the think-alouds 
and verify the rationale of hierarchy, I collected such evaluation by recruiting six of the in-
service English teachers and three English pedagogy experts. For the experts, one was a 
professor of English Pedagogy, another was an experienced curriculum developer at the local 
school district, and the third was a graduate student majoring in Curriculum and Instruction and 
had 10 years’ experience of English teaching at high schools. The English instructors and experts 
were grouped in three teams of three, and each group was provided with eight attributes and the 
definitions of each. However, one of the three groups was given different task from the other 
two. Specifically, the first group members were required to specify the relationship between the 
eight attributes by themselves, but the other two groups were provided with Hierarchy Three and 
Four (e.g., results from the participants’ think-aloud verbal reports), and were told to select one 
from the two hierarchies. The results show that, no consensus on skill hierarchy could be reached 
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between the members in the first group; four among six members in the other two groups 
preferred Hierarch Four. The results showed that Hierarchy Four seemed to be slightly better 
than Hierarchy Three.  
To further confirm the results, another round of evaluation was conducted by recruiting 
another six English instructors and three content experts with using the same procedures. Putting 
together the results from the two rounds of evaluation, seven among the twelve members prefer 
Hierarchy Four to Hierarchy Three. As noted, the results showed that such evaluation was fairly 
subjective, thus it had better be used as a supplementary method to finalize the cognitive model. 
This lack of consensus also indicated the complex nature of the relationship between attributes.  
Given all the considerations above, Hierarchy Four was provisionally employed to guide the 
design and development of CDA.  
As Leighton and Gierl warned us, cognitive models were not the only types of models 
that should be considered in understanding student achievement. Instead, “system models (see 
von Bertalanffy, 1955; see also more recently Bandura, 2006; Hammond, 2003) illustrate how 
situational variables and humanistic aspects of learning (e.g., academic and home environments, 
the learner, the task used to evaluate performance) interact to produce certain outcomes” 
(Leighton & Gierl, 2011, p. 227). However, the complexity involved in understanding and 
predicting human behavior and the need to situate academic performance within a broader 
environmental context should be kept in mind. Therefore, although Hierarchy Four was 
provisionally chosen, this hierarchy would be further verified and modified with the empirical 
data collected in this study.  
3.1.9 Summary 
After reviewing selected literature in reading comprehension and research related to 
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CDA, I proposed eight primary reading skills and five hierarchies with various configurations of 
those skills. Then, the cognitive models were validated by having a sample of students think 
aloud as they solved each test item in the NMET. The evidence of cognitive processing from the 
think-alouds enabled three hierarchies to be discarded, but it could not determine which of the 
two remaining hierarchies was better.  Therefore, subsequently I collected content experts’ 
evaluation to help determine which was more appropriate. On the basis of these multiple pieces 
of evidence, Hierarchy Four was determined to be optimal at this current stage, though it needed 
to be further verified using empirical data.   
3.2 Phase II: Design and Development of CDA  
In the preceding phase, the cognitive model of task performance was specified. The 
objective of Phase Two is to write test items that can measure the attributes defined in Phase 
One, with each item being created to measure a specific attribute or a set of attributes (i.e., 
combination of attributes). In order for a test item to make desirable diagnostic inferences, the 
item “must produce observable student behaviors at the same level of detail as the target 
inferences” (Gorin, 2007, p. 174). Thus, this phase is a central step to elicit examinees’ 
observable behavior and make desirable diagnostic inferences (Yang & Embretson, 2007). In 
order to collect evidence of the construct validity thoroughly and systematically, detailed 
descriptions of the generation and modification of the Q matrix and the development and 
refinement of test items for the CDA-informed test development are presented in this phase. The 
full passages and test items can be found in Appendix B.  
3.2.1 Building Initial A-matrix, R-matrix and Q-matrix  
Similar as the development of any other tests, the CDA-informed test development 
should follow the procedures of item and task generation in test development (i.e., starting with 
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test specifications). However, “CDA gives us a way to articulate rich discussions about test 
content in a procedural manner……CDA is already having an impact on large-scale test 
development, because its particular procedure allows those tests to yield a highly articulated 
score report and to better link tests to external performance standards” (Davidson, 2010, p. 106). 
Thus, the special feature of CDA puts more constraints on test development, and this is reflected 
in the Q matrix.   
The final cognitive model in Phase One is composed of a hierarchy of cognitive skills, 
which provides a framework to guide item development and score interpretation to link 
examinees’ test performance to specific cognitive inferences about their knowledge and skills 
(Gierl, 2007). The relationships among the attributes in the hierarchy are defined using the 
adjacency and reachability matrices, which are often called “A matrix” and “R matrix”, 
respectively. Both are helpful to understand the Q-matrix.  
3.2.1.1 The Adjacency Matrix (A-matrix)  
The adjacency matrix (hereafter, the A matrix) is used to specify the direct relationship 
between the attributes (Tatsuoka, 1990). The A-matrix is of order k x k, where k is the number of 
attributes. Based on the attributes and their hierarchical relations defined in Phase One, an 8 × 8 
A-matrix was built (see Table3.14). It should be noted, the A matrix only reflects the direct 
relation between attributes, with 1 indicating the existence of a direct logic relationship, and 0 
demonstrating no direct relationship.   
As shown in Table 3.14, the first row of the A-matrix indicates that attribute A1 is related 
to all other attributes except for A6, because of the presence of 1s in columns 2, 3, 4, 5, 7 and 8. 
Similarly, Row 5 indicates that A5 reaches A6 but not any other attributes. In addition, no more 
direct relationships can be found among other attributes in Table 3.14.  
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Table 3.14    
A-matrix for Attribute Hierarchy in Hierarchy Four 
 
Attribute 
Attribute 
A1 A2 A3 A4 A5 A6 A7 A8 
A1 0 1 1 1 1 0 1 1 
A2 0 0 0 0 0 0 0 0 
A3 0 0 0 0 0 0 0 0 
A4 0 0 0 0 0 0 0 0 
A5 0 0 0 0 0 1 0 0 
A6 0 0 0 0 0 0 0 0 
A7 0 0 0 0 0 0 0 0 
A8 0 0 0 0 0 0 0 0 
 
3.2.1.2 The Reachability Matrix (R-matrix)  
Derived from the adjacency matrix, the reachability matrix (hereafter, the R matrix) is 
used to specify both the direct and indirect relationships among the attributes (Tatsuoka, 1991). 
The R matrix is of order k x k, where k is the number of attributes. The R matrix is calculated by 
performing Boolean addition and multiplication operations on the A-matrix (i.e., R = (𝐴 + 𝐼)𝑛, 
where n is the integer required to reach invariance, n = 1, 2, …, m, and I is the identity matrix, 
such that when the result becomes invariant the R-matrix has been obtained. The R-matrix 
derived from the A- matrix above is shown in Table 3.15. 
 
Table 3.15  
R-matrix for Hierarchy Four  
 
Attribute 
Attribute 
A1 A2 A3 A4 A5 A6 A7 A8 
A1 1 1 1 1 1 1 1 1 
A2 0 1 0 0 0 0 0 0 
A3 0 0 1 0 0 0 0 0 
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Table 3.15 Continued 
 
Attribute 
Attribute 
A1 A2 A3 A4 A5 A6 A7 A8 
A4 0 0 0 1 0 0 0 0 
A5 0 0 0 0 1 1 0 0 
A6 0 0 0 0 0 1 0 0 
A7 0 0 0 0 0 0 1 0 
A8 0 0 0 0 0 0 0 1 
 
As shown in Table 3.15, the first row of the R-matrix indicates Attribute l (A1) is related 
to all the attributes including itself because of the presence of 1s in all the columns. This suggests 
A1 (e.g., understanding of explicit information) is the prerequisite for all other attributes. That is 
to say, without first understanding the explicit local information in the text, it is less likely to 
understand the higher-order cognitive processes involved information. Moreover, Row 2 
indicates that A2 only reaches itself and not any other attributes, and the same thing occurs in 
Rows 3, 4, 6, 7 and 8. However, Row 5 shows that A5 reaches both itself and A6, indicating that 
both A1 and A5 are the prerequisites for A6. Clearly, the R matrix differs from the A matrix in 
that the former has 1s occupying its diagonal positions but the latter does not. This suggests that 
each attribute can reach itself in the R matrix. Ultimately, the R-matrix can be used to select a 
subset of items that reflect the attribute hierarchy from a potential pool of items.   
3.2.1.3 The Incidence Matrix (Q matrix)    
The Q matrix is a matrix that relates skill assignment to items, where the rows represent 
the items and the columns represent the skills (DiBello Roussos & Stout, 2007). Each item in the 
Q-matrix is described by the attributes required to obtain a correct answer. Tatsuoka (1990) 
refers to the potential pool of item types as the incidence matrix (Q-matrix) of order k x i, where 
k is the number of attributes and i is the number of potential items.  
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If the attributes are independent of each other, the Q-matrix represents all possible types 
of attributes or attribute combinations. The size of the potential pool is 2𝑘-1, where k is the 
number of attributes, the 1 means the item that does not measure any attribute should be 
excluded from the item pool. The item pool can be quite large for even a small k. Taking this 
study as an example, since k=8, if no hierarchy exists between the attributes, then 255 (28-
1=255) items are needed for the item pool. In this case, the Q matrix is an 8* 255 matrix.   
However, as listed in Table 3.16, constrained by the attribute hierarchy depicted in 
Hierarchy Four (k=8), the Q matrix (𝑄𝑝, 8*97) contains only the minimum number of items and 
attributes that each test can measure. Two approaches can be employed to reflect the hierarchical 
relationships in Q matrix. One is to impose the constraints of the attribute hierarchy, and the 
reduced Q matrix represents the items from the potential pool that fit the constraints of the 
specified attribute hierarchy. Specifically, this can be done by listing all the possible 2𝑘-1 types 
of attributes or attribute combinations and then deleting the patterns that do not fit. For example, 
attribute A1 (i.e., understanding the explicit local information), is the prerequisite of all other 
attributes, thus any item that could be correctly answered without A1 is not meaningful and 
should be deleted from the final Q matrix. Another way to reflect the attribute hierarchy in the Q 
matrix is to use Boolean inclusion to determine which columns of the Q matrix are entailed in 
each column of the R matrix. In other words, if the attribute model is true, certain items do not 
conform to the specified hierarchy. For example, to design a test item that only requires the 
mastery of the attribute A3 is not feasible, because  attribute A1 is the prerequisite of A3, and so 
an item listing only A3 without A1 should not be included in the Q matrix.  
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Table 3.16  
The Reduced Q-matrix (8 x 97)  
 
Item 
Attributes 
A1 A2 A3 A4 A5 A6 A7 A8 
1 1 0 0 0 0 0 0 0 
2 1 0 0 0 0 0 0 1 
3 1 0 0 0 0 0 1 0 
4 1 0 0 0 0 0 1 1 
5 1 0 0 0 1 0 0 0 
6 1 0 0 0 1 0 0 1 
7 1 0 0 0 1 0 1 0 
8 1 0 0 0 1 0 1 1 
9 1 0 0 0 1 1 0 0 
10 1 0 0 0 1 1 0 1 
11 1 0 0 0 1 1 1 0 
12 1 0 0 0 1 1 1 1 
13 1 0 0 1 0 0 0 0 
14 1 0 0 1 0 0 0 1 
15 1 0 0 1 0 0 1 0 
16 1 0 0 1 0 0 1 1 
17 1 0 0 1 1 0 0 0 
18 1 0 0 1 1 0 0 1 
19 1 0 0 1 1 0 1 0 
20 1 0 0 1 1 0 1 1 
21 1 0 0 1 1 1 0 0 
22 1 0 0 1 1 1 0 1 
23 1 0 0 1 1 1 1 0 
24 1 0 0 1 1 1 1 1 
25 1 0 1 0 0 0 0 0 
26 1 0 1 0 0 0 0 1 
27 1 0 1 0 0 0 1 0 
28 1 0 1 0 0 0 1 1 
29 1 0 1 0 1 0 0 0 
30 1 0 1 0 1 0 0 1 
31 1 0 1 0 1 0 1 0 
32 1 0 1 0 1 0 1 1 
33 1 0 1 0 1 1 0 0 
34 1 0 1 0 1 1 0 1 
35 1 0 1 0 1 1 1 0 
36 1 0 1 0 1 1 1 1 
37 1 0 1 1 0 0 0 0 
38 1 0 1 1 0 0 0 1 
39 1 0 1 1 0 0 1 0 
40 1 0 1 1 0 0 1 1 
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Table 3.16 Continued  
 
Item 
Attributes 
A1 A2 A3 A4 A5 A6 A7 A8 
41 1 0 1 1 1 0 0 0 
42 1 0 1 1 1 0 0 1 
43 1 0 1 1 1 0 1 0 
44 1 0 1 1 1 0 1 1 
45 1 0 1 1 1 1 0 0 
46 1 0 1 1 1 1 0 1 
47 1 0 1 1 1 1 1 0 
48 1 0 1 1 1 1 1 1 
49 1 1 0 0 0 0 0 0 
50 1 1 0 0 0 0 0 1 
51 1 1 0 0 0 0 1 0 
52 1 1 0 0 0 0 1 1 
53 1 1 0 0 1 0 0 0 
54 1 1 0 0 1 0 0 1 
55 1 1 0 0 1 0 1 0 
56 1 1 0 0 1 0 1 1 
57 1 1 0 0 1 1 0 0 
58 1 1 0 0 1 1 0 1 
59 1 1 0 0 1 1 1 0 
60 1 1 0 0 1 1 1 1 
61 1 1 0 1 0 0 0 0 
62 1 1 0 1 0 0 0 1 
63 1 1 0 1 0 0 1 0 
64 1 1 0 1 0 0 1 1 
65 1 1 0 1 1 0 0 0 
66 1 1 0 1 1 0 0 1 
67 1 1 0 1 1 0 1 0 
68 1 1 0 1 1 0 1 1 
69 1 1 0 1 1 1 0 0 
70 1 1 0 1 1 1 0 1 
71 1 1 0 1 1 1 1 0 
72 1 1 0 1 1 1 1 1 
73 1 1 1 0 0 0 0 0 
74 1 1 1 0 0 0 0 1 
75 1 1 1 0 0 0 1 0 
76 1 1 1 0 0 0 1 1 
77 1 1 1 0 1 0 0 0 
78 1 1 1 0 1 0 0 1 
79 1 1 1 0 1 0 1 0 
80 1 1 1 0 1 0 1 1 
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Table 3.16 Continued   
 
Item 
Attributes 
A1 A2 A3 A4 A5 A6 A7 A8 
81 1 1 1 0 1 1 0 0 
82 1 1 1 0 1 1 0 1 
83 1 1 1 0 1 1 1 0 
84 1 1 1 0 1 1 1 1 
85 1 1 1 1 0 0 0 0 
86 1 1 1 1 0 0 0 1 
87 1 1 1 1 0 0 1 0 
88 1 1 1 1 0 0 1 1 
89 1 1 1 1 1 0 0 0 
90 1 1 1 1 1 0 0 1 
91 1 1 1 1 1 0 1 0 
92 1 1 1 1 1 0 1 1 
93 1 1 1 1 1 1 0 0 
94 1 1 1 1 1 1 0 1 
95 1 1 1 1 1 1 1 0 
96 1 1 1 1 1 1 1 1 
97 0 0 0 0 0 0 0 0 
 
As Table 3.16 presents, based on Hierarchy Four discussed in Phase One, the Q-matrix 
represents only the items that fit the dependencies defined in the attribute hierarchy. 97 types of 
attribute combinations were generated from a potential pool of 256. The Qp in Table 3.16 is of 
order k x i, where k is the number of attributes, i is the number of possible types of items, and 
thus the Q matrix for this study is 8 x 97. For example, the first column represents Item One, 
indicating that both A1 and A2 are required to correctly answer the first type of item; the 97th 
column represents Item 97, showing that all attributes are required to correctly answer this type 
of item.  The Q-matrix can be used to develop items that measure each specific attribute 
combination in the hierarchy. 
3.2.1.4 The Reduced Q Matrix (𝑸𝒕) 
As listed in Table 3.16, if each test item represents a specific type of attribute 
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combination, ideally 96 test items should be generated, since the attribute combination with 
(00000000) were excluded from the test. However, a good test should provide valuable and 
practical information (Leighton & Gierl, 2007). In reality, it is extremely challenging to develop 
a reading test with 96 items, given the following two primary considerations.  
First, it is difficult to design an item for a reading test that measures certain combinations 
of attributes. For example, it is challenging to generate a test item that measures all eight 
attributes together (11111111), even using an open-question format. It is also challenging to 
create items for certain combinations of attributes such as simultaneously measuring both 
attributes A4 (inferring unknown word meaning from the context) and A6 (making inference 
based on global information) in one item.  
Second, it is impractical for a reading test to contain all the required items as listed in 
Table 3.16, even if each attribute combination can be represented by a test item. According to the 
2015 English curriculum in China, students should read approximately 60 English words per 
minute. In a conventional English reading test, students are expected to read five texts, each in 
less than 350 words with four questions. Using the 2014 NMET as an example, putting the 1,380 
words from the texts together with the 532 in the directions, stems and options, overall there are 
1,910 words, which should take the students at least 30 minutes to read. Additionally, the verbal 
protocols in Phase One showed that two minutes were needed on average for a student to answer 
a multiple-choice item after reading the text. Altogether, since it takes about 60 minutes for the 
students to complete a 20-item reading test, 24 texts of similar length are needed to which would 
take students at least 288 minutes to complete. This is problematic since a long test could lead to 
test fatigue and discount the quality of the response data. Therefore, the number of test items 
must be reduced.   
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The blue print (𝑄𝑡), should be a sub-matrix of the Q matrix (𝑄𝑝). Specifically, the 𝑄𝑡 is 
derived from 𝑄𝑝, with each column of 𝑄𝑡 representing one type of test item that measures certain 
core attribute combinations. A crucial question here is how to make 𝑄𝑡 to be reduced from 𝑄𝑝 
and still be able to measure examinees with different knowledge states accurately. This requires 
𝑄𝑡 to be a necessary and sufficient matrix of 𝑄𝑝. To satisfy such a requirement, the following 
two things should be done. One is that the R matrix must be the sub-matrix of 𝑄𝑡, another is that 
the 𝑄𝑡 should be able to measure each attribute at least three times (Gierl, 2007). Based on this 
requirement, Table 3.17 is thus developed to present the reduced Q-matrix, which is  𝑄𝑡.  
Table 3.17    
The Reduced Q matrix ( 𝑄𝑡) 
 
Item 
Number 
A1 A2 A3 A4 A5 A6 A7 A8 Total 
1 1 1 0 0 0 0 0 0 2 
2 1 1 0 0 0 0 1 0 3 
3 1 0 0 0 1 0 0 0 2 
4 1 0 0 1 0 0 0 0 2 
5 1 1 0 0 0 0 0 0 2 
6 1 0 0 0 1 0 0 1 3 
7 1 0 0 1 0 0 0 0 2 
8 1 0 1 0 0 0 0 0 2 
9 1 1 1 0 0 0 0 0 3 
10 1 0 0 0 1 1 0 0 3 
11 1 0 0 0 0 0 1 0 2 
12 1 0 0 0 1 0 0 0 2 
13 1 0 1 0 0 0 0 0 2 
14 1 0 1 0 0 0 0 0 2 
15 1 0 0 0 0 0 1 0 2 
16 1 0 0 0 0 0 0 0 1 
17 1 0 0 0 1 0 0 0 2 
18 1 0 0 0 0 0 1 0 2 
19 1 0 0 0 0 0 0 0 1 
20 1 0 0 1 0 0 0 0 2 
21 1 1 0 0 0 0 0 0 2 
22 1 0 0 0 0 0 0 0 1 
23 1 0 0 0 1 1 0 0 3 
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Table 3.17 Continued    
 
Item 
Number 
A1 A2 A3 A4 A5 A6 A7 A8 Total 
24 1 0 0 0 1 0 1 0 3 
25 1 0 0 0 0 0 1 0 2 
26 1 0 0 1 0 0 0 0 2 
27 1 0 0 0 1 1 0 0 3 
28 1 0 0 0 1 0 0 0 2 
29 1 0 0 0 0 0 0 1 2 
30 1 0 0 0 0 0 0 1 2 
Total 30 5 4 4 9 3 6 3 64 
 
As Table 3.17 demonstrates, the 𝑄𝑡 has the following features: it includes the R matrix as 
its sub-matrix; it fits the proposed attribute skill hierarchy;  each attribute or attribute 
combination is measured at least three times, and measured at least once independently 
(Tasuoka, 1990).  
It is important to note that it takes time to understand the complex cognitive processes 
and identify which specific skill(s) are involved in completing each test item, and therefore a Q-
matrix is typically revised iteratively during the process of CDA-informed test development.  
Thus, the final 𝑄𝑡 is different from the initial one, but regardless of how it is revised, the features 
above should be maintained.  
3.2.2 Developing Test Specifications  
To diagnose all the attributes proposed in Phase One, the items in the CDA-informed test 
should be developed to satisfy the general requirements of good practice of item writing, and 
also represent the varied combinations of the attributes in a balanced way (Gorin, 2007). Thus, 
two types of test specifications might be needed: one is similar to that used in guiding any other 
test development, another is specific and unique for meeting the special requirements of CDA-
informed test. Davidson commented that the two specifications are separate documents serving a 
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common generative function (personal communication, February 24, 2016). Thus, the two types 
of test specifications were developed in this study. The general test specifications are presented 
in Appendix C.  The CDA-unique test specifications are actually the “Q-matrix”, which is used 
to ensure the “particular procedure” of CDA by relating a set of cognitive attributes to specific 
test items.   
The primary goal of this section is to design a general blue print for the CDA-informed 
test development, since it can be used to guide the development of the reduced Q matrix (𝑄𝑡), 
which plays as the unique blue print to guide the writing of items with CDA special features 
(Gierl, 2007). This section addresses some technical concerns that should be considered in 
developing the test specifications for the CDA-informed test development. It is worthy to note, 
the feedback from the stakeholders would be used to refine the test specifications.  
As introduced in the literature review, there are currently three major models of test 
specifications in language testing. This study adopts Davidson and Lynch’s (2002) Model to 
develop the test specifications, since this “effect-driven test specification” model is differentiated 
from traditional test specifications in two respects (Kim, 2008). It is closely aligned to the ECD- 
and CDS-based test construction. Both ECD and CDS, as introduced in the literature review 
section, have been widely used for CDA test development and serve as a blueprint to execute the 
effect-driven design decisions. This model also has a particular asset: the mandate, which is a 
“combination of forces which help to decide what will be tested and to shape the actual content 
of the test” (p. 77). The mandate remains adjustable through the test spec evolution and thus can 
interpret a combination of multiple influences.    
Fulcher and Davidson (2007) advocated that test items should be specified and the 
expected responses should be systematically planned to claim “prior validity” arguments. Thus, 
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the process of developing test specifications is also a process of collecting evidence in support of 
the intended use of the test. However, as illustrated in Li (2006), the development of test 
specifications is complex and completed in an iterative manner. It is impossible to address all the 
potential issues, but some of the most salient ones related to this study are briefly discussed 
below to enhance understanding of the constraints on the development of test specifications and 
the CDA-informed test. The test specifications were defined in regard to their development at the 
12th grade level. 
First, an essential limit is that the CDA-informed test cannot be implemented 
longitudinally in this study. The purpose of the test is to diagnose the twelfth graders’ strengths 
and weaknesses in English reading comprehension, and enhance teaching effectiveness and 
learning instruction. As such, the central role of the CDA-informed test is for diagnosis rather 
than selection. Moreover, based on the communication with the target school, the practical 
constraints only allowed ninety-minute for the students to take the CDA-informed test (e.g., 
eighty minutes for the test, and the last ten minute for the survey). This reality limited the 
number of items that would be feasible to be included in this test, though the diagnosis would be 
more reliable and accurate with larger number of items or even better, longitudinal CDA-
informed tests. 
Second, an essential issue for the CDA-informed test, and actually for any assessment, is 
about construct representation. A construct is an ability or skill that an assessment aims to 
measure. As emphasized in Chalhoub-Deville (2001), language testers and researchers should 
expand their test specifications to include the knowledge and skills that underlie the language 
construct. When the construct is clearly described, the construct representation is maximized and 
test specifications thus become key components of evidentiary arguments about score meaning. 
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This enables the test results to not only indicate the knowledge and skills that students need to 
develop, but also fosters formative use of assessment by aligning assessment with instruction. 
Due to the complexity of the language domain, “our discipline [language testing] is the only one 
for which the measurement of a particular thing—language— has formed an entire academic 
enterprise” (Davidson, 2010, p.105). As such, the construct becomes the basis in language 
assessment for test development, score interpretations and test inferences. Therefore, factors 
relevant to test construct (e.g., test purpose, age of examinees, context of target-language use) 
should be considered collectively in defining a construct for a particular assessment. However, 
construct-irrelevant variance, which is an effect on score differences not attributable to the 
construct that the test is designed to measure, could reduce the validity of score interpretations 
and thus should be minimized.  
In the literature, systematic design frameworks that involve multiple steps are proposed 
for the development of language assessments (Davidson & Lynch, 2002; Mislevy, Steinberg, & 
Almond, 2003). The frameworks should also be followed in the development of CDA. As 
elaborated in Hierarchy Four at Phase One, this study employed a rigorous content-based test 
construction tool (i.e., cognitive diagnostic system) to identify and refine the reading skills 
involved in 12th graders’ English reading and specify the skill hierarchy through a thorough 
literature analysis, students’ think aloud protocols, and content experts’ evaluation. In other 
words, the cognitive model was carefully specified and iteratively refined in this study by 
defining the curriculum standards and testing objectives, which represented the language 
construct and served as criteria for the content of diagnosis.  
The construct in CDA refers to two aspects. First, each skill involved in task completion 
should be appropriately defined. Second, each skill and combination of skills should be equally 
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measured throughout the test so that various groupings of skills can be represented in the CDA 
(Gorin, 2007). That is to say, the frequency of each attribute or attribute combination in CDA 
should be balanced (i.e., equally distributed) to meet the special features of CDA. As specified in 
the 𝑄𝑡, which functions as a blue print to guide the design and development of CDA-informed 
test, thus making particular tasks diagnostically informative. However, some skills that measure 
higher-order thinking (e.g., A6, making inference based on global information) often pertain to 
those attributes that test lower-order thinking (e.g., A2, understanding of explicit local 
information), which makes the latter more inherently used than the former. This special nature of 
the language construct limits the development of CDA-informed test. Although the skills initially 
identified were iteratively refined during the process of CDA-informed test development, the 
identified skills and the specified hierarchy are not perfect in this study, because it is challenging 
to completely satisfy the construct in CDA-informed test. 
Third, the test is constrained by the issue of local independence, an underlying 
assumption for latent variable models. This assumption requires that the answer to one test item 
should be independent of the answer to any of the other items on the examination. In other 
words, none of the items can require students to use information from one item to solve a second 
item. The best way to ensure local independence is to develop only one item from one reading 
text, but this is impossible in reality due to the time limits. To minimize the amount of reading 
required for students to complete the test, six items were created for each text, but continuous 
and conscientious effort was made to ensure that the items were written in a way such that the 
assumption of local independence would still be maintained.  
Fourth, the format of the items for the CDA-informed test was limited and should be 
determined carefully. In order to maximize the number of locally independent test items that 
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students could work through in the required time period, this study chose the multiple-choice 
format, though this format has been criticized by some researchers. For example, Gorin (2007) 
stated that items in multiple-choice format were often written at the knowledge level of 
cognition, which measured recall of verbatim facts instead of complex skills; thus, they provided 
only limited information with dichotomous scoring as correct or incorrect.  
Despite these limitations, modifications can be made to let the items more useful for 
diagnostic purposes. For example, two strategies can be used to overcome the limitations above. 
One was to write test items to measure higher-level cognitive skills; another was to construct test 
items in a way that the incorrect responses correspond to specific skill weaknesses, which made 
additional information about a student’s level of understanding available from the student’s 
selection of particular distractors. However, it should be noted that not every item could perfectly 
reflect these modifications. Therefore, to make the items maximally useful for diagnostic 
purpose, this study selected the multiple-choice format and tried to follow Patterson’s 
suggestions.  
Fifth, the central task of the test specifications is to build evidentiary arguments for 
validity. As noted, “the” is used here to imply that anybody developing a test should have 
validity foremost in their minds. Validation is viewed as an ongoing process, and language 
testers now recognize the importance of finding validity evidence before a testing event rather 
than after (Kim, 2011). Moreover, test validity can also be enhanced by centralizing clarity 
through ongoing feedback and interaction in turn (Davidson & Lynch, 2002). Thus, a validity 
narrative, which comes from the evolution of test specifications, can provide a priori validity 
evidence. Due to the complex nature of CDA-informed test development, the development of 
test specifications is thus more dynamic and evolving than the traditional test development.  
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However, the feedback from different sources can keep test specifications moving and improving 
(Davidson & Lynch, 2002). This study recorded major changes in test specifications, and 
documented the rationales for the changes and the affected validity claims.  
Sixth, Davidson and Lynch (2002) emphasized that the process of test specifications 
should be “inclusive, open, and reflective” (p. 2), though they stated that one of the final goals 
was to achieve unity in diversity. Here, “inclusive” means to include individuals who are not 
normally involved in the discussions of test development (e.g., classroom teachers, examinees), 
since it can make the test more attuned to its setting, reflect the needs of test users and enhance 
the positive test washback effect. In this study, the English instructors were invited to participate 
in the development of test specifications and CDA-informed test, and their feedback was 
integrated to improve the test specifications and CDA. The students’ needs were also reflected in 
the iterative process of test development. 
Moreover, Davidson and Lynch advocated the process of test specifications should be 
“open”, which refers to the transparency of the process by which test specifications are 
developed and refined. Being open and inclusive, this study tailored to the specific context and 
test users’ needs, and thus is more likely to bring a positive washback effect for learning and 
instruction.   
Furthermore, as Davidson and Lynch suggested, the process of test specifications should 
be “reflective”, which indicates that test developers must have a clearly defined vision regarding 
what the test is designed to measure and how to achieve that purpose during the whole process. 
For example, Wall (2000) suggests, when a new test is introduced, records for detailed baseline 
studies should be taken, including an analysis of current testing and teaching practices and 
resources. As such, in developing the test specifications, the researcher made notes to record 
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each step of the design and refinement as well as the feedback received from test users and 
content experts. This note-taking can help the researcher integrate information from different 
types of sources. 
As noted, there is substantial interaction among the issues listed above. For example, no 
discussion about validity can proceed without consideration to the construct. Moreover, the 
definition of the language construct should be refined in an open and inclusive context with 
considering the needs of test users. Therefore, the interplay effect should be taken into account in 
the development of test specifications.  
Keeping in mind the above considerations, the test specifications, as illustrated in 
Appendix C, were developed for the CDA-informed test. Using a general effect-driven 
description of the test, the test specifications were organized into four parts: General Description, 
Construct Description, Task Attributes, and Scoring Rubrics. Specifically, the general 
description is a brief summary of the task, including the role of each task in the current process-
oriented test design. The construct description indicates the construct assessed in the task. The 
task attributes describe task characteristics such as its format, input features, directions and test-
taking time. Finally, the score rubrics include information on specific rating criteria for each 
task. 
3.2.3 Writing Test Items for CDA 
3.2.3.1 Selecting Reading Texts  
As in the development of any reading test, the characteristics of the examinees and the 
texts should be taken into account carefully in designing a CDA. Since the students were 12th 
graders, this study tried to choose reading texts that the students might be interested but had not 
read before. In selecting the reading materials, qualitative (e.g., level of meaning or purpose, 
  
137 
structure, language conventionality and clarity, knowledge demands), quantitative (reading 
difficulty index) as well as considerations related to readers such as their background knowledge 
and motivation were primarily taken into account. Based on the curriculum standards and the 
NMET, the researcher edited ten texts from newspapers, journals, and online sources, and then 
these texts were evaluated by English instructors and content experts to check if the content, 
difficulty, and length of the texts were appropriate for the students. As a result of this process, 
five of the texts were considered to be well-constructed and thus selected as the source texts.  
Specifically, the selected texts had some common features such as, the level of text 
difficulty was appropriate for 12th graders; the topics were attractive to the target examinees; the 
texts were selected from varied text genres such as descriptive writing, expository writing and 
argumentative writing. The characteristics of the reading texts are demonstrated in Table 3.18 
below. As noted, text difficulty is a complicated issue, thus the Flesch Reading Ease Index is 
employed to illustrate the comparative difficulty of the five passages. As Table 3.18 shows, the 
first passage was intended to be the easiest for getting some baseline measurements from the 
examinees, thus it stands out clearly from the rest in terms of length, reading ease, and grade 
level.  
Table 3.18   
Characteristics of Reading Passages 
 
 Passage 1 Passage 2 Passage 3 Passage 4 Passage 5 
Writing Style Description Description Argument Argument Argument 
Number of Words 278 386 363 364 332 
Number of Items 6 6 6 6 6 
Flesch Reading Ease 86.3 62.5 58.5 64.4 60.1 
Flesch-Kincaid Grade Level 4.3 8.6 9.4 9.5 9.7 
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After selecting the texts, I ordered the texts following the general rules of item writing 
such as from easy to difficult, mixing long and short texts to reduce possible test fatigue effects. 
The shortest text was put as the first one, and the following texts were varied with the long and 
short passages. By employing this arrangement of texts, I tried to minimize the possible 
influence from the non-cognitive factors, so that test data can be collected to best represent the 
examinees’ reading abilities. Based on the considerations above, 30 test items were initially 
designed, including 1,723 words in five texts and 1,260 words in test stems and options.  
3.2.3.2 Item Design   
After determining the format of test items, the most important question in item writing is 
to ensure that the items measure what they intend to measure so that they can correctly classify 
examinees based on their mastery or non-mastery of attributes. That is to say, items should be 
written to infer examinees’ mastery or non-mastery of subskills as well as to link the relevant 
attributes with the cognitive processes (Gorin, 2006). Some studies were conducted to investigate 
the test development based on the theoretical principles of CDA (Henson, 2004; Ye, 2005). This 
study is based on valuable information from literature on how to construct an optimal test.  
The test items in a diagnostic test must meet the requirements of general test development 
theory (reflected in the test specifications) as well as those of cognitive diagnostic theory (i.e., 
the 𝑄𝑡). In particular, the 𝑄𝑡 must be strictly obeyed in creating all the test items; the number of 
test items cannot be less than the number of attributes; to increase the test reliability, each 
attribute or attribute combination should be measured in at least three test items.  
The initial test items were developed based on the principles discussed above. As 
demonstrated in Table 3.19, the test was composed of 30 preliminary test items, all taking the 
form of multiple-choice questions and following the constraints that were discussed above. 
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These items were intended to be diagnostic in nature, each item being written to measure an 
attribute or a combination of attributes, as listed in Table 3.17. Failure to correctly respond to a 
test item indicates that the test taker does not master the attribute or attribute combination 
involved. Illustrative Cases in item writing are presented in the Test Specification and Appendix 
D. Appendix E and F demonstrate the initial and final version of the CDA. 
Table 3.19  
Initial Test Items for CDA 
 
Text Item A1 A2 A3 A4 A5 A6 A7 A8 
A 1 1 0 1 0 0 0 0 0 
 2 1 0 0 0 1 0 1 0 
 3 1 0 0 0 1 0 0 0 
 4 1 1 0 1 1 0 0 0 
 5 1 1 0 0 0 0 0 0 
 6 1 0 0 0 1 0 0 1 
 7 1 0 0 1 0 0 0 0 
B 8 1 0 1 0 0 0 0 0 
 9 1 1 1 0 0 0 0 0 
 10 1 0 0 0 1 0 0 0 
 11 1 0 0 0 0 0 1 0 
 12 1 0 0 0 0 0 0 1 
 13 1 1 0 1 0 0 0 0 
C 14 1 0 1 0 0 0 0 0 
 15 1 0 0 0 0 0 1 0 
 16 1 0 1 0 0 0 0 0 
 17 1 0 0 0 1 0 0 0 
 18 1 0 0 0 0 0 0 1 
 19 1 0 0 0 0 0 0 1 
D 20 0 1 0 0 0 0 0 0 
 21 1 0 0 1 0 0 0 0 
 22 1 0 0 1 0 0 0 0 
 23 1 0 0 0 1 1 0 0 
 24 1 0 0 0 0 0 1 0 
 25 1 0 0 0 0 0 1 0 
E 26 1 0 0 1 0 0 0 0 
 27 1 0 0 0 1 1 0 0 
 28 1 0 0 0 1 0 0 0 
 29 1 0 0 0 1 1 0 1 
 30 1 0 0 0 0 0 0 1 
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It should be noted that item development is an iterative process. Both the items and 
attributes were thus iteratively refined in this study to improve the test quality. This is because it 
took time for the researcher to carefully and repeatedly examine whether the attributes were 
measured by each test item and their hierarchy. On the other hand, it might take several rounds 
for instructors and content experts to review the test items and provide their feedback. In this 
study, two instructors served as co-designers to actively participate in task construction, another 
two instructors and one content expert worked as reviewers for test design as well as the task 
directions. The content experts and reviewers provided valuable feedback. For example, the 
initial attribute (i.e., understanding of difficult word) was excluded from the cognitive model due 
to the challenge of defining this attribute, based on the their suggestions.  
While test development is iterative, the involvement of instructors in the test design and 
review has a positive impact on achieving clear construct representation, constructing valid tasks 
and explicit task directions, and improving the educational relevance of the tasks. Team work is 
important in the development of CDA-informed test, and Table 3.20 lists the collaboration in this 
study. Additionally, since none of the researchers, English instructors and content experts was a 
native English speaker, I invited a native English speaker, who was an experienced English 
teacher for English language learners and worked with me in two previous test development 
projects, to collaborate on the review and modification of test items and test directions. We also 
worked together to check if the answer keys were clear, if each item assessed intended skills, and 
if the items were independent of each other. The native English speaker provided me valuable 
feedback on refining the test. Each time the new version was made for either language and/or 
technical issues, then the test was sent to the test review panel for discussion.  
 
 
  
141 
Table 3.20    
Collaboration in the Development of CDA-informed Test  
Aspect  Participation Feedback Affected Domain  
Source texts Two instructors reviewed 
them 
Confirming relevance of 
source texts in terms of 
difficulty, length, and 
content 
 
Relevance of 
source texts 
Reading 
task 
Two instructors served as  
co-designers.  
Another instructor and a 
content expert reviewed the 
reading task. 
 
Confirming answer keys, 
independence of items, 
skills required in each 
item.  
 
Construct validity 
 
 
 
 
Diagnostic 
profile 
Instructors and students 
provided evaluation 
for the diagnostic profile 
The feedback should be in 
details and instructionally-
relevant 
 
 
 
3.2.4 Preliminary Analysis of Pilot Data  
As elaborated in Table 3.20, qualitative information (e.g., the feedback from instructors, 
content experts and students) was mainly utilized to construct and refine the test items. However, 
the test developers’ thorough understanding of the cognitive processes measured within a 
specific group of examinees as well as the cognitive definitions of each attribute and skill 
hierarchy is essential but not sufficient to make sound decisions on designing CDA-informed 
test. Rather, test developers must take into account detailed information such as attribute 
complexity as well as item content and format. On the other hand, the special features of CDA-
informed test make it not advisable to blindly apply quantitative information to the test design as 
in other assessment contexts (Rupp et al., 2010). Therefore, only through collaboration with the 
involved instructors, content experts and psychometricians, the CDA-informed test can possibly 
be developed in a manner that it should be (i.e., maximizing learning potential).  
The qualitative information was primarily discussed above, especially for identifying and 
refining the reading skills during the CDA-informed test development. However, Lee, de la 
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Torre and Park (2012) found that diagnostically informative test items had certain common 
features, such as less difficulty but high discrimination indices under CTT, or high difficulty and 
high discrimination but low guessing parameters under IRT. Thus, after completing the initial 
test development, it was worthwhile to examine psychometric item indices to detect any poorly-
constructed items and refine them. A pilot study was thus conducted for this purpose.  
The pilot test was administered to a sample of approximately 800 students in January 
2015, with an aim to check the preliminary quality of the test items, and find any issues that 
might arise from the definition of the specified skills and their relationships. The examinees were 
twelfth graders randomly selected from two high schools in a province located at the middle part 
of China, with 52% being female and 48% male. The students took the test by classes, and their 
English teacher supervised the test. An experienced English teacher was on-site during the test to 
answer any questions, and this teacher was connected with the researcher via the internet to 
report any issue that was worthy of attention.  
Excluding some incomplete tests, the test responses from 738 students were used for the 
initial quality analysis. The test items were dichotomously scored with a score of 1 for an item 
answered correctly, and 0 for an item answered incorrectly. Any item that did not reach was 
scored as incorrect. The score responses were first entered in SPSS 23.0 and then carefully 
checked to ensure the correct data input.  
3.2.4.1 CTT Item Analysis 
 In Classical Testing Theory (CTT), item difficulty and item discrimination are the two 
most common item indices. Item difficulty is the proportion of examinees who responded to an 
item correctly, and its value ranges between 0 and 1 with higher values indicating an easier item. 
Item discrimination measures how well an item can distinguish between masters and non-
  
143 
masters, and it can be computed in several ways. The point-biserial correlation, which examines 
the relationship between an examinee's performance on a given item and the overall test, is one 
of the most common discrimination indices. An alternative method is the discrimination index, 
which compares probabilities between those who have performed well on the test (e.g., top 25%) 
to those who have performed poorly on the test (e.g., lowest 25%). If the probability of 
answering the item correct is very different for the two groups, then the item discriminates well. 
The value of item discrimination can range from -1.0 to 1.0, and a negative value suggests a 
problem with the item, as it indicates the item is measuring something other than what the test 
intends to measure. The CTT item indices from the pilot study are summarized in Table 3.21.  
Analysis of item difficulty. As shown in Table 3.21, some items are extremely difficult 
(e.g., Item 13, 24, 11 with difficulty index .261, .278, .331 respectively), however some could be 
answered correctly by over 90% students and thus are very easy (e.g., Item 19, 7, 16, 22, 1, 18, 
23). Overall, the average item difficulty is 0.731, indicating that the test at a reasonable level of 
difficulty.  
Analysis of item discrimination. Table 3.21 demonstrates that the value of point-biserial 
differentiation ranges between 0.117 (i.e., Item 24) and .526 (i.e., Item 19). Since item difficulty 
affects item discrimination, the two should be interpreted in together. Given the item difficulty of 
Item 24 was 0.278, this item might measure something that was not supposed to be measured, 
which made the students who mastered the skills tested in this item fail to answer it correctly, 
thus leading to a weak ability to discriminate masters from non-masters. Therefore, Item 24 was 
flagged to be carefully checked and revised. Similarly, Items 13, 11, 4, and 26, all had a low 
value of item discrimination (<.2), indicating that these items should be improved. Despite its 
high difficulty, Item 19 had the highest discrimination index. However, based on the item 
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discrimination index, four more items (Items 18, 19, 23 and 30) had an item discrimination value 
below .20 and thus needed to be revised.  
Table 3.21   
CTT Item Analysis of Pilot Test  
 
Item Item difficulty Item Point- biserial Correlation Item Discrimination Index 
1 0.907 0.361 0.245 
2 0.622 0.294 0.43 
3 0.791 0.356 0.365 
4 0.782 0.176 0.165 
5 0.831 0.354 0.28 
6 0.847 0.419 0.315 
7 0.928 0.43 0.195 
8 0.791 0.338 0.32 
9 0.459 0.313 0.395 
10 0.593 0.336 0.43 
11 0.331 0.157 0.155 
12 0.686 0.259 0.305 
13 0.261 0.154 0.13 
14 0.738 0.379 0.405 
15 0.496 0.259 0.315 
16 0.924 0.465 0.225 
17 0.857 0.357 0.25 
18 0.907 0.367 0.185 
19 0.946 0.526 0.18 
20 0.859 0.328 0.235 
21 0.853 0.381 0.255 
22 0.908 0.478 0.255 
23 0.904 0.351 0.185 
24 0.278 0.117 0.11 
25 0.692 0.337 0.38 
26 0.738 0.188 0.2 
27 0.705 0.45 0.525 
28 0.712 0.246 0.33 
29 0.754 0.278 0.3 
30 0.816 0.218 0.185 
Mean 0.731 0.322 0.275 
 
Based on the results of item analysis above, the problematic items were put together in 
Table 3.21 and they shared some common features. It seems that most items measured A7 (i.e., 
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understanding text feature and structures), A4 (i.e., inferring the meaning of unknown words 
from contexts), and A8 (i.e., inferring the author’s attitude, intention and purpose). This might be 
a signal that the three attributes needed to be carefully checked.  
Table 3.22    
Attention-needed Items in CTT Analysis of Pilot Test 
 
Problematic 
Items 
Attributes 
measured 
Tasks 
Possible 
problems 
#24 A1/A7 
What is the most important feature of the 
writing style of the passage? 
A7 
#13 A1/A2/A4 
Which of the following words is the closest to 
the word “optimal” in Paragraph 1? 
A4 
 
#11 A1/A7 
The text is likely to be selected from a book of 
_______? 
A7 
#4 A1/A4 
What does the word “criticize” in Paragraph 3 
probably mean? 
A4 
#26 A1/A4 
In Paragraph 2, the underlined word 
“prevalent” means: 
A4 
#18 A1/A8 
The author’s attitude towards Omega 3 may 
best be described as____. 
A8 
#19 A1/A8 
The author’s attitude to the old lady’s 
comments in Paragraph1 might be: 
A8 
#23 A1/A5/A6 What do we learn from the passage? A6 
#30 A1/A8 
The author’s attitude to smartphones can be 
best described as ____ 
A8 
Specifically, A4, inferring unknown word meaning from the contexts, seemed not well-
designed as reflected in Items 13, 4 and 26. Later interview with the students revealed that 
although the test takers were required to infer the meaning of unknown words based on the 
context information, the words were actually not new to at least some test takers in that they 
already learned these words through self-study. As such, this type of item failed to measure what 
it was intended to measure and thus violated the construct validity. Hence, these words should be 
modified so that only information from the texts can be used to answer the questions correctly.  
Moreover, A8, inferring the authors’ attitude in the texts, seemed to be over-simplified in 
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items 18, 19, and 30. Limited in the scenario of “attitude”, there was not much space left for test 
developers to write the options. Let’s take Item 18 as an example.  
 
 Item 18. The author’s attitude towards Omega 3 may best be described as_____.  
                 
              A. negative   B. casual     C. positive      D. neutral.   
 
 
There is a great chance for examinees to answer this item correctly from blind guessing, even if 
they did not really understand the author’s attitude. 91% of the examinees chose C as the correct 
answer. This is also true in other items written to tap A8. Therefore, this type of item should be 
revised. The researcher and the review panel both felt that the focus of A8 should be “the 
author’s purpose and strategies” instead of “the author’s attitude”, as the former required the 
readers to understand the texts more deeply to answer the questions correctly.  
Finally, A7, which was measured in both items 24 and 11, deserved more attention. 
Taking Item 24 in Passage D as an example,  
 
 Item 24. What is the most important feature of the writing style of the passage?   
               
              A. Raising questions     B. Offering arguments      
 
              C. Giving examples      D. Making comparisons 
 
 
We should be aware that A7 was a comparatively new attribute to the students, since it had 
recently been introduced into the curriculum. However, the options of Item 24 seemed to be 
problematic, especially options B (the key) and C (a distractor). Whereas Passage D was an 
argumentative text, Item 24 was designed to measure whether the examinees understood how the 
argument was presented. All the options looked correct on the surface because they all captured 
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the argument to some extent, but the most appropriate answer is B. Unexpectedly, 48% of the 
examinees chose the distractor C, another 21% distractor D, and only 28% the correct answer. 
Being the most difficult item (0. 278), Item 24 was also poor on item discrimination, thus it 
certainly should be revised.  
Another issue for A7 is, in some test items, the key seemed not to be supported well by 
the information provided in the text. This made readers choose the wrong answer. For example,  
 
 Item 11. The text is likely to be selected from a book of _______?               
 
               A. education   B. biography   C. advertisement    D. history 
 
 
The key for this item is B. While C was excluded by 93% of the examinees, the 
proportion of responses for A, B and D was 20%, 33% and 39% respectively, which indicates 
that D is a great distractor, but C and A should be improved by making them more “attractive” 
like the keys.  Therefore, A7 was re-defined as “understanding of text structure and 
organization”. Moreover, all the items with A7 were examined carefully and revised to ensure 
that sufficient information could be found from the text to support the key for each test item.  
To sum up, although great efforts were made for the design and development of CDA-
informed test, including the consideration of the students’ characteristics, some issues arose from 
the initially developed CDA, as informed by the CTT item analysis. This emphasized again that 
test development is a context-specific activity, and it was complicated but worthy to take into 
consideration all the potential variables that might affect examinees’ test performance in the test 
design and development. While the results of CTT analysis rely on the representativeness of the 
sample, IRT models are generally not sample- or test-dependent, since IRT provides significantly 
greater flexibility in situations where different samples or test forms are used. From this 
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perspective, I was watchful for the problematic items flagged by CTT but would not delete or 
revise them until after the IRT analysis.  
3.2.4.2 IRT Item Analysis 
To have a better sense of the quality of test items, this section presents analysis in Item 
Response Theory (IRT). BILOG-MG, an extension of the BILOG program, was used to conduct 
the three-parameter logistic (3PL) model analysis of the data. Based mainly on IRT, BILOG-MG 
was designed to efficiently analyze binary items (Zimowski et al. 1996), and it has been widely 
applied to test development and maintenance. Using the 3PL Model, the quality of the initial test 
items was mainly measured using item discrimination (a), item difficulty (b), and guessing 
probability (c), as shown in Table 3.23.  
Table 3.23  
IRT Item Analysis of Pilot Test  
 
 
 
Item Slope Threshold Asymptote 
1 1.128 -2.134 0.234 
2 0.843 0.06 0.253 
3 1.014 -1.088 0.26 
4 0.336 -2.939 0.214 
5 0.85 -1.81 0.185 
6 1.291 -1.489 0.174 
7 1.635 -2.027 0.177 
8 0.771 -1.548 0.192 
9 0.792 0.851 0.164 
10 1.091 0.413 0.304 
11 1.403 2.585 0.288 
12 0.525 -0.904 0.2 
13 0.943 4.345 0.241 
14 0.92 -0.993 0.168 
15 1.4 1.33 0.367 
16 1.979 -1.826 0.157 
17 0.88 -2.024 0.186 
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Table 3.23 Continued 
 
Item Slope Threshold Asymptote 
18 1.042 -2.364 0.178 
19 2.963 -1.859 0.142 
20 0.851 -2.095 0.192 
21 0.955 -1.932 0.158 
22 1.732 -1.799 0.146 
23 1.037 -2.328 0.192 
24 0.968 4.589 0.263 
25 0.741 -0.732 0.195 
26 0.346 -1.997 0.22 
27 1.131 -0.693 0.157 
28 0.472 -1.301 0.197 
29 0.61 -1.406 0.215 
30 0.4 -3.124 0.209 
 
Item difficulty analysis. Item difficulty in IRT is a location index along the x-axis, 
defined as the amount of the latent trait needed to have a .5 probability of endorsing the item. 
Whereas theoretically there is no limitation to the value of item difficulty, its acceptable value 
range is from -4 to +4, when the ability index is standardized scaled. In Table 3.23 and Table 
3.24, item difficulty ranges from -3.124 to 4.589 (mean= -0.852, SD=1.694), indicating the test 
is of medium difficulty, since the mean is not far from 0, though extreme item exists. Moreover, 
as illustrated in Figure 3.8, the distribution of item difficulty seems reasonable, though some 
extreme cases are detected. Whereas some items are very difficult (e.g., Items 24, 13, 11), some 
are easy (e.g., Items 30, 4, 18, 23, 1, and 20). Typically, it is good to have some easy and some 
hard items on a test, as this makes the test be more discriminative, and the more discriminative 
items tend to be more powerful for CDA.  
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Table 3.24 
Descriptive Statistics of the Parameters in IRT (n = 30)  
 
Parameter Mean SD 
Slope 0.696 0.367 
Threshold -0.852 1.694 
Asymptote 0.218 0.059 
 
Figure 3.8. Distribution of IRT difficulty in pilot study. 
To detect the underlying reasons for the extreme items, I carefully reviewed them. For 
example, difficult items such as Item 24 and 11 have the same attribute combination (10000010), 
where attribute A7 (understanding the text feature) might be the dominant attribute that 
accounted for the high difficulty.  
Two potential factors might explain why the items with A7 were difficult. First, based on 
the cognitive model, A7 was a higher-order attribute which required attribute A1 as a 
prerequisite, thus A7 was a more demanding attribute. Second, attribute A7 was newly required 
in the curriculum standards and had not measured in the NMET before the year of 2015, thus 
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both teachers and students might be less familiar with this attribute. Third, the stems and options 
provided in Item 24 and 11 were problematic, as discussed in the CTT analysis. In addition, Item 
13, covering attribute combination (11010000), was a difficult item, and attribute A4 seemed 
more demanding than other attributes. Further review of this item and the reading text reveal that 
the text might not be able to provide sufficient information for the examinees to infer the 
meaning of the unknown word, thus leading to many failures in answering it correctly.  
After reviewing the difficult items, extremely easy items (Item 30 and 4) and fairly easy 
items (Item 18, 23, 1, and 20) were examined with great caution. As discussed earlier in CTT 
analysis, both Item 30 and 18 were designed to measure the authors’ attitude A8 (01000001), but 
the options (i.e., positive, negative, biased, objective) in this type of items might be too 
simplistic, which led to a higher risk of guessing the key instead of using A8. Thus, these 
problematic options were revised.  
Additionally, Items 4 and 1 (01010000) were fairly easy as they primarily measure 
attribute A4 (i.e., inferring unknown word meaning from context). However, the target words 
were in fact not really “unknown” to all examinees, which consequently reduced the item 
difficulty. As discussed in the CTT analysis, this is probably caused by the fact that the students 
were preparing for NMET when this study was conducted, and many of them studied beyond 
what was required by their curriculum.  
Furthermore, Item 23 (01001100) was supposed to be challenging, as it covered two 
higher-order attributes (i.e., A5, A6). However, the key of this item was coincidentally consistent 
with common sense, thus the task might be correctly answered without reading the text. In other 
words, the test takers who did not master the required skills might still be able to answer these 
items correctly, which violates the rule of test validity.  
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Item discrimination analysis. Item discrimination indicates how well an item can 
separate respondents with abilities below the item location from those with abilities above the 
item location. Discrimination is shown by the steepness of the curve in its middle section: the 
steeper the curve, the better the discrimination of the item. Theoretically, the item discrimination 
can range from negative to positive infinite; however, an acceptable value for a good test ranges 
from 0 to 3, with higher being better. A reasonable estimate of item discrimination is necessary 
for the CDA-informed test. A value of 0.50 or higher is set as the standard in this study. As 
shown in Table 3.23 above, the item discrimination in this study ranged from 0.336 to 2.963 
(mean= 0.696, SD= 0.367). However, Figure 3.9 illustrates that many items have a value of less 
than one, which suggests a need for further improving the quality of these items, especially those 
with a value of less than .5 (e.g., Item 4, 26, 30, 28).  
 
Figure 3.9.  Distribution of IRT item discrimination in pilot study. 
Item guessing parameter analysis. The pseudo-guessing parameter in 3PL model 
describes the probability of an examinee correctly answering the test item when he or she has 
very low abilities. This parameter is a probability. For example, .30 simply means that at all 
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ability levels, the probability of getting the item correct by guessing alone is 30%. Table 3.23 
and 3.24 show the guessing parameter ranges from .142 to .367 (mean=0.218, SD= 0.059), 
which indicates that on average the value of the guessing parameter is acceptable. Moreover, 
Items 15, 10, 11, 24, and 3 had high guessing parameters. Careful examination of these items 
revealed that they had two commonalities, as shown in Figure 3.10: high IRT difficulty (e.g., 
Item 13, 24); containing problematic attributes such as A4 (inferring new word meaning from 
context in Item 4, 13, 1, 2), A7 (understanding text structure in Item 11, 24), and A5 
(understanding meanings of large sections in Item 3, 10). The information further confirmed that 
more attention should be paid to revise these test items. 
 
Figure 3.10.   Distribution of IRT item guessing in pilot study. 
3.2.4.3 Comparison of Results in CTT and IRT 
The purpose of the CTT and IRT analysis is to improve the quality of test items. To find 
the items that need to be improved, Table 3.25 below summarizes the results from CTT and IRT. 
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Table 3.25   
Comparison of Results from CTT and IRT in Pilot Study 
 
Theoretical 
Support  
Extremely 
Difficult       
Extremely 
Easy       
Extremely  
Low-discrimination   
High Guessing 
CTT 24, 13, 11          
19, 7, 16, 22, 
1, 18, 23 
24, 13, 11, 4, 26, 30  
IRT 24, 13, 11          30, 4, 18, 23,  4, 26, 30, 28, 12, 29 15, 10, 11, 24  
Commonalities 24, 13, 11 18, 23 4, 26, 30  
 
Valuable information can be drawn from Table 3.25. First, there is a difference between 
CTT and IRT on the estimates of item index. For example, whereas Items 19, 7, 16, 22 and 1 
were extremely easy in CTT, they are reasonable in IRT. Similarly, Items 24, 13 and 11 had low 
discrimination items in CTT but not in IRT.  I followed the IRT results to judge the item quality, 
as IRT is test- and sample-independent.  
Second, the items that need to be improved are often items that were extremely difficult 
(e.g., Items 24, 13, and 11), easy (e.g., Items 18 and 23) and/or with low item discrimination 
(e.g., Items 4, 26 and 30), which is consistent with previous research (e.g., Lee, de la Torre & 
Park, 2012) in that an item’s extremely high or low item difficulty affects its discrimination 
ability as well as its diagnostic power. To ensure the items that were indispensable for CDA 
would be maintained, I tried to first revise the “problematic” test items, instead of deleting them, 
by re-defining attributes, modifying the multiple-choice options, and changing the test tasks. For 
example, in revising Item 11 that measured A7, I added the following sentence to the original 
text to help the key stand out more, “This book presents some of Ford’s life stories including his 
work, education, relationships, etc.”. Moreover, I changed the original distractors A and D to 
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“fiction”, and “book review” respectively, which I believe could help the distractors more 
“attractive”.  
  The extremely easy items (e.g., Items 18, 23) that the examinees could answer them 
correctly without reading the texts failed to measure the attributes underlying these items. Thus, I 
first tried to detect the specific reasons for this before fixing the problem. For example, although 
both Item 18 and 23 were easy, the reasons behind them were different. Item 18 measured A8, 
but the four options were about attitude, thus there was a higher chance of guessing the key from 
the four options. However, Item 23 measured A5 and A6, and the key of this item happened to be 
consistent with common sense, which made this item fail to measure those attributes. 
Accordingly, I revised Item 18, and all other test items relevant to A8 by redefining that attribute 
as “understanding the author’s purpose, intention and strategies used in the text” from the 
original “inferring the author’s attitude”. For Item 23, I carefully revised the four options so that 
examinees had to read them carefully to correctly answer the item.  
Thus, after comparing CTT and IRT statistics, criteria for item development were re-
specified and problematic items were revised in an iterative manner. Items were evaluated from a 
broad perspective based on their difficulty, discrimination, and their role in the CDA-informed 
test (i.e., elements for the R-matrix). Those with extreme difficulty and poor discrimination 
parameters in a 3PL IRT model were revised or deleted.  
As has been previously emphasized, items should not be deleted only using statistical 
indices as the absolute standard of evaluating item quality. Instead, the specific context in which 
an item was written and used must be considered; it is hoped that the previous discussion 
illustrates that principle of coordinated comparison between statistics and content. Moreover, the 
items on the R-matrix must be maintained to achieve the intended diagnostic function, even if 
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they had problems, because this is the requirement of the design and development of CDA-
informed test. After several rounds of item refinement, a total of 28 items that met the 
aforementioned criteria for inclusion were retained (See Appendix F, the final version of the 
CDA-informed test). 
3.2.5 Summary 
For a CDA to be valid and effective, its construct validity must be evaluated thoroughly 
and systematically. Phase Two elaborated the design and development of a CDA-informed test, 
emphasizing that the process of assessment design is not necessarily linear (DiBello et al., 2007). 
In other words, task construction informed attribute definition, which in turn would inform the 
next cycle of task construction, thus the definitions of attributes were reviewed and revised 
during test development whenever applicable. In addition, several other important steps in 
development of CDA were: revising the test specification to make particular tasks be more 
diagnostically informative and aligning item writing and calibration with the selected skills. The 
complex nature of CDA also requires good collaboration among the test developer, instructors 
and content experts. It takes time to achieve what is discussed here, thus the test items in CDA-
informed test should be more iteratively revised. 
3.3 Phase III: Revision and Analysis of CDA  
In order to provide detailed diagnostic information, the items initially developed in Phase 
Two were revised iteratively based on qualitative (i.e., content analysis) and quantitative 
evidence (i.e., results from the pilot data analysis). In other words, the test items remained in the 
final version of the CDA-informed test underwent quality analysis, including item analysis in 
CTT and IRT, and item and attribute analysis in the Fusion Model. During this process, the three 
  
157 
testing theories (i.e., CTT, IRT and CDA) were used to guide the test revision. This section 
reports the process of item modification and the validation of the Q-matrix.  
3.3.1 Data Collection and Input 
After iterative revision, the final version of the CDA-informed test was administered in 
March 2015 at a high school located in central China. The test takers were 1,450 twelfth graders 
from 32 classes, which differed in majors (i.e., liberal arts vs. science) and academic excellence 
(i.e., elite vs. average). The elite classes were composed of academically good students, whereas 
the average classes were composed of the academically average and poor students. The 
examinees were required to complete the CDA-informed test and a survey in ninety minutes with 
the last ten minutes for completing a survey.   
The test response data was collected, entered and examined carefully to ensure the 
accuracy of data input. Then, the test response from examinees who did not answer at least half 
of the total questions in a reading text were excluded, which left only test response from 1,311 
examinees. All the items were written in multiple-choice format, and scored as 0 or 1 with 0 for 
correct and 1 for wrong answer.  
3.3.2 Checking and Modifying the Q-matrix 
In order to obtain diagnostic results from test data, an appropriate CDM must be chosen. 
This study first adopted the Fusion Model for data analysis, as this model has attractive features 
and has been applied successfully to diagnostic reading tests in previous studies (e.g., Hartz et 
al., 2002; Jang, 2005, 2009; Kasai, 2007; Li & Suen, 2013). It also has the major advantage of 
acknowledging and compensating for the incompleteness of the Q-matrix (Li & Suen, 2013).  
The first step in the Fusion Model is to check the Q-matrix validity first, as it enables the 
use of CDMs to generate diagnostic information by mapping test items onto a particular item-by-
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skill table (Tatsuoka, 1983). In other words, the Q-matrix represents a particular hypothesis 
about which skill or skills are required to successfully answer each item in a CDA. The 
parameters generated from the Fusion Model analysis can indicate whether a skill is required for 
a specific item to construct the Q-matrix. From a more holistic perspective, the Q-matrix should 
be included as a part of the CDM process (de la Torre, 2008). Therefore, checking the validity of 
the Q-matrix is critical for any CDA studies, especially the construction of CDA-informed test.  
However, it is challenging to fully understand the test construction and the underlying 
cognitive processes associated with the Q-matrix.  It is meaningful to verify whether the required 
psychometric properties (i.e., attributes) are indeed used by the examinees in successfully 
completing reading tasks, since such information can be used to modify the Q-matrix 
accordingly. Previous studies reported various methods of building and validating Q-matrices 
( Li & Suen, 2013), but a comprehensive four-step procedure was proposed in Buck, VanEssen, 
Tatsuoka, Kostin, Lutz and Phelps (1998): first, developing an initial list of skills; second, coding 
each item based on what skills are required for each item to construct an initial Q-matrix; third, 
analyzing data using an appropriate CDM with the developed Q-matrix; finally, modifying the 
initial Q-matrix based on statistics for each skill along with the theoretical importance of the 
skill. Steps 3 and 4 are repeated until a well-defined Q-matrix is achieved. As noted, the 
procedures proposed in Buck et al. (1998) for validating the Q-matrix were used for CDA studies 
using the retrofitting approach. Since this study used the cognitive framework from the outset to 
design the Q-matrix and construct the test items accordingly, the Q-matrix validation was 
expected to be more straightforward than the CDA studies using the retrofitting approach.  
As introduced in the literature review section, the Fusion Model analysis can provide 
three types of parameters for each item: one item difficulty parameter 𝜋𝑖
∗, one item attribute 
  
159 
completeness parameter 𝑐𝑖 (i.e., the residual parameter) and k attribute differentiation 
parameter 𝑟i_k
∗  . A good item is usually indicated by low 𝑟i_k
∗  and high𝑐𝑖. In the case that a  𝑟i_k
∗  is 
larger than .9, one can question if the attribute is meaningful for correctly answering the item 
(Leighton, 2007). A crucial step is to delete the  𝑟i_k
∗  and 𝑐𝑖 when they are not informative (i.e., 
not necessarily needed for correctly answering the items), probably because with the same test 
data, when fewer parameters are involved in model analysis, the standard error of parameter 
estimates will become smaller. Consequently, the diagnostic power of the model can be 
improved.  
The purpose of this section is to explain how the initial Q-matrix is modified to better 
represent the attributes used by the examinees in successfully completing reading tasks. But, the 
finalized Q-matrix should still satisfy the requirements of the CDA-informed test development. 
For this purpose, the following suggestions should be followed. First, only one attribute should 
be modified or deleted each time, so that the corresponding consequence with this specific 
change is clear. Second, both statistical and theoretical considerations should be given in making 
decisions on deleting attributes. Third, the R-matrix or the revised R-matrix should be always 
included in the revised Q-matrix. Fourth, the value of HCI index should become better after the 
Q-matrix modification. Finally, the final Q-matrix should have the best model-fit when it is used 
as the foundation for creating test items and analyzing the response data.  
As emphasized throughout this dissertation, the CDA-informed test construction, like any 
other test development, is iterative in nature, which means that the development of the Q-matrix 
is iterative as well. The test response data from 1,311 examinees was analyzed by using 
Arpeggio (Bolt et al., 2008), a specialized program for analyzing data in the Fusion Model and 
facilitating the process of Q-matrix modification by removing nonsignificant item parameters. 
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3.3.2.1 Analysis of the Initial Q-matrix 
The purpose of this section is to check, modify and adapt the initial Q-matrix for the 
Fusion Model analysis. The initial Q-matrix served two primary purposes: to guide the item 
creation in the CDA-informed test development, and conduct the analysis for diagnosing 
individual examinee’s reading ability. Table 3.26 presents the parameters estimated using the 
initial Q-matrix, including the attributes that were assumed to be essential for successfully 
completing each item. While the rows represent the 30 items in this test, the columns indicate the 
attributes. A value other than “0” in the cell indicates the corresponding attribute was necessary 
in correctly completing the item, whereas a “0” shows that the attribute was not assumed to be 
tested on the item. 
Table 3.26    
Parameters Estimated in the Initial Q-matrix 𝑄1  
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
1 0.8243 0.8526 0 0 0 0 0 0 0 0.8155 
2 0.78 0.7926 0.8753 0 0 0 0 0.7514 0 2.296 
3 0.9466 0.9297 0 0 0 0.8467 0 0 0 1.577 
4 0.9894 0.8025 0 0 0.8694 0 0 0 0 1.6095 
5 0.9577 0.7535 0.684 0 0 0 0 0 0 1.7233 
6 0.9729 0.8831 0 0 0 0.8469 0 0 0.7051 1.5210 
7 0.8685 0.7732 0 0 0.9387 0 0 0 0 2.6368 
8 0.8737 0.8588 0 0.9356 0 0 0 0 0 2.1173 
9 0.7413 0.7664 0.8532 0.7843 0 0 0 0 0 2.198 
10 0.6896 0.7928 0 0 0 0.7202 0.7735 0 0 2.2056 
11 0.5998 0.9038 0 0 0 0 0 0.4708 0 2.5548 
12 0.9962 0.8793 0 0 0 0.9559 0 0 0 2.6648 
13 0.9323 0.7909 0 0.6244 0 0 0 0 0 2.1003 
14 0.9502 0.7626 0 0.5907 0 0 0 0 0 2.1894 
15 0.6709 0.7811 0 0 0 0 0 0.6493 0 2.3579 
16 0.9808 0.8390 0 0 0 0 0 0 0 2.7099 
17 0.9393 0.7467 0 0 0 0.7894 0 0 0 2.0922 
18 0.7345 0.8598 0 0 0 0 0 0 0.8875 2.7403 
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Table 3.26 Continued 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
19 0.9859 0.8442 0 0 0 0 0 0 0 2.3325 
20 0.8394 0.6983 0 0 0.2148 0 0 0 0 1.8622 
21 0.9244 0.7347 0.7217 0 0 0 0 0 0 1.9126 
22 0.9561 0.8327 0 0 0 0 0 0 0 2.585 
23 0.8063 0.9452 0 0 0 0.8991 0.8846 0 0 2.4583 
24 0.4906 0.836 0 0 0 0.7750 0 0.7689 0 2.4336 
25 0.9786 0.7299 0 0 0 0 0 0.8847 0 2.3658 
26 0.9193 0.9425 0 0 0.9718 0 0 0 0 2.8909 
27 0.9518 0.5526 0 0 0 0.8878 0.6452 0 0 2.4328 
28 0.8758 0.7293 0 0 0 0.9181 0 0 0 2.7978 
29 0.8122 0.8597 0 0 0 0 0 0 0.8276 2.6587 
30 0.973 0.6096 0 0 0 0 0 0 0.8716 2.4729 
 
As seen in Table 3.26, the number of attributes measured in each test item ranges 
between one and three. Moreover, each attribute was measured by a minimum of three and a 
maximum of 30 items. For example, attribute A6 was measured by three items; attributes A2, 
A3, A4, A7 and A8 were assessed in four items. Moreover, the skill hierarchy shown in the Q-
matrix consists with that in the cognitive model built in Phase One. For example, attribute A1 
was tested in all 30 test items, indicating that it works as a prerequisite attribute for all the other 
attributes. The co-occurrence of A5 and A6 also provides another piece of evidence of the 
emerging attribute patterns in the Q-matrix.  
Since the Fusion Model acknowledges that the Q-matrix does not necessarily contain all 
the relevant skills needed for successfully answering all the items, the residual parameter, 𝑐𝑖 , is 
used to represent all the other skills actually used by the examinees but not specified in the Q-
matrix (Hartz, 2002; Roussos, DiBello, et al., 2007). These skills are modeled on average over 
all the items by a unidimensional ability parameter, 𝜂𝑖. When 𝑐𝑖 is 3 or more, the item response 
function is practically uninfluenced by 𝜂𝑖, because P𝑐𝑖(𝜂𝑖) will be very close to 1 for most values 
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of 𝜂𝑖; however, when 𝑐𝑖 is near 0,  𝜂𝑖 variation will have increasing influence on the item 
response probability (Roussos, DiBello, et al., 2007). Usually if a 𝑐𝑖 parameter is over 1.5, the 
attribute(s) specified in the item is (are) considered as acceptable; if a 𝑐𝑖 parameter is over 2, the 
attribute(s) is (are) considered as complete (Hartz, 2002). Thus, the estimate of 𝑐𝑖 can diagnose 
whether a skill is missing from the Q-matrix, and the effectiveness of 𝑐𝑖 in this kind of diagnostic 
has been previously demonstrated in Hartz and Roussos (2008). Thus, I started the Q-matrix 
modification by first checking the residual parameter𝑐𝑖. 
According to the analysis results in Table 3.26, the average 𝜂𝑖 from the 1,311 examinees 
were .0030 (SD=.5598, max= 0.8347, min= -1.1301), indicating that 𝜂𝑖 did not play a significant 
role in the model. Moreover, 24 out of 30 parameters are larger than 2 and all others are larger 
than 1.5 except for Item 1, indicating that the skills required to successfully answer the items 
(except for Item 1) are completely specified by the Q-matrix. Thus, Item One should be carefully 
reviewed to check what other attributes might be needed in correctly answering it. 
1. What does the underlined part “this observation” in Paragraph Two refer to? 
A. Linda would win a gold medal    
B. Linda scolds herself too much. 
C. Linda made a mistake in her class.  
D. Linda should attend the Olympic sport. 
 
It seems that to successfully answer Item One, the examinees should understand the 
underlined sentence preceding the target word “this observation”.  
My close friend Anna and I had a talk recently. Ann said, “Linda, if saying 
bad things about yourself were an Olympic sport, you’d win a gold medal!” 
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 The only verb “were” was in the subjunctive mood in the underlined sentence, which 
suggests, Ann felt that Linda criticized herself a lot. However, discussion with the teachers and 
students show that actually attribute A2 (understanding of complex syntax) was also needed in 
correctly answering this item, since the Subjective Mood is considered comparatively challenge 
for the Chinese examinees. As such, attribute A2 was added to Item 1, which changed the 𝑐𝑖 
parameter to 1.5175. Given that all the 𝑐𝑖 parameters are over 1.5, and a more parsimonious 
model with fewer parameters can improve the estimate accuracy of the Fusion Model, all the 𝑐𝑖 
parameters are dropped by fixing their values as 10 (Hartz, 2002; Leighton, 2007). The 
corresponding parameter estimates are reported in Table 3.27 below. 
 
Table 3.27     
Parameters Estimated in 𝑄2  (c=10) 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
1 0.9356 0.8939 0.8723 0 0 0 0 0 0 10 
2 0.7951 0.8307 0.8823 0 0 0 0 0.6859 0 10 
3 0.9305 0.8648 0 0 0 0.6221 0 0 0 10 
4 0.9899 0.7276 0 0 0.8952 0 0 0 0 10 
5 0.9128 0.6639 0.5683 0 0 0 0 0 0 10 
6 0.9627 0.8553 0 0 0 0.7318 0 0 0.6996 10 
7 0.8579 0.7277 0 0 0.9325 0 0 0 0 10 
8 0.8707 0.7347 0 0.875 0 0 0 0 0 10 
9 0.7507 0.7904 0.8711 0.7238 0 0 0 0 0 10 
10 0.6769 0.7513 0 0 0 0.7228 0.8539 0 0 10 
11 0.6238 0.9384 0 0 0 0 0 0.5421 0 10 
12 0.9953 0.8416 0 0 0 0.9199 0 0 0 10 
13 0.9305 0.7271 0 0.6753 0 0 0 0 0 10 
14 0.9344 0.6737 0 0.7163 0 0 0 0 0 10 
15 0.668 0.7158 0 0 0 0 0 0.7217 0 10 
16 0.9656 0.7707 0 0 0 0 0 0 0 10 
17 0.9025 0.6411 0 0 0 0.8298 0 0 0 10 
18 0.7178 0.8322 0 0 0 0 0 0 0.9419 10 
19 0.9641 0.7067 0 0 0 0 0 0 0 10 
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Table 3.27 Continued 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
20 0.8481 0.7585 0 0 0.2409 0 0 0 0 10 
21 0.9039 0.6338 0.6999 0 0 0 0 0 0 10 
22 0.9356 0.7605 0 0 0 0 0 0 0 10 
23 0.8046 0.9399 0 0 0 0.8731 0.8858 0 0 10 
24 0.4728 0.6945 0 0 0 0.9233 0 0.8568 0 10 
25 0.9743 0.6637 0 0 0 0 0 0.8642 0 10 
26 0.9079 0.9432 0 0 0.9705 0 0 0 0 10 
27 0.9474 0.6391 0 0 0 0.9204 0.6498 0 0 10 
28 0.8568 0.7721 0 0 0 0.8989 0 0 0 10 
29 0.806 0.8181 0 0 0 0 0 0 0.8785 10 
30 0.9704 0.6235 0 0 0 0 0 0 0.8346 10 
Table 3.27 showed that after 𝑐𝑖 parameters were dropped, nine  𝑟ik
∗  parameters were 
over .9. As mentioned earlier, 𝑟ik
∗  indicates an attribute’s differentiation ability: if the value is 
over .9, the attribute shows weak differentiation and might be deleted; if it is below .5, the 
attribute can strongly differentiate masters and non-masters, and thus should be retained 
(Leighton, 2007). However, it should be noted, the decision of dropping a certain Q-matrix entry 
should be dependent on both statistical criteria and substantive knowledge (Li & Suen, 2013). If 
a parameter is deleted from the Q-matrix only due to the numerical value, then the Q-matrix 
might fail to meet the CDA theoretical framework. Moreover, the attributes in the Q-matrix 
might affect each other, thus deleting one could cause changes to other parameters. In this case, 
it is likely that the attributes were significant originally might become insignificant, and vice 
versa. Thus, whenever modifying or deleting the attributes, the insignificant ones should be 
deleted one by one, probably starting with the least insignificant one, then re-estimating the 
parameters, and making further decisions correspondingly. A final decision on removing an 
attribute should be made by considering the following factors comprehensively: could it make 
other insignificant parameters become significant? Was the modified Q-matrix still consistent 
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with the theoretical framework of CDA test design? Could it make the model better fit the data? 
Can it help the MCMC get convergence?  
Specifically, nine 𝑟ik
∗  parameters among the total 64 in Table 3.27 were larger than .9: 
𝑟7_4
∗ ,  𝑟11_1
∗ , 𝑟12_5
∗ , 𝑟18_8
∗ ,  𝑟23_1
∗ , 𝑟24_5
∗ ,  𝑟26_1
∗ , 𝑟26_4
∗ , 𝑟27_5
∗ . A critical question is, which attribute 
should be deleted first?  Usually, the least insignificant attribute (i.e., the 𝑟ik
∗  with the highest 
value) should be modified or deleted first. Among all the insignificant attributes shown in Table 
3.27, both attributes A1 and A4 were measured in Item 26 with 𝑟26_1
∗ = .943 and 𝑟26_4
∗ = .9705, 
indicating that the two attributes might not be necessary for correctly answering Item 26.     
Moreover, 𝑟26_4
∗  is the highest among all the 𝑟ik
∗ s, thus I first deleted 𝑟26_4
∗ . However, 𝑟26_1
∗  was 
still larger than .9, indicating that A1 was not important for successfully answering Item 26. In 
addition, as indicated by the IRT item analysis results (more information will be provided in 
session 3.3.4), Item 26 was the easiest item (i.e., b= -5.048) and had a low item discrimination 
index (a=. 362). As mentioned earlier, test items that were too easy or too difficult and/or had 
low item discrimination index in CTT and IRT usually were not diagnostically informative (Lee, 
de la Torre & Park, 2012). Therefore, based on all the considerations above, Item 26 was 
excluded from the Q-matrix, and the new parameter estimates are shown in Table 3.28.  
Table 3.28  
Parameters Estimated in Q3 (deleted # 26)   (7 r >0.9)  
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
1 0.8522 0.8735 0.3926 0 0 0 0 0 0 10 
2 0.7814 0.7996 0.8821 0 0 0 0 0.7092 0 10 
3 0.9350 0.8842 0 0 0 0.5736 0 0 0 10 
4 0.9809 0.7976 0 0 0.3395 0 0 0 0 10 
5 0.8353 0.591 0.4358 0 0 0 0 0 0 10 
6 0.9643 0.8431 0 0 0 0.8298 0 0 0.5482 10 
7 0.8490 0.7364 0 0 0.9691 0 0 0 0 10 
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Table 3.28 Continued 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 c 
8 0.8665 0.7563 0 0.8835 0 0 0 0 0 10 
9 0.7376 0.7752 0.8937 0.7191 0 0 0 0 0 10 
10 0.6821 0.7405 0 0 0 0.7500 0.8329 0 0 10 
11 0.608 0.9296 0 0 0 0 0 0.5415 0 10 
12 0.995 0.8539 0 0 0 0.9255 0 0 0 10 
13 0.9226 0.7253 0 0.6820 0 0 0 0 0 10 
14 0.9328 0.7091 0 0.6939 0 0 0 0 0 10 
15 0.6461 0.6783 0 0 0 0 0 0.8173 0 10 
16 0.9681 0.7984 0 0 0 0 0 0 0 10 
17 0.9042 0.6506 0 0 0 0.8479 0 0 0 10 
18 0.7156 0.8333 0 0 0 0 0 0 0.9574 10 
19 0.9673 0.7419 0 0 0 0 0 0 0 10 
20 0.6597 0.5428 0 0 0.7614 0 0 0 0 10 
21 0.8833 0.659 0.7660 0 0 0 0 0 0 10 
22 0.9382 0.7906 0 0 0 0 0 0 0 10 
23 0.8093 0.9392 0 0 0 0.8728 0.8749 0 0 10 
24 0.4639 0.7379 0 0 0 0.9166 0 0.8854 0 10 
25 0.9709 0.6986 0 0 0 0 0 0.8674 0 10 
26 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 
27 0.9411 0.6265 0 0 0 0.9290 0.7162 0 0 10 
28 0.8591 0.7767 0 0 0 0.8821 0 0 0 10 
29 0.8028 0.8467 0 0 0 0 0 0 0.8643 10 
30 0.9577 0.6383 0 0 0 0 0 0 0.8744 10 
 
As Table 3.28 demonstrates, after deleting Item 26, seven 𝑟ik
∗  parameters were still larger 
than .9:  𝑟7_4
∗ , 𝑟11_1
∗ , 𝑟12_5
∗ ,  𝑟18_8
∗  𝑟23_1
∗ ,  𝑟24_5
∗ , and  𝑟27_5
∗ . Attribute A4 in Item 7 has the highest 
value (𝑟7_4
∗ =0.9691), which suggests that A4 might not be meaningful in successfully completing 
Item 7. However, A4 cannot be deleted in order to meet the CDA test construction requirement 
that each attribute must be measured at least three times (Hartz, 2002). Thus, I checked the rest 
of the insignificant attributes, in particular the next highest value (𝑟18_8
∗ =0.9574), and found that 
A8 in Item 18 might not be necessary. In addition, Item 18 had the lowest IRT item 
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discrimination (a=. 334), which indicated that this item might not be diagnostically informative 
(Lee, de la Torre & Park, 2012). On the other hand, content analysis discovered that Item18 
might be too simple to measure A8. Thus, evidence from multiple sources suggested that Item 18 
was not diagnostically informative. Therefore, Item 18 was deleted from the Q-matrix. The 
corresponding change of estimated parameters are reported in Table 3.29 below. It should be 
noted, in the process of modifying the Q-matrix, CDA test developers should always try first to 
revise an item instead of deleting it without sufficient support from multiple pieces of evidence.  
Table 3.29 
Parameters Estimated in Q4, delete #18 and #26 (5 r>0.9) 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 C 
1 0.8482 0.8705 0.3945 0 0 0 0 0 0 10 
2 0.7834 0.7963 0.8920 0 0 0 0 0.7294 0 10 
3 0.9324 0.8808 0 0 0 0.5784 0 0 0 10 
4 0.9814 0.7715 0 0 0.3504 0 0 0 0 10 
5 0.8335 0.6013 0.4268 0 0 0 0 0 0 10 
6 0.9652 0.8629 0 0 0 0.8087 0 0 0.561 10 
7 0.8505 0.7344 0 0 0.9701 0 0 0 0 10 
8 0.8683 0.7556 0 0.8819 0 0 0 0 0 10 
9 0.7387 0.7788 0.8959 0.7227 0 0 0 0 0 10 
10 0.6811 0.7595 0 0 0 0.7431 0.8373 0 0 10 
11 0.6189 0.9315 0 0 0 0 0 0.5407 0 10 
12 0.9952 0.8604 0 0 0 0.8914 0 0 0 10 
13 0.9237 0.7255 0 0.6838 0 0 0 0 0 10 
14 0.936 0.6892 0 0.701 0 0 0 0 0 10 
15 0.6489 0.6844 0 0 0 0 0 0.8221 0 10 
16 0.9682 0.8016 0 0 0 0 0 0 0 10 
17 0.9056 0.6543 0 0 0 0.8435 0 0 0 10 
18 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 
19 0.9675 0.7472 0 0 0 0 0 0 0 10 
20 0.6649 0.5418 0 0 0.7494 0 0 0 0 10 
21 0.8821 0.6591 0.769 0 0 0 0 0 0 10 
22 0.9396 0.7889 0 0 0 0 0 0 0 10 
23 0.809 0.9443 0 0 0 0.8685 0.8810 0 0 10 
24 0.4666 0.723 0 0 0 0.9161 0 0.8930 0 10 
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Table 3.29 Continued 
 
Item pi* r* 1 r* 2 r* 3 r* 4 r* 5 r* 6 r* 7 r* 8 C 
25 0.9733 0.6989 0 0 0 0 0 0.8754 0 10 
26 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 
27 0.9431 0.6507 0 0 0 0.9331 0.6998 0 0 10 
28 0.8588 0.7801 0 0 0 0.8857 0 0 0 10 
29 0.801 0.8511 0 0 0 0 0 0 0.8703 10 
30 0.958 0.6455 0 0 0 0 0 0 0.8741 10 
 
Five 𝑟ik
∗  parameters were still larger than .9 in Table 3.29:   𝑟7_4
∗ ,  𝑟11_1
∗ , 𝑟23_1
∗ ,  𝑟24_5
∗ ,  𝑟27_5
∗ . 
Given that each attribute should be measured at least three times in CDA test construction as 
discussed earlier, A4 must be retained in Item 7. Moreover, the other four 𝑟ik
∗  parameters 
focused on attributes A1 and A5, suggesting that the two attributes might not be important for 
answering Item 11, 23, 24 and 27 (Leighton, 2007). A commonly used approach is eliminating 
the insignificant attributes in these items to reduce the number of parameters in the Fusion Model 
and increase the model’s diagnostic power. However, careful content analysis of A1 and A5 in 
the four items show that they two were indeed needed.  
The high value of 𝑟ik
∗  for the four items might result from the fact that they all measured 
more than one attribute: Item 11 (A1A7), Item 23 (A1A5), Item 24 (A1A5A7) and Item 27 
(A1A5A6). Whereas multiple attributes were needed to correctly answer one test item, their 
importance might differ. The most needed attribute thus play a dominating role in answering 
each test item, which might potentially weaken the function of other attributes in the specific 
item. This could possibly lead to high value of 𝑟ik
∗ . In this study, A1 is the all-item attribute, and 
A5 is the prerequisite for A6. When successfully answering a test item requires the mastery of 
A1, A5 and the higher-order attributes based on them, the 𝑟ik
∗ s for A1 and A5 might be 
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underestimated due to the comparatively dominating role of the higher-order attributes. From 
this perspective, the current version of Q-matrix (i.e., Q4) is considered acceptable.  
However, to achieve a more accurate diagnosis, it might be better to exclude the all-item 
attribute (i.e., the prerequisite A1) from the Q-matrix. Doing this could reduce attribute 
interactions and thus help diagnose each individual attribute more accurately. Here the 
assumption is, the more an attribute is to be independently measured in a test item, the higher 
chances it can diagnose accurately. To help understand my perspective, I will provide an 
example. Say, you meet a person at a party, and you two want to make friends. However, each 
time you see the person, he/she is always with other people and you two seldom get a chance to 
talk individually with each other. Consequently, you do not know each other very well in this 
case, even after meeting several times. In contrast, if you can have a chance to talk with this 
person one-on-one, you two might get to know each other better and quicker. The same might be 
true in this study in terms of the interactions among the attributes. Although theoretically fewer 
attribute interactions is helpful for diagnostic purposes, in reality the hierarchical structure 
among attributes exists, especially in some areas such as reading. It is thus necessary to 
acknowledge the attribute hierarchy when it exists, and reflect this in test construction and 
analysis of CDA.  
Thus, a controversy in this study as well as in the literature is, should the all-item 
attribute be eliminated from the Q-matrix? Yi (2013) acknowledged that it was challenging to 
decide to keep or eliminate the all-item attribute from the Q-matrix, but she proposed two criteria 
for this. First, whether the response score matrix can be still linked to the reduced Q-matrix, after 
the all-item attribute has been eliminated. Second, the importance of providing detailed 
evaluation on the all-item attribute to assess the global attribute (i.e., the highest-level attribute), 
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or how valid it would be to define only the remaining attributes to assess the global attribute. Yi 
(2012) suggested that the first criterion could be evaluated using quantitative indices (e.g., 
statistics) and the second using qualitative evidence (e.g., human expertise).  
Based on Yi’s first criterion, I first eliminated the all-item attribute A1 and checked the 
corresponding statistical indices in the Fusion Model to see whether the test response score could 
be used for the reduced Q-matrix without A1. I manipulated this in the Arpeggio program by 
setting A1 as PndSkill. However, the corresponding results demonstrate that the model with the 
reduced Q-matrix did not fit the test response data adequately, thus removing A1 could not be 
justified statistically. 
In addition, to further validate whether the Q-matrix without A1 is sufficient for 
diagnosing students as well as facilitating instruction and learning, I collected comments from 
instructors and experts. The majority stated that although the prerequisite attribute A1 was the 
most basic skill and often assumed as being mastered by all the students, it is quite common that 
some students did not master it as expected. It is thus important to accurately diagnose the 
mastery of this most basic attribute. That is to say, to better serve test users, A1 need to be 
maintained in the test, whenever possible. This, however, raises a conflict between the CDM 
model analysis and the test user’s needs: while the former requires the attributes to be ideally 
independent, the latter acknowledges the interaction between skills and thus needs the diagnosis 
of the prerequisite. Therefore, A1 and A5 were both maintained in the Q4.  
To sum up, Table 3.29 presents all the estimated item parameters in the Q-matrix (i.e., 
Q4).  Five insignificant parameters,  𝑟11_1
∗ , 𝑟23_1
∗ , 𝑟7_4
∗ , 𝑟24_5
∗ , and  𝑟27_5
∗ , were retained in the 
modified Q-matrix, as supported by the theoretical framework of CDA test construction.  
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3.3.2.2 Verification of the modified Q-matrix 
    Theoretical verification. This section aims to verify the modified Q-matrix (i.e., Q4). As 
described above, the initial Q-matrix was revised by adding A2 to Item 1, dropping all the c 
parameters and deleting Items 18 and 26. And, the modified Q-matrix still satisfies the 
theoretical framework of CDA test construction: each attribute and attribute combination was 
measured at least three times, with at least one time being measured independently; the 
hierarchical relationship between attributes were in consistent with the skill hierarchy in the 
established cognitive model; the modified Q-matrix still includes the R-matrix (e.g., in Item 19, 
Item 5, Item 13, Item4, Item 17, Item10, Item 15, Item 6). Therefore, the modified Q-matrix still 
meets the requirements of the CDA theoretical framework.  
Statistical verification. The indices of model-data fit can be used statistically to evaluate 
whether the modified Q-matrix is better than the initial one. Three methods have been primarily 
used for model-fit in the Fusion Model.  
The first was to compare the residuals between the observed and model-predicted p-value 
across items. A p-value refers to the proportion of examinees who respond correctly to the item. 
The chart on the right of Table 3.30 below compares the differences of the mean and mean 
square error as well as the correlation between the observed and predicted p-value using the 
initial and modified Q-matrix. The two columns were very close or overlapped in the original 
and modified Q-matrix, indicating the differences between the original and modified Q-matrix 
were negligible, and both fit the model well.  However, as shown in both Table 3.30 and Figure 
3.11 below, the mean difference was slightly smaller when using the initial Q-matrix (-0.0116) 
than the modified Q-matrix (-0.0124), probably because the initial model had more parameters.  
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Table 3.30   
Comparison of Model-Fit Using the Initial vs. modified Q-matrix 
 
Model fit   
Initial  
Q-Matrix 
Modified 
Q-Matrix 
Difference between observed and predicted p-
values across items 
Mean  -0.0116 -0.0124 
MSE 0.0077 0.0015 
Correlation between observed and predicted p-
values across items 
Correlation .998** .998** 
Difference between observed and predicted total 
score across examinees 
Mean 0.7722 -0.3480 
MSE 1.7417 1.9535 
Correlation between observed and predicted 
score across examinees 
Correlation .867** .875** 
Difference between Master and Non-master 
across items 
Mean 0.2792 0.2966 
SE 0.0286 0.0276 
** p < 0.001                                                               MSE: Mean Square Error  
 
       
        Using Initial Q-matrix                                            Using Refined Q-matrix 
Figure 3.11.   Observed vs predicted p-values across Items. 
An alternative approach for evaluating model fit was to compute the observed proportion-
correct score for item masters and item non-masters on an item-by-tem basis. The posterior 
probability of mastery (PPM) was used to indicate the probability of mastering an attributes. The 
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continuous PPM can be classified into categorical skill mastery status. A cutoff criterion of 0.5 
was used in this study to establish a dichotomous mastery status for each examinee on each skill, 
in accord with Hartz (2002) and Roussos, DiBello, et al. (2007). That is to say, an examinee was 
counted as a master if PPM > 0.5 and non-master if PPM< 0.5. It should be noted; alternative 
cutoff points were used in previous studies. For example, Jang (2005) adopted the cutoff points 
of 0.6 and 0.4 for masters and non-masters. This study chose 0.5 as the cutoff for PPM for the 
convenience of model comparison, since the data will be analyzed in the hierarchical rRUM with 
the cutoff 0.5.  
In the Arpeggio analysis results report, the observed proportion-correct score for masters 
and non-masters for each item is provided in the ImStats section. Since the classification of item 
masters or non-masters is based on each examinee’s skill classification, a big difference between 
these two groups could indicate a high degree of model fit. From this perspective, the ImStats 
can be considered as a piece of evidence for internal validity as it uses the test data to help verify 
the authenticity of the model (DiBello, Roussos, & Stout, 2007).  
Table 3.30 shows that the average difference on proportion-correct score between the 
item masters and non-masters was 0.2792 using the initial Q-matrix and 0.2966 when the 
modified Q-matrix was used, indicating that the modified Q-matrix is slightly better than the 
initial one.  
This same results is also illustrated in Figure 3.12 below, with the proportion-correct 
scores of item masters and non- masters when using the initial Q-matrix (i.e., the left chart) and 
the refined Q-matrix (i.e., the right chart). In summary, both Figure 3.12 and Table 3.30 
demonstrate substantial differences between masters and non-masters, which indicates a good 
model fit. 
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Using Initial Q-Matrix   Using Refined Q-Matrix 
Figure 3.12.  Proportion-correct scores of item masters and non-masters.  
The third method for evaluating model fit to the data was to compare the observed and 
predicted total scores across examinees by assessing residuals and the accuracy of score 
estimation. In Arpeggio, the procedure is Fusion Model statistics (i.e., Fusionstats). To examine 
if there is any biased estimation pattern or if residuals are random, differences between the 
observed scores and the predicted scores are compared. As shown in Table 3.30, the mean of the 
difference between the observed and predicted total score was negligible when using the initial 
and the modified Q-matrix, though the mean was slightly smaller when the modified Q-matrix 
was used. Figure 3.13 shows the scatter plots of the observed and predicted total scores for 1,311 
examinees, with the left chart being generated by using the initial Q-matrix, and the right by the 
modified Q-matrix. The observed total score correlated very well with the predicted one, and the 
average correlation is 0.998 for both the initial and modified Q-matrix. However, it seems both 
charts show a similar pattern: the examinees with the high observed scores seemed to be 
underestimated, but the examinees with the low observed scores seemed to be over-estimated. 
This trend that categorical CDMs may overestimate the scores for the lowest scoring examinees 
and underestimate the scores of the highest scoring examinees has also been reported in previous 
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studies (e.g., Jang, 2009; Li & Suen, 2013; Roman, 2009). As explained in Roussos, DiBello et 
al., (2007), the slight underestimation/overestimation of total scores at the higher/lower end may 
not substantively influence the classification result since the purpose of the fusion model 
calibration is to estimate categorical skill mastery status.  
 
              Using Initial Q-matrix                        Using Modified Q-matrix 
Figure 3.13 Observed vs. predicted total scores across examinees.  
To summarize, the empirical validation shows that the model fits the data reasonably well 
in both the initial and modified Q-matrix, though the latter shows slightly better model fit. In 
other words, the model fit was not noticeably worse when the more parsimonious modified Q-
matrix was used. Therefore, the modified Q-matrix (Q4) was validated for the Fusion Model, 
indicating that this Q-matrix is ready for the Fusion Model analysis at this point. However, this 
dissertation will first report the item analysis in CTT and IRT before the Fusion Model analysis, 
since information from such item analysis can provide useful information for improving the 
quality of items.  
3.3.2.3 CTT Item Analysis  
The item analysis in CTT could provide information on the quality of the test items and 
help improve the test, as shown in Section 3.2.4 on analyzing the test response data from the 
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pilot CDA. Since the test items in the pilot test were modified, it is necessary to analyze the 
revised items in CTT again, including item difficulty, item discrimination and their relationships 
with the involved attributes. Table 3.31 presents the results of item analysis in CTT. 
Table 3.31 
CTT Item Analysis 
 
Item Number 
Attributes 
measured 
Number of 
attributes 
Difficulty (%) Pearson Point-biserial 
1 A1A2 2 63.0 0.293 0.375 
2 A1A2A7 3 63.4 0.189 0.243 
3 A1A5 2 78.3 0.274 0.384 
4 A1A4 2 73.3 0.366 0.493 
5 A1A2 2 58.6 0.372 0.47 
6 A1A5A8 3 73.2 0.294 0.395 
7 A1A4 2 78.6 0.173 0.244 
8 A1A3 2 77.7 0.201 0.277 
9 A1A2A3 3 59.9 0.200 0.246 
10 A1A5A6 3 54.6 0.188 0.237 
11 A1A7 2 48.3 0.124 0.155 
12 A1A5 2 93.7 0.278 0.547 
13 A1A3 2 75.2 0.264 0.36 
14 A1A3 2 76.2 0.27 0.371 
15 A1A7 2 54.8 0.161 0.202 
16 A1 1 92.0 0.245 0.447 
17 A1A5 2 78.5 0.289 0.406 
18 deleted  67.5 0.081 0.105 
19 A1 1 90.5 0.313 0.543 
20 A1A4 2 53.5 0.293 0.368 
21 A1A2 2 73.5 0.3 0.404 
22 A1 1 88.9 0.231 0.384 
23 A1A5A6 3 72.5 0.136 0.182 
24 A1A5A7 3 40.3 0.109 0.138 
25 A1A7 2 85.1 0.315 0.483 
26 deleted  88.6 0.073 0.121 
27 A1A5A6 3 73.4 0.328 0.441 
28 A1A5 2 78.9 0.151 0.213 
29 A1A8 2 73.2 0.133 0.179 
30 A1A8 2 82.8 0.318 0.47 
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Item difficulty analysis. While the item difficulty indices were reflected by the correct 
scores, the item discrimination was demonstrated in the point-biserial and discrimination index. 
The distribution of item difficulty is similar to that in the pilot test. The mean item difficulty is 
71.85% (SD=13.63), which is slightly more difficult than in the pilot test (mean=73.2, SD=19.4). 
Some items (e.g., Item 1, 5, 18, 20, 21) became more difficult in the final version of the CDA, 
though some became easier (e.g., Item 8, 11, 12, 13, 24, 25, 26) and most remained virtually 
unchanged.  Specifically, three test items was extremely easy (> .9, Item 12, 16 and 19); 17 items 
were quite easy (between .7 and <.9), and ten were at the medium difficulty level (0.3 ~ 0.7), 
which counts for 10%, 56.67% and 33.33% of the total items respectively. Thus, item difficulty 
and its distribution is generally reasonable in the final version of the CDA. 
Item discrimination analysis. Two types of item discrimination indices were reported: 
the point-biserial and discrimination index. As shown in Table 3.31 the point-biserial indices 
range from .105 (i.e., Item 18) to .547 (i.e., Item 12), and the discrimination indices range 
between .073 (i.e., Item 26) and .372 (i.e., Item 5). Whereas the indices of the point-biserial were 
all significant at the level of .01, some indices of the discrimination index were below .2 (e.g., 
Item 2, 7, 10, 11, 15, 18, 23, 24, 26, 28, 29), indicating that these items might be weak on 
discrimination and revision might be needed. Comparing the results from the final CDA with 
that of the pilot shows that some items (i.e., Item 4, 13, 19, 30) that had low discrimination in the 
pilot CDA were improved in the final version of CDA. However, Item 18 and 26 still had low 
discrimination in the final version.  
3.3.2.4 IRT Item Analysis 
Whereas true-score is defined in CTT in the context of a specific test, the parameters of 
IRT models are generally not sample- or test-dependent, thus IRT provides significantly greater 
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flexibility in situations where different samples or test forms are used. Thus, further IRT analysis 
of the finalized version of CDA test response data is necessary. The results are presented in the 
3PL IRT.  
Item difficulty analysis. The IRT difficulty ranges between -5.048 and 2.669 (mean=-
0.883, SD 1.403), as shown in Table 3.32. Figure 3.14 below illustrates the distribution of item 
difficulty. The difficulty of Item 26 is -5.048, which is far beyond the normal range (from -4 to 
+4) and indicates that this item was extremely easy for the examinees. In addition, Item 24 is the 
most difficult item (i.e., difficulty index 2.669), probably because it measured the high-order 
attribute A7 (i.e., understanding of the text structure and feature). Item 24 also had a low item 
discrimination index (i.e., 0. 483), which indicates that it could not differentiate the masters and 
non-masters of this item well.  
Table 3.32 
IRT Analysis 
 
Item Slope Threshold Asymptote 
1 1.184 -0.078 0.231 
2 0.731 0.079 0.284 
3 1.069 -0.957 0.278 
4 1.681 -0.527 0.247 
5 1.501 -0.049 0.151 
6 1.275 -0.508 0.290 
7 0.594 -1.856 0.190 
8 0.691 -1.506 0.204 
9 0.761 0.212 0.250 
10 0.599 0.476 0.197 
11 1.423 1.656 0.391 
12 1.529 -2.163 0.202 
13 0.902 -1.063 0.189 
14 0.985 -1.071 0.187 
15 0.566 0.688 0.233 
16 1.149 -2.351 0.182 
17 0.992 -1.200 0.202 
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Table 3.32 Continued 
 
Item Slope Threshold Asymptote 
18 0.334 -1.000 0.224 
19 1.367 -1.969 0.158 
20 1.168 0.437 0.224 
21 1.058 -0.802 0.203 
22 0.966 -2.236 0.186 
23 0.464 -1.420 0.210 
24 0.483 2.669 0.227 
25 1.182 -1.631 0.158 
26 0.362 -5.048 0.205 
27 1.275 -0.597 0.256 
28 0.558 -1.940 0.209 
29 0.463 -1.470 0.219 
30 1.272 -1.274 0.222 
 
Figure 3.14. Distribution of IRT item difficulty. 
Item discrimination analysis. The essence of item discrimination is to show the abilities 
of different items to differentiate the examinees. Theoretically, there are no limits on the range of 
the indices of item discrimination in IRT. However, for a well-designed test, it should range 
between 0 and 2. Table 3.32 shows that the item discrimination ranges between 0.334 (i.e., Item 
18) to 1.681 (i.e., Item 4).  Moreover, Figure 3.15 shows that in general the item discrimination 
is distributed reasonably, except for Item 18, 26, 29, 23 and 24 (i.e., below 0.5).  
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Figure 3.15. Distribution of IRT item discrimination. 
These items above were carefully examined to explore the possible reasons. For example, 
Item 18 had the lowest item discrimination index, consistent with the results of item 
discrimination in CTT analysis. In addition, considering Item 26 was extremely easy as shown in 
Table 3.32, its low item discrimination index (i.e., 0.362) is likely related to its extreme easiness. 
As discussed in Section 3.3.2 of the Q-matrix modification, both attributes measured in Item 26 
(A1, A4) were not significantly needed for successfully answering this item. Moreover, despite 
many attempts to revise the attributes for Item 26, the researcher was unable to make this item 
more diagnostically informative. Considering that A1 was measured in all the test items, and A4 
was tested in three other items apart from? Item 26, even if Item 26 were deleted each attribute 
could still be measured at least three times. Thus, Item 26 and Item 18 could be eliminated from 
the Q-matrix, and this provides justification for what I did in modifying the Q-matrix.  
Guessing parameters analysis. The guessing parameters in the 3PL IRT model is also 
called pseudo-guessing parameter, which indicates how likely the examinees are to obtain the 
correct answer by guessing. In other words, it shows that even if the examinee does not know 
anything about the subject matter, he or she still has some chance (p>0) to get the correct answer. 
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Table 3.32 shows the guessing parameter ranges between 0.151 (i.e., Item 5) to 0.391 (i.e., Item 
11), with an average 0.2203 (SD=0.0474). Thus the guessing parameters are generally 
reasonable, as illustrated in Figure 3.16, though some items such as Item 2, 3, 6, 11 and 27 have 
high guessing parameters above 0.25.  
 
Figure 3.16.  Distribution of guessing parameters in IRT 
The indices of IRT parameters are summarized in Table 3.33. Comparing Table 3.33 with 
Table 3.23 in Phase One shows that the item discrimination improved from .696 to .970 between 
the preliminary and final CDAs; the item difficulty increased slightly from -.852 to -.751, and the 
guessing parameter remained almost the same (i.e., from .218 to .221).  
Table 3. 33  
Comparison of Item Analysis in Modified vs. Original Q-Matrix 
 
 Refined Q-Matrix Original Q-Matrix 
Parameter Mean SD Mean SD 
Slope           0.970 0.348 0.696 0.367 
Threshold -0.751 1.237 -0.852 1.694 
Asymptote 0.221 0.049 0.218 0.059 
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3.3.2.5 CDA Analysis  
CDA reliability analysis. Test reliability is an important index for test quality, as it 
demonstrates the consistency and stableness of the test results. This section reports the test 
reliability based on the CTT and IRT analysis. The CDA based reliability will be analyzed in 
Phase Four. For the final version of the CDA, the internal consistency reliability was calculated 
by using the Cronbach’s alpha. The value was 0.75, indicating that the test reliability is 
acceptable from the perspective of CTT. In addition, the reliability in IRT can be calculated 
based on the formula, 𝑟𝑡𝑡
′ = 1-
𝜎ѳ
2
𝜎2
 , where  𝜎ѳ
2 refers to the estimate of standard deviation of 
examinees’ abilities, and 𝜎2 refers to the standard deviation of the score. This value was 0.79, 
which indicates that the test could provide reliable information from the IRT perspective.   
CDA validity analysis. Test validity refers to the degree to which the interpretations of 
test scores entailed by proposed test uses can be supported by evidence and theory (AERA, APA 
& NCME, 1999). Test validity is generally considered as the most important issue in educational 
testing. To check the test validity of the final version of the CDA, the following four questions 
should be answered.  
First, is there evidence that each test item measured the attribute(s) they were supposed to 
measure? To answer this question, I first used the content validity analysis to check whether each 
test item actually measured what it intended to measure, then I tried to check the structure 
validity by using structural equation modeling (SEM). Specifically, I designed a two-way 
specification table (see Appendix 3.17 in Phase One), which provides a list of the attributes and 
their definitions. Five raters were recruited to identify the attributes measured in each test item 
and the relationships between the test items by using the specification table individually. The 
raters were composed of two experienced high school English instructors, two professors with 
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specialty in English instruction and pedagogy, and one measurement specialist. To minimize any 
possible influence from this study’s research hypothesis and other raters, the raters worked 
individually on this task and they did not know what each test item was supposed to measure. 
After collecting the evaluation from the raters, Cohen’s kappa (k) (Cohen, 1960) was used to 
evaluate the agreement among the raters by adjusting the observed proportional agreement to 
account for agreement which would be expected by chance. The formula for Cohen’s kappa is  
k= 
𝑝−𝑝𝑒
1−𝑝𝑒
 , where p is the proportion of units where there is agreement and 𝑝𝑒 is the proportion of 
units which would be expected to agree by chance. The value of Kappa ranges between 0 and 1, 
with a moderate agreement being indicated by values between 0.4 and 0.6, and a good agreement 
between 0.61 and 0.8. In this study, the Kappa is 0.68, indicating the raters’ identification of the 
attributes measured in each test item was consistent. Moreover, the correlation between the 
attributes identified by the raters and hypothesized is almost 0.90 (P<.001).  
In addition to the content analysis, the Confirmatory Factor Analysis (CFA) was tried to 
evaluate whether the proposed attributes fit each test item. In the CFA, each test item works as 
the measurement index, each attribute works as the latent factor, and the attribute hierarchy 
indicates the relationship between the factors. However, the CFA could not be conducted 
successfully, which might indicate that the structure validity is not good. But, we should be 
aware that the model used in this study is very complicated and thus many parameters are 
involved. As noted in Close, Davison and Davenport (2012), factor analytic models and 
cognitive diagnostic models define dimensions differently. A dimension in factor analysis refers 
to a set of skills that are necessary and sufficient for a high probability of correctly answering a 
given item, whereas a dimension in the CDMs corresponds to a single skill that is necessary but 
not necessarily sufficient for a high probability of correctly answering a given item. Therefore, 
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given the different definitions of dimension, standard dimensionality analyses have not proven 
effective in building Q-Matrix under the CDM framework (Close et al., 2012). 
Second, to what extent can the formal test reflect the theoretically hypothesized model? 
Ding (2012) proposed an explicit index, named theoretical construct validity (TCV), to measure 
the extent to which the cognitive model is represented by the test items of the diagnostic test. 
TCV is defined as TCV=
(𝑁3+1)
𝑁1 
, where 𝑁1 as the number of theoretical knowledge states, 𝑁2 as 
the number of theoretical knowledge states based on the Q-matrix of the test, then 𝑁3  is the 
overlapping between 𝑁1 and 𝑁2. In this study, 𝑁1 refers to all the knowledge states from 
Hierarchy 4,  𝑁2 refers to the knowledge of states obtained from the refined Q-matrix. As both  
𝑁1 and 𝑁2 are 97 (see Table 3.16 in Phase Two), the TCV in this study is 1, suggesting that the 
final version of the CDA is highly consistent with the cognitive model.  
Third, could the item difficulty be sufficiently explained by the identified attributes? The 
cognitive model is used to guide CDA test design, thus the evaluation of test validity should 
focus on assessing whether the set of skills specified in the cognitive model could sufficiently 
account for the examinees’ performance. In other words, the completeness of the attributes 
should be verified. To evaluate whether the user-specified Q-matrix can adequately represent all 
the required skills, I adopted the regression method used in previous CDA studies (e.g., Buck & 
Tatsuoka, 1998; Dogan & Tatsuoka, 2008) with item difficulty as the dependent variable and 
attributes as the independent variables. Specifically, this can be set up as a regression problem in 
which the response variables are the IRT item difficulties of the test items, the predictors are the 
attributes measured in each test item with values equal to 1 if the corresponding attribute is 
involved in the item being considered, and 0 otherwise. As summarized in Table 3.34, about 
60% 𝑅2 change could be explained by the attributes involved (P<.05), suggesting that the 
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identified attributes could predict most of the item difficulty, though some variance could not be 
explained. 
Table 3.34 
Regression Analysis 
 
R 
square 
Adjusted 
R Square 
Std. Error of 
the Estimate 
Change Statistics  
R Square 
Change 
F 
Change 
df1 df2 
Sig. F 
Change 
Durbin-
Watson 
.55 .394 .936 .6 2.480 7 20 .013 2.480 
Fourth, is the attribute hierarchy specified in the cognitive model correct? The Hierarchy 
Consistency Index (HCI) was proposed to evaluate the fitness of the attribute hierarchy specified 
in the cognitive model relative to each student’s test response data (Cui& Leighton, 2009).  
Although the HCI was designed to identify the misfit at each individual level, the mean of the 
HCI could indicate the overall fit for all the examinees. If a large proportion of student item-
responses vector show high HCI values, it is likely that the cognitive model provides a valid 
representation of student skills and their hierarchical relations. The HCI depends on item 
complexity as determined by the prerequisite relationship among test items specified in the 
reduced Q-matrix, and it can be calculated using the formula:  
 HCI= 1-  
2 ∑ ∑ 𝑋𝑖𝑗(1−𝑋𝑖𝑔)𝑔𝐸𝑆𝑗𝑗𝐸𝑆𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖
𝑁𝑐𝑖
   where  
𝑆𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 is an index set that includes items that are correctly answered by student i,  
𝑋𝑖𝑗 is student i’s score (1 or 0) to item j, where item j belongs to 𝑆𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖,  
𝑆𝑗 is an index set that includes items that require the subject of attributes measured by 
item j, 
𝑋𝑖𝑔 is student i’s score (1 or 0) to item g where item g belongs to 𝑆𝑗, and 
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𝑁𝑐𝑖 is the total number of comparisons for all the items that are correctly answered by 
student i. 
The term ∑ ∑ 𝑋𝑖𝑗(1 − 𝑋𝑖𝑔)𝑔𝐸𝑆𝑗𝑗𝐸𝑆𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖
in the numerator of the HCI represents the 
number of misfits between student i’s item responses and the expected responses associated with 
the reduced Q matrix. When student i correctly answers item j, 𝑋𝑖𝑗=1, and the student is also 
expected to answer item g that belongs to 𝑆𝑗 correctly, namely, 𝑋𝑖𝑔=1 (g 𝑆𝑗). If the student fails 
to answer item g correctly, 𝑋𝑖𝑔=0, then 𝑋𝑖𝑔(1 −  𝑋𝑖𝑔)=1, and it is a misfit of the response vector 
i to the reduced Q-matrix. Thus, ∑ ∑ 𝑋𝑖𝑗(1 − 𝑋𝑖𝑔)𝑔𝐸𝑆𝑗𝑗𝐸𝑆𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖
 is equal to the total number of 
misfits. The denominator of the HCI, 𝑁𝑐𝑖, contains the total number of comparisons for items 
that are correctly answered by student i. When the numerator of the HCI is set to equal to the 
total number of misfits multiplied by 2, the HCI has the property of ranging from -1 to +1, which 
makes it easy to interpret. When misfit is found, the numerator of the HCI will be 0 and the HCI 
will have a value of 1. Conversely, when the response vector completely misfits the reduced Q-
matrix, that is, the student correctly answers one item but fails to answer any item that requires 
the subset of attributes measured by the correctly answered item), the numerator of the HCI will 
be equal to 2 𝑁𝑐𝑖 and the HCI will be -1. If the HCI value of a student response vector is close to 
-1, one can conclude that examinees are responding unexpectedly or differently from the 
responses expected under a given cognitive model. In this case, the attribute hierarchy should not 
be used to make inferences about student performance.  
Previous studies reported that HCI above 0.7 indicated a good fit between the attribute 
hierarchy and the test response data (Cui & Leighton, 2009). Using the formula above, the HCI 
was calculated as 0.6429 in this study, indicating that the hierarchy attributes fit the examinees’ 
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test response data. In other words, the hierarchy attributes used in test development can primarily 
explain the examinees’ item responses.  
3.3.2.6 Checking the Testlet Effect 
The Fusion Model, as well as several other types of CDMs (e.g., LLTM, RSM, AHM, 
DINA) requires that the local independence hypothesis be met. Many factors such as content, 
knowledge, and testlet can lead to local dependence, and the testlet effect is a common format for 
language tests, especially for reading tests since several test items usually rely on the same 
reading material (Wainer & Kiely, 1987). In this study, each reading passage has six test items, 
which might cause the testlet effect.  Thus, before analyzing the test response data, we need to 
check to what extent the test items within the same reading passage rely on each other, so that we 
can decide whether the CDM can be used for the analysis.  Previous studies used several 
approaches to check the testlet effect. For example, using the SCORIGHT software (e.g., Gao, 
2006; Wang, Bradlow, & Wainer, 2002), the unidimentionality test can be conducted. If the test 
is unidimensional, then the testlet effect can be excluded (Zhang, 2007).  This study adopted the 
DIMTEST software to check the dimensionality of the test, and the results are shown in Table 
3.35 below.  
Table 3.35   
Testlet Effect Checking  
 
 
Reading Passage 
Uni-dimensionality Test 
T P 
A -1.0300 0.8485 
B 0.0746 0.4703 
C 1.1808 0.1188 
D -0.3330 0.6304 
E 0.2889 0.3863 
 
  
188 
As explained in Roussos, Stout and Marden (1998), if the t-test result is significant, it 
indicates that the reading passage rejects the null hypothesis that the test items are 
unidimensional. Table 3.35 shows that the p-values of the t-tests are not significant at the .05 
level, thus the null hypothesis cannot be rejected.  That is to say, the test items in each of the 
reading passages are unidimensional. On the basis that no testlet effect for the CDA, this study 
thus can adopt any CDM that requires local independence.  
3.3.2.7 Results of the Fusion Model Analysis 
Whereas a well-designed CDA is critical, it is no less important to analyze the test 
response data by selecting an appropriate CDM so that accurate diagnostic information can be 
extracted from the test. Specifically, this section aims to answer the following four questions.  
First, does the MCMC chain converge in the Fusion Model?  
Second, are the diagnostic results from the Fusion Model reliable and effective? If not, 
how can this problem be solved? 
The data used here is the test response data from 1,311 Chinese twelfth graders from 
different classes at one high school. The test material was the final version of the CDA. 
Moreover, the software Arpeggio 3.1 was used to analyze data in the Fusion Model and provided 
results on item parameters, examinee parameters, model-data fit, and the reliability and validity 
of the diagnosis.  
Distribution of examinee abilities. The primary purpose of CDA in this study is to 
diagnose whether an individual examinee mastered specific reading skills. Using the Bilog 
program for the 3PL IRT model, the examinees’ ability parameters were estimated. As Figure 
3.17 illustrates, the overall average ability of all the examinees is -.25 (SD= .38), indicating that 
in general the examinees’ ability is at the low middle level.  Figure 3.17 illustrates the 
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examinees’ ability distribution, where 15.86% of the examinees had ability at -0.5, 20.82% at 0, 
19.22% at 0.5, and 17.62% at 1. These four types of examinees account for 73.52 % of the total 
examinees. In addition, 13.20% examinees had ability below -0.5, and 13.27% above 1. In 
general, the ability distribution of the 1,311 examinees approximates a normal distribution, 
indicating that the examinees could reasonably represent the entire population of 12th graders.  
 
Figure 3.17. Distribution of Abilities in 3PL IRT.  
 1 2 3 4 5 6 7 8 9 10 11 12 13 
Ability of 
examinees 
 
-3 
 
-2.5 
 
-2 
 
-1.5 
 
-1 
 
-0.5 
 
0 
 
0.5 
 
1 
 
1.5 
 
2 
 
2.5 
 
3 
Number of 
examinees 
 
5 
 
17 
 
41 
 
110 
 
208 
 
273 
 
252 
 
231 
 
121 
 
53 
 
0 
 
0 
 
0 
 
Distribution of Test Scores. Although the emphasis of CDA is to diagnose whether 
examinees master certain skills and thus no strict requirement in terms of sampling, this study 
attempted to make the test response more representative of the 12th graders. Therefore, the 
normality of the test response data was also checked. The mean score of the 1,311 examinees is 
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20.12 (SD= 4.036), with the highest being 28 and the lowest being 5. Figure 3.18 shows in 
general test score reaches approximately the normal distribution, but the lower end and the 
higher end were not on normal distribution. 
 
Figure 3.18.   Distribution of test scores.  
Markov Chain Monte Carlo convergence checking. The first task in analyzing the 
Fusion Model is to check the Markov Chain Monte Carlo (MCMC) convergence, since Arpeggio 
used a Bayesian approach with a MCMC algorithm to provide a jointly estimated posterior 
distribution of the item and the examinee parameters. Whereas this method could provide a 
better understanding of the true standard errors involved (Patz & Junker, 1999), the MCMC 
convergence should always be checked first when an iterative method is used for parameter 
estimates. 
As mentioned in previous studies, it is challenging to determine when it is safe to 
conclude convergence, and whether the samples are representative of the underlying stationary 
distribution of the Markov chain (Jang, 2005; Li & Suen, 2013). This is probably because many 
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factors can influence the convergence of MCMC, such as the complexity of the model, the extent 
of the research design, the fit between the model hypothesis and data. As such, no single 
approach seems to be able to determine the convergence for sure. It is thus better to seek multiple 
pieces of evidence to support the MCMC convergence. Table 3.36 summarizes three methods 
that have been used often in previous studies for checking the MCMC convergence. 
As shown in Table 3.36, there are four important methods for judging the MCMC 
convergence in the Fusion Model: time-series chain plots, density plots, the posterior distribution 
of estimates, and Gelman and Rubin’s ?̂? (Gelman & Rubin, 1992). In this study, MCMC 
convergence was primarily evaluated by visually examining the time–series chain plots, density 
plots, and using numerical criterion of the ?̂?.  Whereas the time-series chain plots can be used to 
graphically check the stability of the generated parameter values, the density plot provides a 
graphical check for whether the mean of a parameter has stabilized. 
Table 3. 36 
MCMC Convergence Check (Adapted from Li & Suen, P13) 
 
Methods Criteria Problematic Parameters 
Time–series chain plots 
 
The stability of the generated 
parameter values 
Obvious trends indicate 
convergence, expect for  
Density plots The stability of the mean of 
the estimated parameters 
Obvious trends indicate 
convergence, expect for 
Gelman and Rubin’s ?̂? 
< 1.2indicates convergence 
When not fixed c, 26 out of 60 
𝑟i_k
∗  𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 >1.2 
For the time-series chain plots, each time point in the chain corresponds to a set of 
simulated values for the parameters, and the remaining simulated values approximate the desired 
Bayesian posterior distribution of the parameters after a sufficient number of time points, which 
is called the burn-in phase of the chain. During the burn-in phase, the results of the initial 
thousands of steps are usually discarded (Sinharay, 2004). The trace plots of multiple MCMC 
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chains started from widely varied starting positions were graphed and showed whether the same 
posterior was being converged or not in each case. This informed the researcher how long the 
burn-in period should be set.  
After many trials, a chain length of 60,000 and burn-in time points of 30,000 were found 
to be appropriate for this study. As shown in Figure 3.19 the time-series chain plots for  𝑟4_4  (the 
diagnostic capacity of Attribute A4 in Item 4) were smooth and stable in general, indicating good 
convergence. However, the time-series chain plots of 𝑟13_1 showed some fluctuations that may 
indicate non-convergence. The majority of the parameters achieved good convergence, though 
some showed moderate fluctuation (e.g., 𝑃𝑖_24, 𝑟10_1, 𝑟13_1, 𝑟15_1, 𝑟27_1).  
 
Time-series chain plot of 𝑟4_4        Density plot of 𝑟4_4 
 
Time-series chain plot of 𝑟13_1                                     Density plot of 𝑟13_1 
Figure 3.19.   Sample time-series chain plots and density plots. 
In addition to the visual plot, some numerical criteria such as Gelman and Rubin’s ?̂?  was 
also used to evaluate the MCMC convergence. The principle is that, if running multiple 
independent Markov chains with different length and the chains all converge, then the posterior 
distribution of the estimates should be same. To measure the difference, Gelman et al. (1995) 
proposed a formula: ?̂? = 
variance between and within the chains 
  variance within the chains   
  
  
193 
It is said that if the value of ?̂? is over than 1.2, it means that the chains did not converge. 
If the value is near 1 or below 1.2, it is considered that approximate convergence has occurred. 
After running two independent Markov chains (with chain length 60,000 and burn-in 
30,000), the results of 𝑅 ̂ are demonstrated in Table 3.37 below. Each of the 𝑅 ̂ parameters for the 
entire 28 test items is below 1.2, indicating the MCMC chain convergence. Moreover, the 
MCMC convergence of overall attribute mastery rate is summarized in Table 3.37. Together 
with the visual graphs of time-series plots and density plots, the MCMC convergence for all 
parameters was determined to be acceptable.  
Table 3.37 
Gelman and Rubin’s ?̂?  for Each Test Item 
 
Item Number of Attribute  
𝑟i_k
∗  
?̂? 
Mean SD 
1 1 0.8705 0.0685 1.0024 
1 2 0.3945 0.0718 1.0361 
2 1 0.892 0.0560 1.0000 
2 2 0.7963 0.0628 1.0113 
2 7 0.7294 0.0872 1.0013 
3 1 0.8808 0.0577 1.0105 
3 5 0.5784 0.0821 1.0060 
4 1 0.7715 0.0857 1.0230 
4 4 0.3504 0.1325 1.0059 
5 1 0.4268 0.0602 1.0053 
5 2 0.6013 0.0752 1.0309 
6 1 0.8629 0.0662 1.0031 
6 5 0.8087 0.1114 1.0001 
6 8 0.5610 0.1457 1.0093 
7 1 0.7344 0.0449 1.0004 
7 4 0.9701 0.0234 1.0001 
8 1 0.7556 0.0533 1.0006 
8 3 0.8819 0.0504 1.0026 
9 1 0.8959 0.0734 1.0032 
9 2 0.7788 0.0695 1.0054 
9 3 0.7227 0.1022 1.0021 
10 1 0.7595 0.0837 1.0382 
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Table 3.37 Continued 
 
Item Number of Attribute  
𝑟i_k
∗  
?̂? 
Mean SD 
10 5 0.7431 0.1077 1.0005 
10 6 0.8373 0.1008 1.0176 
11 1 0.9315 0.0522 1.0121 
11 7 0.5407 0.0898 1.0001 
12 1 0.8604 0.0327 1.0032 
12 5 0.9194 0.0297 1.0005 
13 1 0.7255 0.0591 1.0131 
13 3 0.6838 0.0540 1.0232 
14 1 0.6892 0.0531 1.0054 
14 3 0.7010 0.0606 1.0036 
15 1 0.6844 0.0696 1.0053 
15 7 0.8221 0.0808 1.0052 
16 1 0.8016 0.0329 1.0002 
17 1 0.6543 0.0520 1.0031 
17 5 0.8435 0.0524 1.0033 
19 1 0.7472 0.0387 1.0024 
20 1 0.5418 0.0677 1.0068 
20 4 0.7494 0.0950 1.0017 
21 1 0.7690 0.0445 1.0000 
21 2 0.6591 0.0520 1.0025 
22 1 0.7889 0.0370 1.0026 
23 1 0.9443 0.0403 1.0101 
23 5 0.8685 0.0685 1.0053 
23 6 0.8810 0.0702 1.0094 
24 1 0.7230 0.0916 1.0007 
24 5 0.9161 0.0675 1.0102 
24 7 0.8930 0.0821 1.0111 
25 1 0.6989 0.0434 1.0010 
25 7 0.8754 0.0433 1.0127 
27 1 0.6507 0.0732 1.0449 
27 5 0.9331 0.0564 1.0001 
27 6 0.6998 0.1041 1.0013 
28 1 0.7801 0.0452 1.0000 
28 5 0.9214 0.0474 1.0046 
29 1 0.8511 0.0529 1.0000 
29 8 0.8703 0.0567 1.0004 
30 1 0.6455 0.0444 1.0007 
30 8 0.8741 0.0530 1.0005 
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Table 3.38     
MCMC Convergence of Overall Attribute Mastery Rate 
 
Attribute PK1 PK2 PK 3 PK 4 PK 5 PK 6 PK 7 PK 8 
?̂? 1.017 1.003 1.005 1.015 1.005 1.001 1.03 1.022 
 
Model fit checking. As summarized in Section 3.3.3, three methods were primarily used 
to evaluate the model fit: comparing the model-predicted values with the observed values across 
items, comparing the observed and predicted total scores across examinees, and comparing the 
difference between masters and non-masters across items. The results in Section 3.3.3 showed 
that the modified Q-matrix fit the model slightly better than the original Q-matrix. Table 3.39 
provides different kinds of evidence for the model fit as well as the significance test. In 
conclusion, the empirical validation shows that the model fit the data reasonably well. 
Table 3.39 
Comparing Difference and Correlation between Expected and Observed Score  
 
Category  n Mean S.D. t p r p 
Observed mean score across items 28 0.7186 0.1363 -0.342 0.73 0.9988 .000 
expected mean score across items 28 0.7309 0.1348     
Observed total score across 
examinees 
1311 20.1205 4.0356 
-
2.3614 
 .8729 .000 
Expected total score across 
examinees 
1311 20.4676 3.4673     
Evaluation of CDA reliability. Reliability in CDA can be evaluated from two 
perspectives: one is the consistency between the observed and the estimated classification, 
another is the consistency of the same examinee if he or she was classified multiple times.  In the 
Fusion Model analysis, in order to evaluate the consistency of classification, the calibrated model 
was used to produce several sets of simulated data. During the simulation process, the program 
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calculated not only the estimation of correct classification rate (CCR) for each examinee in each 
test, but also the estimated test–retest consistency (TRC) rate for each examinee. Thus, it 
reported not only the CCR and TRC for masters and non-masters on each skill, but also the 
average CCR and TRC for the masters and non-masters.  
For a specific skill, two types of criteria are often used to classify masters and non-
masters. One is to classify an examinee as a master for an item, if his or her PPM is over .5; on 
the other hand, he or she will be classified as a non-master, if the PPM is below .5.  Another is to 
use 0.6 and 0.4 as the cutoff point: an examinee will be classified as a master, if PPM is over .6; 
a non-master, if PPM is below .4; and indifferent, if PPM is between .4 and .6. This study 
adopted the first standard, that is, to use .5 as the cutoff point.  
Table 3.40 
Attribute CCR and TRC Rate 
 
Attribute CCR CCR (M) CCR(NM)  Cohen 
Kappa 
TRC TRC (M) TRC(NM)   
A1 0.921 0.958 0.806 0.782 0.863 0.92 0.687 
A2 0.848 0.879 0.806 0.688 0.745 0.788 0.687 
A3 0.75 0.809 0.666 0.479 0.635 0.691 0.555 
A4 0.85 0.942 0.687 0.659 0.775 0.89 0.57 
A5 0.789 0.876 0.63 0.522 0.695 0.783 0.534 
A6 0.723 0.798 0.612 0.417 0.616 0.678 0.525 
A7 0.717 0.78 0.636 0.419 0.604 0.656 0.537 
A8 0.774 0.859 0.653 0.524 0.671 0.758 0.547 
Mean 0.797 0.867 0.682 0.561 0.701 0.771 0.58 
Note:   CCR (M) refers to the estimation of correct classification rate for masters 
CCR (NM) refers to the estimation of correct classification rate for non-masters 
TRC (M) is the estimated test–retest consistency rate for masters 
TRC (NM) is the estimated test–retest consistency rate for non-masters 
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Table 3.40 indicates that the estimation of CCR across all the attributes is .797; the 
internal consistency rate is .561; the estimated TRC is .701. Thus, the results of attribute 
estimation are reliable. Moreover, comparing the attributes on the CCR, whereas attribute A1 has 
the highest CCR (M), attributes A6 and A7 have the two lowest CCR (M), probably because A1 
is the easiest and A6 and A7 are two difficult attributes. Similarly, A1 has the highest TRC but 
A6 and A7 have the two lowest TRCs, indicating that the difficulty of an attribute might be an 
important factor affecting the CCR and TRC. In addition, the CCR and TRC of A1 is much 
higher than all other attributes where the CCR and TRC were very close, probably because A1 
was measured in all the test items, whereas all other attributes were measured in just a small 
proportion of items. Thus, this implies that in addition to the difficulty of the attribute, the 
frequency of measurement is another important factor affecting the CCR and TRC.  
Altogether, the Fusion Model analysis was conducted in this phase starting with 
validating the modified Q-matrix, and checking the MCMC convergence, model fit as well as the 
CCR and TRC. It reported that the modified Q-matrix was verified; the MCMC chain converged; 
the model reasonably fitted the test response data; the examinees were correctly classified as 
masters and non-masters; and the test-retest consistency is reasonable. This indicated that the 
results from the Fusion Model analysis are reliable and accurate. Table 3.41 reports the overall 
mastery rates across examinees on each attribute.   
Table 3. 41   
Mean Mastery Rate 
 
Attribute PK1 PK2 PK 3 PK 4 PK 5 PK 6 PK 7 PK 8 
Mastery Rate .7620 .6232            .6285 .7330 .7300 .6171 .6049 .6468 
 
  
198 
A problem with the Fusion Model analysis was founded. As shown in Table 3.41, the 
examinees’ mean mastery rates of the eight attributes were very close. This suggests a problem 
of the Fusion Model data analysis, since a good CDM should be able to differentiate the different 
skills. To solve this problem, I first carefully examined the results from Arpeggio, and found a 
bug in the software: there was a problem with the JDExamReports.csv, which was an output file 
and gave estimated population probability distribution on the space of all possible 0/1 skill 
mastery level vectors. The JDExamReports.csv demonstrated 256 types of probability 
distribution, which conflicts with what was reported in Phase Two, where only 97 types of 
attribute combinations were possible under the limitation of the attribute hierarchy. That is to 
say, the Arpeggio program did not consider the attribute hierarchy in analyzing data. For 
example, A1 was the prerequisite for all other skills in this study, thus A1 was supposed to be 
measured in all the test items and A1 should have the highest mastery rate. In this case, the 
attribute combinations reported in Arpeggio such as (00000001), (00000010), (00010010) were 
not reasonable. In addition, A5 was the prerequisite for A6, thus the attribute combinations such 
as (00110100), (00110101), (00110110) and (00110111) were not reasonable, but such attribute 
combinations were still shown in the Arpeggio results report.  It is clear that the Arpeggio 
software did not take into consideration the attribute hierarchy when analyzing the data in the 
Fusion Model and thus did not exclude the impossible attribute combinations for the data 
analysis. This might explain why the overall mean mastery rate of the attributes are so close. 
3.3.2.8 Summary 
The primary aim of Phase Three was to analyze examinees’ reading performance on the 
reading test for diagnostic purposes. To this end, this section of the study modified the original 
CDA and conducted the Fusion Model analysis on the test scores of 1,311 Chinese twelfth 
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graders. Based on the requirement of the Fusion Model analysis, this study started with 
modifying the Q-matrix and then verified it. Then, the reading test scores were analyzed in 
conjunction with the Q-matrix. Multiple sources of evidence such as the MCMC convergence 
and the model fit showed that the Fusion Model was appropriate for the data analysis. In 
addition, the CRC and TRC results demonstrated that the analysis results were reliable and 
accurate.  
However, findings from the Fusion Model analysis revealed that the examinees’ overall 
mastery probabilities of each reading attributes were similar. This suggested a possible problem, 
since there was a hierarchy among the eight reading attributes and the mastery rate on the 
attributes were expected to have more variability. This could be attributed to the fact that 
Arpeggio lacked the consideration of the attribute hierarchy in data analysis, although the 
emphasis of substantive information is a strong aspect of the Arpeggio. Actually, it is 
acknowledged that current psychometric models are limited in their capacity to objectively 
evaluate the presence of attribute hierarchies, although latent attributes follow a hierarchical 
structure in many areas of educational and psychological assessment. Therefore, in the following 
Phase Four, this study will introduce the Reduced Re-parameterized Unified Model (RRUM), 
and apply this model, which includes attribute hierarchies, to this study.   
3.4 Phase IV: Data Analysis with Attribute Hierarchy  
As discussed in Phase Three, although the reading attributes in this study followed a 
hierarchical structure, Arpeggio did not incorporate the attribute hierarchy in the data analysis. 
As a result, Arpeggio’s structure caused it to look like there was less variability in mean mastery 
rates than there actually was. In other words, the results analyzed by using Arpeggio might have 
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under-represented the variability. Phase Four explores how to include the attribute hierarchy in a 
psychometric model.  
Three primary research questions are addressed in Phase Four. The first and the central 
question is about incorporating the hierarchical structures of the latent attributes into the CDM 
data analysis. To answer this question, the proposed CDM was applied to both real data and 
simulation analyses. The second question is regarding the reliability and fitness of the parameter 
estimates based on the selected model. To answer this question, the model convergence and 
model fit were checked first. The third question is about the comparability of the test results from 
the proposed model. The calibration results of the real data analysis were compared with the 
results from the Fusion Model as well as other CDMs that incorporated the attribute hierarchy 
into data analysis.  
3.4.1 The Reduced Reparametrized Unified Model with Attribute Hierarchy (rRUM-AH) 
As reported in Phase Three, the c parameters that represent the completeness of items in 
the Fusion Model were dropped, as they all were complete (i.e., > 1.5). As such, the 
Reduced Reparametrized Unified Model (rRUM) can be used as the reduced version of the 
Fusion Model (Hartz et al., 2002). Given that the attributes had a hierarchical structure in this 
study, the rRUM was modified to reflect the attribute hierarchy in the data analysis, and thus this 
model is referred to as the RRUM-AH, which contrasts with the conventional rRUM that does 
not include an attribute hierarchy.  
Although it might be possible to model the students’ reading performance using other 
CDMs that incorporate attribute hierarchy (e.g., the Rule Space Model, the Attribute Hierarchy 
Method), few such hierarchical CDMs could provide substantive information in the way the 
Fusion Model did, which probably accounts for the fact that the Fusion Model has been the most 
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extensively investigated to date (Roussos, Templin, & Henson, 2007). Moreover, the Fusion 
Model also demonstrated acceptable model convergence and model-fit when the empirical data 
was applied. Compared with other CDMs, the rRUM is the most similar one to the Fusion 
Model, and it actually becomes the Fusion Model, when all the c parameters are fixed as 10. , As 
such, the conventional rRUM was modified by incorporating the attribute hierarchy in the data 
analysis. This model was proposed to analyze the test response data in this study, and named as 
the rRUM-AH. As Cai and Tu (2016) found, the rRUM-AH model might be a good choice for 
practioner, as it could fit the data better than rRUM, and the power of result explanation under it 
was reasonable.  
In order to make the rRUM-AH incorporate the hierarchical structures of the cognitive 
skills in the model estimation process, I ran this model by adopting codes written by Dongbo Tu 
in the Matlab software environment (based on personal communication on July 13, 2015). 
Although the basic specifications in the rRUM-AH are the same as those in the conventional 
rRUM, running special codes in Matlab constrained the pre-specified attribute profiles that were 
impossible under a certain skill hierarchy in the estimation process. Specially, whereas there are 
2𝑘 initial possible combinations of 0 s and 1s in the conventional rRUM model (k refers to the 
number of skills being measured), the number of all possible attribute profiles specified in the 
rRUM-AH is reduced by the hierarchical relationships among attributes. Based on the attribute 
hierarchy in this study, only 97 types of attribute combinations were possible, thus the rRUM-
AH only included the 97 instead of the original 256 types of attribute combinations. More details 
on how to incorporate the hierarchical structure into the conventional rRUM as well as the codes 
in Matlab can be found in the paper, Tu, Wang, Cai, Douglas and Chang (submitted to Applied 
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Psychological Measurement, in review). The following two sections report the analysis results 
from the rRUM-AH, based on the real data analysis and the simulation study, respectively.    
3.4.2 Real Data Analysis 
The primary goal of this section is to address the research question regarding whether the 
rRUM-AH provides reasonable parameter estimates and more stable calibration results than the 
Fusion Model. This section not only presents the calibration results from the real data analysis on 
MCMC convergence checking, the fitness of the rRUM-AH and item parameter estimates, but 
also compares the results to the conventional rRUM as well as to other CDMs with attribute 
hierarchy. The test response data is the same as that used in Phase Three for the Fusion Model 
analysis.  
3.4.2.1 MCMC Convergence Checking 
 As described in Phase Three, the time-series chain plots were used to check the MCMC 
convergence in the Fusion Model. Using the same approach in the RRUM-AH, the time-series 
chain plots show that in general, the MCMC chain was converged, though some test items had 
moderate fluctuations. Two sample time-series plots (chain length=15,000, burn in at 10,000) are 
presented here. As illustrated by the examples in Figure 3.20, the time-series chain plots for 
𝑟16.1(the diagnostic capacity of Item 16 to Attribute 1) showed some fluctuations that may 
indicate non-convergence, whereas the time-series chain plots for  𝑟27.1 (the diagnostic capacity 
of Item 27 to Attribute 1) were comparatively smooth and stable, indicating better convergence 
than 𝑟16.1. More detailed explanation of the time-series plots and MCMC convergence can be 
found in Section 3.3.9. The majority of the parameters achieved excellent convergence. 
However, some parameters demonstrated moderate fluctuation. Overall, the MCMC convergence 
was acceptable.   
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It should be noted, the chain length 60,000 and burn-in time points 30,000 were used to 
get the MCMC convergence in the Fusion Model. However, the MCMC chain converged at 
length 15,000 and burn-in 10,000 in the rRUM-AH, which indicates that it was easier and 
quicker to get convergence in the rRUM-AH than the Fusion Model. This suggests that the 
rRUM-AH might be a more appropriate model than the Fusion Model for the test response data 
in this study. 
       
Figure 3.20. Sample time-series chain plots and density plots. 
3.4.2.2 Model Fit Comparison  
The study compared the results of the model and item fit in the rRUM-AH and the 
conventional rRUM. The model fit statistics are demonstrated by the AIC (Akaike, 1973),  BIC 
(Schwarz, 1978) and DIC (Spiegelhalter, Best, & Carlin, 1998). The item discrimination index 
(IDI, Rupp, Templin & Henson, 2010) is used as the criteria for item fit.  
First, the information criteria: AIC, BIC, and DIC were used to calculate and compare the 
model fit in the rRUM-AH and the conventional rRUM. AIC = −2ln (Likelihood) +2 p, where ln 
is the log-likelihood of the data under the model and p is the number of parameters in the model. 
BIC = −2 ln (Likelihood) + pln (N), where N is the sample size. For a given dataset, the larger 
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the log-likelihood, the better the model fit; the smaller the AIC or BIC value, the better the 
model fit (Xu & von Davier, 2008).  
Table 3.42 reports the result of AIC, BIC and DIC in the CDMs that incorporated the 
attribute hierarchy compared with those without attribute hierarchy. For rRUM-AH, the values of 
AIC, BIC and DIC are smaller than for the conventional rRUM, probably because the number of 
parameters is greatly reduced in the hierarchical model. Thus, the rRUM-AH has better model fit 
than the conventional rRUM.  
Table 3.42   
Model Fit Comparison with vs. without attribute hierarchy  
 
 AIC BIC DIC 
rRUM-AH 36430 37557 38916 
rRUM 36770 38041 39506 
It should be note, the results above were analyzed from the models where A1 was treated 
as a prerequisite. As demonstrated in the students’ think-aloud and the teachers’ interview, A1 
was the prerequisite for learning other attributes, but it was not mastered well by all the students. 
This nature decided the test design of the CDA-informed test. Considering the CDA-informed 
test aimed to benefit each student by correctly classifying their mastery states of the skills, A1 
was set as a dominant attribute with dependencies across other skills. As such, in the models 
above, A1 was measured in each test item, which might make it overpowered.  
As suggested by Professor Jang, the confounding nature of A1 might make other 
attributes compromised in the test. To solve this problem, in the following section, I analyzed the 
test data in three models: the rRUM-AH in Matlab, and the rRUM in Arpeggio with and without 
A1 as a prerequisite for other attributes. The results were presented in Table 3.43, 3.43 and 3.45 
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below, respectively. Table 3.46 compared the item parameter estimates of the three models as 
well as the item- and attribute-level discrimination power in each model.  
3.4.2.3 Item Parameter Estimate Checking   
Two types of item parameter estimates are shown in Table 3.43, 3.44 and 3.45: item 
difficulty index (π*) and item discrimination index (𝑟𝑖𝑘
∗ ). The π* parameter refers to the 
probability of getting an item correct when the examinee has mastered all the attributes required 
by an item. When the value of π* is above .6, it indicates that the examinee has a good chance of 
answering the item correctly, under the condition that he or she has mastered all the necessary 
attributes (Leighton, 2007). The 𝑟𝑖𝑘
∗  is an item discrimination index, which demonstrates the 
diagnostic capacity of item i for skill k, ranging from 0 to 1. The lower 𝑟𝑖𝑘
∗  is, the stronger the 
skill k is required by correctly answering the item. A high value of item discrimination (above .9) 
suggests that the item has a weak dependence on the specific attribute (DiBello, Stout, & 
Roussos, 1995).  
The item parameter estimates of the three models were compared with more focus on the 
rRUM-AH, as this model was the one that I started with the design of CDA-informed test. 
Moreover, it seemed the rRUM-AH fit the data best, as shown by checking both model- and 
item-level fit in the last and the next section, respectively. Table 3.43 presents the results in the 
rRUM-AH, where the majority of item difficulty values were above .8, ranging between .4607 
and .9939 (mean=.8401). Specifically, the π* estimates were over .9 in eleven test items (#3, 6, 
12, 13, 14, 16, 19, 22, 25, 27, 30), and below .6 in only two test items (#11, #24), with all the 
remains between .6 and .9. Thus, the percentage of difficult, medium, and easy items accounted 
for approximately 39.29%, 7.14% and 53.57% of the total, respectively. The result consists with 
that from the CTT and IRT analysis in Phase Three. It should be noted that the item difficulty 
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value for Item 24 was .4607, indicating that the chance of correctly answering the items was only 
about 46%, even if an examinee had mastered all the attributes it required. Thus, Item 24 was 
excluded from the final CDA. More details for the test refinement will be further discussed in the 
next section after justifying the model selection. In general, Table 3.43 indicates that the 
difficulty level of the CDA-informed test in the rRUM-AH was reasonable.   
The similar results can be found in Table 3.44 and 3.45, though both were generated by 
running the software Arpeggio for the rRUM. Altogether, as presented in the summary Table 
3.46, the item difficulty indices were very close in the three models. Therefore, it seemed that the 
examinees had a good chance of answering the test correctly, if they mastered the required 
attributes, in all the three models. 
After checking the item difficulty index, the item discrimination index (𝑟𝑖𝑘
∗ ) were 
examined. As seen in Table 3.43 for the results with rRUM-AH, 60 𝑟𝑖𝑘
∗ s ranged between .3966 
and .9311, with three of them (i.e., 𝑟23_5
∗ , 𝑟24_5
∗ , 𝑟29_1
∗ ) above .9, which indicates that the three 
items could not discriminate the masters and non-masters well on the corresponding attribute. It 
also suggests that the items did not strongly depend on the respective attributes, thus it was 
deemed necessary to examine these attributes in detail before further action. Table 3.44 
demonstrates the results with A1 as a prerequisite for all other attributes, where 5 𝑟𝑖𝑘
∗ s were 
above .9 (i.e., 𝑟11_1
∗ , 𝑟23_1
∗ , 𝑟7_4,
∗   𝑟24_5,
∗  𝑟27_5
∗ ) with another 2 (𝑖. 𝑒. , 𝑟2_2
∗ , 𝑟12_5
∗  ) very close to .9, 
which suggests that the rRUM-AH might fit the data better than this model. In addition, the 
results of the rRUM without A1 as a prerequisite for all other attributes are presented in Table 
3.45. Although the number of 𝑟𝑖𝑘
∗ s above .9 (i.e., 𝑟2_2
∗ , 𝑟27_5
∗ , 𝑟23_6
∗ ) is same as that in the rRUM-
AH, the estimates of 𝑟𝑖𝑘
∗ s were in general much higher than the other two models, probably 
because A1 is still needed in answering most (if not all) of the test items, though it might not be 
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the one that plays a dominating role. Moreover, as summarized in Table 3.46, the mean of each  
𝑟𝑖_𝐾
∗  estimates were generally the lowest in the rRUM-AH, but the highest in the rRUM without 
A1 as a prerequisite, which suggests that the rRUM-AH might fit the data best. This conclusion 
consists with the result from model fit checking as well.  Further support for this conclusion is 
provided below from item fit checking.  
3.4.2.4 Item Fit Checking  
The item fit index is reflected as the item discrimination index (IDI), which provides the 
diagnostic accuracy for each item j. A higher IDI value means that an item is more powerful for 
diagnosing examinees, and this item usually has low 𝑟𝑖𝑘
∗ s. In the rRUM, the following formula is 
used to calculate IDI (Rupp, Templin & Henson, 2010, 13.10):   
 𝑑𝑖 = 𝑝𝛼𝜋 − 𝑝𝛼𝑟   
     =   𝜋𝑖
∗ −   𝜋𝑖
∗ ∏ 𝑟𝑖𝛼
∗𝑞𝑖𝛼𝐴
𝛼=1             
where 𝑞𝑖𝛼 is the indicator from the Q-matrix that shows whether attribute α is measured by item 
i,  𝜋𝑖
∗ is the probability of a correct response to item i when all measured attributes have been 
mastered,  𝑟𝑖𝛼
∗  is the item- and attribute-specific penalty for not having mastered attribute α for 
item i.  
In Table 3.43, 3.44, and 3.45, the last column present the value of IDI for each test item. 
In general, the IDI is the highest in the rRUM-AH and the lowest in the rRUM without A1 as 
prerequisite. As confirmed in Table 3.46, the rRUM-AH has the highest overall mean for IDI 
(i.e., .4331), the rRUM without A1 as a prerequisite has the lowest overall mean (i.e., .2937). 
Therefore, based on the statistical results, the test items in the rRUM-AH seem to be more 
diagnostically informative than the rRUM with and without A1 as a prerequisite.  
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3.4.2.5 Attribute-specific Item Discrimination Checking  
As mentioned earlier, there is a concern that the dominant nature of A1 might 
compromise other attributes’ discrimination power. To better understand the influence of A1 on 
other attributes, I compared the attribute-specific item discrimination index (ADI) in this section. 
Based on the formula in Rupp, Templin and Henson (2010, 13.10):   
𝑑𝑖 =    𝜋𝑖
∗ −   𝜋𝑖
∗𝑟𝑖𝛼
∗𝑞𝑖𝛼   
where 𝜋𝑖
∗ is the probability of a correct response to item i when all measured attributes have been 
mastered,  𝑟𝑖𝛼
∗  is the item- and attribute-specific penalty for not having mastered attribute α for 
item I, and 𝑞𝑖𝛼 is the indicator from the Q-matrix that shows whether attribute α is measured by 
item i.   
The ADI for each attribute is presented immediately following the  𝑟𝑖𝑘
∗ s in Table 3.43, 
3.44, and 3.45. The overall mean for each attribute in the three models are compared in Table 
3.46. Not surprisingly, Table 3.46 shows that among the three models, the ADI is the highest for 
each attribute (except for A1) in the rRUM when other attributes were not dependent on A1 as a 
prerequisite. That is to say, when other attributes do not depend on A1, their attribute-specific 
item discrimination can be improved. However, in terms of item-level discrimination, the highest 
is the rRUM-AH, and the lowest is the rRUM without A1 as a prerequisite. Together with the 
consideration that the test was designed with A1 as a prerequisite, and this dominant nature was 
also confirmed by the teachers and student, the RUM without A1 as a prerequisite was 
considered not fit for this study. Thus, the RUM in the following section (if not specifically 
mentioned) refers to the model with A1 as a prerequisite.  
It should be noted, a possible way to deal with A1 as a prerequisite is to measure it 
independently, as did in some computerized diagnostic tests. For example, vocabulary skill has 
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been measured independently in screening test of the DIALANG and the DELNA (Diagnostic 
English Language Needs Assessment), according to Alderson et al., (2015). Doing this can check 
the mastery of the prerequisite without overpowering it, though it is time-consuming and 
sometimes impossible to be conducted in the real context. Note: the DIALANG was designed to 
offer test takers their strengths and weaknesses of a certain language skill in the chosen European 
language with reference to the CEFR levels. The DELNA was used to identify newly admitted 
undergraduate students’ English language needs.  
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Table 3.43 
Item Parameter Estimate and IDI in the rRUM-AH with A1 as a Prerequisite 
 
Item πi r1 ADI1 r2 ADI2 r3 ADI3 r4 ADI4 r5 ADI5 r6 ADI6 r7 ADI7 r8 ADI8 IDI 
1 0.8317 0.5421 0.3808 0.5566 0.3688 0  0  0  0  0  0  0.5807 
2 0.8231 0.8332 0.1373 0.8352 0.1356 0  0  0  0  0.7093 0.2393 0  0.4168 
3 0.9010 0.8598 0.1263 0  0  0  0.6615 0.305 0  0  0  0.3885 
4 0.8334 0.3966 0.5029 0  0  0.8353 0.1373 0  0  0  0  0.5573 
5 0.8279 0.5236 0.3944 0.4103 0.4882 0  0  0  0  0  0  0.65 
6 0.9288 0.8869 0.1050 0  0  0  0.6792 0.2980 0  0  0.8096 0.1768 0.4758 
7 0.8777 0.6267 0.3276 0  0  0.8428 0.138 0  0  0  0  0.4141 
8 0.8446 0.5853 0.3503 0  0.8902 0.0927 0  0  0  0  0  0.4045 
9 0.7929 0.818 0.1443 0.7762 0.1775 0.7278 0.2158 0  0  0  0  0  0.4265 
10 0.7507 0.7493 0.1882 0  0  0  0.7287 0.2037 0.7366 0.1977 0  0  0.4488 
11 0.5990 0.8191 0.1084 0  0  0  0  0  0.6531 0.2078 0  0.2786 
12 0.9939 0.7904 0.2083 0  0  0  0.8775 0.1218 0  0  0  0.3046 
13 0.9212 0.5178 0.4442 0  0.6931 0.2827 0  0  0  0  0  0.5906 
14 0.9272 0.5186 0.4464 0  0.7049 0.2736 0  0  0  0  0  0.5883 
15 0.6856 0.7189 0.1927 0  0  0  0  0  0.6493 0.2404 0  0.3656 
16 0.9403 0.6444 0.3344 0  0  0  0  0  0  0  0.3344 
17 0.8691 0.6118 0.3374 0  0  0  0.7862 0.1858 0  0  0  0.4511 
19 0.9372 0.4687 0.4979 0  0  0  0  0  0  0  0.4979 
20 0.7215 0.5848 0.2996 0  0  0.5564 0.3201 0  0  0  0  0.4867 
21 0.8706 0.4214 0.5037 0.746 0.2211 0  0  0  0  0  0  0.5969 
22 0.9100 0.6345 0.3326 0  0  0  0  0  0  0  0.3326 
23 0.8206 0.8152 0.1516 0  0  0  0.9311 0.0565 0.8762 0.1016 0  0  0.2748 
24 0.4607 0.5348 0.2143 0  0  0  0.9069 0.0429 0  0.8686 0.0605 0  0.2666 
25 0.9392 0.4806 0.4878 0  0  0  0  0  0.8766 0.1159 0  0.5435 
27 0.9019 0.6145 0.3477 0  0  0  0.8506 0.1347 0.8249 0.1579 0  0  0.513 
28 0.8498 0.8856 0.0972 0  0  0  0.8253 0.1485 0  0  0  0.2287 
29 0.8262 0.9133 0.0716 0  0  0  0  0  0  0.7932 0.1709 0.2277 
30 0.9366 0.5923 0.3819 0  0  0  0  0  0  0.8216 0.1671 0.4808 
Mean 0.8401 0.6567 0.2898 0.1187 0.2782 0.1077 0.2162 0.0798 0.1984 0.2588 0.1663 0.0871 0.1524 0.1342 0.1728 0.0866 0.1716 0.4331 
Note. ADI refers to attribute-specific item discrimination index  
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Table 3.44  
Item Parameter Estimate and IDI in the rRUM with A1 as a Prerequisite  
 
Item pi* r* 1 ADI1 r* 2 ADI2 r* 3 ADI3 r* 4 ADI4 r* 5 ADI5 r* 6 ADI6 r* 7 ADI7 r* 8 ADI8 IDI 
1 0.8482 0.8705 0.1098 0.3945 0.5136 0  0  0  0  0  0  0.5569 
2 0.7834 0.7963 0.1596 0.892 0.0846 0  0  0  0  0.7294 0.2120 0  0.3775 
3 0.9324 0.8808 0.1111 0  0  0  0.5784 0.3931 0  0  0  0.4574 
4 0.9814 0.7715 0.2242 0  0  0.3504 0.6375 0  0  0  0  0.7161 
5 0.8335 0.6013 0.3323 0.4268 0.4778 0  0  0  0  0  0  0.6196 
6 0.9652 0.8629 0.1323 0  0  0  0.8087 0.1846 0  0  0.561 0.4237 0.5873 
7 0.8505 0.7344 0.2259 0  0  0.9701 0.0254 0  0  0  0  0.2446 
8 0.8683 0.7556 0.2122 0  0.8819 0.1025 0  0  0  0  0  0.2897 
9 0.7387 0.7788 0.1634 0.8959 0.0769 0.7227 0.2048 0  0  0  0  0  0.3662 
10 0.6811 0.7595 0.1638 0  0  0  0.7431 0.1750 0.8373 0.1108 0  0  0.3592 
11 0.6189 0.9315 0.0424 0  0  0  0  0  0.5407 0.2843 0  0.3072 
12 0.9952 0.8604 0.1389 0  0  0  0.8914 0.1081 0  0  0  0.2319 
13 0.9237 0.7255 0.2536 0  0.6838 0.2921 0  0  0  0  0  0.4655 
14 0.936 0.6892 0.2909 0  0.701 0.2799 0  0  0  0  0  0.4838 
15 0.6489 0.6844 0.2048 0  0  0  0  0  0.8221 0.1154 0  0.2838 
16 0.9682 0.8016 0.1921 0  0  0  0  0  0  0  0.1921 
17 0.9056 0.6543 0.3131 0  0  0  0.8435 0.1417 0  0  0  0.4058 
19 0.9675 0.7472 0.2446 0  0  0  0  0  0  0  0.2446 
20 0.6649 0.5418 0.3047 0  0  0.7494 0.1666 0  0  0  0  0.3949 
21 0.8821 0.6591 0.3007 0.769 0.2038 0  0  0  0  0  0  0.4350 
22 0.9396 0.7889 0.1983 0  0  0  0  0  0  0  0.1983 
23 0.809 0.9443 0.0451 0  0  0  0.8685 0.1064 0.8810 0.0962 0  0  0.2245 
24 0.4666 0.723 0.1292 0  0  0  0.9161 0.0391 0  0.8930 0.0499 0  0.1906 
25 0.9733 0.6989 0.2931 0  0  0  0  0  0.8754 0.1213 0  0.3778 
27 0.9431 0.6507 0.3294 0  0  0  0.9331 0.0631 0.6998 0.2831 0  0  0.5424 
28 0.8588 0.7801 0.1889 0  0  0  0.8857 0.0982 0  0  0  0.2654 
29 0.801 0.8511 0.1193 0  0  0  0  0  0  0.8703 0.1039 0.2077 
30 0.958 0.6455 0.3396 0  0  0  0  0  0  0.8741 0.1206 0.4175 
Mean 0.8480 0.7568  0.1207  0.1068  0.0739 0.2765 0.2667 0.1455 0.0864 0.1634 0.1379  0.0823  0.3730 
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Table 3.45 
Item Parameter Estimate and IDI in the rRUM without A1 as a Prerequisite  
Item pi* r* 1 ADI1 r* 2 ADI2 r* 3 ADI3 r* 4 ADI4 r* 5 ADI5 r* 6 ADI6 r* 7 ADI7 r* 8 ADI8 IDI 
1 0.8029   0.4957 0.4049             0.4049 
2 0.7396   0.9099 0.0666         0.6915 0.2281   0.2742 
3 0.9041         0.6550 0.3119       0.3119 
4 0.9339       0.4675 0.4973         0.4973 
5 0.8209   0.3294 0.5505             0.5505 
6 0.8981         0.7169 0.2543     0.7765 0.2007 0.3982 
7 0.8495       0.8119 0.1598         0.1598 
8 0.8606     0.7554 0.2105           0.2105 
9 0.7280   0.8631 0.0997 0.6710 0.2395           0.3064 
10 0.6605         0.6606 0.2242 0.8780 0.0806     0.2774 
11 0.5436             0.6902 0.1684   0.1684 
12 0.9963         0.8444 0.1550       0.1550 
13 0.8974     0.5938 0.3646           0.3646 
14 0.9062     0.6018 0.3608           0.3608 
15 0.6299             0.6400 0.2268   0.2268 
16 0.9771 0.7709 0.2239               0.2239 
17 0.9012         0.6691 0.2982       0.2982 
19 0.9780 0.7096 0.2840               0.2840 
20 0.6715       0.5018 0.3346         0.3346 
21 0.8690   0.6357              0.3166 
22 0.9513 0.7458 0.2418               0.2418 
23 0.7864         0.8959  0.9032 0.0761     0.1501 
24 0.4606         0.8810    0.7630    0.1510 
25 0.9694             0.6557    0.3337 
27 0.9501         0.9468  0.4869 0.4875     0.5121 
28 0.8575         0.7955        0.1753 
29 0.7959               0.7993 0.1598 0.1598 
30 0.9775               0.6150 0.3764 0.3764 
Mean 0.8328 0.7421 0.2499 0.6468 0.2804 0.6555 0.2939 0.5937 0.3305 0.7850 0.2487 0.7560 0.2147 0.6881 0.2078 0.7303 0.2456 0.2937 
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Table 3.46 
Comparing Item Parameter Estimate, IDI and ADI in rRUM-AH, rRUM with and without A1 as a Prerequisite 
 
Model πi r1 ADI1 r2 ADI2 r3 ADI3 r4 ADI4 r5 ADI5 r6 ADI6 r7 ADI7 r8 ADI8 IDI 
rRUM-AH 0.8401 0.6567 0.2898 0.1187 0.2782 0.1077 0.2162 0.0798 0.1984 0.2588 0.1663 0.0871 0.1524 0.1342 0.1728 0.0866 0.1716 0.4331 
rRUM 
with  A1 
0.8480 0.7568 0.2058 0.1207 0.2713 0.1068 0.2198 0.0739 0.2765 0.2667 0.1455 0.0864 0.1634 0.1379 0.1566 0.0823 0.2161 0.3730 
rRUM 
without A1 
0.8328 0.7421 0.2499 0.6468 0.2804 0.6555 0.2939 0.5937 0.3305 0.7850 0.2487 0.7560 0.2147 0.6881 0.2078 0.7303 0.2456 0.2937 
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3.4.2.6 .Mean Attribute Mastery Rate 
As reported earlier, the MCMC chain converged in the rRUM-AH, indicating that the 
parameter estimates from the rRUM-AH are reliable. Table 3.47 compares the mean attribute 
mastery rates (AMR) for each attribute in the rRUM-AH and the conventional rRUM. Some 
conclusions from Table 3.47 are reported below.  
First, the AMR in the rRUM-AH shows more variation than the conventional rRUM. 
Specifically, the AMR in the former ranges from .3089 to .9504, and from .5629 to .7514 in the 
latter.               
Second, A1 has the highest mean mastery rate in both models (i.e., .9504 vs .7514) and it 
might be the easiest among all the attributes. This finding is in line with the structure of the 
cognitive model in this study, where A1 (i.e., understanding of local explicit information) is the 
prerequisite attribute for all other attributes and is expected to be mastered by the examinees.  
Third, the order of the mean mastery rate ranks differently in the two models. From 
difficult to easy, the order is A6, A4, A2, A8, A7, A3, A5, and A1 in the rRUM-AH. However, it 
is A7, A2, A8, A6, A4, A5, A3 and A1 in the conventional rRUM. This difference indicates that 
the models’ difficulty of the mean attribute mastery rate differs. For example, in the RRUM-AH, 
A6 (i.e., making inference based on the global information) is the most difficult attribute, with 
the next two being A4 (i.e., inferring the unknown word meaning) and A2 (i.e., understanding of 
complex grammar). However, in the conventional rRUM, the most difficult attribute is A7 (i.e., 
understanding the text organization and feature), and the next two most difficult are A2 (i.e., 
understanding of complex grammar) and A8 (i.e., understanding the author’s purpose and 
intention).  
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To evaluate which model has a better attribute mastery rate, the results in both models 
were evaluated by the instructors and content experts. The majority of them believed the order 
ranked in the rRUM-AH was more consistent with their expectations. Thus, it is concluded that 
the mean mastery rate in the rRUM-AH is more accurate than the conventional rRUM. 
Table 3.47 
 Comparing the Mastery Rate (rRUM -AH vs. Conventional rRUM)  
 
 A1 A2 A3 A4 A5 A6 A7 A8 
rRUM-AH 
(Matlab) 
0.9504 0.4935 0.5553 0.4211 0.6918 0.3089 0.5072 0.5019 
rRUM 
(Arpeggio) 
0.7514 0.5716 0.5853 0.6368 0.6504 0.5921 0.5629 0.5862 
Table 3.47 demonstrates that there are big differences between the two models on some 
attribute mean mastery levels (MMR, e.g., A1, A4, A6) but not for others (like A5). While it is 
challenging to explain the big mastery difference on A1 and A4, but for the difference on A6 is 
probably because the A6 is a higher-order attribute and the rRUM-AH model technically 
constrained this order but the conventional rRUM did not.  
3.4.3 Simulation Study 
The simulation study attempted to address the accuracy of the item parameter recovery 
when the hierarchical cognitive skills were incorporated in the rRUM-AH. This section describes 
each factor that was manipulated in the simulation, steps carried out in the simulation process, 
and the evaluation criteria for the simulated results.   
Simulation condition. The simulation design manipulated three factors: the number of 
attributes (k), the test length (m), the sample sizes (N), and the estimation models (rRUM-AH 
and rRUM). The condition was thus: K=8, N=1300, m=30, input= attribute hierarchy structure. 
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Simulation procedure. The computer code for the simulation study was written in 
MATLAB language. The simulation steps were listed below. First, item parameters were 
simulated from uniform distributions with different bounded intervals,
 ~ 0.7,0.95 , ~ [0,0.3]j jkU r U . Second, examinee attribute profiles were randomly simulated 
for all permissible knowledge states according to the attribute hierarchy structure. 
Estimation method. The MCMC algorithm was used to estimate the examinee and item 
parameters. 
Evaluation criteria. The classification of test performance and accuracy of the item 
parameter recovery of both the rRUM and the rRUM-AH were investigated and compared. 
The correct pattern classification rate (CPCR), average attribute match rate (AAMR) and 
mean absolute bias (MAB) were used as the evaluation criteria for the rRUM and the rRUM-AH 
for these studies. These statistics are defined as 
CPCR =
1
𝑁
∑ 𝐼{𝛼𝑖=?̃?𝑖}
𝑁
𝑖=1 ,                               (2) 
AAMR =
1
𝑁×𝐾
∑ ∑ 𝐼{𝛼𝑖𝑘=?̃?𝑖𝑘}
𝐾
𝑘=1
𝑁
𝑖=1 ,              (3) 
MAB(pai) =
1
𝐽
∑ |𝜋𝑗
∗ − ?̃?𝑗
∗|𝐽𝑗=1 ,                     (4) 
MAB(r) =
1
𝐽×𝐾
∑ ∑ |𝑟𝑗𝑘
∗ − ?̃?𝑗𝑘
∗ |𝐾𝑘=1
𝐽
𝑗=1 .            (5) 
where N is the sample size, K is number of attributes, J is the number of items, 𝛼𝑖 =
(𝛼𝑖1, ⋯ , 𝛼𝑖𝐾) and  ?̃?𝑖 = (?̃?𝑖1, ⋯ , ?̃?𝑖𝐾) represent examinee i’s estimated attribute pattern and true 
attribute pattern, respectively.  𝜋𝑗
∗ & 𝑟𝑗𝑘
∗  and ?̃?𝑗
∗ & ?̃?𝑗𝑘
∗  represent item j’s estimated parameter and 
true parameter, respectively. Therefore, for the estimates of CPCR and AAMR parameters, 
higher is better; however, for the estimates of the MAB parameter, lower is better.  
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Simulation results. One-hundred iterations of simulation were conducted for the rRUM-
AH and the rRUM models. As demonstrated in Table 3.48, the mean estimates of both CPCR 
and AASMR are higher in the rRUM-AH than those in the rRUM. Moreover, the estimates of 
MAB for both π and r parameters are lower in the rRUM-AH than rRUM. This indicates that the 
simulation results in the rRUM-AH are better than those in the rRUM.  
Table 3.48 
Model comparison of the results in the simulation study  
 
ID 
rRUM-AH 
 
rRUM（conventional） 
AAMR CPCR MAB(pi) MAB(r) AAMR CPCR MAB(pi) MAB(r) 
Mean 0.970 0.786 0.017 0.176  0.956 0.704 0.020 0.460 
Std. 0.005 0.033 0.003 0.025  0.006 0.037 0.003 0.020 
In sum, 100 iterations of the simulation results confirm that the proposed rRUM-AH 
model (which orders skills hierarchically) performs better than the conventional rRUM model 
(which assumes no such hierarchy).  
Based on the results above, the item parameter estimates, item- and attribute-level 
discrimination power in the rRUM-AH, and rRUM with and without A1 as a prerequisite were 
compared to decide which model fits the data best. Statistically, the rRUM-AH has the highest 
item-level discrimination, however the rRUM without A1 as a prerequisite has the highest 
attribute-specific item discrimination. Usually, if a model can better differentiate the examinees 
at the attribute-level, it should be able to do so at the item-level, too. It is thus challenging to 
explain the inconsistency between the item- and attribute-level discrimination. A possible reason 
is that A1 was measured in only 3 items (#16, #19, and #22), when not treated as a dominant 
prerequisite in the rRUM; however, it was required by 28 items in the other two models where 
the dominant nature of A1 made other attributes have no chance to be “outstanding”, though they 
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might actually be. While A1 might be one of the required but not the most important one for 
answering the items, the exclusion of A1 from most of the items thus making it insufficient to 
successfully answer the items. Accordingly, this led to higher 𝑟𝑖𝑘
∗ s and lower item-level 
discrimination power. However, in this case, other attributes could presumably get chance to 
demonstrate their real power, thus the attribute-level discrimination is improved.  
It should be noted, the results in the rRUM-AH and the rRUM were compared across 
software platforms in Matlab and Arpeggio, respectively, thus this might lead to a confound. 
This problem was solved by using two methods. First, I run the rRUM again in Matlab, and 
confirmed that the results were comparable with that in running Arpeggio (i.e., model fit, item 
parameter estimate). In other words, even if running in the same software (i.e., Matlab), the 
overall results were still better in the rRUM-AH than the rRUM. Second, the results in both 
models were reported to some students and teachers, and the overall feedback is that the outcome 
in rRUM-AH was more acceptable to them in general. In conclusion, this finding confirmed the 
results from Cai and Tu (2016) that the rRUM-AH is a better choice for this research than the 
rRUM.  
Rupp et al. (2010) suggested that test design should be considered when analyzing data in 
the DCM in order to produce more accurate diagnosis feedback for instruction. Since both the 
hierarchy and the prerequisite were determined when designing the test, and rRUM-AH has 
demonstrated best potential under such condition, I selected it as the final model to guide the test 
refinement. Therefore, I decided to refine and finalize the CDA-informed test in the rRUM-AH. 
There might be no huge statistical differences on involving the attribute hierarchy and the 
prerequisite attribute with the model analysis. More attention should be paid to the instructional 
implications, which will be discussed in the final chapter. 
  
219 
3.4.4 Evaluation of the Goodness of Model Fit  
Like any other statistical diagnosis models, the rRUM-AH needs rigorous evaluation of 
the quality of skill profiles and examinee classifications by both statistical measures of goodness 
of model fit and substantive evaluation of the quality of examinee skill profiles in a real 
educational context. This section reports the statistical support for the model fit, and the 
evaluation by the real educational context will be discussed in Section 3.4.11.  
To evaluate the fit of the rRUM-AH to the data, I used two statistical measures. I first 
examined the correlation between the observed and model-predicted p- values across items: a 
higher correlation would indicate a good model fit. Table 3.49 demonstrates the observed and 
expected p-value for each test item, and their correlations. Table 3.50 reports the descriptive 
statistics for the observed and predicted p-value, and the significance test of the difference 
between them. As shown in Table 3.50, the predicted p-value on average is .7276 (SD=.135), the 
observed is .7186 (SD=.136), and their correlation is .999, which is significant (p<. 01). This 
indicates a strong positive relationship between the observed and predicted p-value, even though 
some items still could benefit from further improvement.  
Table 3.49 
Pearson Correlation between observed and expected p-value in the rRUM-AH 
 
Item Observed p-value Estimated p-value Correlation 
1 0.6301 0.6379 0.56 
2 0.6339 0.6456 0.49 
3 0.7826 0.7987 0.539 
4 0.733 0.7395 0.311 
5 0.5858 0.5952 0.665 
6 0.7323 0.7523 0.534 
7 0.7857 0.7902 0.237 
8 0.7773 0.7858 0.294 
9 0.5988 0.6188 0.32 
10 0.5461 0.5502 0.545 
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Table 3.49 Continued 
 
Item Observed p-value Estimated p-value Correlation 
11 0.4828 0.4927 0.471 
12 0.9375 0.9437 0.411 
13 0.7521 0.7788 0.63 
14 0.762 0.7838 0.602 
15 0.5484 0.5604 0.502 
16 0.9199 0.9206 0.302 
17 0.7849 0.7948 0.353 
19 0.9054 0.9072 0.439 
20 0.5355 0.5511 0.903 
21 0.7346 0.7393 0.346 
22 0.8894 0.8903 0.228 
23 0.7254 0.725 0.294 
24 0.4027 0.4103 0.139 
25 0.8513 0.8561 0.402 
27 0.7338 0.7386 0.413 
28 0.7895 0.7978 0.246 
29 0.7323 0.7364 0.58 
30 0.8276 0.8314 0.47 
 
Table 3. 50 
Descriptive Statistics for Observed and Expected p-value in the rRUM-AH 
 
 Object Mean SD t r (Pearson) 
Observed p-value 0.7186 0.136 -6.93 .999** 
Estimated p-value 0.7276 0.135     
  ** Significant at the 0.01 level (2-tailed) 
To visually compare the observed and model-predicted score on each test item, the 
observed and model-predicted p-values, presented in Table 3.50, were graphically depicted in 
Figure 3.21. As seen in Figure 3.21, the observed and model-predicted p-values are very close or 
overlapping on most of the test items, which indicates the difference is negligible. Therefore, the 
rRUM-AH fits the data reasonably well. 
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Figure 3.21. Pearson correlation between observed vs. estimated P-value in the rRUM-AH. 
An alternative method for checking model fit is to compare the correlation between the 
observed and model-predicted total scores across the 1,311 examinees, as shown in Figure 3.22. 
In this study, the observed total score on average is 20.121 (SD=4.036), and the predicted is 
20.373 (SD= 2.661). The correlation between them is .907, which is significant at the .01 level. 
Figure 3.22 illustrates that in general, there is a positive correlation between the predicted PPM 
(x-axis) and observed total score (y-axis) across the 1,311 examinees, though the correlation 
appears not to be strong for the examinees with the lowest observed total scores (under 15).  
Therefore, based on the results from the two statistical methods, it is concluded that in general, 
the rRUM-AH fits the data better than the conventional rRUM in this study. 
 
Figure 3.22. Comparison of observed vs. predicted total scores in the rRUM-AH (N=1,311). 
  
222 
3.4.5 Evaluation of CDA Diagnostic Reliability 
The reliability of CDA diagnosis is conceptualized as the consistency of classifying test-
takers into masters versus non-masters on each attribute, if the same test is administered to the 
same examinee group multiple times (Roussos et al., 2007). As discussed earlier, the Correct 
Classification Rate (CCR) was used in the Fusion Model for evaluating the classification 
reliability. Similarly, this section uses the CCR to evaluate the classification reliability of the 
rRUM-AH. The value of CCR ranges between zero and one: a value close to one suggests high 
consistency in classification of examinees based on how well they perform regarding the 
attributes. As shown in Table 3.51, the masters exhibited a slightly higher CCR (.808) than non-
masters (.712) and the overall sample of examinees (.765). The high CCR for the overall sample 
of examinees supports that in general, the examinees were accurately classified as masters or 
non-masters on the reading attributes. However, the masters tended to be more correctly 
classified than the non-masters, probably because it was more complicated to diagnose non-
masters than masters.  
Table 3.51  
Correct Classification Rate in rRUM-AH 
 
Group CCR 
CCR(Overall) 76.5% 
CCR (Masters) 80.8% 
CCR (Non-masters) 71.2% 
 
3.4.6 Validity Evaluation of CDA Diagnosis 
Validity describes evidence of the fit between the actual test results and the intended test 
purpose. There are two types of validity evidence of relevance to this study: internal and 
external. Whereas the former uses the test response data to support the validity argument, the 
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latter compares the estimated test results with an external criterion to judge whether the test 
purpose has been achieved. This section evaluates the internal and external validity of the CDA 
diagnosis. 
3.4.6.1 Internal Validity  
 Internal validity refers to the condition that the observed differences on the dependent 
variable are a direct result of the manipulation of the independent variable, not some other 
variables or confounders. That is to say, it is the treatment (i.e., the independent variable) and, to 
a high degree of probability, the treatment alone, that caused the observed difference, and 
alternative explanations of the results have been kept to a minimum. The internal validity of this 
study depends on the cognitive model and the accuracy of the Q-matrix (i.e., correctly 
identifying attributes required for mastery by each test item). Internal validity is high if the test 
items are accurately coded for the correct attributes, since in such case the independent variables 
(i.e., attributes) are linked with the dependent variables (i.e., knowledge states). On the other 
hand, low internal validity indicates a lack of alignment between the independent variables and 
dependent variable, probably because the test items are coded inaccurately for the attributes that 
are required for mastery.  
To evaluate evidence of the internal validity, based on the results from the rRUM-AH, 
the proportion-correct scores between the masters and the non-masters was compared on each 
item. A statistically significant difference indicates the test item is diagnostically informative, 
thus the classification of masters and non-masters is valid. It should be noted that the masters and 
non-masters were classified based on the test items instead of the attributes. That is to say, an 
examinee was classified as a non-master if he or she did not master all attributes required by a 
test item, even if the examinee might master some attributes required by completing the item.   
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As shown in Table 3.52 below, the predicted proportion-correct scores for item masters 
and non-masters (using the cutoff point .5) were calculated on each test item. The mean average 
of non-masters (i.e., .5039) was subtracted from the average of masters (i.e., .9042), yielding a 
difference of .4003. This high difference between the non-masters and masters indicates high 
internal validity.  
Table 3.52  
Comparison of Proportion-correct Score between masters and non-masters (N=28) 
 
Item Master Non-master Difference 
1 0.9043 0.362 0.5423 
2 0.9133 0.5045 0.4088 
3 0.9363 0.4519 0.4844 
4 0.8295 0.6379 0.1916 
5 0.9167 0.2624 0.6543 
6 1 0.55 0.45 
7 0.8618 0.7106 0.1512 
8 0.8829 0.6462 0.2367 
9 0.7823 0.5058 0.2765 
10 1 0.377 0.623 
11 0.7164 0.2387 0.4777 
12 1 0.8029 0.1971 
13 1 0.4444 0.5556 
14 1 0.4667 0.5333 
15 0.7985 0.2871 0.5114 
16 0.9383 0.5556 0.3827 
17 0.8782 0.5841 0.2941 
19 0.9343 0.3333 0.601 
20 1 0.0773 0.9227 
21 0.8765 0.5958 0.2807 
22 0.9055 0.5714 0.3341 
23 0.9607 0.6377 0.323 
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Table 3.52 Continued 
 
Item Master Non-master Difference 
24 0.4561 0.366 0.0901 
25 0.9672 0.7301 0.2371 
27 1 0.6346 0.3654 
28 0.8592 0.6394 0.2198 
29 1 0.4738 0.5262 
30 1 0.6612 0.3388 
Mean 0.9042 0.5039 0.4003 
 
Figure 3.23 further illustrates much distance between the masters and non-masters on 
most of the test items, although the difference is small in some test items (Item 4, 7, 12, 24). In 
particular, Item 24 has the smallest difference, probably because it is the most difficult item (i.e., 
the IRT difficulty index reported in Table 3.33 is 2.669). Thus, it is concluded that in general, the 
rRUM-AH differentiates masters and non-masters on the test items reasonably well. This result 
provides support for the internal validity of the rRUM-AH.   
 
Figure 3.23.  Comparison of proportion-correct scores across items (n=28). 
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3.4.6.2 External validity 
External validity is evidence pertaining to generalized causal inferences in scientific 
research. In other words, it is the extent to which the results of a study can be generalized to 
other situations and other people. This study seeks to fit a single diagnostic model of reading 
comprehension to a passage-based diagnostic reading test that was administered to high school 
students. Both examinees and administration settings are included in the research design to 
increase the generalizability to future use of the measure.  
To examine the external validity of the rRUM-AH, a survey (see Appendix D) was 
administered to all the examinees immediately following the CDA, as mentioned in Phase Three. 
The survey collected two types of data: the examinees’ average English scores and their self-
evaluation of English reading ability. The former was estimated by requiring the students to 
report their most recent three comprehensive English test scores, and the latter was based on their 
responses to eight survey questions with each designed to help them self-evaluate their mastery 
of each attribute. The average self-evaluation on the eight attributes was used as the general self-
evaluation-based reading ability. If the model-predicted PPM highly correlates with the average 
English scores and the self-evaluation of attribute mastery, then the external validity of rRUM-
AH is verified.  
Table 3.53 presents the average PPMs, average English test scores and self-evaluated 
English reading abilities for each of the 30 classes involved in this study. It should be noted that 
although 32 classes participated in this study, two classes did not complete the survey and thus 
were excluded here. As shown in Table 3.53, the correlations between the PPM and the average 
English scores are all significant (P< .01), though the correlation rate varies in different classes.  
This indicates high external validity of the CDA.  
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Table 3.53 
Pearson Correlation between PPM, Average English Score, and Self-evaluated Reading Ability  
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  A1 A2 A3 A4 A5 A6 A7 A8 
1 26 . 901** .788** 0.999 0.496 0.394 0.513 0.798 0.371 0.579 0.585 
2 31 .843** .607** 0.997 0.504 0.488 0.557 0.683 0.354 0.554 0.481 
3 31 .805** .569** 0.97 0.523 0.492 0.474 0.672 0.335 0.55 0.476 
4 41 .779** .574** 0.938 0.485 0.444 0.452 0.686 0.363 0.412 0.531 
5 37 .725** 0.561** 0.911 0.432 0.429 0.398 0.513 0.254 0.477 0.433 
6 28 0.782** 0.675** 0.986 0.442 0.4 0.516 0.666 0.3 0.453 0.486 
7 6 0.657** 0.432* 1 0.53 0.345 0.661 0.777 0.455 0.486 0.413 
8 34 .684** .583** 0.894 0.572 0.374 0.426 0.546 0.308 0.425 0.414 
9 34 .631** .593** 0.913 0.443 0.431 0.519 0.552 0.238 0.425 0.437 
10 27 .625** .589** 0.958 0.479 0.51 0.517 0.563 0.238 0.448 0.415 
11 28 .654** .579** 0.935 0.411 0.357 0.46 0.506 0.263 0.494 0.398 
12 14 .784** .468* 0.996 0.329 0.425 0.573 0.609 0.291 0.455 0.43 
13 45 .626** .583** 0.93 0.478 0.577 0.489 0.558 0.272 0.4 0.402 
14 50 . 541** .582** 0.882 0.445 0.464 0.407 0.612 0.285 0.416 0.43 
15 46 .873** .537** 0.998 0.513 0.552 0.546 0.719 0.384 0.491 0.563 
16 46 .651** .568** 0.955 0.416 0.476 0.47 0.582 0.252 0.508 0.435 
17 48 .437** . 285 0.79 0.385 0.335 0.323 0.544 0.289 0.267 0.378 
18 44 .561** .479** 0.9 0.353 0.421 0.481 0.672 0.372 0.39 0.363 
23 52 .894** .672** 0.992 0.478 0.578 0.547 0.649 0.337 0.56 0.468 
24 54 .763** .673** 0.976 0.494 0.533 0.554 0.724 0.389 0.524 0.505 
25 52 .689** .398** 0.971 0.561 0.509 0.525 0.701 0.321 0.539 0.513 
26 40 .898** .651** 0.999 0.677 0.515 0.578 0.733 0.373 0.55 0.538 
27 53 .852** .683** 0.982 0.588 0.549 0.545 0.738 0.395 0.536 0.526 
28 48 .679** .471** 0.959 0.44 0.39 0.484 0.605 0.319 0.421 0.491 
29 34 .738** .631** 1 0.474 0.471 0.43 0.606 0.292 0.522 0.498 
30 35 .858** .562** 0.965 0.48 0.504 0.394 0.683 0.36 0.538 0.528 
31 45 .741** .484** 0.963 0.505 0.478 0.439 0.619 0.304 0.443 0.552 
32 55 .683** .479** 0.985 0.462 0.484 0.439 0.68 0.34 0.491 0.488 
33 19 .735** .603** 0.946 0.397 0.598 0.406 0.526 0.271 0.43 0.477 
34 61 .763** .685** 0.954 0.442 0.524 0.473 0.549 0.264 0.504 0.454 
39 53 . 594** .412** 0.934 0.536 0.471 0.479 0.647 0.304 0.567 0.516 
40 54 .685** .496** 0.923 0.43 0.466 0.368 0.549 0.242 0.386 0.477 
Note: only 1,271 from 1,311 students were included, since some students did not take all 
the three tests and thus were excluded. Some classes did not submit their survey and were 
excluded 
 
  
228 
Moreover, the correlation between the PPM and self-evaluation of English reading ability 
are significant at the .01 level for all the classes, except for Class 7, 12, and 17. Moreover, the 
correlation is significant at .05 level for Class 7 and 12 (r=. 432, p=.0226<.05; r=. 468, 
p=.0351<.05). The slightly weak correlation for Class 7 and 12 is probably because the number 
of students is small in both classes (e.g., 6 and 14, respectively), compared with other classes, 
thus these students might not represent the characteristics of the whole classes well. However, 
the correlation between the PPM and self-evaluation of English reading ability for Class 17 is not 
significant (r=. 285, p=.081>.05), probably due to the examinees’ weak abilities on English 
reading. The average reading score of this class is 17, which is 4.121 points lower than the 
average score of all the examinees (20.121). Moreover, the mean mastery rate of A1 in this class 
is .79, as demonstrated in Table 3.53, which is far below the average mastery rate of A1 
(i.e., .9504). Altogether, this indicates that the students in Class 17 had low reading ability, 
compared with the overall examinees, which might lead to their low self-evaluation of their 
English reading abilities, and the consequent low correlation.   
In conclusion, the average PPM of each class generally correlates with their average 
English test scores and the students’ self-evaluated English reading abilities. This supports that 
the RRUM-AH has reasonable external validity.  
3.4.7 Results of Estimates on Examinees’ Attribute Mastery 
3.4.7.1 Descriptive Statistics  
The MCMC chain converged in the rRUM-AH, as discussed in 3.4.2, thus results from 
the model analysis, including the examinees’ estimated attribute mastery rates are reliable for 
further analysis. Table 3.53 presents the descriptive statistics about the examinees’ attribute 
mastery.   
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As reported in Table 3.53, the attribute mean mastery rate ranges from .3089 to .9504 in 
the rRUM-AH. Moreover, according to Table 3.54, the order of mastery rate from easy to 
difficult is A1, A5, A3, A7, A8, A2, A4 and A6. A detailed explanation of this order is provided 
below.  
Table 3.54 
Descriptive Statistics of Attribute Mastery Rate (N=1,311) 
 
 Minimum Maximum Mean Std. Deviation 
A1 .0000 1 .9504 .1951 
A2 .0000 .9138 .4935 .3195 
A3 .0000 .8090 .5553 .2713 
A4 .0000 .7943 .4211 .2361 
A5 .0000 .9680 .6918 .3134 
A6 .0000 .6806 .3089 .2195 
A7 .0000 .8484 .5072 .2285 
A8 .0000 .6893 .5019 .1983 
 
First, attribute A1 (understanding local explicit information) has the highest mean 
mastery rate, which is consistent with its position in the cognitive model, since A1 is the 
prerequisite attribute and thus expected to be best mastered by the examinees.  
Moreover, A2 tested the understanding of complex grammar, which is a basic reading 
ability, but A2 seems not to be well mastered by the examinees. China’s reformation on the 
upcoming NMET might account for this. Although traditionally quite a few test items directly 
measured complex grammar in the NMET, such test items will no longer be included in the 
NMET, as the new NMET strives to focus more on the meaningful use of language. In other 
words, although the students will still need to understand complex grammar and apply this skill 
to understand the reading passages, it will only be a basis for facilitating other high-order skills 
but will not be tested directly in the NMET. In China, the curriculum and teaching at many 
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schools has traditionally been “test-oriented”, that is, both have targeted what is covered in the 
tests. Consequently, A2 probably did not receive much attention and the examinees did not 
practice enough on this traditionally well-mastered skill. It is also possible that the grammar 
measured in the CDA was too difficult compared with the grammar the examinees were usually 
being tested on, thus it had a low mastery rate. However, considering that the CDA was reviewed 
and went through many rounds of revision by the instructors and content experts, the chance of 
this possibility is slim.  
Furthermore, both A3 and A4 refer to making inference based on the local information. 
Whereas only minimum reasoning was needed for the test items measuring A3, more reasoning 
was required to infer the unknown word meaning from the context (A4). This can probably 
explain why the mastery of A3 was better than A4.    
In addition, attributes A5, A6, A7 and A8 were all based on the understanding of large 
sections of text, though A7 and A8 did not rely on A5 as greatly as A6 did. It seems that A5 
(understanding and summarizing information in large section) was best mastered among the four 
attributes. This seems logical, since A5 had been frequently practiced in classes. Moreover, the 
mastery rates for A7 (understanding text structure and text feature) and A8 (understanding the 
author’s intention and purpose) were very close, and both required more reasoning thus were 
more challenging than A5. This is probably why the examinees did not master the two as well as 
A5.  
Expectedly, A6 (making inference based on understanding of large section) has the 
lowest mastery rate among all the attributes. Two reasons might account for this: one is that A6 
is more demanding on working memory capacity and reasoning than any of the other attributes, 
another is that A6 has been less frequently tested than other skills. For example, in general, A6 
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was measured in two test items out of the total twenty test items in the NMET over the past five 
years. Such frequency is extremely low compared with A1, A3, A4 and A5. Again, curriculum 
and instruction had been typically test-oriented in China. Thus, A6 would most likely not have 
been practiced as frequently as other skills, which might have led to the low mastery rate of A6.   
To sum up, it seems that attributes A4 and A6 were not mastered well by the examinees, 
indicating that the students needed to improve these skills that are related with making inference.   
3.4.7.2 Attribute Characteristic Curve (ACC)  
To better illustrate the relationship between the attribute mastery rates and total reading 
scores, the Attribute Characteristic Curve (ACC) is shown in Figure 3.24. The ACCs are 
estimated from the attribute mastery rates of the 1,311 examinees. Several conclusions can be 
drawn from Figure 3.24. First of all, in general, the average attribute mastery rate tends to 
positively correlate with the total score. This result further indicates that the selected model fits 
well with the data. 
 
Figure 3.24. Attribute characteristic curve (ACC). 
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Second, the position of the curve reflects the difficulty of the attribute it represents: the 
easier attributes are on the left and the difficult on the right. Specifically, Attribute A1, 
understanding of local explicit information, is on the very left in Figure 3.24, which indicates 
that A1 is the easiest skill. The attributes to the right of A1 are in turn: A5, A3, A7, A8, A4, A2 
and A6, representing an easy to difficulty order.   
Third, the steepness of the curve represents each attribute’s ability to differentiate masters 
and non-masters on this attribute. Specifically, it seems that attribute A1 can differentiate well 
examinees with a total score ranging above 10 and below 16, as the section of the curve under 10 
and above 16 parallels the x-axis. However, the curves for the rest of the attributes seem different 
from A1, and they show similar characteristics, since they tend to be able to differentiate well the 
examinees scoring above 14.  
3.4.7.3 Distribution of Masters and Non-masters  
Based on the mean attribute mastery rate provided in the RRUM-AH, all the examinees 
are classified as masters and non-masters on each attribute. Although different criteria have been 
used as the cutoff point for classification in some previous CDA research, this study classified 
the examinees as masters if their PPM>.5 on an attribute and non-masters if PPM<.5. Table 3.55 
presents the proportions of masters (mastery proportion) and non-masters (non-mastery 
proportion) on each attribute.  
As shown in Table 3.55, some attributes, such as the attributes A1, A3, A5 and A7, have 
a larger proportion of masters than non-masters. This indicates that these attributes were 
mastered well by the examinees. In contrast, some attributes, such as attributes A2, A4, A6 and 
A8, have a lower proportion of masters than non-masters, suggesting that the examinees did not 
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master them well. Moreover, A1 and A6 are shown in Table 3.55 as the easiest and most difficult 
attributes, respectively, which is consistent with the attribute mastery rate.  
Table 3.55  
Mastery Proportion vs. Non-mastery Proportion 
 
 A1 A2 A3 A4 A5 A6 A7 A8 
Master 0.9519 0.4943 0.5538 0.4966 0.6827 0.2715 0.5111 0.4912 
Non-Master 0.0481 0.5057 0.4462 0.5034 0.3173 0.7285 0.4889 0.5088 
 
3.4.8 Group Difference on Attribute Mastery Rate 
This study aimed to diagnose the strength and weakness of the students’ English reading 
comprehension, thus providing valuable information on the design of differentiated instruction as 
well as autonomous learning. To achieve this purpose, it is important to provide individual 
diagnosis. However, it is also meaningful to analyze group differences, as it can help 
administrators and teachers design effective curricula and instructional techniques. This section 
discusses the group differences regarding attribute mastery rate in this study.  
Given that the most salient feature of diagnostic tests is to provide detailed diagnostic 
feedback, it is not practicable to use the mean AMR over the eight attributes as a dependent 
variable, since doing that would lose substantive valuable information regarding the examinee’s 
diagnosis on each attribute. Thus, this study analyzed the group differences of mastery rate on 
each of the eight attributes (dependent variables).  
First, I calculate compared the AMR of the students in the Liberal Arts Courses of Study 
to the students in the Science Courses of Study. It should be noted, the students were classified 
based on their academic interests. It is meaningful to investigate whether the AMR of these two 
groups differs and to what extent, since this can inform educators how they should adjust their 
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curriculum design and instruction to better serve their students’ needs. Table 3.56 presents the 
mean and standard deviation of the mean AMR for each group (Liberal Arts vs. Sciences). The 
Mann-Whitney U test was conducted to check the significance of the difference, and the results 
are reported in Table 3.57. The Mann-Whitney U test, instead of the t-test, was used, since the 
data was not normally distributed.  
As shown in Table 3.56 and 3.57, in general, the differences in the mean AMR between 
the two groups are not statistically significant, except on attribute A3 (z= -3.509, P< .001). In 
other words, the students in the two groups only statistically differed significantly on A3, but not 
other attributes. It is challenging to explain this result, but it suggests that educational 
administrators and instructors probably need not worry too much about such difference in 
designing curriculum and instruction. 
Table 3.56 
Comparison of Mean Mastery Rate (MMR) between Liberal Arts and Sciences Courses of Study 
 
Class 
Types 
 A1 A2 A3 A4 A5 A6 A7 A8 
Arts(N=35
7) 
 
Mean 0.945 0.468 0.425 0.480 0.613 0.301 0.473 0.461 
SD 0.194 0.311 0.275 0.234 0.311 0.217 0.225 0.199 
Sciences 
(N=954) 
Mean 0.948 0.480 0.492 0.471 0.636 0.318 0.475 0.478 
SD 0.196 0.323 0.268 0.237 0.314 0.220 0.230 0.198 
 
Table 3.57 
Significance Checking (Mann-Whitney U test) 
 
  PPM1 PPM2 PPM3 PPM4 PPM5 PPM6 PPM7 PPM8 
Z -1.795 -.547 -3.509 -.625 -1.638 -1.185 -.192 -1.313 
Sig. (2-tailed) .073 .584 .000 .532 .101 .236 .848 .189 
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Second, this study analyzed the difference of AMR between the females and males. As 
shown in Table 3.58, in general, such differences between the two groups are not statistically 
significant, except for A3, though it is challenging to interpret this result. As shown in Table 
3.59, the females and males differ significantly on the AMR of most of the attributes (e.g., A1, 
A2, A4, A6, A7 and A8). This indicates that females and males differ greatly on most of the 
AMR, thus it suggests that it is necessary to consider such difference in designing curriculum 
and instruction.    
Table 3.58 
Comparison of Mean Mastery Rate between Female and Male 
 
  PPM1 PPM2 PPM3 PPM4 PPM5 PPM6 PPM7 PPM8 
Female 
(N=734) 
Mean 0.965 0.509 0.473 0.493 0.653 0.324 0.488 0.495 
SD 0.156 0.311 0.269 0.225 0.299 0.217 0.224 0.185 
Male 
(N=577) 
Mean 0.925 0.435 0.475 0.450 0.600 0.301 0.457 0.445 
SD 0.234 0.326 0.274 0.247 0.329 0.223 0.233 0.211 
Table 3.59 
Mann-Whitney U test Significance between Female and Male 
 
  PPM1 PPM2 PPM3 PPM4 PPM5 PPM6 PPM7 PPM8 
Z 
-3.925 -4.081 -.251 -3.275 -2.726 -2.236 -2.296 -4.235 
Sig. (2-tailed) .000 .000 .802 .001 .006 .025 .022 .000 
 
Third, this study compared the difference of AMR across classes. Table 3.60 reports the 
AMR for each class. It should be noted that the number of students in five classes (Class 7, 20, 
37, 43 and 44) is less than ten, and thus these classes were excluded from the comparison. 
Moreover, compared to the other classes, the students in Class 17 seemed to be generally weak 
  
236 
on English reading ability, since their AMR on A1 is only .790, which is far below the overall 
mean (i.e., .9504).  
Table 3.60 
Attribute Mastery Rate across Classes (N=32) 
 
Class 
Code 
Number of 
Students 
A1 A2 A3 A4 A5 A6 A7 A8 
1 26 0.999 0.496 0.394 0.513 0.798 0.371 0.579 0.585 
2 31 0.997 0.504 0.488 0.557 0.683 0.354 0.554 0.481 
3 31 0.970 0.523 0.492 0.474 0.672 0.335 0.550 0.476 
4 42 0.938 0.485 0.444 0.452 0.686 0.363 0.412 0.531 
5 39 0.911 0.432 0.429 0.398 0.513 0.254 0.477 0.433 
6 30 0.986 0.442 0.400 0.516 0.666 0.300 0.453 0.486 
7 7 1.000 0.530 0.345 0.661 0.777 0.455 0.486 0.413 
8 35 0.894 0.572 0.374 0.426 0.546 0.308 0.425 0.414 
9 35 0.913 0.443 0.431 0.519 0.552 0.238 0.425 0.437 
10 28 0.958 0.479 0.510 0.517 0.563 0.238 0.448 0.415 
11 29 0.935 0.411 0.357 0.460 0.506 0.263 0.494 0.398 
12 15 0.996 0.329 0.425 0.573 0.609 0.291 0.455 0.430 
13 48 0.930 0.478 0.577 0.489 0.558 0.272 0.400 0.402 
14 51 0.882 0.445 0.464 0.407 0.612 0.285 0.416 0.430 
15 47 0.998 0.513 0.552 0.546 0.719 0.384 0.491 0.563 
16 46 0.955 0.416 0.476 0.470 0.582 0.252 0.508 0.435 
17 48 0.790 0.385 0.335 0.323 0.544 0.289 0.267 0.378 
18 45 0.900 0.353 0.421 0.481 0.672 0.372 0.390 0.363 
20 1 1.000 0.806 0.556 0.218 0.757 0.286 0.658 0.430 
23 53 0.992 0.478 0.578 0.547 0.649 0.337 0.560 0.468 
24 55 0.976 0.494 0.533 0.554 0.724 0.389 0.524 0.505 
25 52 0.971 0.561 0.509 0.525 0.701 0.321 0.539 0.513 
26 41 0.999 0.677 0.515 0.578 0.733 0.373 0.550 0.538 
27 54 0.982 0.588 0.549 0.545 0.738 0.395 0.536 0.526 
28 49 0.959 0.440 0.390 0.484 0.605 0.319 0.421 0.491 
29 35 1.000 0.474 0.471 0.430 0.606 0.292 0.522 0.498 
30 36 0.965 0.480 0.504 0.394 0.683 0.360 0.538 0.528 
31 45 0.963 0.505 0.478 0.439 0.619 0.304 0.443 0.552 
32 55 0.985 0.462 0.484 0.439 0.680 0.340 0.491 0.488 
33 19 0.946 0.397 0.598 0.406 0.526 0.271 0.430 0.477 
34 62 0.954 0.442 0.524 0.473 0.549 0.264 0.504 0.454 
37 1 0.693 0.163 0.527 0.509 0.308 0.129 0.370 0.110 
39 53 0.934 0.536 0.471 0.479 0.647 0.304 0.567 0.516 
40 54 0.923 0.430 0.466 0.368 0.549 0.242 0.386 0.477 
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Table 3.60 Continued 
 
Class 
Code 
Number of 
Students 
A1 A2 A3 A4 A5 A6 A7 A8 
43 4 0.619 0.462 0.212 0.321 0.407 0.273 0.269 0.288 
44 9 0.773 0.280 0.255 0.223 0.406 0.167 0.381 0.390 
Total 1311 0.947 0.476 0.474 0.474 0.630 0.314 0.474 0.473 
 
To sum up, the results above demonstrate the gender and class differences on AMR. 
Specifically, the females performed significantly better than males on most of the attributes 
except for A3 and A5; Class 17 performed significantly worse than other classes, and this results 
is consistent with the general weak English reading ability of this class, as indicated by the low 
AMR on A1 (i.e., .790, group mean=.9504) as well as the low overall scores based on test 
performance from other tests. However, there was no significant difference between the Liberal 
Arts and Sciences students. The group differences on the AMR could be informative for 
planning curriculum and instruction.  
3.4.9 Classification of Attribute Mastery Rate  
The rRUM-AH provided the mastery rate for each examinee on each test item. Based on 
this, the cutoff point .5 was used to classify the examinees as masters or non-masters on each test 
item. As shown in Table 3.61, each of the 1,311 examinees were categorized to one of 97 types 
of attribute mastery patterns. The bracket with 1s and 0s in the first column refers to the attribute 
pattern; the second column is the number of examinees who showed the specific attribute 
pattern, and the third is the proportion of the examinees in this pattern to the overall examinees.   
Although the examinees exhibited 97 types of attribute mastery patterns, about 830 
examinees (63.1%) were classified into 34 patterns of attribute combinations. This indicates that 
the students, as a whole group, shared some common characteristics on their mastery of the 
attributes. In particular, as shown in Table 3.61, three types of attribute patterns: (11111111), 
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(11111011), and (00000000), represent three most frequent patterns among the examinees. 
Specifically, 74 examinees mastered all the attributes except for A6 (i.e., making inference based 
on the understanding of global information), as shown by (11111011), which is 5.6% of total 
number of examinees, and is the highest proportion of among all attribute patterns. Moreover, 73 
examinees mastered all the required attributes, as demonstrated by the attribute pattern 
(11111111), which also counts for 5.6% of the total examinees. In addition, 63 examinees did 
not master any attributes, which counts for 4.8% of the total number of examinees, and is ranked 
as the third most common pattern. Last but not least, the examinees who mastered only A1 
account for 4% of all the total examinees, and this pattern is the fourth most common one among 
the 97 types possible attribute pattern. 
Table 3.61  
Distribution of Attribute Patterns across Examinees  
 
Attribute 
Types 
Number of 
Examinees 
Percentage 
Examinees Abilities in IRT 
Minimum Maximum Mean SD 
00000000 63 4.8 -2.812 -1.374 -1.893 0.377 
10000000 53 4.0 -1.637 -0.336 -1.162 0.321 
10000001 21 1.6 -1.179 -0.486 -0.898 0.211 
10000010 16 1.2 -1.407 -0.170 -0.988 0.354 
10000011 11 .8 -1.247 -0.261 -0.688 0.254 
10001000 24 1.8 -1.208 -0.248 -0.704 0.208 
10001001 17 1.3 -1.023 -0.118 -0.516 0.238 
10001010 19 1.4 -1.052 -0.142 -0.609 0.258 
10001011 21 1.6 -1.114 0.549 -0.271 0.418 
10001100 10 .8 -1.061 0.012 -0.584 0.346 
10001101 2 .2 -0.048 0.235 0.094 0.200 
10001110 6 .5 -0.816 -0.351 -0.573 0.198 
10001111 5 .4 -0.703 -0.071 -0.278 0.251 
10010000 12 .9 -1.729 -0.299 -0.947 0.421 
10010001 9 .7 -1.391 -0.243 -0.569 0.354 
10010010 15 1.1 -1.113 -0.076 -0.763 0.255 
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Table 3.61 Continued 
 
Attribute 
Types 
Number of 
Examinees 
Percentage 
Examinees Abilities in IRT 
Minimum Maximum Mean SD 
10010011 6 .5 -1.010 -0.304 -0.526 0.260 
10011000 8 .6 -1.046 0.162 -0.481 0.373 
10011001 10 .8 -0.740 0.429 -0.197 0.436 
10011010 13 1.0 -0.833 0.502 -0.360 0.352 
10011011 18 1.4 -0.437 0.755 -0.028 0.339 
10011100 5 .4 -0.307 0.414 -0.036 0.273 
10011101 4 .3 -0.803 0.229 -0.189 0.439 
10011110 4 .3 -0.406 0.208 -0.084 0.252 
10011111 6 .5 -0.179 0.531 0.262 0.283 
10100000 33 2.5 -1.358 -0.072 -0.797 0.391 
10100001 13 1.0 -1.379 0.068 -0.567 0.378 
10100010 16 1.2 -1.313 0.023 -0.555 0.361 
10100011 5 .4 -0.820 0.027 -0.472 0.327 
10101000 21 1.6 -1.221 0.368 -0.406 0.464 
10101001 17 1.3 -1.104 0.144 -0.278 0.311 
10101010 7 .5 -0.484 0.390 -0.045 0.366 
10101011 10 .8 -0.263 0.638 0.093 0.312 
10101100 10 .8 -0.719 0.470 -0.044 0.373 
10101101 7 .5 -0.310 0.463 0.108 0.279 
10101110 6 .5 -0.392 0.422 -0.025 0.364 
10101111 10 .8 -0.422 0.971 0.413 0.385 
10110000 15 1.1 -1.488 0.093 -0.670 0.418 
10110001 8 .6 -0.742 0.290 -0.191 0.355 
10110010 10 .8 -1.149 -0.083 -0.647 0.331 
10110011 3 .2 -1.160 0.192 -0.536 0.682 
10111000 12 .9 -0.802 0.728 0.046 0.382 
10111001 14 1.1 -0.367 0.827 0.286 0.330 
10111010 16 1.2 -0.429 0.518 0.098 0.268 
10111011 14 1.1 -0.318 0.827 0.367 0.342 
10111100 11 .8 -0.336 0.671 0.122 0.359 
10111101 9 .7 -0.137 0.883 0.556 0.344 
10111110 5 .4 -0.005 1.062 0.421 0.483 
10111111 13 1.0 0.228 1.217 0.659 0.271 
11000000 6 .5 -1.326 -0.372 -0.733 0.411 
11000001 6 .5 -0.863 -0.119 -0.362 0.268 
11000010 8 .6 -1.157 0.001 -0.541 0.356 
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Attribute 
Types 
Number of 
Examinees 
Percentage 
Examinees Abilities in IRT 
Minimum Maximum Mean SD 
11000011 2 .2 -1.279 0.056 -0.611 0.944 
11001000 15 1.1 -0.971 0.386 -0.287 0.425 
11001001 10 .8 -0.563 0.516 -0.022 0.348 
11001010 14 1.1 -0.683 0.489 -0.018 0.410 
11001011 12 .9 -0.265 1.010 0.146 0.428 
11001100 6 .5 -0.536 0.388 -0.046 0.331 
11001101 5 .4 -0.318 0.587 0.226 0.345 
11001110 5 .4 -0.473 0.298 0.001 0.317 
11001111 11 .8 0.136 1.049 0.634 0.244 
11010000 10 .8 -1.162 -0.083 -0.454 0.345 
11010001 4 .3 -0.894 -0.003 -0.451 0.392 
11010010 10 .8 -1.003 0.365 -0.379 0.445 
11010011 1 .1 -0.394 -0.394 -0.394 0 
11011000 8 .6 -0.585 0.368 -0.141 0.336 
11011001 8 .6 -0.114 0.508 0.313 0.219 
11011010 9 .7 -0.774 0.851 0.062 0.611 
11011011 23 1.8 0.034 1.203 0.631 0.320 
11011100 3 .2 0.283 0.543 0.370 0.150 
11011101 8 .6 0.326 0.990 0.602 0.221 
11011110 7 .5 -0.068 1.235 0.392 0.438 
11011111 16 1.2 0.427 1.584 1.035 0.398 
11100000 10 .8 -0.802 -0.080 -0.384 0.207 
11100001 6 .5 -0.799 0.335 -0.150 0.435 
11100010 5 .4 -1.156 0.291 -0.354 0.547 
11100011 4 .3 -0.058 0.238 0.071 0.133 
11101000 10 .8 -0.457 0.688 0.044 0.302 
11101001 18 1.4 -0.264 0.909 0.287 0.332 
11101010 14 1.1 -0.612 0.579 0.120 0.350 
11101011 17 1.3 0.178 1.299 0.676 0.288 
11101100 7 .5 -0.338 0.783 0.291 0.382 
11101101 11 .8 0.225 0.847 0.597 0.165 
11101110 11 .8 0.028 0.973 0.582 0.322 
11101111 24 1.8 0.501 1.505 0.974 0.290 
11110000 5 .4 -0.951 0.211 -0.342 0.506 
11110001 7 .5 -0.082 0.801 0.402 0.325 
11110010 16 1.2 -0.419 0.723 0.279 0.317 
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Table 3.61 Continued 
 
Attribute 
Types 
Number of 
Examinees 
Percentage 
Examinees Abilities in IRT 
Minimum Maximum Mean SD 
11110011 7 .5 -0.498 1.014 0.340 0.490 
11111000 17 1.3 -0.492 0.911 0.311 0.430 
11111001 19 1.4 -0.195 1.189 0.671 0.383 
11111010 30 2.3 0.023 1.591 0.786 0.378 
11111011 74 5.6 0.123 1.780 1.043 0.384 
11111100 9 .7 0.314 1.243 0.742 0.328 
11111101 25 1.9 0.013 1.478 0.980 0.306 
11111110 22 1.7 0.325 1.784 1.182 0.383 
11111111 73 5.6 0.404 1.985 1.427 0.388 
Total 1311 100.0 -2.812 1.985 0.000 0.884 
 
It should be noted that the classification into AMR pattern is consistent with the 
examinees’ abilities reflected as the IRT ability indices, as indicated in Table 3.60. For example, 
the mean of IRT ability indices is 1.427 in the (11111111) group, which is higher than the mean 
1.043 in the (11111011), the mean -1.162 in the (10000000), and the mean -1.893 in the 
(00000000). In other words, the more attributes mastered by the examinees, the higher the IRT 
abilities exhibited. This result shows that the classification is reasonable, and thus provides 
further evidence for test validity of the CDA-informed test.  
On the other hand, the classification of various attribute types from the CDA-informed 
test provides useful diagnostic information to inform teachers of their students’ strengths and 
weaknesses, since most of current tests only report students’ total test scores. Table 3.60 shows, 
as many as 97 different types of attribute could be found in the same classroom. Thus, to make 
good use of the diagnostic information and tailor instruction to those needs to improve learning 
outcome, the teachers should have a clear grasp and understanding about the class overall, which 
could be useful for teachers to adjust their teaching contents and activities in group guidance. 
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Moreover, the teachers should also be able to understand the representation of each pattern and 
address their differences as well as understand.  
Let’s take an example that the students in a class only show three attribute patterns: 
(11111111), (11111011), and (00000000), which accounts to 20%, 70% and 10% of the class, 
respectively. The teacher should be clear that the students in the (1111111) group have already 
mastered all attributes completely, which indicates that they have already acquired knowledge or 
skills necessary for answering the reading test; the students in the (11111011) group have not 
mastered the attribute A6, but all other attributes almost perfectly, which indicates that the 
majority of the students might lack skills to make inference from understanding of large section 
and thus more comprehensive supplementary instructions for these students need to be provided; 
the students in the (00000000) group did not master any of the skills, which indicates that 10% of 
students have not mastered any skills required in answering the items at all and these students 
need to get more help. It is also important for the teacher to understand the hierarchical relations 
between the attributes. Specifically, the teacher should help the (00000000) group to master the 
prerequisite skill, then move to the higher level skills. For the same reason, the attribute A5 must 
be mastered before A6.  
3.4.10 Further Refinement of CDA  
Up to this point, multiple pieces of evidence have been presented to support the 
appropriateness of the model selection and the accuracy of the CDA diagnosis. In general, both 
the model and diagnosis meet the expectation of diagnostic tests. However, as reflected by the 
results of the data analysis in Table 3.42, several test items have item discrimination indices 
below .30 (Item11, 23, 24, 28 and 29) and therefore seem not to be diagnostically informative. 
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Thus, this section reports a further refinement of the 28 test items retained in the final version of 
the CDA.   
3.4.10.1 Further Refinement  
As emphasized in this study, any deletion of attributes or test items must be based on 
both statistical and theoretical grounds. Thus, I first ranked the six items that were statistically 
uninformative in Table 3.43 based on the value of IDI. From low to high, they are: Item 29, 28, 
24, 23, and 11. Then, I carefully checked these items in turn to see whether the Q-matrix still 
satisfied the CDA framework, if they were deleted. I also examined these test items within the 
CDA context to see whether their attributes were appropriate and sufficient for successfully 
answering them.  
For example, Item 29 measures attribute A1 and A8 and has the lowest IDI, .2277. 
However, this item could not be deleted, given that only three items measured A8 (e.g., Item 6, 
29, and 30) throughout the CDA. If any of the three test items were deleted, the resulting Q-
matrix would not satisfy the theoretical requirements of a diagnostic test. Thus, Item 29 was 
retained. For the same reason, Item 23, which measured A1, A5 and A6, was also retained in the 
CDA.  
 Next, I examined the test item with the second lowest IDI, Item 28, which measured A1 
and A5. Both A1 and A5 were tested more than three times in this CDA, and thus Item 28 could 
be eliminated. As for Item 24, it has the third lowest IDI, and is also the most difficult item 
(b=2.669), based on the item difficulty index in Table 3.33 of Phase Three.  Moreover, Item 24 
measures attribute A1, A5 and A7 and 𝑟24_5>. 9.  Multiple pieces of evidence support the 
deletion of Item 24, and this deletion does not violate the CDA requirement, thus Item 24 was 
ultimately deleted.  
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Due to its low IDI, Item 11 was also examined carefully. Both A1 and A7 were measured 
by Item 11 and deleting this item would not violate the CDA theoretical requirement, thus Item 
11 was also deleted.  
It should be noted that all the test items discussed were deleted one at one time, and the 
model analysis was conducted right after each deletion to detect the corresponding change of the 
item parameter estimates as a result of the deletion. The results show that the deletions did not 
violate the CDA theoretical requirement. Moreover, after the deletion, the item parameter 
estimates were still appropriate. Therefore, the deletions are acceptable and only 25 test items 
were retained in the refined CDA.  
3.4.10.2 Verification of the Refinement  
To verify the model fit with the test response data from the CDA with 25 test items, I 
calculated the correlation and the difference between the observed and model-predicted score 
across the 25 test items. The higher the correlation between the observed and model-predicted 
score is, the better the model fit the data, and thus the diagnostic result is more accurate. In terms 
of the difference between the observed and model-predicted scores, the smaller the difference is, 
the better the model fit the data, and thus the diagnostic result is more accurate.  
Table 3.62 presents the results of the correlation and difference between the observed and 
model-predicted scores on each of the 25 test items. As shown in Table 3.62, on average the 
correlation between the observed and model-predicted score is .4612 across the 25 test items, and 
the difference between them on average is .4864. In addition, using the CDA with only the 25 
test items, the HCI becomes .6604, which is higher than with the 28 test items.  
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Table 3.62 
Comparison of Observed vs. Model-predicted Score (n=25)  
 
Item Correlation Difference 
1 0.5224 0.6233 
2 0.5999 0.5069 
3 0.6332 0.6133 
4 0.3061 0.3585 
5 0.7136 0.7746 
6 0.5193 0.4506 
7 0.2362 0.2905 
8 0.3042 0.3559 
9 0.3265 0.4954 
10 0.4936 0.598 
12 0.4050 0.202 
13 0.6223 0.5508 
14 0.5996 0.5288 
15 0.3714 0.6163 
16 0.3391 0.4648 
17 0.3209 0.3842 
19 0.4639 0.662 
20 0.9072 0.9213 
21 0.3634 0.4089 
22 0.2595 0.4507 
23 0.3192 0.3618 
25 0.4303 0.2653 
27 0.3786 0.3508 
29 0.6145 0.5625 
30 0.4808 0.3622 
mean 0.4612 0.4864 
 
3.4.11 Comparison Results from Other CDMs with Skill Hierarchy 
To provide further evidence of the diagnostic accuracy of the 25 test items, I compared 
the mean attribute mastery rate in the rRUM-AH with the AHM, a CDM that incorporates the 
attribute hierarchy into data analysis. As shown in Table 3.63, attribute A1 have the highest 
mastery rate and A6 has the lowest in both models. However, the two models differ in the MMR 
on each attribute as well as the ranking of the attributes. Specifically, the MMR from high to low 
is: A1, A5, A3, A8, A2, A4, A7 and A6 in the rRUM-AH, but it is A1, A5, A7, A4, A8, A3, A2 
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and A6 in the AHM. It is unclear based on this information alone what causes the difference in 
the results, so a correlation analysis was conducted to further investigate which results are better.  
Table 3.64 presents the correlation between the model-predicted mean AMR and the 
observed total score in both models. The results show that the correlation between the observed 
and model-predicted AMR on each attribute is significant at the .01 level in both models. 
However, it is in the rRUM-AH that each attribute correlates higher with the observed total 
score. Specifically, the largest correlation differences from the two models come from the 
correlation of A1 with the total score (. 529 vs. .236), next with A5 (.619 vs. .466) and A6 (.468 
vs. .214) with the total score.  This indicates that the results from the rRUM-AH are reliable and 
better than from the AHM, though the low correlation in the rRUM-AH suggests that the test 
needs to be further revised. 
Table 3.63  
Mean AMR in the RRUM-AH vs. AHM (n=25 items, N=1,311 examinees) 
 
Model A1 A2 A3 A4 A5 A6 A7 A8 
AHM .9908 .6140 .6934 .7475 .9291 .5095 .7979 .7307 
RRUM-AH .9535 .5027 .5530 .5004 .6926 .2517 .4676 .5133 
 
Table 3.64  
Correlation between Mean AMR and Observed Total Score 
 
Model A1 A2 A3 A4 A5 A6 A7 A8  
AHM .236** .466** .432** .375** .354** .214** .344** .403**  
RRUM-AH .529** .605** .516** .488** .619** .468** .395** .435**  
 
3.4.12 Final Evaluation from Test Users 
The analysis in Phase Four provides statistical support for the diagnostic results from the 
rRUM-AH. However, the best approach to check test usefulness is to let the test users evaluate 
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the diagnostic feedback. Thus, this section describes how the diagnostic feedback was provided 
to the test users and their evaluation of the diagnosis.  
Using a quasi-experimental design, this study selected two classes (Class 1 and 17) to 
evaluate the diagnostic feedback. Specifically, twenty-one students from each class were selected 
as the representatives to receive detailed diagnostic feedback, based on their observed total 
scores, representing the high, intermediate and low reading levels. These representative students, 
as well as their teachers, were asked to evaluate the diagnostic feedback by means of a survey. 
Three types of diagnostic report were provided.  
The school administrator was provided with a diagnostic report at the school level, which 
described the distribution of total score and the mean AMR for each class that took the CDA to 
help the school administrator understand the students’ overall English reading level and the 
AMR on each attribute. Moreover, the group differences on gender, academic interests, classes, 
etc., were also included in the diagnostic report. Thus, the school administrators could make use 
of such information in making decisions on curriculum and instruction.  
In addition, each teacher was provided with a class-level diagnostic report, containing the 
distribution of the total score and the attribute mastery rate, the comparison of attribute mastery 
rate of this class with other classes, remedial suggestions on how to make improvements, and the 
total score and mean attribute mastery rate of each student on each attribute. Such information 
aimed to help the teachers better understand the strengths and weaknesses of the whole class as 
well as the individual students in it, thus the teacher could tailor their instruction to target 
specific weaknesses. Each of the student representatives was provided with a detailed 
individualized diagnostic report, which contained information on the total score, answers for 
each test item, a brief explanation for the answers, the mean mastery rate on each attribute and 
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suggestions for improvement. With such valuable information, students could develop their 
learning autonomy and achieve learning success more efficiently.  
An example might be helpful to explain how the diagnostic report works at different 
levels to promote instruction and learning. For example, the school administrator was aware that 
the students in Class 17 did not master the prerequisite attribute A1 well, thus he or she could 
discuss this issue with the instructor, and develop a plan for improving this. However, a student, 
David, in Class 17, mastered A1 very well but did not master attribute A5 and A6, which were 
about understanding the large sections of information and making inferences. To accommodate 
David’s learning needs, the teacher could provide David with individualized reading material to 
target the two attributes. For David, being aware of his own weaknesses on A5 and A6, he 
himself could focus more on practicing summarizing, reasoning and making inferences during 
reading. These strategies might improve David’s English reading ability more efficiently.  
3.4.12.1 Evaluation from Students via Survey 
Based on the survey data from the two teachers and the 42 students in the two selected 
classes, 29.36% of the students thought the diagnostic feedback fit well with their learning; 
48.62% and 13.77 % believed that the diagnostic feedback fit their learning pretty well and a 
little bit, respectively; however, 8.25% thought that the diagnostic feedback did not fit help them 
much on learning.   
In terms of the usefulness of the suggestions for learning improvement provided in the 
diagnostic feedback, 50.87% students believed it was very helpful; 41.28% and 3.26% thought it 
was pretty helpful and somewhat helpful, respectively; and 4.05% thought it was not useful at 
all. Further interview with the students who thought the learning suggestions were not helpful 
revealed that these students just took a glance at the suggestions but did not try to apply them to 
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their learning. Thus, it seems that students might need more guidance from teachers to make the 
best use of the learning suggestions.  
In terms of which part of the diagnostic feedback is the most helpful, more than 50% of 
students chose the AMR and the remedial suggestions. It is clear that this information made the 
students aware of their specific reading strengths and weaknesses.  
3.4.12.2 Evaluation from Instructors and School Administrators 
The school principal and two instructors were interviewed to evaluate the diagnostic 
feedback they received. While the principal agreed that the diagnostic report was helpful to some 
extent on teaching, he pointed out some challenges of applying it into the classroom contexts, 
since the teachers did not understand how to interpret the test results.  
Different from the school administrator, both teachers were supportive of the diagnostic 
report, as they believed it could help improve instruction and make learning more efficient. The 
teachers had heard about “assessment for learning” (i.e., extracting information from tests to 
improve learning), but they did not know how to do it. They felt that CDA was a tool for 
realizing this. Moreover, the teachers thought it was great that CDA could provide detailed 
diagnostic feedback on the mastery of each attribute. In particular, they were excited about the 
diagnostic report’s ability to show why two students who had the exactly same score could differ 
in their attribute mastery rates.  
3.4.13 Summary 
The purpose of this study is to design a CDA from the outset and use the test response 
data to diagnose students’ strengths and weaknesses on English reading skills. In order to 
provide valuable diagnostic feedback to promote instruction and learning, it is important to 
acquire accurate diagnostic results first.  
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Many factors can affect the accuracy of the diagnostic results, as elaborated in the four 
phases of this chapter. Accurate diagnostic results are based on a scientific cognitive model, 
high-quality test items that fit the requirements of CDA framework and an appropriate cognitive 
diagnostic model for data analysis.  
As the first step, a cognitive model should be established first, as shown in Phase One. 
On the basis of the cognitive model, the CDA is initially designed and developed. Thus, the 
goodness of the cognitive model directly affects the quality of the CDA. 
Second, once the cognitive model is established, it is critical to ensure that the test items 
developed in Phase Two can correctly reflect the cognitive model. In particular, the attributes 
measured in each test item should be complete and sufficient for successfully answering that test 
item. Moreover, each attribute should be measured at least three times with once being tested 
independently in order to diagnose it.   
Third, with the successful implementation of the first two steps, it is also crucially 
important to select an appropriate CDM to analyze the test response data, since different CDMs 
have different characteristics. This study first chose the Fusion Model to analyze the data, and 
the results showed some problems, as the attribute hierarchy was not incorporated into the data 
analysis.  
Thus, this study explored another approach by using the rRUM-AH in Phase Four, which 
incorporated the attribute hierarchy into the analysis process. Multiple pieces of evidence such as 
the results from the real data analysis and from a simulation study, comparison with the AHM 
and evaluation from the test users themselves support that the RRUM-AH could provide the best 
model fit and most accurate diagnostic results.  
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CHAPTER 4—DISCUSSION AND CONCLUSION 
4.1 Summary of Findings  
This dissertation aims to diagnose the strengths and weaknesses of Chinese twelfth 
graders’ English reading comprehension by constructing and validating a CDA-informed test. 
This study is divided into four phases regarding the cognitive model building, the CDA-informed 
test design and development, and the psychometric analyses to generate diagnostic feedback by 
comparing the results from the CDMs that incorporate attribute hierarchy to the data (i.e., the 
rRUM-AH, AHM) with the CDM that does not (i.e., the conventional rRUM). These four phases 
functioned in a completely integrated and complementary manner, with the explicit purposes of 
providing detailed and accurate diagnosis about the examinees’ strengths and weaknesses in 
English reading.   
4.1.1 The Adaption and Verification of the Cognitive Model  
As demonstrated in this dissertation, the first and most important step in the construction 
of CDA-informed test is to build an appropriate cognitive model for the specific group of 
examinees so that the reading skills can be operationalized in the test. The eight identified skills 
are fine-grained, measurable and instructional relevant (Leighton & Gierl, 2011), and their 
relationships are hierarchically specified based on the cognitive demand, the amount of 
inference, and the size of the information unit to be processed. This process shows that it is 
extremely challenging, if not impossible, to find a cognitive model for a specific context 
(Leighton & Gierl, 2011). In other words, a cognitive model is always context-dependent, and 
thus the model works appropriately for one context might not fit another. Therefore, test 
developers for CDA always need to adapt a cognitive model to the specific context it will be 
used. The building of a cognitive model is often iterative and time-consuming, since test 
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developers have to explore which adaption is appropriate, and keep refining the model based on 
the integrated multiple sources such as literature review, the examinees’ verbal reports, the 
content experts’ opinions, and the goals of the curriculum and NMET. Moreover, even after the 
items were created, the test developers might still need to return to the first phase for refining the 
cognitive model, if the empirical results suggest to do that. This demonstrates that the four 
phases demonstrated in the CDA-informed test are recursive.  
4.1.2 The Design and Development of CDA-informed Test  
In the second phase, the general test specifications and the Q matrix were developed and 
worked together as blue print to guide the CDA-informed test development, which demonstrates 
clearly that the iterative nature of building and modifying the test specifications as well as the Q-
matrix.  A lesson we can learn from this phase is that the statistical indices, theoretical support 
and specific context that an item was written and used should be considered comprehensively in 
the test development.  
Moreover, it is emphasized that each skill in the CDA-informed test must be measured by 
at least three items, and the skills in the R-matrix must be tested at least once independently. 
Such requirements should be kept throughout the development and refinement of the CDA-
informed test. Only by doing this, the CDA-informed test can theoretically create items to 
diagnose all the skills listed in the cognitive model. In contrast, since the CDA studies using the 
retrofitting approach did not meet such requirements, it is very likely that many skills are not 
diagnosable in those studies due to the difficulty of finding enough items for measuring each 
skill, as demonstrated in previous studies (e.g., Jang, 2005; Li & Suel, 2013). This comparison 
demonstrates the advantage of the CDA-informed approach over the retrofitting approach for the 
diagnostic purpose. 
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Phase Two also shows another advantage of the CDA-informed approach is that it 
supports construct validity. As introduced in Chapter 2, construct validity defines how well a test 
measures up to its claims. It refers to whether the operational definition of a variable actually 
reflect the true theoretical meaning of a concept. While a cognitive model is first built and then 
items are created to measure the skills in the CDA-informed test, CDA studies directly used the 
items in the proficiency tests that were originally developed for selecting students. From this 
perspective, CDA studies that employed the retrofitting approach violates the requirements of 
construct validity. It should be cautious, I do not mean to comment that the retrofitting approach 
is useless. In fact, retrofitting has been used as an important technique to facilitate researchers’ 
understanding of CDA, and useful diagnostic information have been reported by several studies 
using such an approach, comparing with the traditional way of item analysis. What I emphasize 
here is that the CDA-informed approach provides a theoretical foundation for providing fine-
grained diagnostic information about the level of competency in reading skills than the 
retrofitting approach can, though it is often much more complicated in the practical use.  
Phase Two demonstrates how challenging and time-consuming to develop such a CDA-
informed test. Acting as a bridge, Phase Two checks the appropriateness of the cognitive model 
built in Phase One, and also develops items that lay a foundation for the statistical analyses and 
evaluation in Phase Three and Four. It should be noted, although the cognitive model and test 
items underwent many revisions, only one skill could be modified each time in order to detect 
the corresponding effect the presence or absence of this skill brings to the whole test. Moreover, 
the finalized items must still meet the requirements of the CDA-informed test. As noted, 
although some items were detected diagnostically less informative, they were still maintained in 
order to meet the theoretical requirement of the CDA-informed test. If the test could include 
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sufficient number of items, then the items that less diagnostically informative could be revised or 
deleted more easily, though the present study could not afford to do that.  
4.1.3 The CDM-based psychometric analyses  
Phase Three and Four demonstrate a systematic analysis for the test response data 
collected from the CDA-informed test. The data from the pilot test was first analyzed in CTT, 
IRT and CDA. The empirical results of item quality from such analyses, together with the 
theoretical evidence, were used to guide the iterative revisions of the test items till they were 
finalized.  This study detected the correlations between the results of item quality analyses 
among the CTT, IRT and CD. Specifically, the items with moderate difficulty and higher item 
discrimination in IRT and CTT are more likely to be more diagnostically informative in the 
CDA-informed test. This finding consists with the result from Lee et al. (2012) where the authors 
reported such correlation by using the retrofitting approach to the existing proficiency test.  
While the CDA-informed test meets all the requirements typically advocated in the 
literature, the mean AMR of each attribute did not vary much when the data was analyzed in the 
Fusion Model. In other words, it seems the students’ mastery for each skill was not well 
differentiated, which suggests that either the CDA-informed test or the model used to analyze it 
is not appropriate for this study. As described in Phase One and Phase Two, the CDA-informed 
test was developed by strictly following the CDA framework (e.g., the skills identified in the Q-
matrix were generally sufficient and significant for successfully completing each test item; the 
MCMC chain converged; and the model fit the data appropriately). Thus, it is strongly suspicious 
that the problem might be caused by the analysis of using Fusion Model, since the skill hierarchy 
was not incorporated into data analysis, which might make their differing difficulty disappear. It 
is thus necessary to find a CDM that could incorporate the skill hierarchy into the data analysis. 
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The task left in Phase Three was successfully completed in Phase Four by writing 
programming code to analyze the data in the rRUM-AH. The overall results in the rRUM-AH are 
more promising than the Fusion Model.  
First, the MCMC chain converged with much shorter chain length and burn-in points in 
the rRUM-AH than the Fusion Model, indicating that it is easier to get converged in the rRUM-
AH; the model also fit the data better in the rRUM-AH, as demonstrated by the correlation (r=. 
999, p<.01) between the observed and expected p-value across the items, and the correlation 
between the model-predicted and observed total scores across examinees (r=.907, p<.01); the 
correct classification rates are 76.5%, 80.8%, 71.2% for all the examinees, masters, and non-
masters, respectively, indicating that the estimated results are also reliable.  
Second, both the internal and external validity are better in the rRUM-AH. The internal 
validity was .4003, shown by the significant difference of item proportion-correct scores between 
masters and non-masters; the external validity was demonstrated by the significant correlation 
between the PPM and recent comprehensive English scores as well as self-evaluation of English 
reading ability among different classes. Most important, the MMR on eight attributes in the 
rRUM-AH are more differentiable than the Fusion Model, and the rankings of the eight MMR 
consist with the skill hierarchy structure specified in the cognitive model (see Table 3.47).   
However, it should be noted, the CDMs were selected based on the context of the 
research project. As mentioned in Chapter 2.3, the Introduction of Cognitive Diagnostic Models, 
CDMs include both compensatory and non-compensatory models, but the chosen rRUM-AH was 
driven by the CDA-informed test development where the reading skills could not compensate 
each other. In other words, each skill is indispensable in this study and successful answering of 
the test items need the mastery of all the required skills. The non-compensatory nature of the 
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model is not only a matter of statistical modeling option, but more importantly, it pertains to 
information value to teachers. This point should be kept in mind in applying the diagnostic 
feedback, so that teachers can adjusting their instructions efficiently.  
 In addition, this study provided the school-, class- and individual-level diagnostic 
feedback to school administrators, instructors and students, respectively, and evaluate the 
usefulness of the diagnostic feedback. The majority of the teachers and students were satisfied 
with the diagnostic feedback they received, which confirms the effectiveness of the diagnostic 
feedback based on the analysis of the rRUM-AH. Moreover, as demonstrated in Phase Four, the 
rRUM-AH is also more appropriate for this study than other CDMs with skill hierarchy. 
Therefore, this study concludes that the rRUM-AH is more appropriate for this study, and can 
provide more valuable diagnostic feedback for instruction and learning.  
4.2 Contributions  
This dissertation has both methodological and instructional contributions. Up to now, no 
study has systematically examined the effectiveness of applying the CDA-informed approach for 
test development, though this method has been advocated in several CDA studies (e.g., Jang, 
2005; Alderson, et al. 2015). To my best knowledge, this study is the first complete application 
of employing the CDA-informed approach for test development in a complex L2 reading 
domain. Therefore, the experience of constructing such a test as well as addressing the issues 
arising from it offers useful information including the potential challenges for future studies on 
the development and analysis of the CDA-informed test. 
This study is also unique in empirically incorporating the attribute hierarchy into data 
analysis. The attribute hierarchy has been reflected in several CDMs (e.g., the RSM, AHM), and 
some empirical studies have been conducted on that. However, the Fusion Model, which is 
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probably the most often used CDM for analyzing CDAs on L2 reading in recent years, has never 
incorporated the attribute hierarchy into data analysis. This study successfully did that and 
named the new model “rRUM-AH” to differentiate it from the Fusion Model. The number of 
latent classes was reduced in the new model, which also led to more accurate diagnostic results, 
as compared with the conventional rRUM (i.e., when c=10 in the Fusion Model) and the AHM 
as well as verified by the results of the simulation study in the context of the rRUM-AH.  
Another important aspect is that this study facilitates researchers’ understanding of 
construct assessed in the CDA. To achieve transparency and meaningfulness of assessment, 
several researchers (Frederiksen & Collins, 1989; Messick, 1994) emphasized that the 
complexity of the construct needs to be completely understood. Although carefully designed 
specifications can help understand the complexity of language construct, the construct 
specifications might be the most challenging part in the design and development of a CDA-
informed test. This difficulty, however, should not be used as an excuse for the lack of CDA-
informed diagnostic tests (Alderson, 2005). According to the concept of test validity, the 
development and use of a test must be justified in the specific context. As a response, the design 
of a CDA-informed test requires fine-grained construct specifications (Alderson et al., 2015), 
and a well-constructed CDA-informed test could enhance test researchers and instructors’ 
understanding of the nature of the construct. In contrast, previous CDA studies that used the 
retrofitting approach for diagnostic purpose violate the principle of construct validity, though 
such a method has been widely used. From this perspective, this study provides a perspective for 
future studies on the development and justification of CDA-informed test.  
 Finally, this study provides detailed and more useful diagnostic information to test users, 
as indicated by the evaluation from the instructors and students, since they felt the diagnostic 
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feedback extracted from the CDA-informed test, and they felt it was more informative and 
potentially prescriptive to instruction and learning. Such fine-grained diagnosis provides an 
opportunity for each individual student to develop learning autonomy by focusing on the skills 
he or she did not master well. Moreover, the instructors were informed with the strengths and 
weaknesses of their students’ mastery on each skill at both class-level and individual level. Such 
information makes it possible for the instructors to further investigate the underlying reasons, 
then accordingly adjust their teaching and guide their students’ learning. Furthermore, as skill 
hierarchy was employed in the development and analysis of the test, the skill-based diagnostic 
feedback that was reported to the instructors reflects the importance of mastering fundamental 
skills for learning in a complex domain. Therefore, the diagnostic feedback obtained from the 
CDA-informed test provides a chance for making both instruction and learning more goal-
oriented and effective.  
4.3 Limitations  
As the first to develop a CDA-informed test in L2 reading, this study was limited in quite 
a few aspects. First, due to the time constraint, only one CDA-informed test with a limited 
number of test items was developed and implemented in this study. Consequently, some items 
that were found to be less diagnostically informative had to be maintained in the test to satisfy 
the requirements of CDA framework, though doing this could reduce the accuracy of the 
diagnostic information. I also doubt the rationale and accuracy of using one single CDA-
informed test to diagnose students’ learning, even with sufficient number of items, as so many 
variables might affect the students’ test performance. As Leighton and Gierl (2011) suggested, 
“cognitive models that show how learning changes over the time and how learners of different 
ability levels respond to educational test items could impact the design and development of 
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large-scale assessments (p.226)”. In the future, more accurate diagnostic information might be 
achieved by incorporating the CDA-informed test into formative classroom assessment, with an 
assumption that the longitudinal test response data can better reflect and monitor the students' 
learning process.  
Moreover, the CDA-informed test was implemented at only one high school in this study, 
as all the 12th graders were busy preparing for the NMET and it was difficult to recruit them 
from various levels of schools for this study. According to the suggestion from Leighton and 
Gierl, the results of this study might be more convincing, if it were conducted in a longitudinal 
experimental study where the participants participated were divided into two comparable groups 
(experimental vs. control) and treated differently (with vs. without diagnostic information). The 
learning progress and the effect of diagnostic feedback on learning and instruction might have 
been better demonstrated by doing this.  
 The second limitation of this study is that it failed to analyze the test response data 
starting with a full CDM. Although most of the empirical CDA studies did not start from the full 
CDM, Rupp, Jonathan and Henson (2010) emphasized that the analysis of CDA studies should 
always start with a general (i.e., full) CDM instead of directly using a reduced CDM, since the 
full model has more accommodating modeling properties rather than a specific model that can be 
subsumed under an overarching modeling framework. The authors proposed a full log-linear 
CDM with many variables including all the main and interaction effects. The more skills 
involved, the more variables will be in the log-linear CDM. Thus, the full log-linear model is 
only realistic when small number of skills are measured in the CDA. With eight skills being 
measured in this study, the number of variables in the full model is huge. As clearly stated in the 
Mplus manual (Geiser, 2012), there is a high risk to achieve model convergence, when more than 
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five skills involving in the full log-linear model. This probably explains why this study failed to 
achieve model convergence in using the Mplus for analyzing the full log-linear CDM. This study 
thus proposes a challenge for psychometricians: how to make the theoretically sound CDMs 
workable in the empirical situation?  
The third limitation is that this study is the first empirical research to report that the 
results of the rRUM-AH were more accurate than other hierarchical CDMs, and such a report 
might be more convincing if other empirical studies have the same finding. Despite the existence 
of skill hierarchy, few software packages could incorporate it into data analysis, except for the 
RSM and the AHM. However, the software for these models are not easy to use and such 
analysis cannot provide rich diagnostic results as the rRUM-AH can. In fact, the lack of CDMs 
and corresponding software packages for incorporating skill hierarchy into data analysis might 
explain why most CDA empirical studies seldom built a cognitive model with attribute 
hierarchy. Thus, an issue for the CDA field is that many CDMs, though theoretically sound, fail 
to meet the needs of the real contexts. Therefore, an important direction for future study is to 
develop and accommodate the CDMs together the corresponding software packages to better 
meet the empirical needs such as the incorporation of skill hierarchy as well as the analysis 
starting with a full CDM.  
The fourth limitation is that the diagnostic accuracy of the CDA-informed test might have 
been more strengthened, if various item response types was used for the reading comprehension 
tasks. Several researchers reported the influence of format to test performance. For example, 
Gorin and Embretson (2006) warned test developers to be aware of “the potential unintended 
impact of test items design characteristics on construct meaning [reading comprehension]” 
(p.408). Moreover, “the source of processing difficulty pertained more to the format of the test 
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items than to components of the CI [construction and integration] model” (p.89, Leighton & 
Gierl, 2011). This study used a single item response type (i.e., multiple-choice). Whereas 
multiple-choice questions are easy and quick to score, they might fail to measure deep 
comprehension that is critically important to differentiate readers. Given the increasing demand 
for measuring higher-order thinking during reading in the curriculum and NMET, more attention 
should be paid to the measuring of deep comprehension such as testing the examinees’ ability to 
look beyond the surface of the text they are reading to attain deep comprehension. The formats 
such as essay writing and short-answer items might be better on this, since the examinees have to 
generate answers instead of recognizing them. However, in that case, CDMs for polytomous 
attributes are needed. This poses another challenge for the field, since few empirical studies have 
been conducted on that, though some theoretical advances on CDMs have been reported (e.g., 
Chen & de la Torre, 2013; von Davier, 2005).  
It will also be interesting to analyze the data in both the compensatory and non-
compensatory models to see if certain conditional relationships between different tasks can be 
detected, which would be particularly useful to guide subsequent instruction. Both compensatory 
and non-compensatory models might be explored to see if certain conditional relationships 
between different learning progressions or tasks, such as whether the examinees need to reach 
level I in learning progression A before they can reach level II in learning progression B, can be 
detected (Rupp, Templin & Henson, 2010). Such evidence would be particularly useful to guide 
subsequent instruction.  
Finally, this study is also limited by the number of skills that can be reflected in the 
cognitive model. As reported in this study, the examinees’ protocol analysis and the statistical 
results such as the HCI (.6604), model fit (e.g., AIC, BIC) and regression analyses (60% of the 
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variance of item difficulty could be explained by the attributes) show that the cognitive model is 
acceptable but not perfect, indicating that there is a space for improving the cognitive model. In 
addition to the eight identified skills, there are other potential confounding variables that might 
be also undeniably important in reading, which might account for the acceptable but not perfect 
value of the HCI and the results of the regression analysis in this study. The overall purpose of 
this dissertation was to diagnose the strengths and weaknesses of reading skill; however, skills 
and strategies are not mutually exclusive, though they are conceptually distinct. The line between 
skill and strategies is somewhat blurred: whereas skills refer to techniques that are automatic, 
strategies are deliberate actions taken to achieve goals. Therefore, skills and strategies are closely 
associated and even overlap in some circumstances, though this dissertation primarily used the 
term skills or attributes. However, only skills that are of substantial importance in correctly 
answering the items were identified in the Q-matrix, due to the complexity of the Q-matrix 
construction and concerns about the limited capacity of statistical modeling. It was expected that 
the residual ability parameter in the Fusion Model might capture all those not specified in the Q-
matrix, whether they are skills or strategies. However, it is possible that those uncounted 
variables may confound the test taker differences, such as metacognition, guessing, comparing 
options, and eliminating options. At the meanwhile, the examinees’ other individual differences, 
such as gender, age, background knowledge, interest, motivation, and engagement, may have 
influenced the reading performance.  
To sum up, the development of the CDA-informed test in this study has five primary 
limitations, and most of them are related with the CDMs. First, CDMs do not work well with 
attribute interaction, and this problem indicates that more CDMs and the corresponding software 
packages are needed for incorporating skill hierarchy into data analysis. Second, full model of 
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CDMs and the corresponding software packages are also needed. Third, currently the binary 
vision of attributes has been often used in empirical studies, i.e., not present (zero) or present 
(one), as opposed to some kind of scalar attribute influence, but few CDMs have been 
empirically applied for this. Fourth, only limited number of skills can be put into the cognitive 
model in order to maintain the diagnostic accuracy of the CDMs. Except for the constraints 
caused by the CDM, another limitation is that the CDA-informed test was not integrated with 
longitudinal formative assessments to demonstrate their learning progression. In conclusion, this 
demonstrates that the limitations of CDMs really influenced the CDA-informed test. 
4.4 Implications  
The most important implication is that future CDA-informed test development can 
benefit by legitimate inclusion of hierarchically ordered attributes (or to put the matter another 
way, if CDA does not permit an attribute hierarchy, that may constitute a straightjacket on CDA-
informed test development). When skills are actually hierarchically ordered, the attribute 
hierarchy should be considered in both the development of the CDA-informed test and the 
analysis of using CDMs, as shown in this study.  
Another implication is that the test developer of the CDA-informed test should be 
familiar with not only the requirements of CDA development but also the CDMs, especially on 
how to select and/or accommodate a CDM to a specific real circumstance, considering the 
complexity (e.g., MCMC convergence, model fit). This is because L2 reading is a complex 
process and any statistical modeling is only an approximation of the actual reading process. 
Whereas various CDMs have been proposed for data analysis in different contexts, it is not 
unlikely that the estimation of the person and item parameters can be biased, since the real 
context is usually far more complicated than psychometricians who proposed the CDMs assumed 
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to be. Hence, the accommodation of cognitive diagnostic modeling for the CDA-informed test is 
necessary and of critical importance. This poses demanding requirements for the test developers 
of the CDA-informed test.  
Moreover, a particular issue in CDA-informed test development is about grain size of the 
skills. The determination of grain size is crucially important in building a cognitive model and 
developing a CDA (DiBello, Stout & Roussos, 1995), since grain size can greatly affect the 
components and their relationships in the cognitive model. However, it is hard to decide what 
grain size is appropriate, since it depends on the theoretical evidence and the feasibility of the 
CDMs for analysis. Ideally, all attributes identified in the cognitive model should be able to 
represent the smallest level of language ability and thereby more accurately represent the 
underlying cognitive process. However, as DiBello et al. (1995) warned, the ideal level of 
granularity of an attribute depends on both the number of items (for more reliable classifications) 
and the purpose of the intended examinee classifications. Too many attributes might add 
unnecessary complexity to the CDM and thus adversely affect the accuracy of the statistical 
results. Such a discrepancy has to be considered during CDA design and data analysis. Only by 
doing this can the CDA test developer can make good decision on the optimal grain size that is 
meaningful. In addition to the scarcity of established and practiced principles and methods for 
the CDA-informed test development, the grain size issue adds more weight to the complexity of 
the CDA-informed test development. 
Furthermore, this study implies that employing longitudinal, CDA-informed test would 
lead to more accurate diagnosis for a complicated activity involving many factors such as L2 
reading, as the concept of assessment for learning is more precisely defined in the notion of 
formative assessment. For example, if students took two or more CDAs, the consistency of the 
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classification could be checked, akin to the test-retest approach. Such classifications might be 
used as a starting point for formative follow-up by the instructors. Moreover, longitudinal 
context provides a chance to justify the diagnostic report as well as providing students’ learning 
progression, which ultimately represents individual development. Thus, securing the test 
response data longitudinally can help make better instructional decisions and improve student 
achievement on a continuing basis through the school year. 
Moreover, modern technology should be applied to CDA to facilitate data collection, test 
development and grading. In particular, more attention should be paid to cognitive diagnosis 
computerized adaptive testing (CD-CAT), since it can construct an optimal test for each 
examinee to diagnose their learning strengths and weaknesses with a shorter and more tailored 
test (e.g., Cheng, 2009; Xu, Chang, & Douglas, 2003). In addition, the advancement of modern 
technology makes it possible to use automatic scoring and provide a web-based, individualized 
diagnostic profile promptly, thus examinees can receive regular updates on their progress and 
diagnosis. By integrating CDA with modern technology, CDA features can be kept but test 
length can be reduced, and regular diagnosis can be provided more promptly. This could promote 
better instructional decisions, track test takers’ progress over time and enhance their learning 
continuously.  
 While all the implications sound desirable, we must keep in mind of classroom realities.  
Despite receiving regular updates on their progress through frequent assessment, many students 
fail to make progress. This phenomenon is reported by several studies (Jang, 2005; Sadler, as 
quoted in Torrance and Pryor 1998; 13-14), which indicates that diagnostic or formative 
assessment alone is not enough. To maximally realize the possibility of the intended 
consequences, a whole system is needed, which involves the construction of CDA-informed test, 
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the analysis of the test response data using CDMs, the report of diagnostic feedback, and most 
important, the use of the diagnostic information for instruction and learning. Ideally, the CDA-
informed test should be designed and developed thoroughly within the whole system describes 
above. Some studies have emerged in this direction. For example, Jang (2009) investigated the 
use of diagnostic report in real context and provided some useful suggestions on how teaching 
and learning can be best benefited from the diagnosis. A common thing seems to be that 
educators (e.g., classroom teachers, program coordinators, educational administers), especially 
classroom teachers who play important roles in students’ learning, are not acquainted with 
knowledge on CDA.  
It should be noted, the lack of training for the test users on the understanding of CDA and 
the use of diagnostic assessment has been reported in literature. For example, Davidson (2010) 
commented, CDA may be opaque to classroom teachers, thus he stated that “My main worry is 
that the very strength of CDA—its procedural complexity—will further exacerbate the gulf 
between high-stakes and classroom testing at a time when that is precisely what we should not 
do” (p.106). In other words, the instructors and students’ ability to understand diagnostic 
information from the CDA-informed tests might constrain their use of it.  
From this perspective, the diagnostic information has to be more transparent and 
meaningful for the instructors in order to be maximally used. Thus, the instructors should be 
trained at least on the understanding the skills and their relations specified in the cognitive 
model, as well as how to correctly interpret the diagnostic feedback as discussed earlier in Phase 
Four on using attribute mastery rate for improving teaching. This is because complete 
understanding of this is a prerequisite for the teachers to adjust their instruction to their students’ 
learning needs. Moreover, such efforts can also help teachers search for recurring learning 
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difficulties at the class- and individual-level, which is the foundation for designing differentiated 
instruction.  
In fact, many researchers and even teachers themselves realize the importance of 
teachers’ classroom assessment competency in recent years. It is realistic to equip teachers with 
certain knowledge on CDA. It might be challenging to expect the instructors to develop and 
analyze the CDA-informed test; however, it is practical to train them to understand the general 
principles of CDA-informed test development, such as, skills should be identified before creating 
test items, each skill needs to be measured in at least three items, etc. and play more active role 
in the test development process, as well as play more active role in the test development process.  
It is also feasible to train the teachers to interpret the diagnostic feedback correctly and make 
maximal use of the fine-grained diagnostic information to adjust their curriculum and instruction.  
Such training can be done through district- and school-level professional development 
workshops, with a focus on how to align the CDA-informed test with teaching and learning. For 
example, the teachers might be trained on how to use the CDA-informed test differently at the 
different stage of their class. Specifically, before instruction, the CDA-informed test can be used 
as a starting point for instruction by indicating the students’ weak skill areas; after instruction, it 
can be used to help students and instructors identify learning difficulties that need special 
attention. Perhaps the most efficient way of using the CDA-informed test is to incorporate it into 
formative assessment to monitor students’ learning processes longitudinally.   
It must be noted, however, in a system with a test-driven set curriculum such as China, it 
might be challenging to train the instructors. While test-oriented instruction is still dominating 
the class there, most of the teachers mainly focus their attention on higher test scores. As 
reflected in this study, when the NMET requirements changed (i.e., the grammar skill would not 
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directly tested), the teachers responded to the change immediately. Under this political influence, 
it is impractical to develop the CDA-informed test by purely ignoring such influence.   
 Given the freedom the teachers in the US schools have for instruction such as selecting 
the teaching material, planning the curriculum map, developing the lesson plan and designing 
test, the instructors in the US schools might be more motivated in using the CDA-informed test 
for facilitating their teaching. Moreover, teacher might also be trained on how to create a safe 
and trusting classroom atmosphere so that the diagnostic information can be best used to 
maximize instruction and learning.  
In addition to the lack of teacher training on the use of diagnostic assessment, another 
challenge for implementing CDA-informed test in the classroom context might be the large 
sample sizes typically needed for CDM analysis. Thus, it is also necessary to develop a 
classroom-based CDM that can work with small samples typical in ordinary classroom scenario.   
In conclusion, this study provides a perspective on the design and development of a 
CDA-informed test, and demonstrates that it is feasible to do so, though the process is more 
iterative and time demanding. Whereas multiple evidence show that the test is valid for its 
purpose, it is far from perfect and further revision is necessary though challenging due to many 
current constraints. This study provides some implications for the future studies to support the 
development of CDA-informed test advancement.   
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APPENDIX A 
INSTRUCTION FOR IMPLEMENTING THINK-ALOUD 
Hello! My name is ____. I am a graduate student at the University of Illinois of Urbana-
Champaign. Today you will be participating in a special study on reading. Its goal is to find 
better ways to test reading for all students. We need your help creating a reading test. If at any 
point you decide you do not want to continue that is your choice and you are free to stop and go 
back to class.  
Do you have any questions before I begin the instructions? 
You will not be asked to write your name on any of the work you do, and no one in the 
school will see your answers. The information you provide will be combined with information 
from other students all over your school. Because the study is so important to schools and 
students, I want to thank you ahead of time for all the hard work you are about to put into your 
answers. I know that you will do the best that you can. 
You will be asked to take a reading test in a different way today. What you are going to 
do is take a reading test and as you come to find your answer rather than thinking your thoughts 
in your head, you will say all your thoughts out loud. You’ll realize that while answering a 
reading test sometimes your thoughts are about the facts of the passages or questions, sometimes 
they are your opinions, and sometimes they are not complete thoughts. That’s okay because all 
your thoughts are important. I’d like you to say everything you are thinking - as you are thinking 
it - out loud. 
What I’d like you to do is take this reading test and answer the questions just like the way 
you would take a reading test for your class except that I want you to tell me everything you are 
thinking out loud.  
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During our practice I will read the passage out loud, and then explain the types of 
questions on the think aloud test. After I give you the basic instructions for the test I will say my 
thoughts out loud for the first question – as if I were the student taking the test to give you an 
idea of what it means to think out loud. 
After I finish my example you will get a turn to practice saying your thoughts on the 
second question. We will make sure you understand how to think aloud during the practice 
before we move on to the test. If we need to, you can practice a couple of times. 
Do you have any questions before we begin the practice? 
We are going to record today’s test so I remember what you say. Please speak aloud all 
your thoughts while solving the reading comprehension questions. You will be also asked follow 
up questions for each item and passage.  
If yes, answer the questions. If no, continue to the practice. 
[Think aloud Practice: As long as the student understands, continue. If not, answer any 
questions and then continue.] 
Let’s review what I did in this practice. After I finished reading the question I wasn’t sure 
of the answer. I explained all my thoughts out loud while I was trying to solve the answer. I said 
everything I was thinking and why I didn’t select the other answer choices. Sometimes my 
thoughts may have not made sense, but it was because I was working out an idea and I decided it 
wasn’t a good idea before I finished a sentence so I change what I was thinking. Since that what I 
was thinking, I said it out loud.  
Do you understand what it means to think out loud? If yes, move on, if no say, “Let’s 
move onto the next question and if you need help I will help you”. 
[Then, the think aloud starts]       
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APPENDIX B 
MATERIAL FOR THINK-ALOUD 
(Source: 2014 NMET, Version One)  
Passage A 
The Cambridge Science Festival Curiosity Challenge 
Dare to Take the Curiosity Challenge! 
The Cambridge Science Festival (CSF) is pleased to inform you of the sixth annual 
Curiosity Challenge. The challenge invites, even dares school students between the ages of 5 and 
14 to create artwork or a piece of writing that shows their curiosity how it inspires them to 
explore their world. 
Students are being dared to draw a picture, write an article, take a photo or write a poem 
that shows what they are curious about. To enter the challenge, all artwork or pieces of writing 
should be sent to the Cambridge Science Festival, MIT Museum, 265 Mass Avenue, 
Students who enter the Curiosity Challenge and are selected as winners will be honored 
at a special ceremony during the CSF on Sunday, April 21st. Guest speakers will also present 
prizes to the students. Winning entries will be published in a book. Student entries will exhibit 
and prizes will be given. Families of those who take part will be included in celebration and 
brunch will be served. 
Between March 10th and March 15h, each winner will be given the specifics of the 
closing ceremony and the Curiosity Challenge celebration. The program guidelines and other 
related information are available at: http:// cambridgesciencefestival.org. 
1. Who can take part in the Curiosity Challenge? 
A. School students.  B. Cambridge locals. 
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C. CSF winners.  D. MIT artists. 
2. When will the prize-giving ceremony be held?  
A. On February 8th.  B. On March 10th. 
C. On March 15th  D. On April 21st. 
3. What type of writing is this text? 
A. An exhibition guide. B. An art show review. 
C. An announcement.  D. An official report. 
 
Passage B 
Passenger pigeons once flew over much of the United States in unbelievable numbers.  
Written accounts from the 18th and 19th centuries described flocks so large that they the 
sky for hours. It was calculated that when it population reached its highest point they were more 
than 3billlionpassenger pigeons—a number equal to 24 to 40 percent of the total bird population 
in the United States, making it perhaps the most abundant bird in the world. Even as late as 1870 
when their numbers had already become smaller, a flock believed to be 1mile wide and 320 
miles (about 515 kilometers) long was seen near Cincinnati. 
Sadly the abundance of passenger pigeons may have been their undoing. Where the birds 
were most abundant, people believed there was an ever-lasting supply and killed them by the 
thousands, Commercial hunters attracted them to small clearings with grain, waited until pigeons 
had settled to feed, then threw large nets over them, taking hundreds at a time. The birds were 
shipped to large cities and sold in restaurants. 
By the closing decades of the 19th century, the hardwood forests where passenger 
pigeons nested had been damaged by American’s need for wood, which scattered the flocks and 
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forced the birds to go farther north, where cold temperatures and storms contributed to their 
decline. Soon the great flocks were gone, never to be seen again. 
In 1897, the state of Michigan passed a law prohibiting the killing of passenger pigeons 
but by then, no sizable flocks had been seen in the state for 10 years. The last confirmed wi 
pigeon in the United States was shot by a boy in Pike County, Ohio, in 1900. For a time, a few 
birds survived under human care. The last of them, known affectionately as Martha, died at the 
Cincinnati Zoological Garden on September 1, 1914. 
4. In the 18th and early 19teh centuries, passenger pigeons____ 
A. were the biggest bird in the world 
B. lived mainly in the south of America 
C. did great harm to the natural environment 
D. were the largest bird population in the US 
5. The underlined word “undoing” probably refers to the pigeons’ ____. 
A. escape         B. ruin     C. liberation     D. evolution 
6. What was the main reason for people to kill passenger pigeons? 
A. To seek pleasure.  B. To save other birds. 
C. To make money.  D. To protect crops. 
7. What can we infer about the law passed in Michigan? 
A. It was ignored by the public. B.  It was declared too late. 
C. It was unfair.      D. It was strict. 
 
Passage C 
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A typical lion tamer in people’s mind is an entertainer holding a whip at a chair. The 
whip gets all of the attention, but it’s mostly for show. In reality, it’ the chair that does the 
important work. When a lion tamer holds a chair in front of the lion’s face, the lion tries to focus 
on all four legs of the chair at the same time. With its focus divided, the lion becomes confused 
and is unsure about what to do next. When faced with so many options, the lion chooses to freeze 
and wait instead of attacking the man holding the chair. 
How often do you find yourself in the same position as the lion? How often do you have 
something you want to achieve (e.g. lose weight, start a business, travel more)—only to end up 
confused by all of the options in front of you and never make progress? 
This upsets me to no end because while all the experts are busy debating about which 
option is been the people who want to improve their lives are left confused by all of the 
conflicting information. The end result is that we feel like we can’t focus or that we’re focused 
on the wrong things, and so we take less action, make less progress, and stay the same when we 
could be improving. 
It doesn’t have to be that way. Anytime you find the world waving a chair in your face, 
remember this: All you need to do is focus on one thing, you just need to get started. Starting 
before you feel ready is one of the habits of successful people. If you have somewhere you want 
to go, something you want to accomplish, someone you want to become…take immediate action. 
If you’re clear about where you want to go, the rest of the world will either help you get there or 
get out of the way. 
8. Why does the lion tamer use a chair? 
A. To trick the lion.   B. To show off his skills. 
C. To get ready for a fight. D. To entertain the audience. 
  
301 
9. In what sense are people similar to a lion facing a chair? 
A. They feel puzzled over choices.    B. They hold on to the wrong things. 
C. They find it hard to make changes. D. They have to do something for show 
10. What is the author’s attitude towards the expert mentioned in Paragraph3? 
A. Tolerant.  B. Doubtful. 
C. Respectful.  D. Supportive. 
11. When the world is “waving a chair in your face”, you’re advised to _____ 
A. wait for a better chance  B. break your old habits 
C. make a quick decision  D. ask for clear guidance 
 
Passage D 
As more and more people speak the global languages of English, Chinese, Spanish, and 
Arabic, other languages are rapidly disappearing. In fact, half of the 6,000-7,000 languages 
spoken around the world today will likely die out by the next century, according to the United 
Nations Educational, Scientific and Cultural Organization (UNESCO). 
In an effort to prevent language loss, scholars from a number of organizations UNESCO 
and National Geographic among them—have for many years been documenting dying languages 
and the cultures they reflect. 
Mark Turin, a scientist at the Macmillan Centre Yale University, who specializes in the 
languages and oral traditions of the Himalayas, is following in that tradition. His recently 
published book, A Grammar of Thangmi with an Ethnolinguistic Introduction to the Speakers 
and Their Culture, grows out of his experience living, working, and raising a family in a village 
in Nepal. 
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Documenting the Thangmi language and culture is just a starting point for Turin, who 
seeks to include other languages and oral traditions across the Himalayan reaches of India, 
Nepal, Bhutan, and China. But he is not content to simply record these voices before they 
disappear without record. 
At the University of Cambridge Turin discovered a wealth of important materials-
including photographs, films, tape recordings, and field notes—which had remained unstudied 
and were badly in need of care and protection. 
Now, through the two organizations that he has founded –the Digital Himalaya Project 
and the World Oral Literature Project __Turin has started a campaign to make such documents, 
for the world available not just to scholars but to the younger generations of communities from 
whom the materials were originally collected. Thanks to digital technology and the widely 
available Internet, Turin notes, the endangered languages can be saved and reconnected with 
speech communities. 
12. Many scholars are making efforts to ______. 
A. promote global languages          B. rescue disappearing languages 
C. search for language communities    D. set up language research organizations. 
13. What does “that tradition’ in Paragraph 3 refer to? 
A. Having full records of the languages 
B. Writing books on language teaching. 
C. Telling stories about language users 
D. Living with the native speaker. 
14. What is Turin’s book based on? 
A. The cultural studies               B. The documents available at Yale.     
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C. His language research in Bhutan.  D. His personal experience in Nepal. 
15. Which of the following best describe Turin’s work? 
A. Write, sell and donate.          B. Record, repair and reward. 
C. Collect, protect and reconnect.   D. Design, experiment and report.      
APPENDIX C    Questions after think aloud (Adapted from King, T. C. & Laitusis, C.C, 2008).  
Now I’m going to ask you some questions about the questions you just answered 
 
1. Howe much did you like reading about this passage?  
(a)Yes, very much   (b) Yes, in was okay   (c) in the middle   (d) No, not really (e) No, not at all  
 
2. Why?  
____________________________________________________________________________ 
____________________________________________________________________________ 
 
3. Was this an easy or difficulty passage for you? 
(a) very easy     (b) pretty easy     (c) in the middle     (d) pretty hard    (e) very hard  
 
4. Why? ___________________________________________________________________ 
 
5. Sometimes words in passages or test questions make it easier or harder to understand. Such 
words could be the words you already learned at home, or in class before. Words that are hard to 
understand could be really long words or words you never saw before. Were there any words 
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or ideas that stick out that you remember that made reading the passage or answering a 
question easier for you?  
 
6. If yes, what words or ideas?  
__________________________________________________________________________ 
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APPENDIX C 
TEST SPECIFICATION FOR THE CDA-INFORMED TEST 
Introduction 
The diagnostic English reading test is used to diagnose the strengths and weaknesses in 
English reading comprehension, and thus contribute to enhanced instruction and learning. The 
test is administered to 12th grade students who study English as a foreign language in China. 
Students were recruited to take the test, and detailed diagnostic feedback was provided to 
individual students to enhance their learning success and their teacher’s teaching effectiveness.  
The Mandate  
 The development of a CDA-informed test comes from a real need to use information 
from assessment to facilitate learning. Moreover, as it has been previously mentioned, currently 
most CDA studies used the retrofitting approach to existing proficiency tests that were not 
designed following a cognitive framework, thus violating construct validity.  
 The format of this test has been chosen considering external forces (e.g., the financial 
cost, the time limits) that would be appropriate for the specific context. These forces represent 
the external mandate of the CDA.  
1. General Description (GD)  
General Objectives: Twelfth grade students in China (aged 17 or above) take this 
diagnostic English reading test to demonstrate their understanding of a reading passage by 
answering some questions after it. This reading test is a traditional paper and pencil test. It lasts 
90 minutes in a standard classroom setting, including 10 minutes for a questionnaire after the 
test.  The Attributes of Test Takers:  
Specific Objectives: The CDA assesses the strengths and weaknesses of 12th graders in 
English comprehension. To complete the task, the students need to carefully read each of the five 
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texts and answer the questions after it.  The specific skills being tested and their skill hierarchy 
are illustrated in the Hierarchy 4 (Figure 3.6): A1 (understanding explicit local information), A2 
(understanding complicated syntax), A3 (inferring local information), A4 (inferring the meaning 
of unknown words), A5 (identifying central ideas from large sections), A6 (inferring based on 
understanding of large section), A7 (understanding text structures or text features), and A8 
(understanding the author’s intention, perspective and attitude). To satisfy the special function of 
CDA, the test should be designed following the requirement of  𝑄𝑡 in Table 3.17.  
2. Prompt Attributes (PA) 
The test takers are asked to read a passage and then answer six questions which measure 
the eight different reading skills defined above. All the information the test takes need to answer 
the questions is presented in the reading text.  
3. Response Attributes (RA) 
Response attribute refers to any format that is used to test the examinees’ understanding 
of reading texts. The test takers might be asked to select the best answer from the four response 
options presented in the test question, or to fill in a blank by writing down a short-answer 
response to the question, or to judge whether a statement is true or false, or to arrange the order 
of an event, etc. This study used the multiple choice format, which requires the choices to be 
randomly re-arranged, and provides clear and detailed descriptions of each choice. There are 
certain requirements for the options in multiple choice questions. For example, the correct 
response should not be detected too easily; avoid using negatively worded stems; if possible, 
create grammatically parallel choices to avoid giving away the correct.  
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4. Sample Item (SI) 
An illustrative item or task that reflects this specification, that is, the sort of item or task 
this specification should generate. Here a few typical examples are illustrated. More sample 
items can be found in Appendix D. 
Sample Item 1 
Item 22. What does “a new challenge” in the last paragraph refer to? 
A. enjoying full freedom 
B. making more people to be happier  
C. making our freedom a reality 
D. adapting our behavior to social order  
 
(1) Language Construct: Attribute measured (10000000)   
            A1 (understanding of explicit local information)  
This type of test item only requires the mastery of Attribute 1, that is, the explicit 
understanding of basic words and sentences. Test Item 22 in Passage D is one of such items. At 
first glance, it seems that the correct answer of this test item requires examinees to understand 
the whole last paragraph. However, the correct answer lies in the sentence right before “a new 
challenge”. Moreover, examinees are familiar with the topic of this text and it is not difficult to 
exclude three distractors. Therefore, examinees who just explicitly understand the basic words 
and sentences should be able to correctly answer this test item.  
(2) Item format: multiple-choice  
(3) Item stem: Item 22. What does “a new challenge” in the last paragraph refer to?  
(4) Answer choices:  
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    A. enjoying full freedom                 B. making more people to be happier  
    C. making our freedom a reality     D. adapting our behavior to social order 
(5) Answer key and scoring:  Model answer = (D)   One point for each correct item                                
 
Sample Item 2 
 
 
 
 
             
 
(1) Language Construct: Attribute measured (10010000)   
This type of test item requires the mastery of both Attribute 1 (explicit understanding of 
basic words and sentences) and Attribute 4 (inferring unknown word meaning from the context). 
Test Item 4 in Passage A is such an item. To correctly answer this question, students must 
understand the two sentences after the word “castigate” in Paragraph 3: the first sentence gave 
examples to explain the meaning of “castigate”, the second does the same thing by showing the 
author’s attitude to others.  
 (2) Item format: multiple-choice 
 (3) Item stem: What does the word “castigate” in Paragraph 3 probably mean?  
 (4) Answer choices:  
      A. think highly of    B. judge reasonably C. expect bad outcomes D. blame severely  
(5) Answer key and scoring: (D)   One point for each correct item 
Item 4. What does the word “castigate” in Paragraph 3 probably mean?  
A. think highly of  
B. judge reasonably 
C. expect bad outcomes  
D. blame severely  
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Sample Item 3 
Item 27. We may infer from this passage that _______________.  
A. life becomes more enjoyable due to smart phones  
B. smart phones make people work harder and thus employers are happy with them 
B. employers are happy with smart phones as they make people work harder  
C. smart phones make it possible for people to work more flexibly 
D. smart phones tend to make it difficult for people to get away from work 
 
(1) Language Construct: Attribute measured (10001100)   
This type of test item requires the mastery of Attribute 1 (explicit understanding of basic 
words and sentences), Attribute 5 (understanding of large sections of text) and Attribute 6 
(making inference based on large sections of the text). Test Item 27 in Passage E is such an item. 
To correctly answer this question, students should understand the content of the whole text, 
summarize the main ideas, and on that basis make an inference. The passage mainly describes 
the changes that smart phones bring to our work. The test item below requires students to make 
an inference based on the understanding of the whole text.  
(2) Item format: multiple-choice 
(3) Item stem: We may infer from this passage that _______________. 
(4) Answer choices:  
A. life becomes more enjoyable due to smart phones  
B. employers are happy with smart phones as they make people work harder  
C. smart phones make it possible for people to work more flexibly 
D. smart phones tend to make it difficult for people to get away from work 
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(5) Answer key and scoring: (D)   One point for each correct item 
5. Specification Supplement (SS) 
The reading passages were selected from newspapers, journals, and online resources and 
edited to fit the specific context.  
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APPENDIX D 
SAMPLE TEST ITEMS WRITING 
(1) Attribute measured (10000000)   
This type of test item only requires the mastery of Attribute 1, that is, the explicit 
understanding of basic words and sentences. Test Item 22 in Passage D is one of such items. At 
first looking, it seems that correct answer of this test item requires examinees to understand the 
whole last paragraph. However, the correct answer lies in the sentence right before “a new 
challenge”. Moreover, examinees are familiar to the topic of this text and it is not difficult to 
exclude three distractors. Therefore, examinees who just explicitly understand the basic words 
and sentence should be able to correctly answer this test item.  
22. What does “a new challenge” in the last paragraph refer to? 
A. enjoying full freedom 
B. making more people to be happier  
C. making our freedom a reality 
D. adapting our behavior to social order  
Similarly, only Attribute 1 is required in Item 16 and 19.  
(2) Attribute measured (11000000)   
This type of test item requires the mastery of both Attribute 1 (explicit understanding of 
basic words and sentences) and Attribute 2 (understanding of complicated syntax). Test Item 1 in 
Passage A is such an item. To correctly answer this question, students need to understand 
Paragraph 5, which is composed of a long sentence and the use of subjunctive mood. Although 
students were expected to understand and use subjunctive mood in their English reading and 
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writing, subjunctive mood was acknowledged as a challenging task by teachers and students, 
since there is no subjunctive mood in Chinese and students often forget its special meaning.  
5. In the class Ann took, she was asked to write down all the bad things 
about herself and    ______________. 
A. discuss with her neighbor for making improvements 
B. blame her neighbor as herself for doing that  
C. scold herself for doing that  
D. shared with the person next to her as a secret 
Similarly, Attribute 1 and 2 are required in Item 1 and 21.  
(3) Attribute measured (10100000)   
This type of test item requires the mastery of both Attribute 1 (explicit understanding of 
basic words and sentences) and Attribute 3 (making local inference). Test Item 14 in Passage C 
is such an item. To correctly answer this question, students must understand the first four 
sentences in Paragraph 3, and on that basis make an inference. The first sentence clearly shows 
that there is a problem with Americans’ diets on omega-3, but does not mention the specific 
problem (e.g., too much or too little). Then, the following three sentences do not mention directly 
that there is not enough omega-3 in American diets, but the terms such as “a lower ratio between 
omega-6 and omega-3”, “increasing the intake of omega-3” suggest that American diets lack 
omega-3. The inference is made based on sentences within Paragraph 3, thus it is counted as a 
local inference.  
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14. What can we infer from Paragraph 3? 
A. The American diets lack Omega 3.  
B. The American diets lack Omega 6. 
C. The American diets contain enough Omega 3 and Omega 6. 
D. The American diets lack both Omega 6 and Omega 3. 
Similarly, Attribute 1 and 3 are required in Item 8 and 13.  
(4) Attribute measured (10010000)   
This type of test item requires the mastery of both Attribute 1 (explicit understanding of 
basic words and sentences) and Attribute 4 (inferring unknown word meaning from the context). 
Test Item 4 in Passage A is such an item. To correctly answer this question, students must 
understand the two sentences after the word “castigate” in Paragraph 3: the first sentence gave 
examples to explain the meaning of “castigate”, the second does the same thing by showing the 
author’s attitude to others.  
 
Similarly, Attribute 1 and 4 are required in Item 7 and 20.  
(5) Attribute measured (10001000)   
This type of test item requires the mastery of both Attribute 1 (explicit understanding of 
basic words and sentences) and Attribute 5 (understanding of large sections of text). Test Item 17 
4. What does the word “castigate” in Paragraph 3 probably mean?  
A. think highly of  
B. judge reasonably 
C. expect bad outcomes  
D. blame severely  
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in Passage C is such an item. To correctly answer this question, students should understand the 
content of the whole text and be able to summarize the most important point. The passage 
introduces both omega-3 and omega-6, but focuses on their benefits to human beings. Options 
that are too narrow (i.e., A) or too general (i.e., C, D) cannot be the correct answer.  
17. What would be the best title for the passage?   
A. The benefits of omega-3 
B. Essential fatty acids and their health benefits 
C. Advantages and disadvantages of essential fatty acids 
D. How to protect against illnesses 
 Similarly, Attribute 1 and 5 are required in Item 3 and 12.  
(6) Attribute measured (10001100)   
This type of test item requires the mastery of Attribute 1 (explicit understanding of basic 
words and sentences), Attribute 5 (understanding of large sections of text) and Attribute 6 
(making inference based on large sections of the text). Test Item 27 in Passage E is such an item. 
To correctly answer this question, students should understand the content of the whole text, 
summarize the main ideas, and on that basis make an inference. The passage mainly describes 
the changes that smart phones bring to our work. The test item below requires students to make 
an inference based on the understanding of the whole text.  
27. We may infer from this passage that _______________.  
A. life becomes more enjoyable due to smart phones  
B. employers are happy with smart phones as they make people work harder  
C. smart phones make it possible for people to work more flexibly 
D. smart phones tend to make it difficqult for people to get away from work 
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Similarly, Attribute 1, 5 and 6 are required in Item 10 and 23.  
(7) Attribute measured (10000010)   
This type of test item requires the mastery of Attribute 1 (explicit understanding of basic 
words and sentence) and Attribute 7 (understanding the relationship between sentences or 
paragraphs). Test Item 25 in Passage E is such an item. To find an appropriate place to insert the 
sentence, students should understand the meaning of each sentence in Paragraph 2 as well as the 
relationship between the sentences.  
25. In Paragraph Two, the sentence “because they bring us so much 
convenience” best fits _________  
A. ①                   B. ②              C.③                  D. ④ 
Similarly, Attribute 1 and 7 are required in Item 2, 11, 15 and 24.  
(8) Attribute measured (10000001)   
This type of test item requires the mastery of Attribute 1 (explicit understanding of basic 
words and sentences) and Attribute 8 (understanding the author’s purpose and intention). Test 
Item 6 in Passage A is such an item. The text does not directly say what the author’s intention is, 
but the last paragraph says, “I did learn something from her”. From there, the paragraph 
preceding it shows clearly that the author means not to say bad things to yourself.    
6. What does the author mainly intend to tell us in this passage? 
A. We should make a list of our mistakes and correct them. 
B. We should be more organized in our life. 
C. We should learn how to appreciate ourselves more.      
D.  We should have good friends around for help. 
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It is important to note that, it might be challenging to understand the author’s purpose and 
intention, especially when it is illustrated across passages. However, students in this study were 
second language learners and their curriculum did not require them to infer so deeply to get the 
author’s purpose and intention. Therefore, test items that measure the attribute A8 
(understanding author’s purpose and intention) in this study generally do not require students to 
find the correct answer across paragraphs.  
Similarly, Attribute 1 and 8 are required in Item 29 and 30.  
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APPENDIX E 
THE CDA-INFORMED TEST FOR 12TH GRADE ENGLISH READING COMPREHENSION 
(VERSION ONE: THE PILOT TEST) 
School ___________   Class  __________     Name__________        Gender__________ 
 
Please read the passages below. Each one is followed by six questions about it. You are 
to choose the one best answer, A, B, C, or D, to each question. Then, on your answer sheet, find 
the number of the question and fill in the space that corresponds to the letter of the answer you 
have chosen. 
Passage A 
My close friend Anna and I had a talk recently. Ann said, “Linda, if saying bad things 
about yourself were an Olympic sport, you’d win a gold medal!” 
Anna surprised me with that observation after I told her how I made a mistake with a 
student in a third-grade class where I was teaching. “I should never have let him leave the 
classroom! It was my fault! I’m so stupid!”  
My friend laughed, and then made her “Olympic” comment. I had to admit that she was 
right. I did criticize myself a lot. Why? Just that day I had called myself “messy” for having 
some papers spread out on my desk, “ugly” when I left the house without makeup and “stupid” 
when I left for teaching without my teaching materials.  
In a quieter voice Anna said, “I once took a class where the teacher made us list all the 
bad things we say about ourselves. I had 15 on my list”  
“Then the teacher said, ‘Now turn to the person next to you and say all the bad things on 
your list as if you were *scolding that person with the words you wrote about yourself!’ ” 
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I was shocked. “What did you do?” 
 “Nothing. I just sat there, until I said, ‘I could never say these bad things to anyone else!’ 
And our teacher replied, ‘Well, if you can’t say them to anyone else, then don’t ever say them to 
yourself!’” 
My friend had a point. I did learn something from her.   (255 words)     
 
1. What does the word “observation” in Paragraph2 probably mean?  
A. Linda is a good athlete.      
B. Linda scolds herself too much. 
C. Linda is not a good teacher.   
D. Linda should attend the Olympic sport.  
2．The writer supports the underlined sentence in Paragraph 1 mainly by_______. 
A. giving instructions．                          
B. analyzing cause and effect． 
C. following the order of importance．  
D. giving examples． 
3. What is the most important thing Linda wants to tell us about herself? 
A. She is a third-grade teacher but once forgot to bring her teaching material for teaching  
B. She makes her desk disordered 
C. She thinks everything is her fault   
D. She cares too much about her appearance 
4. What does the word “criticize” in Paragraph 3 probably mean? 
A. organize something             
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B. be cruel to someone 
C. make something important  
D. point out something wrong  
5. Ann mentioned that in the class she took, the teacher asked her to_______. 
A. write down all the bad things about her neighbor and then scold her neighbor 
B. write down all the bad things about herself and scolded her neighbor as herself 
C. write down all the bad things about herself and discussed with her neighbor  
D. write down all the bad things about herself and shared with her neighbor as a secret 
6. What message does the author most want to give us? 
A. We should not always say bad things about ourselves.      
B. We should make a list of our mistakes and fix them. 
C. We should be more organized in our life. 
D. We should always have good friends to help us.  
 
Passage B 
Henry Ford was an American industrialist, the founder of the Ford Motor Company, and 
sponsor of the development of the assembly line (装配线)* technique of mass production.  
Even as a youngster Ford was a natural businessman. When Ford was 11 years old，he 
was given a watch for his birthday. Ford was so enthralled by the watch that he always brought it 
with him and he developed his own watch a year later. He sold the watches he made for $1 each. 
That might not seem like much now, but remember that Ford only made about $1.10 per day 
when he took his first job in a car company at age 17. However, he was fired after a short time 
because he angered the senior employees by being able to make repairs in about 30 minutes that 
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took the other employees five hours! 
Ford’s first inspiration for the automobile came when he was only 13. Ford and his father 
saw a steam engine moving down the road. The engine had been attached to wheels to push itself 
forward. When Ford saw the engine, he became excited and asked the engine’s driver all about 
the machine. From this experience, the idea of a vehicle providing power for itself took root in 
Ford’s mind. 
Ford was a person who had brilliant ideas and strong feelings about the way something 
should be. He made the automobile more affordable by transforming car production. By 1899, 
Ford had produced a car that actually operated. He created the Ford Motor Company in 1903 and 
within four years the company’s profits were over $1 million. At that time only one type of car, 
the Model T, was made in Ford’s company. It took 14 hours for skilled workers to put each car 
together. Ford adopted the assembly line method of production, in which machines were used to 
bring car parts to workers. Using the assembly line, Ford's unskilled workers could completely 
make a car in about an hour and a half, which allowed Ford to lower the price of his cars. In 
1908 Model T’s sold for about $1,000, but this price had been reduced to $360 by 1916. (330 
words) 
* As specified in the NMET, no less than 3% new words is allowed in the reading 
passage, and for some words that are important to understand the passage, Chinese translation 
will be provided. Thus, the Chinese translation of assembly line” was provided to the examinees. 
 
7. What does the underlined part “enthralled by” in Paragraph 1 probably mean? 
A. confused by     B. encouraged by     C. discouraged by     D. interested in  
8. Which of the following shows that Ford was born with natural business ability? 
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A. He gained his first experience working in the car industry. 
B. He was very interested in how engines operated since he was young. 
C. He sold watches as his first business at 11 years old. 
D. He earned lots of money in a few years from his car company. 
9. What can you infer from the last paragraph?   
A. The assembly line made it possible to invent many types of new cars. 
B. The assembly line greatly reduced the work day of Ford’s employees.  
C. The assembly line made it more possible for consumers to buy a car.  
D. The assembly line greatly increased the number of cars produced by Ford. 
10. According to the passage, which statement best describes Ford? 
 A. Ford was always interested in finishing tasks quickly. 
 B. Ford was good at mechanics but not business.  
 C. Fired for not working very hard from his first job, Ford became a hard worker. 
 D. As an employee and business owner, Ford was always popular with the workers. 
11. The text is likely to be selected from a book of _______ 
A. education  
B. biography   
C. advertisement 
D. history  
12. What’s the author’s altitude toward Ford? 
A. positive     
B. negative  
C. neutral（中立的） 
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D. mixed    
 
Passage C 
Many nutritionists recommend restricting our intake of fat to 30% of our total daily 
calories. Contrary to what we may have heard, not all of the fats we eat are bad for our health. 
Current research shows that it is also important to be sure that we consume enough good fats in 
our diets so that we provide ourselves with optimal nutrition.  
There are two types of important and essential fatty acids (脂肪酸) that we must get from 
diets: omega-6 and omega-3. Omega-6 is present in the foods Americans eat every day, such as 
beans, eggs, chicken, and pork. It is important in cell growth, and thus is essential for brain and 
muscle development. And, Omega-6 from food or supplements such as GLA has a longstanding 
history of folk use for allergies.  
The problem arises when it comes to attaining enough omega-3 in our diets. For general 
health, the ratio (比率) of omega-6 to omega-3 should be 3:1, and some health educators 
advocate even lower ratios. The best way to fix the problem in American diets is to reduce the 
amount of omega-6 we are eating while at the same time increasing the amount of omega-3. 
Omega-6 consumption can be reduced by limiting vegetable oils such as corn and sunflower. 
Next, to increase omega-3, we can add olive oil to our diets as well as more walnuts and fish. 
Some of the fish that provide the greatest sources of omega-3 are salmon, sardines, and tuna. 
Omega-3 fats can do a lot for our health. They can provide benefits for our circulatory 
systems （循环系统）and reduce the risk of heart disease. For example, they can lower our 
blood pressure and help our arteries (动脉) stay flexible. They also help keep our blood thin 
naturally, so that we are less likely to have heart attack. In addition, they help us maintain good 
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eyesight, completely remove dry skin, and reduce the risk of cancer. That’s a lot of benefit from 
one small nutrient!  (337 words) 
13. Which of the following words is the closest to the word “optimal” in Paragraph 1?  
A. least 
B. normal 
C. best 
D. average 
14. What can we infer from Paragraph 2 and 3? 
A. The American diets fall short of Omega 3. 
B. The American diets fall short of Omega 6. 
C. The American diets contain enough Omega 3 and Omega 6. 
D. The American diets fall short of both Omega 6 and Omega 3. 
15. Which of the following shows the sentence structure of the last paragraph? 
 
CP: Central Point                   P: point             Sp: Sub-point (次要点)   C: Conclusion  
16.  What can we learn from the underlined sentence in the last paragraph?  
A. People with poor eyesight should reduce their intake of omega-3. 
B. People who suffer from cancer should control their intake of omega-3. 
C. People should not consume too much Omega-3 or they will have many health 
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problems. 
D. People who suffer from dry skin should add omega-3 to their diets. 
17. What would be the best title for the passage?   
A. The benefits of omega-3  
B. Essential fatty acids and their health benefits  
C. Advantages and disadvantages of essential fatty acids 
D. How to protect against illnesses  
18. The author’s attitude towards Omega 3 may best be described as____.  
A. negative  
B. casual (漫不经心的）* Chinese translation is given for “causal” 
C. positive  
D. neutral   
 
Passage D 
An old lady was walking down the middle of a street to the great confusion (混乱) of 
drivers and with no small danger to herself. She was told that the sidewalk was the place for 
pedestrians, but she replied: “I'm free to walk wherever I like. It is my right.” It did not occur to 
the dear old lady that even if freedom gave the pedestrian the right to walk down the middle of 
the road, the result of such freedom would be universal chaos. Everybody would be getting in 
everybody else’s way (挡别人的路) and nobody would get anywhere. Individual freedom would 
become social disorder. 
Like the old lady, there is a danger to the world in behaving with unlimited freedom these 
days and we should remind ourselves of the rules of the road. In order to preserve the freedom of 
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all, everybody’s freedom must be limited. When the policeman stops you from crossing the 
street, he represents not unfair and strict control, but social order. If you are reasonable, you will 
recognize that if he did not stop you, he would stop no one, and the result would be that you 
would never cross at all. What you need to sacrifice is some personal freedom so that you may 
enjoy a social order that makes your freedom a reality. In terms of sacrificing personal freedom 
for the sake of others, it’s always easier to say it than to do it. If each of us in the society could 
start from now to do this, we would have more happy people and fewer problems than now.  
Freedom is not only a personal matter, but part of a social contract. We must compromise 
our behavior to live in a society. In matters that do not affect others’ freedom, I may be as free as 
I like. I can do what I like and ask no one’s permission. Like me, you can do what you like in 
your kingdom. We each have a kingdom in which we rule alone and can do what we choose. But 
when we step out of that kingdom, our personal freedom of action becomes qualified by other 
people’s freedom. There are many people in the world and our freedom must respect their 
freedom. A reasonable consideration for the rights or feelings of others should be the foundation 
of social behavior. (395 words) 
19. The author’s attitude to the old lady’s comments in Paragraph1 might be: 
A. the author disagrees with her  
B. the author has no opinion of her comments  
C. the author thinks the policeman should respect her 
D. the author is in agreement with her 
20. Which of the words is the closest t to the underlined word “chaos” in Paragraph 1? 
A. arrangement                       B. disorder 
C. system                                D. suffering 
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21. What does the author mean by “kingdom” in Paragraph 3? 
A. we should worry more about our personal freedom than society 
B. a country ruled by a king 
C. we should always do what we want because that is freedom  
D. when our actions only affect our ourselves 
22. The underlined word “qualified” in the last paragraph most nearly means __________.  
 A. limited        B. improved       C. approved     D. prevented  
23. What do we learn from the passage?  
A. Personal freedom is as important as social order. 
B. Personal freedom is more important than social order.  
C. We should be considerate of others as a social member. 
D. We should follow the orders of policemen on the road.  
24. What is the most important feature of the writing style of the passage? 
A. Raising questions     B. Offering arguments 
C. Giving examples      D. Making comparisons 
 
Passage E 
In this age the smartphone has become our best friend and we rely upon it for 
communication, interactions, and information. It is a platform to let us surf the Internet, listen to 
music and take photos wherever we are.  
The smartphones themselves are getting smarter with every update and new invention 
and thus they become more prevalent. ① It is difficult to imagine taking them away from people 
in our society, but are users of smartphones becoming smarter? According to a survey, less than 
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40% of people believe that smartphones are making us smarter. ② However, the majority think 
that they make our lives easier. ③ Indeed, smartphones allow us to not only look up anything 
right away without having to think about it first but also receive immediate updates to our social 
network sites. ④ 
Moreover, smartphones seem to turn us into workaholics. A study suggests that by giving 
access to email at all times, the smartphone adds 2 hours to the working day. Thus, in general 
Americans work an additional 460 hours a year on average as they respond to emails on their 
phones. The normal American working day is between 8 and 9 hours, but more than 90% of 
office workers have email-enabled phones. Almost 1 in 10 workers admit spending up to 3 hours 
outside their normal working day checking work emails, with 9 out of 10 saying that they write 
work emails and make calls outside their normal work hours. Some workers even say that they 
must be available almost 24 hours a day. It seems that the more in contact we become, the more 
is expected of us for work.    
 Some people said, “with smartphones, just about everything you need to keep your day 
running smoothly is at your fingertips”. However, with great convenience comes the possibility 
of endless work and great distraction of our normal life, this seems to be forgotten by the 
smartphone fans. (321 words) 
25. Where would the sentence, “because they bring us so much convenience”, best fit in the 2nd 
paragraph?  
A. ①                       B. ②             C.   ③                        D. ④ 
26. In Paragraph 2, the underlined word “prevalent” means: 
A. current              B. popular      C. excellent            D. expensive 
27. We may infer from Paragraph 3 that _______________. 
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A. work becomes more enjoyable due to smart phones.   
B. Employers are happy with smart phones since it makes people work harder. 
C. Smart phones make it possible for people to work more flexibly.  
D. Smart phones tend to make people unable to get away from work.   
28. The main idea of the passage is that___________. 
A. Smartphones are wonderful technology. 
B. Smartphones change our life and work. 
C. Smartphones bring many disadvantages to our life and work.  
D. Smartphones make us an easier life and faster work.  
29. What suggestion would the author give to smartphone users?   
A. They should limit their work activities outside of work hours.  
B. They should ask their employers to pay for their smartphones. 
C. They should buy the most advanced smartphones. 
D. They should not use smartphones at work.  
30. The author’s attitude to smartphones can be best described as ____ 
A. positive     B. negative    C. biased   D. objective  
 
 
 
This is the last page of the test.  Now, please answer the survey. 
 
Thank you for your time! 
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APPENDIX F 
THE CDA-INFORMED TEST FOR 12TH GRADE ENGLISH READING COMPREHENSION 
(THE FINAL VERSION) 
School ___________   Class  __________     Name__________        Gender__________ 
 
Please read the passages below. Each one is followed by six questions about it. You are 
to choose the one best answer, A, B, C, or D, to each question. Then, on your answer sheet, find 
the number of the question and fill in the space that corresponds to the letter of the answer you 
have chosen (1*30=30). You need to complete the test in 80 minutes.  
 
Passage A 
My close friend Anna and I had a talk recently. Ann said, “Linda, if saying bad things 
about yourself were an Olympic sport, you’d win a gold medal!” 
Anna surprised me with this observation after I told her how I made a mistake with a 
student in a third-grade class where I was teaching. “I should never have let him leave the 
classroom! It was my fault! I’m so stupid!” 
My friend laughed, and then made her “Olympic” comment. I had to admit that she was 
right. I did castigate myself a lot. Why? Just that day I had called myself “messy” for having 
some papers spread out on my desk, “ugly” when I left the house without makeup and “stupid” 
when I left for teaching without my teaching materials. And I am a person that wants approval 
from all the people around me, even though for some of them I might feel miserable.  
In a quieter voice Anna said, “I once took a class where the teacher made us list all the 
bad things we say about ourselves. I had fifteen on my list.” 
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“Then the teacher said, ‘Now turn to the person next to you and say all the bad things on 
your list as if you were scolding that person with the words you wrote about yourself!’” 
I was shocked. “What did you do?”  
 “Nothing. I just sat there, until I said, ‘I could never say these bad things to anyone else!’ 
And our teacher replied, ‘Well, if you can’t say them to anyone else, then don’t ever say them to 
yourself!’”  
My friend had a point. I did learn something from her.    
 
1. What does the underlined part “this observation” in Paragraph Two refer to? 
A. Linda would win a gold medal    
B. Linda scolds herself too much. 
C. Linda made a mistake in her class.  
D. Linda should attend the Olympic sport. 
2. The writer supports the underlined sentence in Paragraph One mainly by _______. 
A. giving instructions 
B. analyzing cause and effect 
C. following the order of importance 
D. giving examples 
3. What is the most important thing Linda wants to tell us about herself? 
A. She is not a good teacher. 
B. She makes her desk disordered. 
C. She always finds faults with herself. 
D. She cares too much about her appearance.  
  
331 
4. What does the word “castigate” in Paragraph Three probably mean?  
A. think highly of              B. judge reasonably 
C. expect bad outcomes    D. blame severely  
5. In the class Ann took, she was asked to write down all the bad things about herself and     
______________. 
A. discuss with her neighbor for making improvements 
B. blame her neighbor as herself for doing that  
C. scold herself for doing that  
D. shared with the person next to her as a secret 
6. What does the author mainly tell us in this passage? 
A. We should make a list of our mistakes and correct them. 
B. We should be more organized in our life. 
C. We should learn how to appreciate ourselves more.      
D.  We should have good friends around for help. 
 
Passage B 
Henry Ford was an American industrialist, the founder of the Ford Motor Company, and 
sponsor of the development of the assembly line (装配线) technique of mass production. This 
book presents some of Ford’s life stories including his work, education, relationships, etc. 
Even as a youngster Ford was a natural businessman. When Ford was eleven years old，
he was given a watch for his birthday. Ford was so enthralled by the watch that he always 
brought it with him. In order to find out how the watch worked, he often forgot his eating and 
sleeping. Soon he developed his own watches and sold the watches he made for $1 each. That 
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might not seem like much now, but remember that Ford only made about $1.10 per day when he 
took his first job in a car company at age 17. However, he was fired after a short time because he 
angered the senior employees by being able to make repairs in about 30 minutes that took the 
other employees five hours! 
Ford’s first inspiration for the automobile came when he was only 13. Ford and his father 
saw a steam engine moving down the road. The engine had been attached to wheels to push itself 
forward. When Ford saw the engine, he became excited and asked the engine’s driver all about 
the machine. From this experience, the idea of a vehicle providing power for itself took root in 
Ford’s mind.  
Ford was a person who had brilliant ideas and strong feelings about the way something 
should be. He made the automobile more affordable by transforming car production. By 1899, 
Ford had produced a car that actually operated. He created the Ford Motor Company in 1903 and 
within four years the company’s profits were over $1 million. At that time only one type of car, 
the Model T, was made in Ford’s company. It took 14 hours for skilled workers to put each car 
together. Ford adopted the assembly line method of production, in which machines were used to 
bring car parts to workers. Using the assembly line, Ford's unskilled workers could completely 
make a car in about an hour and a half, which allowed Ford to lower the price of his cars. In 
1908 Model T’s sold for about 360 by 1916.  
 
7. What does the underlined part “enthralled by” in Paragraph Two probably mean?  
A. excited about         B. annoyed by  
C. pleased with          D. interested in 
8. Which of the following shows that Ford was born with natural business ability? 
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A. He gained his first experience by working in the car industry. 
B. He was very interested in how engines operated since he was young. 
C. He earned money by selling watches as his first business at about11 years old. 
D. He earned lots of money in a few years from his car company. 
9. What can you infer from the last paragraph?   
A. The assembly line made it possible to invent many types of new cars by Ford’s 
company. 
B. The assembly line greatly reduced the work day of Ford’s employees.  
C. The assembly line made it more possible for consumers to buy a car.  
D. The assembly line greatly improved the quality of cars produced by Ford’s company. 
10. According to the passage, which statement best describes Ford?  
A. Ford paid special attention to doing more work in limited time 
B. Ford was very good at making profits and training unskilled workers.  
C. Ford always stood on the side of customers to manage his company   
D. As a business owner, Ford was popular with the workers. 
11. The text is likely to be selected from a book of _______ . 
A. fiction      B. biography      C. advertisement   D. book review  
12. According to the passage, what can we know about Ford? 
A. creative    B. independent   C. hard-working   D. selfless 
 
Passage C 
Many nutritionists recommend restricting our intake of fat to 30% of our total daily 
calories. Contrary to this, current research suggests that not all of the fats we eat are bad for our 
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health and a healthy diet requires certain types of fats. As a result, it is important to consume 
enough good fats in our diets so that we provide ourselves with optimal nutrition.  
There are two types of important and essential fatty acids (脂肪酸) that we must get from 
diets: omega-6 and omega-3. Omega-6 is present in the foods Americans eat every day, such as 
beans, eggs, chicken, and pork. It is important in cell growth, and thus is essential for brain and 
muscle development. And, Omega-6 from food or supplements such as GLA has a longstanding 
history of folk use for allergies.  There is also some evidence that Omega-6 may help reduce high 
blood pressure, either alone or in combination with omega-3 fatty acids. 
The problem arises when it comes to attaining enough omega-3 in our diets. For general 
health, the ratio (比率) of omega-6 to omega-3 should be 3:1, and some health educators 
advocate a lower ratio than this. The improper ratio of these two fatty acids might be one of the 
most damaging aspects of the current American diet. The best way to solve this problem is to 
reduce the amount of omega-6 Americans are eating by limiting vegetable oils such as corn and 
sunflower while at the same time increasing the intake of omega-3 by eating more fish.  The very 
best source to increase omega-3 is fish. However if you eat a lot of conventionally raised meats 
and don’t eat much seafood, then consider taking a fish oil supplement.  
Omega-3 fats can do a lot for our health. They can provide benefits for our circulatory 
systems. For example, they can lower our blood pressure and help our arteries (动脉) stay 
flexible. They also can keep our blood thin naturally, so that we are less likely to have stroke. In 
addition, they help us reduce the risk of cancer. That’s a lot of benefit from one small nutrient!   
13. What does the underlined part “this problem” in Paragraph Three refer to? 
A. Americans do not get enough fatty acids from their diets 
B. Americans do not get enough nutrition from their diets 
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C. the ratio between Omega-6 and Omega-3 is high  
D. the ratio between Omega-6 and Omega-3 is low  
14. What can we infer from Paragraph 2 and 3?  (just say: paragraph 3) 
A. The American diets lack Omega 3.  
B. The American diets lack Omega 6. 
C. The American diets contain enough Omega 3 and Omega 6. 
D. The American diets lack both Omega 6 and Omega 3. 
15. Which of the following shows the sentence structure of the last paragraph? 
  
CP: Central Point                   P: point         Sp: Sub-point (次要点)     C: Conclusion  
16.  What can we learn from the last paragraph? 
A. Stroke patients should reduce their intake of omega-3. 
B. Patients with cancer should control their intake of omega-3. 
C. People will have many health problems with too much Omega-3. 
D. Patients who suffer from high blood pressure should add more omega-3 to their diets. 
17. What would be the best title for the passage?   
A. The benefits of omega-3 
B. Essential fatty acids and their health benefits 
C. Advantages and disadvantages of essential fatty acids 
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D. How to protect against illnesses 
18. The author intends to suggest people____________. 
A. lower their eating of Omega-6 from diets 
B. increase their eating of Omega-3 from diets 
C. be aware of the fatty acids in their diets and take action on it  
D. know about the benefits of Omega -3 and Omega-6. 
 
Passage D 
An old lady was walking down the middle of a street to the great mess of drivers and with 
no small danger to herself. She was told that the sidewalk was the place for pedestrians, but she 
replied: “It is my right to walk wherever I like.” It did not occur to her that even if freedom gave 
the pedestrian the right to walk down the middle of the road, the result of such freedom would 
make the road in turmoil. The consequence of that is: everybody would be getting in everybody 
else’s way and nobody would get anywhere. 
The old lady somehow awakens us to the fact that there is a danger to the world in 
behaving with unlimited freedom these days, so we should remind ourselves of the rules of the 
road. In order to preserve the freedom of all, everybody’s freedom must be limited. When the 
policeman stops you from crossing the street, he represents not unfair and strict control but social 
order. If you are reasonable, you will recognize that if he did not stop you, then he would stop no 
one, and the result would be that you would never cross at all. We may experience mild 
discomfort as we begin to sacrifice some personal freedom, but this is our behavior adapting to 
social order and which eventually makes our freedom a reality. In terms of sacrificing personal 
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freedom for the sake of others, it’s always easier to say it than to do it. If each of us in the society 
could start immediately to do this, we would have happier people.  
Freedom is not only a personal matter, but part of a social contract. In matters that do not 
affect others’ freedom, we may be as free as I like. We each have a kingdom in which we rule 
alone and can do what we choose. But when we step out of that kingdom, we must compromise 
our behavior to live in a society. This is a new challenge to which we have to face up. It is only 
by understanding each other and considering the feelings of each other that we are ready to face 
this challenge.   
 
19. The example of the old lady in Paragraph One is used to _____ 
A. praise the policeman for what he did 
B. blame the old lady for what she did 
C. introduce the topic of the passage 
D. show that traffic rules need improving 
20. Which of the following is the closest to the underlined word “turmoil” in Paragraph One?  
A. extremely busy 
B. completely disordered 
C. very dangerous 
D. entirely untidy  
21. Based on the passage, what might make people feel mild discomfort? 
A. starting to give up some personal freedom  
B. walking out of your personal affairs 
C. being faced with a new challenge 
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D. making your freedom a reality 
22. What does “a new challenge” in the last paragraph refer to? 
A. enjoying full freedom 
B. making more people to be happier  
C. making our freedom a reality 
D. adapting our behavior to social order  
23. We can infer from the passage that _______ 
A. each of us should keep the traffic rules in mind for driving. 
B. behaving with unlimited personal freedom does not work for the society.  
C. it’s difficult for policemen to stop everyone from crossing the streets. 
D. we would be happier when our personal freedom is not limited.  
24. The most important feature used by the author to develop the passage is______. 
A. raising questions 
B. providing details 
C. offering arguments   
D. making comparisons  
 
Passage E 
In this age the smart phone has become our best friend and we rely upon it for 
communication, interactions, and information. It is a platform to let us surf the Internet, listen to 
music and take photos wherever we are.  
With every update and new invention, the smart phones themselves are getting smarter. 
_①_ But are users of smart phones becoming smarter? According to a survey, less than 40% of 
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people believe that smart phones are making us smarter.  _②_ However, the majority think that 
they make our lives easier.  _③_ Indeed, smart phones allow us to not only look up anything 
right away without having to think about it first but also receive immediate updates to our social 
network sites.  _④_Therefore, smart phones are accepted by more and more people and they 
become more and more prevalent in the modern society.  
Moreover, smart phones seem to turn us into workaholics. A study suggests that by 
giving access to email at all times, the smart phone adds 2 hours to the working day. Thus, in 
general Americans work an additional 460 hours a year on average as they respond to emails on 
their phones. The normal American working day is between 8 and 9 hours, but more than 90% of 
office workers have email-enabled phones. Almost 1 in 10 workers admit spending up to 3 hours 
outside their normal working day checking work emails, with 9 out of 10 saying that they write 
work emails and make calls outside their normal work hours. Some workers even say that they 
must be available almost 24 hours a day. It seems that the more in contact we become, the more 
is expected of us for work.    
Some people said, “with smart phones, just about everything you need to keep your day 
running smoothly is at your fingertips”. However, with great convenience comes the possibility 
of endless work and great distraction of our normal life, this seems to be forgotten by the smart 
phone fans.  
25. In Paragraph Two, the sentence “because they bring us so much convenience” best fits 
_________  
A. ①                   B. ②              C.③                  D. ④ 
26. In Paragraph Two, the underlined word “prevalent” means: 
A. advanced          B. popular        C. excellent          D. familiar 
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27. We may infer from this passage that _______________.  
A. work becomes more enjoyable due to smart phones  
B. smart phones make people work harder and so employers are happy with them 
C. smart phones make it possible for people to work more flexibly 
D. smart phones tend to make it difficult for people to get away from work 
28. The main idea of the passage is that___________. 
A. Smart phones are wonderful technology. 
B. Smart phones change our life and work.  
C. Smart phones bring many disadvantages to our life and work. 
D. Smart phones make us an easier life and faster work. 
29. What suggestion would the author give to smart phone users?    
A. They should limit their work activities outside of work hours. 
B. They should make less contact with each other.  
C. They should buy the most advanced smart phones. 
D. They should not use smart phones at work.  
30. The author’s purpose in providing many numbers in Paragraph Three is ___________. 
A. to tell us that smart phones are making great contributions to our work  
B. to warn us that smart phones have many disadvantages  
C. to show us that smart phones seem to turn us into workaholics 
D. to inform us of the study about the advantages and disadvantages of smart phones  
 
This is the last page of the test.  Now, please answer the survey. 
Thank you for your time!  
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APPENDIX G 
SELF-EVALUATION OF ENGLISH READING ABILITY 
Dear students,  
This survey aims to help you self-evaluate your English reading ability. The information 
you provide will be valuable to help us investigate how to improve the English reading ability of 
students at your level. Your information will only be used for academic purpose. Please answer 
each question truthfully. You have ten minutes to answer the survey.  
Thank you very much for your support! 
Junli Wei  
University of Illinois at Urbana-Champaign  
 
School ________ Class________ Name ________ Gender________ 
Please select the appropriate answer for each question below.  
1. I can recognize the words I have learned and understand their meaning; and I can understand 
the basic grammar.  
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
2. I can apply the grammar knowledge I have learned to understand the complex grammar in 
reading. 
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
3. I can make a minimum local inference based on the detailed information in the context.  
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
4. I can infer the unknown word meaning in a specific context 
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
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5. I can determine the central idea of a text or provide a summary of the text, and use appropriate 
facts and relevant details to support main ideas.  
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
6. I can integrate multiple information from a large section of the text and make inferences from 
it. 
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
7. I can describe the logical connection between sentences and paragraphs in a text, and analyze 
how a text is structured, including how key sentences, paragraphs, and larger portions of the text 
contribute to the whole. 
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
8. I can determine an author’s point of view or purpose in a text and explain how it is conveyed 
in the text. 
A. Never     B. Seldom     C. Sometimes     D. Often     E. Always 
9. Please provide your English scores on the recent three English test  
(1)______ (2) _______ (3) _______ 
 
 
 
 
 
 
