Abstract: Using properties of shuffles of copulas and tools from combinatorics we solve the open question about the exact region Ω determined by all possible values of Kendall's τ and Spearman's ρ. In particular, we prove that the well-known inequality established by Durbin and Stuart in 1951 is only sharp on a countable set with sole accumulation point (−1, −1), give a simple analytic characterization of Ω in terms of a continuous, strictly increasing piecewise concave function, and show that Ω is compact and simply connected but not convex. The results also show that for each (x, y) ∈ Ω there are mutually completely dependent random variables whose τ and ρ values coincide with x and y respectively. Primary 62H20, 60E15; secondary 28D05, 05A05.
Introduction
Kendall's τ and Spearman's ρ are, without doubt, the two most famous nonparametric measures of association/concordance. Given random variables X, Y with continuous distribution functions F and G respectively, Spearman's ρ is defined as the Pearson correlation coefficient of the U(0, 1)-distributed random variables U := F • X and V := G • Y whereas Kendall's τ is given by the probability of concordance minus the probability of discordance, i.e.
ρ(X, Y ) = 12 E(U
whereby (X 1 , Y 1 ) and (X 2 , Y 2 ) are independent and have the same distribution as (X, Y ). Since both measures are scale invariant they only depend on the underlying (uniquely determined) copula A of (X, Y ). It is well known and straightforward to verify (see [13] ) that, given the copula A of (X, Y ), Kendall whereby µ A denotes the doubly stochastic measure corresponding to A. Considering that τ and ρ quantify different aspects of the underlying dependence structure (see [6] and the references therein) a very natural question is how much they can differ, i.e. if τ (X, Y ) is known which values may ρ(X, Y ) assume and vice versa. The following well-known universal inequalities between τ and ρ go back to Daniels [1] and Durbin and Stuart [4] respectively (for alternative proofs see [10, 7, 13] ): |3τ − 2ρ| ≤ 1 (1.3)
The inequalities together yield the set Ω 0 (see Figure 1 ) to which we will refer to as classical τ -ρ region in the sequel. Daniels' inequality is known to be sharp (see [13] ) whereas the first part of the inequality by Durbin and Stuart is only known to be sharp at the points p n = (−1+ 2 n , −1+ 2 n 2 ) with n ≥ 2 (which, using symmetry, is to say that the second part is sharp at the points −p n ). Although both inequalities are known since the 1950s and the interrelation between τ and ρ has received much attention also in recent years (see [6] and the references therein), to the best of the authors' knowledge the exact τ -ρ region Ω, defined by (C denoting the family of all two-dimensional copulas) Figure 1 depicts Ω 0 and the function Φ (lower red line), the explicit form of Φ is given in eq. (3.8) and eq. (3.7). As byproduct we get that the inequality by Durbin and Stuart is not sharp outside the aforementioned points p n and −pn, that Ω is compact and simply connected, but not convex. Moreover, we prove the surprising fact that for each point (x, y) ∈ Ω there exist mutually completely dependent random variables X, Y for which (τ (X, Y ), ρ(X, Y )) = (x, y) holds. The rest of the paper is organized as follows: Section 2 gathers some notations and preliminaries. In Section 3 we reduce the problem of determining Ω to a problem about so-called shuffles of copulas, prove some properties of shuffles and derive the function Φ. The main result saying that Ω is contained in the right-hand-side of eq. (1.6) is given in Section 4, tedious calculations needed for the proofs are collected to the Appendix. Finally, Section 5 serves to prove equality in eq. (1.6), and to collect some interesting consequences of this result.
Notation and Preliminaries
As already mentioned before, C will denote the family of all two-dimensional copulas, see [3, 5, 13, 16] . M and W will denote the minimum copula and the lower Fréchet-Hoeffding bound respectively. Given A ∈ C the transpose A t ∈ C of A is defined by A t (x, y) := A(y, x) for all x, y ∈ [0, 1]. d ∞ will denote the uniform distance on C; it is well known that (C, d ∞ ) is a compact metric space and that d ∞ is a metrization of weak convergence in C. For every A ∈ C the corresponding doubly stochastic measure will be denoted by µ A , i.e. we have respectively. Instead of λ-a.e. we will simply write a.e. since no confusion will arise. T will denote the class of all λ-preserving transformations h : [0, 1] → [0, 1], i.e. transformations for which the push-forward λ h of λ via h coincides with λ, T b the subclass of all bijective h ∈ T .
For every copula A ∈ C there exists a Markov kernel (regular conditional distribution)
for every F ∈ B([0, 1]). We will refer to K A simply as Markov kernel of A. On the other hand, every Markov kernel
For more details and properties of regular conditional distributions and disintegration we refer to [8, 9] . A copula A ∈ C will be called completely dependent if and only if there exists h ∈ T such that K(x, E) := 1 E (h(x)) is a Markov kernel of A (see [11, 19] for equivalent definitions and main properties). For every h ∈ T the induced completely dependent copula will be denoted by A h . Note that h 1 = h 2 a.e. implies A h1 = A h2 and that eq.
In the sequel C d will denote the family of all completely dependent copulas. A h ∈ C d will be called mutually completely dependent if we even have h ∈ T b . Note that in case of h ∈ T b we have A h −1 = (A h ) t . Complete dependence is the exact opposite of independence since it describes the (not necessarily mutual) situation of full predictability/maximum dependence. Some notions quantifying dependence of two-dimensional random variables which, contrary to Schweizer and Wolff's σ (see [15] ) are not based on d ∞ have been studied in [18, 19] .
Tackling the problem of determining the region Ω, our main tool will be special members of the class C d usually referred to as shuffles of the minimum copula M . Following [13] we will call h ∈ T b a shuffle (and A h ∈ C d a shuffle of M ) if there exist 0 = s 0 < s 1 < . . . < s n−1 < s n = 1 and ε = (ε 1 , . . . , ε n ) ∈ {−1, 1} n such that we have h (x) = ε i for every x ∈ (s i−1 , s i ). In case of ε i = 1 for every i ∈ {1, . . . , n} we will call h straight shuffle. S will denote the family of all shuffles, S + the family of all straight shuffles. It is well known (see [12, 13] ) that C S + , defined by
is dense in (C, d ∞ ). For more general definitions of shuffles we refer to [3] . Obviously every shuffle h ∈ S can be expressed in terms of vectors u ∈ ∆ n , ε ∈ {−1, 1} n and a permutation π ∈ σ n , whereby ∆ n denotes the unit simplex
n i=1 x i = 1} and σ n denotes all bijections on {1, . . . , n}. In fact, choosing suitable u ∈ ∆ n , ε ∈ {−1, 1} n , π ∈ σ n , setting (empty sums are zero by definition)
for every k ∈ {0, . . . , n}, we have ) and ε = (1, −1, 1, 1)
In the sequel we will directly work with the function h π,u,ε , implicitly defined in eq. (2.5) since all possible extensions of h π,u,ε from
yield the same copula, which we will denote by A hπ,u,ε . In case of ε i = 1 for every i ∈ {1, . . . , n} we will simply write h π,u in the sequel. Note that the chosen representation is not unique, i.e. for given u ∈ ∆ n , ε ∈ {−1, 1} n , π ∈ σ n there always exist u ∈ ∆ m , ε ∈ {−1, 1} m , π ∈ σ m with m = n such that h π,u,ε = h π ,u ,ε a.e., implying A hπ,u,ε = A h π ,u ,ε . So, for instance, the shuffle h π,u,ε with π = (4, 2, 1, 3), u = ( −1, 1, 1, 1 ) coincide a.e. and induce the same copula.
Remark 2.1. It might seem more natural to directly work with minimal representations (minimal dimension n) and to exclude the case of u k = 0 for some k (implying (s k−1 , s k ) = ∅) in the first place -since we will, however, use various compactness arguments in the sequel the chosen representation is more convenient.
Basic properties of Ω and some results on shuffles
In this section we will first show that for determining Ω it is sufficient to consider straight shuffles, give explicit formulas for (τ (A h ), ρ(A h )) for arbitrary h ∈ S + , and derive a strictly increasing function Φ : [−1, 1] → [−1, 1] which, after some change of coordinates, will finally be shown to fully determine Ω in the subsequent section. We start with some observations about Ω. The mapping f :
, is easily seen to be continuous w.r.t. d ∞ , so compactness of (C, d ∞ ) implies compactness of Ω. As a consequence, using eq. (1.5) and the fact that C S + is dense we immediately get (U denoting the closure of a set U )
Based on this, our method of proof will be to construct a compact set Ω Φ (fully determined by the function Φ) fulfilling (τ (A h ), ρ(A h )) ∈ Ω Φ for every h ∈ S + since then we automatically get Ω ⊆ Ω Φ . Apart from being compact, Ω is easily seen to be symmetric w.r.t. (0, 0). In fact, lettingÂ ∈ C denote the copula defined byÂ(x, y) = x − A(x, 1 − y) for every A ∈ C, both τ (Â) = −τ (A) and ρ(Â) = −ρ(A) follow immediately from eq. (1.1) and eq. (1.2). Having this, consideringÂ = A, we obtain the stated symmetry w.r.t. (0, 0). Note that, settingĥ := 1 − h, we getÂ h = Aĥ for every h ∈ T b . Analogously, it is straightforward to verify that τ (A t ) = τ (A) as well as
for every h ∈ T b . For every h ∈ T define the quantities inv(h) and invsum(h) (notation loosely based on [14] ) by
Then the following result holds:
Lemma 3.1. For every h ∈ T b the following relations hold:
which proves the first identity. The first part of the second one is an immediate consequence of disintegration. To prove the remaining equality use
As next step we derive explicit formulas for inv(h) and invsum(h) for the case of h being a straight shuffle based on which we will afterwards derive the aforementioned function Φ determining the region Ω. To simplify notation define
as well as
for every π ∈ σ n and u ∈ ∆ n . The following lemma (the proof of which is given in the Appendix) holds.
Lemma 3.2. For every (π, u) ∈ σ n × ∆ n the following identities hold:
As pointed out in the Introduction, the first part of inequality (1.4) is known to be sharp only at the points p n = (−1 + 2 n , −1 + 2 n 2 ) with n ≥ 2. According to [13] (or directly using Lemma 3.2), considering π = (n, n − 1, . . . , 2, 1) and
. Having this, it seems natural to conjecture that all shuffles of the form A hπ,u with π = (n, n − 1, . . . , 2, 1),
for some n ≥ 2 and r ∈ ( 1 n , 1 n−1 ) might also be extremal in the sense that (τ (A hπ,u ), ρ(A hπ,u )) is a boundary point of Ω. Main content of the paper is the confirmation of this very conjecture. We will assign all shuffles of the just mentioned form the name prototype, calculate τ and ρ explicitly for all prototypes and then, based on these values, derive the function Φ. Definition 3.3. π ∈ σ n will be called decreasing if π = (n, n − 1, . . . , 2, 1). The pair (π, u) ∈ σ n ×∆ n will be called a prototype if π is decreasing and there exists some r ∈ [
Using the identities from Lemma 3.2 we get the following expressions for prototypes (the proof is given in the Appendix):
Fix n ≥ 2. Then both functions r → 1 − 4(n − 1)r + 2r 2 n(n − 1) and r → 1 − 2r(n − 1) 3 − 3r(n − 1) + r 2 (n − 2)n are strictly increasing on [
. Expressing r as function of τ and substituting the result in the expression for ρ directly yields
Based on this interrelation define Φ n :
and set
Since we have Φ n (
Φ coincides with Daniels' linear bound and for x n = 2−n n and n ≥ 2 we have (x n , Φ(x n )) = p n , i.e. (x n , Φ(x n )) coincides with the points at which Durbin and Stuart's inequality is known to be sharp. Furthermore, it is straightforward to verify that Φ is a strictly increasing homemorphism on [−1, 1] which is concave on every interval [ Figure 3 depicts the function Φ as well as some prototypes and their corresponding Kendall's τ and Spearman's ρ. Defining the compact set Ω Φ by
we can now state the following main result the proof of which is given in the next section.
Remark 3.6. The fact that Ω ⊆ Ω Φ holds is the principal result of this paper since it improves the classical inequality by Durbin and Stuart mentioned in the Introduction and, more importantly, gives sharp bounds everywhere. In Section 5 we will, however, show that even Ω = Ω Φ holds and that for every point (x, y) ∈ Ω there exists a shuffle h ∈ S such that (τ (A h ), ρ(A h )) = (x, y).
Remark 3.7.
A function similar (but not identical) to Φ has appeared in the literature in [17] , where the authors tried to deduce sharp bounds of Ω by running simulations (but did not provide any analytic proof). Additionally, it has been brought to our attention during the preparation of this manuscript that ManuelÚbeda-Flores (University of Almería) already conjectured Theorem 3.5 (with the exact form of Φ) in a working paper in 2009.
Proof of the main theorem
Using the properties of Ω mentioned at the beginning of Section 3, Theorem 3.5 is proved if we can show that for every h ∈ S + we have ρ(A h ) ≥ Φ(τ (A h )). Given Lemma 3.2 it is straightforward to verify that this is equivalent to showing invsum(h) ≤ ϕ(inv(h)) for every h ∈ S + whereby ϕ : [0, 6 ] is defined by and ϕ n : [ 6 ] is given by
Translating this to a π (u) and b π (u), using eq. (3.6) and defining ϑ : [0,
] by ϑ(x) = x − 2ϕ(x) we arrive at the following equivalent form of Theorem 3.5:
Theorem 4.1. For every n ∈ N, π ∈ σ n and u ∈ ∆ n the following inequality holds:
We are now going to prove this result and start with some first observations and an outline of the structure of the subsequent proof. (i) ϑ is continuous and, by calculating the derivative, it is straightforward to see that ϑ is nondecreasing. (ii) ϑ(0) = ϑ( . (iii) For every prototype (π, u) we have equality b π (u) = ϑ(a π (u)). (iv) For given n and fixed π ∈ σ n the functions v → a π (v) and v → b π (v) are continuous on ∆ n , so there exists some u) ) trivially holds for every π ∈ σ n and every u ∈ ∆ n , so from now on we will only consider the case n ≥ 3.
The structure of the proof of Theorem 4.1 is as follows:
1. Preliminary Step 1: We prove inequality (4.3) for the case of decreasing π ∈ σ n .
Preliminary
Step 2: We analyze how, for fixed π ∈ σ n , the quantities a π (u) and b π (u) change if u ∈ ∆ n changes. 3. Induction Step 1: Assuming that the result is true for all (π, u) ∈ σ m ×∆ m with m < n we prove inequality (4.3) for (π, u) ∈ σ n × ∆ n under the hypothesis that there either exist (i) p < q < r such that π(r) > π(q) > π(p) or (ii) p < q < r < s such that π(q) > π(p) > π(s) > π(r) holds. 4. Induction Step 2: Assuming that the result is true for all (π, u) ∈ σ m ×∆ m with m < n we prove inequality (4.3) for (π, u) ∈ σ n × ∆ n with π not fulfilling the hypothesis in Induction
Step I.
Step 1 : Consider n ≥ 3 and π = (n, n − 1, . . . , 2, 1). Note that in this situation we have e 1 (u) = 1, e 2 (u) = a π (u), e 3 (u) = b π (u) for every u ∈ ∆ n , whereby e i denotes the i-th elementary symmetric polynomial for i ∈ {1, 2, 3}, i.e. e 1 (v) :
Hence a π (u) and b π (u) do not change if we reorder the coordinates of u.
Lemma 4.2. Suppose that n ≥ 3, π = (n, n − 1, . . . , 2, 1), c 2 ∈ a π (∆ n ) and that u ∈ ∆ n fulfills b π (u) = min{b π (v) : v ∈ ∆ n ∩ (a π ) −1 ({c 2 })} as well as u 1 ≥ · · · ≥ u n ≥ 0. Then there exists m ∈ {1, . . . , n} such that u i = 0 for every i > m, and
Proof. Note that continuity of b π and compactness of ∆ n ∩ (a π ) −1 ({c 2 }) implies the existence of the minimum. We first prove the statement for the case n = 3 and suppose that u is a minimizer fulfilling
and let D f denote the discriminant of f . It is well known that D f > 0 if and only if f has three distinct real zeros and that in case of D f = 0 locally the zeros of f are smooth (so in particular continuous) functions of the coefficients of f .
, then for small enough values of > 0, the polynomial f has three distinct, positive real zeros: u ,1 , u ,2 , u ,3 . Then u ,1 + u ,2 + u ,3 = 1 and u ,1 u ,2 + u ,2 u ,3 + u ,3 u ,1 = c 2 , while u ,1 u ,2 u ,3 = e 3 (u) − ε < e 3 (u), contradiction. So either u 3 = 0 or u 1 = u 2 or u 1 > u 2 = u 3 > 0. In the first two cases we are done, so suppose that u 1 > u 2 = u 3 > 0. Then 1 = u 1 + 2u 2 and c 2 = 2u 1 u 2 + u 2 2 . Suppose that u 1 ≥ 4u 2 . Then 1 ≥ 4c 2 , so there are unique y 1 ≥ y 2 ≥ 0 such that y 1 + y 2 = 1 and y 1 y 2 = c 2 . Let y 3 = 0, then considering y = (y 1 , y 2 , y 3 ) we get e 1 (y) = 1, e 2 (y) = c 2 , and e 3 (y) = 0 < e 3 (u), contradiction. So 4u 2 > u 1 > u 2 . Let y 1 = y 2 = 2u1+u2 3
and y 3 = 4u2−u1 3
. Then y 1 , y 2 , y 3 ≥ 0, e 1 (y) = 1, e 2 (y) = c 2 , and e 3 (y) =
3 < e 3 (u), contradiction. This proves the claim for n = 3. Suppose indirectly that the statement is false for some n > 3. Then there are i < j < k such that u i > u j ≥ u k > 0. Settingū l := u l ui+uj +u k for every l ∈ {i, j, k} obviouslyū i +ū j +ū k = 1. Applying the case n = 3 toū i ,ū j ,ū k yieldsȳ i ,ȳ j ,ȳ k ∈ [0, 1] such thatȳ i +ȳ j +ȳ k =ū i +ū j +ū k ,ȳ iȳj +ȳ jȳk + y kȳi =ū iūj +ū jūk +ū kūi andȳ iȳjȳk <ū iūjūk . Setting y l = u l for every l ∈ {1, . . . , n} \ {i, j, k} and y l =ȳ l (u i + u j + u k ) for every l ∈ {i, j, k} finally yields e 1 (y) = e 1 (u), e 2 (y) = e 2 (u) and e 3 (y) < e 3 (u), contradiction. Corollary 4.3. Suppose that n ≥ 3 and that π = (n, n − 1, . . . , 2, 1). Then b π (u) ≥ ϑ(a π (u)) holds for every u ∈ ∆ n .
Step 2 : We investigate how, for fixed π ∈ σ n , the quantities a π (u) and b π (u) change if u ∈ ∆ n changes. To do so, temporarily extend a π and b π to full R n using the identities in Lemma 3.2. The following lemmata (whose proof is given in the Appendix) will be crucial in the sequel.
Lemma 4.4. Suppose that n ≥ 3 and that δ = (δ 1 , . . . , δ n ) ∈ R n fulfills i δ i = 0. Then for every t ∈ R the following identities hold:
where
and
Lemma 4.5. Suppose that n ≥ 3 and that π ∈ σ n . If p, q, r ∈ {1, . . . , n} are distinct elements such that {p, q, r} / ∈ Q π , then c p,r + c q,r ≥ c p,q ≥ 0.
We now state two conditions for π that imply the existence of a direction δ ∈ R n \ {0} with i δ i = 0 such that t → a π (u + tδ) − a π (u) is identical to zero for every t and t → b π (u + tδ) − b π (u) is of degree two and concave. Lemma 4.6. Suppose that n ≥ 3, that π ∈ σ n , and that one of the following two conditions holds:
(i) There exist p, q, r ∈ {1, 2, . . . , n} with p < q < r and π(r) > π(q) > π(p).
(ii) There exist p, q, r, s ∈ {1, 2, . . . , n} with p < q < r < s and π(q) > π(p) > π(s) > π(r).
Then there exists δ ∈ R n \ {0} such that the coefficients in (4.4) and (4.5) fulfill α 1 = α 2 = β 3 = 0 and β 2 ≤ 0.
Induction
Step 1 : We prove the induction step for all π ∈ σ n fulfilling one of the conditions in Lemma 4.6.
Lemma 4.7. Suppose that n ≥ 3 and that b ω (v) ≥ ϑ(a ω (v)) holds for all (ω, v) ∈ σ m × ∆ m with m < n. If π ∈ σ n fulfills one of the conditions in Lemma 4.6 then b π (u) ≥ ϑ(a π (u)) for every u ∈ ∆ n .
Proof. Suppose that π ∈ σ n fulfills one of the conditions in Lemma 4.6 and consider u ∈ ∆ n . If u k = 0 for some k ∈ {1, . . . , n} then, defining (π , v) ∈ σ n−1 × ∆ n−1 by v i = u i for i < k and v i = u i+1 for i ≥ k as well as
Suppose now that u ∈ (0, 1) n and, using Lemma 4.6, choose δ ∈ R n \ {0} such that β 2 ≤ 0 and a π (u + tδ) = a π (u) and
Moreover there are i, j such that (u + t 0 δ) i = 0 and (u + t 1 δ) j = 0 by construction, so we can proceed as in the first step of the proof and use induction to get b π (u) ≥ ϑ(a π (u)).
Step 2: As final step we concentrate on permutations π ∈ σ n not fulfilling any of the two conditions in 4.6 and start with the following definition and the subsequent lemma (whose proof can be found in the Appendix). Definition 4.8. A permutation π ∈ σ l is called almost decreasing if there is at most one i ∈ {1, . . . , l − 1} such that π(i) < π(i + 1).
Lemma 4.9. Let l ≥ 1 and π ∈ σ l . Then the following two conditions are equivalent:
• There are no 1 ≤ p < q < r ≤ l such that π(p) < π(q) < π(r), and there are no 1 ≤ p < q < r < s ≤ l such that π(r) < π(s) < π(p) < π(q).
• π or π −1 is almost decreasing.
Having this characterization we can now prove the remaining induction step for those π ∈ σ n fulfilling that π or π −1 is almost decreasing. Notice that w.l.o.g. we may assume that π ∈ σ n is almost decreasing since defining v ∈ ∆ n by v i = u π −1 (i) for every i ∈ {1, . . . , n} yields a π (u) = a π −1 (v) as well as b π (u) = b π −1 (v). Both subsequent lemmata are therefore only stated and proved for almost decreasing π. Lemma 4.10. Suppose that n ≥ 3 and that b ω (v) ≥ ϑ(a ω (v)) holds for all (ω, v) ∈ σ m × ∆ m with m < n. If π ∈ σ n is almost decreasing with π(1) = n or π(n) = 1 then b π (u) ≥ ϑ(a π (u)) holds for every u ∈ ∆ n .
Proof. As before we may assume u ∈ (0, 1) n . Suppose that π(1) = n. Defining (π , u ) ∈ σ n−1 ×∆ n−1 by π (i) = π(i+1) and u i = ui+1 1−u1 for every i ∈ {1, . . . , n− 1} and considering
To simplify notation letπ k denote the decreasing permuation in σ k for every k ∈ N. Choose u 1 , ..., u n−1 ∈ ∆ n−1 such that aπ n−1 (u ) = a π (u ) and
Altogether this yields
The proof of the case π(n) = 1 is completely analogous.
The following final lemma assures that in case of almost decreasing π ∈ σ n with π(1) = n and π(n) = 1 we can not be on the boundary of Ω Φ . Note that in the proof we do not make use of the induction hypothesis.
Lemma 4.11. Suppose that n ≥ 3 and that π ∈ σ n is almost decreasing with π(1) = n and π(n) = 1. Then for every u ∈ ∆ n ∩ (0, 1) n we have
Proof. First note that the existence of the minimum is assured by the fact that σ n is finite and ∆ n is compact. Set k := π −1 (1). Then 1 = π(k) < π(k − 1) < · · · < π(1) < n and 1 < π(n) < · · · < π(k +2) < π(k +1), so π(k +1) = n. Define (π , u ) ∈ σ n × ∆ n as follows: π (i) = π(i) for i / ∈ {k, k + 1}, π (k) = π(k + 1) = n and π (k + 1) = π(k) = 1; u i = u i for i / ∈ {k, k + 1}, u k = u k+1 and u k+1 = u k . Then it is straightforward to verify that
holds, which, considering n ≥ 3 implies a π (u ) > a π (u) and b π (u ) < b π (u).
Having this we get
) since ϑ is nondecreasing, which completes the proof.
Since Lemma 4.11 implies that in order to prove inequality (4.3) for every π ∈ σ n and u ∈ ∆ n it is not necessary to consider almost decreasing permutations π with π(1) = n and π(n) = 1 the proof of Theorem 4.1 (hence the one of Theorem 3.5) is complete.
Additional related results
So far we have shown that Ω ⊆ Ω Φ . We now prove that the two sets are in fact identical. 
is continuous and fulfills, firstly, that H(0, t) = γ(t) and H(1, t) = ( , . . . , 9 10 } with H being the homotopy used in the proof of Theorem 5.1.
Considering that the operator O s : C → C maps the family of all shuffles of M into itself for every s ∈ [0, 1] the proof of Theorem 5.1 has the following surprising byproduct: 
Appendix
Proof of Lemma 3.2. Since the first identity is straightforward to verify we start with the proof of the second one. Using s
The third identity follows from
Proof of Lemma 3.4. To simplify calculations let e i (v) denote the i-th elementary symmetric polynomial for i ∈ {1, 2, 3} and v ∈ R n , i.e. 
Again considering r ∈ [ ((u i + δ i t)(u j + δ j t)(u k + δ k t) − u i u j u k ) = i<j<k, {i,j,k}∈Qπ Multiplying these together, we get that ι(p, q)ι(p, r)ι(q, r) = 1, so γ p,q,r = 1. However {p, q, r} / ∈ Q π , so γ p,q,r = 0, contradiction.
Proof of Lemma 4.6. (i) Suppose that there are p < q < r such that π(r) > π(q) > π(p). Let δ i = 0 for every i = p, q, r. We can fix a nonzero solution (δ p , δ q , δ r ) ∈ R 3 \ {0} to the following system of homogeneous linear equations:
δ p + δ q + δ r = 0, a p δ p + a q δ q + a r δ r = 0. Now suppose that π −1 (l) < π −1 (1) . If π(l) < π(1), then the condition on π is false for p = 1, q = π −1 (l), r = π −1 (1), s = l. So π(l) > π(1) and (π −1 ) −1 (l) > (π −1 ) −1 (1) . Applying the previous paragraph to π −1 shows that π −1 is almost decreasing.
