As an example we consider the annular region plotted in Fig.7 . The inner and outer boundaries are given, respectively, by r 1 ( ) = 0:3 + 0:1 sin + 0:12 sin 2 ; r 2 ( ) = 1 + 0:1 cos + 0:1 sin 3 :
The source function in Eq.(5.5) is f(x; y) = e x + e y and the boundary values are (x; y) = e x + e y ; (x; y) 2 @ .
As t ! 1, the solution u(x; y; t) approaches the steady state regime u 1 (x; y) = e x + e y ; (x; y) 2 . The maximum relative error in the steady solution is given in Table 3 .
It decays exponentially fast as the resolution in the azymuthal direction increases. (5.6) in the region Fig.7 ; N r = 64, P = 2 However, the PCG iterations converge rather slowly in this case (at the resolution N = 64 about 45 iterations are needed to converge). Moreover, for more complicated geometries than
The impact of the pro le of grooves (parameter ) on the accuracy is given in Table 2 (other geometric parameters remain as in Table 1 ). The accuracy decreases as the pro le becomes steeper. 6 7 8 9 log ju ? u ex j max ?8:6 ?7:8 ?6:6 ?5:7 Table 2 . Dependence of accuracy on the steepness of the groove's pro le (N x = 128, N y = 64, P = 2)
Unlike the previous case (a wavy channel with smoothly deformed boundaries) for a channel with sharp grooves the error does not decay exponentially fast at high resolution (N x = 256). The use of larger P or a larger resolution within each subdomain does not improve the accuracy. The reason is that steep gradients in the pro le of the groove, y 1 (x), generate large coe cients Eq.(3.4) in the transformed operator Eq.(3.5). Domain decomposition in the form of parallel strips eliminates the large variance of the coe cients only in the transverse direction. In the lengthwise direction the di erence between the mean and the local values may be large. In such a case the error behaves like in Fig.2 for n = 9 (relatively low accuracy sustains after some tens iterations) or, most fortunately, like for n = 11 (slow convergence to the exact solution). This di culty can be overcome by applying domain decomposition in the form of rectangular boxes. The results will be reported in a future paper. where n refers to the times t n = n . After de ning in a channel-like domain = f0 x L; y 1 (x) y y 2 (x)g with the boundaries y 1;2 (x) having the form of sinusoidal waves: y 1 (y) = ?(1 + cos kx); y 2 (y) = 1 + cos kx:
Time-Dependent Problems
The following boundary conditions are applied: y = y 1;2 ; u = 0; u(0; y) = u(L; y): In Fig.5 we plot the solution for x 0 = L=8; h = 0:3; = 6; L = 2 . In Fig.6 we plot the convergence history at N y = 64 and di erent N x . The maximum pointwise error in the asymptotic solution is listed in Table 1 ; the solution of the reference is computed on the grid 512 64. If the coe cients in L vary in small ranges, then the spectral preconditioner Eq.(4.3) obviously provides a better approximation to L than any low-order preconditioner. However, if the coe cients vary substantially on the computational region, then Eq.(4.3) is going to be a poor approximation to L.
The situation will change if the preconditioned iteration method is combined with the domain decomposition technique. Domain decomposition provides us with the new possibility of using di erent preconditoners in subdomains, each one being a good constant-coe cient approximation to L on a small enough patch of the region. As a result, the convergence rate of iterations can be improved considerably.
We illustrate this conclusion by the following 1-D example u 00 + a(x)u 0 ? H n = u 00 + a n u 0 ? The convergence history of the preconditioned conjugate gradient (PCG) iterations with the spectral preconditioners, Eq.(4.6), is given in Fig.2 for several domain decompositions (parameter = 1). When the number of subdomains varies from P = 11 to P = 15, the same asymptotic accuracy is eventually attained. However, the convergence is much faster for larger P, i.e., for smaller deviations ja(x) ? a n j within the intervals x n?1 ; x n ]. If the deviations ja(x) ? a n j are too large (P = 9), then a smaller accuracy is achieved after an a ordable (some tens) number of iterations.
2-D Examples
In this section we demonstrate the capability of the Multidomain Local Fourier method to solve elliptic and parabolic problems in 2-D domains with curvilinear boundaries. ) operations to invert the matrix (using the Gauss elimination or other direct methods). Obviously, for multi-dimensional problems of realistic size (typically, with N 10 6 ), the direct solution of such a system is prohibitively expensive.
Stationary Problems
The straightforward implementation of iteration methods to the solution of large linear algebraic systems is also ine cient. The reason is that the typical number of iterations required to reduce the error by an order of magnitude (it can be characterized by the condition number ) grows with the size N of a system. For the second order operator (3.5), / N 2 no matter whatever discretization method is used.
The convergence of iterations can be improved substantially, if an appropriate preconditioner to the original di erential operator is used 6]. In the next section we construct an e cient spectral preconditioner to L to obtain a rapidly convergent iteration algorithm.
Preconditioned Iteration Method with Spectral Preconditioner
The idea of preconditioning is to solve the equation approximation to L is commonly used in the capacity of H. The use of a higher order nite-di erence preconditioner improves the rate of convergence but is partially o set by the additional cost of inverting a denser matrix (representing an operator, discretized on a larger stencil). Therefore, high-order nite-di erence preconditioners are not useful.
We propose to construct H in the same form as L but with constant coe cients in place of variable coe cients in L. For instance, the preconditioner to the operator Eq. ; 0 < x < l n , which decay inward in the subdomain. The coe cients A n ; B n have to be found in order to enforce the continuity of u(x) and u 0 (x) at the interfaces. They can be expressed, in closed form, in terms of jumps of particular solutions u p ; u 0 p at the interfaces.
It seems that computation of matching coe cients requires the global communication between the processors since all the interfaces contribute to the matching relations. We observe, however, that if the parameter in Eq.(2.1) is much greater than 1 (see section 5.2), then the functions h (x) decay rapidly away from the interfaces. Thus, for each particular location x, the in uence of the remote interfaces becomes negligible. As a result, the matching relations decouple in such a way that the computation of each pair of matching parameters A n ; B n requires only the knowledge of jumps at two nearest interfaces as follows:
A n = ? n ; B n = ? n?1 ; n = 1; 2; :::; P The present algorithm can be extended to solve non-periodic problems. For such problems the continuous extension of functions beyond the boundaries is not available. Therefore, the boundary subdomains should be treated di erently. An alternative approach consists in reexpanding the Fourier partial sums, burdened by the Gibbs phenomenon, into the rapidly converging Gegenbauer series 7].
The extension of this method to rectangular domains decomposed into parallel strips, is straightforward. After applying the DFFT along the strips, we arrive at a collection of uncoupled 1-D ODEs for the Fourier coe cients. These equations are of the same type as Eq.(2.1). Therefore, they can be solved by using the 1-D MDLF routine.
Problems in Complex Geometries
Consider a second-order elliptic equation 
We describe the numerical algorithm as applied to the boundary value problem of the di usion type u 00 ? The resulting solutionsũ (n) (x) will be the true particular solutions u (n) p (x) to Eq.(2.1) on the intervals l n , where the projection procedure does not change the source function f n (x).
As for the "extra" intervals outside subdomains x n?1 ? ; x n?1 ] and x n ; x n + ], where the source function was distorted by projection, the most economic way is not to reconstruct solutions on these intervals but rather not to utilize them (it will be extra work for avoiding the Gibbs phenomenon when the Fourier method is applied to non-periodic problems). It can be shown 2] that for large problems using high resolution in space this extra work is a small percentage of the whole computational work.
The global solution u p = S P n=1 u (n) p will be piecewise continuous since the local usually solutions have jumps at the interfaces.
2. Matching step. In order to obtain the continuous global solution, we correct the particular solutions, constructed at the previous step, by properly weighted local homogeneous Domain decomposition can be successfully combined with spectral methods using series expansions into orthogonal bases. The advantage of spectral methods over low-order ( nitedi erence or nite-element) methods is that they converge exponentially fast with the number of degrees of freedom N. For problems in multidomains, polynomial (like Chebyshev or Legendre) bases are mostly used. Spectral methods with the Fourier basis seem to be of doubtful use for the construction of non-periodic local solutions in subdomains. The reason is that the truncated Fourier series of a non-periodic function (having a discontinuous periodic extension at the boundaries) converges very slowly, like 1=N, inside the region, and gives rise to O(1) spurious oscillations near the boundaries, known as Gibbs phenomenon.
However, the Gibbs phenomenon can be avoided if a smooth decomposition of functions is performed. In 1],a spectrally accurate multidomain Fourier method was developed. This method employs a particular version of the projection technique introduced by R. Coifman and Y. Meyer 4] for the construction of the Local Fourier Basis (LFB). The multidomain local Fourier method (MDLF) of 1] is especially e cient for large problems using high resolutions in space. In this case, the relative amount of operations required to perform the projection is insigni cant in comparison with that needed to execute the Fast Fourier Transform (FFT).
An important advantage of this method, when compared to other multidomain spectral techniques, is that it enables a great simpli cation of the matching relations for the interface unknowns. The matching of local solutions constructed independently in each subdomain is necessary to obtain the continuous global solution. For problems with constant coe cients and in simple domains, the use of the Fourier basis enables us to ful ll the matching of each harmonic separately, and thus to eliminate the global coupling of the interface unknowns.
The matching relations can be simpli ed furthermore by utilizing localization properties of an elliptic operator resulting from the discretization in time of a time-dependent problem 2]. Eventually, only local communication between the neighboring subdomains turns out to be necessary. Thus, the MDLF algorithm is completely scalable and posseses high parallel e ciency 3].
In this paper we generalize our previous multidomain Fourier approach in order to treat problems with non-constant coe cients and complicated geometries. The new algorithm incorporates the MDLF method along with several additional techniques, such as mapping and conjugate gradient iterations. A rapidly convergent (by O(1) iterations) algorithm, using a spectral preconditioner, is constructed for the solution of the full-matrix problem in a mapped domain. In e ect, the spectrally accurate solution in complex geometry can be accomplished by a little more work than that required to solve a constant coe cient equation in the simplest rectangular domain using the FFT.
The structure of this paper is the following. In section 2, we describe the MDLF approach in 1-D and in 2-D for the simplest rectangular geometry. In section 3, we set up the problem in complex geometry. The numerical algorithm for solving this problem is introduced in section 4. Finally, in section 5 we test this method on some elliptic and parabolic problems in channels and in con ned regions of complicated shape.
