Abstract. In this paper the notion of strongly resolving markets with respect to the positive basis of a minimal lattice-subspace Y of R m is defined. It is proved that if the number of securities is less than half the dimension of Y, then not a single (non-trivial) option can be replicated. This result extends already known results regarding the notion of a market being strongly resolving. Both theoretical and computational methods are provided in order to establish criteria for the characterization of markets that do not replicate any option.
Introduction
In a seminal study, [12] , Ross shows that if security markets are resolving then there exist non-redundant options that generate complete security markets. This result poses the following natural question: Can we ever replicate an option if markets are not complete? Complementing the work of Ross, the authors in [1] gave a characterization of markets that do not replicate any option. In particular, they show that if security markets are strongly resolving and the number of primitive securities is less than half the number of states, then every option is non-redundant, i.e., not a single (non-trivial) option can be replicated. The replication of options in strongly resolving markets has been studied in [1] , [2] and [11] . In [1] the authors defined the notion of strongly resolving markets by considering the payoff matrix with respect to the standard basis of R m while in [11] , a generalization of the previous definition was presented by taking the payoff matrix with respect to the positive basis of F 1 (X), where F 1 (X) denotes the completion of X by options i.e., the subspace of R m generated by all options written on the elements of X ∪ {1}. On the other hand, in [2] , the result presented in [1] is extended to the case when the condition on the number of primitive securities is not imposed. Since any replicated option can be priced directly, considered as a portfolio of primitive securities it is evident that the replication of options is one of the most important problems in finance.
In this article, we extend the definition of strongly resolving markets by taking the payoff matrix with respect to the positive basis of a minimal lattice-subspace Y, generated by the x 1 , x 2 , ..., x n non-redundant securities. In addition, we present a new characterization of markets that do not replicate any option. Our main result states that if the number of securities is less than half the dimension of Y, then not a single (non-trivial) option can be replicated. Besides the theoretical approach, we provide computational methods in order to verify if a market is strongly resolving. To this end, we combine previous knowledge developed in [3] [4] [5] [6] [7] [8] [9] [10] together with some new theoretical and computational ideas. Note that, the vector lattice theory founds great applications in the theory of options since the different kind of options are expressed through lattice operations.
The material in this article is spread out in 6 sections. In section 2, the fundamental properties of latticesubspaces and vector sublattices are presented. Moreover, we discuss the basic results for vector sublattices, lattice-subspaces and positive bases of R m together with the solution to the problem of whether a finite collection of linearly independent, positive vectors of R m generates a lattice-subspace or a vector sublattice. In section 3, we discuss the theoretical background for option replication. Also, section 3 emphasis the most important interrelationship between positive bases and the problem of option replication. In section 4, we present three different notions of strongly resolving markets and we prove our main result, theorem 4.4. Section 5 is divided in two subsections; in the first we construct a new Matlab function for verifying if a market is strongly resolving (for each one of the three definitions), whereas in the second we discuss the use of the proposed Matlab function together with important numerical examples. Moreover, subsection 5.2 concludes with three open questions regarding the aforementioned different kinds of strongly resolving markets. Conclusions are provided in section 6. 
Preliminaries
The positive cone of R m is defined by R m + = {x ∈ R m |x(i) ≥ 0, for each i} and if we suppose that X is a vector subspace of R m then X ordered by the pointwise ordering is an ordered subspace of R m , with positive cone
.., e m } we shall denote the standard basis of R m . A point x ∈ R m is an upper bound (resp. lower bound) of a subset S ⊆ R m if and only if y ≤ x (resp. x ≤ y), for all y ∈ S. For a two-point set S = {x, y}, we denote by x ∨ y (resp. x ∧ y) the supremum of S i.e., its least upper bound (resp. the infimum of S i.e., its greatest lower bound). Thus, x ∨ y (resp. x ∧ y) is the componentwise maximum (resp. minimum) of x and y defined by
For any x = (x(1), x(2), ..., x(m)) ∈ R m , the set supp(x) = {i|x(i) 0} is the support of x. We say that the vectors
it is a vector lattice in the induced ordering, i.e., for any two vectors x, y ∈ X the supremum and the infimum of {x, y} both exist in X. Note that the supremum and the infimum of the set {x, y} are, in general, different in the subspace from the supremum and the infimum of this set in the initial space. An ordered subspace Z of R m is a vector sublattice or a Riesz subspace of R m if for any x, y ∈ Z the supremum and the infimum of the set {x, y} in R m belong to Z. Assume that X is an ordered subspace of R m and B = {b 1 , b 2 , ..., b µ } is a basis for X. Then B is a positive basis of X if for each x ∈ X it holds that x is positive if and only if its coefficients in the basis B are positive. In other words, B is a positive basis of X if the positive cone X + of X has the form, Recall that a nonzero element x 0 of X + is an extremal point of X + if, for any x ∈ X, 0 ≤ x ≤ x 0 implies x = λx 0 , for a real number λ. Since each element b i of the positive basis of X is an extremal point of X + , a positive basis of X is unique in the sense of positive multiples. The existence of positive bases is not always ensured, but in the case where X is a vector sublattice of R m then X always has a positive basis. Moreover, it holds that an ordered subspace of R k has a positive basis if and only if it is a lattice-subspace of R k . If B = {b 1 , b 2 , ..., b n } is a positive basis for a lattice-subspace (or a vector sublattice) X then the lattice operations in X, namely x∇y for the supremum and x △ y for the infimum of the set {x, y} in X, are given by
A vector sublattice is always a lattice-subspace, but the converse is not true. Let A ⊆ R m + , A ∅ and S be the set of lattice-subspaces of R m each of which contains A. If B ∈ S and for any C ∈ S it holds C ⊆ B ⇒ C = B, then we say that B is a minimal lattice-subspace of R m containing A. The function
for each i ∈ {1, 2, ..., m} with ∑ n j=1 |x j (i)| 0 is the basic function of the vectors x 1 , x 2 , ..., x n . The set We enumerate the range of the basic function as follows, R(β) = {P 1 , P 2 , ..., P µ } such that the first n vertices P 1 , P 2 , ..., P n are linearly independent and P 1 , P 2 , ..., P d are the vertices of K. The following theorem is important for our study. We shall present it in a suitable form for our analysis, as in [8] . 
where U is the n × n matrix whose ith column is the vector
, and
is the vector sublattice generated by x 1 , x 2 , ..., x n and dim Z = µ.
Consider the basic function γ of the vectors x 1 , x 2 , ..., x µ with range,
Then, the relation
where V is the µ × µ matrix with the vectors P
, ..., P ′ µ specified as columns, defines a positive basis for Z.
In [5, 8] algorithmic procedures as well as computational methods are provided for the calculation of the vector sublattice and the minimal lattice-subspace generated by a finite set of positive vectors of R k . In particular, let X = [x 1 , x 2 , ..., x n ] be the vector subspace generated by the linearly independent, positive vectors x 1 , x 2 , ..., x n of R m . If X is a lattice-subspace or a vector sublattice of R m a computational method that determines a positive basis in X is provided in [5] . In the opposite case, the computational method presented in [8] , provides a minimal lattice-subspace and a vector sublattice containing X as well as their corresponding positive bases. In addition, in [5, 8] the interconnection between the aforementioned computational methods with problems arising in mathematical economics is further analyzed.
For computational methods in positive bases theory with applications in economics we refer to [3] [4] [5] [6] [7] [8] [9] .
The economic model-Options replication
In our economy there are two time periods, t = 0, 1, where t = 0 denotes the present and t = 1 denotes the future. We consider that at t = 1 we have a finite number of states indexed by s = 1, 2, ..., m, while at t = 0 the state is known to be s = 0.
Suppose that, agents trade x 1 , x 2 , ..., x n non-redundant (linearly independent) securities in period t = 0, future payoffs of x 1 , x 2 , ..., x n are collected in a matrix
where x i (j) is the payoff of one unit of security i in state j. In other words, A is the matrix whose columns are the non-redundant security vectors x 1 , x 2 , ..., x n . It is clear that the matrix A is of full rank and the asset span is denoted by X = Span(A). So, X is the vector subspace of R m generated by the vectors x i . That is, X consists of those income streams that can be generated by trading on the financial market. A portfolio is a column vector θ = (θ 1 , θ 2 , ..., θ n )
T of R n and the payoff of a portfolio θ is the vector x = Aθ ∈ R m , which offers payoff x(i) in state i, where i = 1, ..., m. A vector in R m is said to be marketed or replicated if x is the payoff of some portfolio θ (called the replicating portfolio of x), or equivalently if x ∈ X. If m = n, then markets are said to be complete and the asset span coincides with the space R m . On the other hand, if n < m, the markets are incomplete and some state contingent claim cannot be replicated by a portfolio. Recall that a two-period security market is said to be resolving if the collection of securities x 1 , x 2 , ..., x n is resolving; in the sense that for any two distinct states j 1 and j 2 there is some security x i such that x i (j 1 ) x i (j 2 ). Also, a two-period security market is strongly resolving if for any choice of n states and any contingent claim x there is a unique portfolio whose payoff coincides with x on the n selected states, i.e. any n × n square submatrix of A is non-singular. If a two-period security market is strongly resolving, then it is also resolving. As it is noted in [1] and [2] , it is easy to see that the set of security markets that are not strongly resolving is small, therefore the condition that a security market is strongly resolving is not particularly restrictive. Note that 
is the payoff matrix of vectors x i with respect to the basis {b i }. In the following, we shall denote by 1 the riskless (or risk-free) bond i.e., the vector 1 = (1, 1, . .., 1). The call option written on the vector x ∈ R m with exercise price α is the vector c(x, a) = (x − α1) + = (x − α1) ∨ 0, where 0 = (0, 0, ..., 0). The put option written on the vector x ∈ R m with exercise price α is the vector
If y is an element of a Riesz space then the following lattice identities hold,
. Therefore we have the identity
which is called put-call parity. In economic terms, the put-call parity states that a call option on a portfolio x with a given exercise price a is redundant to a put option on x with the same exercise price a, to a riskless bond and a portfolio x.
If both c(x, α) > 0 and p(x, α) > 0, we say that the call option c(x, α) and the put option p(x, α) are non trivial and the exercise price α is a non trivial exercise price of x. If c(x, α) and p(x, α) belong to X then we say that c(x, α) and p(x, α) are replicated. If we suppose that 1 ∈ X and at least one of c(x, a), p(x, a) is replicated, then both of them are replicated since, x − α1 = c(x, α) − p(x, α). For notation not defined here the interested reader may refer to [7, 11] and the references therein.
Suppose that a security market X is generated by a given collection of linearly independent vectors x 1 , x 2 , ..., x n of R m . In the theory of security markets it is a usual practice to take call and put options with respect to the riskless bond 1 = (1, 1, ..., 1) . The completion, F 1 (X), of X by options is the subspace of R m generated by all options written on the elements of X ∪ {1}. Since the payoff space is R m , which is a vector lattice, in the case where 1 ∈ X then F 1 (X) is exactly the vector sublattice generated by X. In addition, if X is a vector sublattice of R m then F 1 (X) = X therefore any option is replicated. Note that the vectors x 1 , x 2 , ..., x n are not presupposed to be positive. In addition, since F 1 (X) is a vector sublattice it has a positive basis B which is a partition of the unit, i. 
Strongly resolving markets
In [12] , Ross shows that if security markets are resolving then there exist non-redundant options that generate complete security markets. Complementing the work of Ross, the authors in [1] gave a characterization of markets that do not replicate any option by showing that if security markets are strongly resolving and the number of primitive securities is less than half the number of states, then every option is non-redundant, i.e., not a single (non-trivial) option can be replicated.
The replication of options in strongly resolving markets has been studied in [1] , and [11] . In [1] the authors defined the notion of strongly resolving markets by considering the payoff matrix with respect to the standard basis of R m while in [11] , a generalization of the previous definition was presented by taking the payoff matrix with respect to the positive basis of F 1 (X). In this article, we extend the definition of strongly resolving markets by taking the payoff matrix with respect to the positive basis of a minimal lattice-subspace generated by the x 1 , x 2 
for each i = 1, ..., n. We collect the future payoffs of x 1 , x 2 , ..., x n in the following matrix
(j) is the payoff of one unit of security i in state j. Recall that, a two-period security market is strongly resolving with respect to the basis {β i } if any n × n square submatrix of A β is non-singular. In the next example we shall see that it is possible for a market to be strongly resolving with respect to the positive basis of the minimal lattice-subspace Y but is neither strongly resolving nor strongly resolving with respect to the positive basis of F 1 (X). Throughout the paper we shall preserve the notation and terminology presented so far. , so the riskless-bond is marketed. It is clear that X is not strongly resolving since the fourth row is equal to the sixth row, i.e., there exists a 4 × 4 singular submatrix. We use the computational methods presented in [7, 8] , so we have that the completion by options, F 1 (X), is the subspace of R 6 generated by the vectors 
Therefore X is not strongly resolving with respect to the positive basis of F 1 (X).
As before, we use the computational methods presented in [8] in order to construct the minimal latticesubspace Y generated by x 1 , x 2 , x 3 , In what follows we shall say that:
• X has the SR-property, if X is strongly resolving.
• X has the SR1-property, if X is strongly resolving with respect to the positive basis of F 1 (X).
• X has the SR2-property, if X is strongly resolving with respect to the positive basis of Y. Then, X has the SR-property, the SR1-property and the SR3-property. Moreover, Y is a four dimensional subspace of R 5 . In view of the previous examples and discussion, it is clear that our definition of a market being strongly resolving with respect to the positive basis of the minimal lattice-subspace Y differs from the definition of strongly resolving from [1] and the definition of strongly resolving with respect to the positive basis of F 1 (X) from [11] . We note also that, in our definition of strongly resolving markets we do not presuppose that the riskless-bond is marketed, while in the definition of strongly resolving markets presented in [11] , the authors made the additional assumption that 1 ∈ X so that the positive basis {b i } is a partition of the unit.
We are now in a position to state and prove our main result: Proof. For x ∈ X, let y = c(x, a) = (x − α1) + be a non trivial call option, i.e., y > 0 and z = p(x, a) = (α1 − x) + be a non trivial put option. Suppose that y is replicated. Then since 1 ∈ X we have that z is replicated too.
β i . Then, we define the natural numbers
It is clear that p ≤ q ′ and p ′ ≤ q and that
By our previous analysis it is clear that at least one of the put option or the call option has a number of zero coordinates in the basis β i greater or equal to
We expand y in terms of the non-redundant securities
and each one of the x i can be expressed in terms of the positive basis of Y, therefore we have
Since
we have the following matrix equality
By our hypothesis we have that n
of y in the basis β i are equal to zero. Then, from equation (2), we have the following homogeneous linear system, with ρ 1 , ρ 2 , ..., ρ n specified as unknowns:
By our hypothesis, X is strongly resolving with respect to the basis {β i } of Y, so the matrix of the system is non-singular and the system has only the trivial solution. In view of equation (1), this is a contradiction since we assumed that y > 0. The case d 2 ≤ q ′ is similar.
The computational approach
In this section we shall present a computational method that enables us to verify if a market X has the SR-property, the SR1-property and the SR2-property. In order to reach our goal, we shall combine different methods presented in [5, 7] together with some new code for testing if a market is strongly resolving.
Algorithm 1 Strongly resolving properties test
Require: The matrix X, i.e., the payoff matrix with the non-redundant security vectors x 1 , x 2 , ..., x n specified as columns. 1: Check if the market has the SR-property. 2: Determine a basic set of marketed securities. 3: Compute the range of the basic curve. 4: Calculate the vector sublattice F 1 (X). 5: Calculate a positive basis for F 1 (X) which is a partition of the unit. 6 : Expand the primitive securities in terms of the positive basis of F 1 (X). 
Algorithm for verifying if a market has the strongly resolving properties.
We state the algorithm for the Matlab function srtest presented in the Appendix. The srtest function is our basic tool for verifying each one of the three strongly resolving properties (SR, SR1, and SR2) described in the previous sections.
Use of the srtest function and numerical examples
In this section, we present carefully selected examples in order to make clear the interconnection between the three presented notions of strongly resolving markets and the theorem 4.4. Moreover, the following numerical examples are presented in such a way as to illustrate how the srtest function operates and how to type the initial information. The user should simply retype in the same spaces the input information of his/her own working problem. Note that for the correct performance of the srtest function the presence of the MINlat function from [8] , is needed. Also, recall that, since in the theory of security markets it is usual practice to take call and put options with respect to the riskless bond 1 = (1, 1, . .., 1), we consider X such that 1 ∈ X. Example 5.1. Consider the following three vectors In order to check the strongly resolving properties we apply the srtest function to the given collection by using the code: Therefore, X has the SR1-property and the SR2-property. 4 ] is the marketed space.
Example 5.2. Consider the following four vectors
Note that 1 = x 3 + x 4 3 . We apply the srtest function to the given collection by using the code: 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
The values of the first three vectors were randomly generated and x 4 = 1. By following the same procedure, as before, one gets Not strongly resolving market. Not strongly resolving with respect to the pb of F1(X). Strongly resolving with respect to the pb of Y.
The dimension of the Pb_Minimal_ls matrix is 12 × 8 hence 4 = n < d + 1 2 = 9 2 . Moreover, since the riskless bond belongs to X, by theorem 4.4, we have that any non trivial option written on elements of X is non replicated. The Pb_Minimal_ls matrix has been removed from the previous results due to its large size.
We conclude this section with three open questions regarding the properties SR, SR1 and SR2:
1. If Y is a proper subspace of F 1 (X), then does X has the SR1-property ? 2. If X has the SR property, then does X has the SR2-property? 3. If X has the SR-1 property, then does X has the SR2-property?
Conclusions
In this paper, a characterization of markets that don't replicate any option is presented. Specifically, the notion of strongly resolving markets with respect to the positive basis of a minimal lattice-subspace Y of R m is defined. It is proved that if the number of securities is less than half the dimension of Y, then not a single (non-trivial) option can be replicated. This result provides a new characterization of strongly resolving markets. Both theoretical and computational methods are provided and we are hopeful that the results of this work provide an important tool in order to study the interesting problem of option replication of a two-period security market, in which the space of marketed securities is a subspace of R m .
Appendix
The Matlab implementation of Algorithm 5.1 is given below. %****************************************************% % Determination of a positive basis for F_1(X) which % % is a partition of the unit. % %****************************************************% % Calculate the new basic curve for F_1(X). 
