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Abstract. En este trabajo desarrollamos una metodolog´ıa para cuantificar la con-
troversia en una red social exclusivamente a trave´s de su jerga, es decir por el lenguaje
que utilizan sus usarios. Presentamos resultados preliminares de nuestros experimen-
tos en los que logramos una accuracy equiparable a los me´todos del estado del arte
basados en la estructura.
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1 Introduccio´n
La polarizacio´n es un feno´meno de alto impacto a distintos niveles, como se observa en di-
versos casos registrados en la literatura de distintas disciplinas desde hace muchas de´cadas,
desde la divisio´n de un club de karate[25] hasta cuestiones pol´ıticas[17, 18, 3] o parlamen-
tarias[7]. Con la aparicio´n de las redes sociales mediadas tecnolo´gicamente [9] podemos
ver co´mo e´stas pueden ser intervenidas intencionalmente [21, 6] o co´mo pueden derivar en
ataque virtuales [16]. Todos estos trabajos marcan distintos problemas aparejados por la
polarizacio´n y se proponen y/o preguntan co´mo resolverlos. Por ejemplo Kumar, Srijan, et
al.[16] proponen y analizan distintas estrategias para defenderse de los ataques entre comu-
nidades mientras que Stewart, et al.[21] insinu´an que hubo injerencia externa para agudizar
la polarizacio´n y de esta manera beneficiar a un candidato en particular. El concepto de
controversia tiene diversas potenciales aplicaciones en los escenarios informativos y debates
pu´blicos. Detectar la controversia puede proveer bases para analizar la dieta de noticias de
los lectores [15, 19], ofreciendo la chance de mejorar la informacio´n proveyendo recomenda-
ciones de contenido a leer[22] y/o conectando a usuarios con puntos de vista opuestos [2,
10]
Los trabajos presentados anteriormente comparten una limitacio´n: todos ellos son casos
de estudio espec´ıficos, donde la controversia esta´ identificada en un solo conjunto de datos
cuidadosamente seleccionados y recolectados a trave´s de un amplio conocimiento del do-
minio. Con el objetivo de superar estas limitaciones nos proponemos profundizar el trabajo
hecho por Garimella et al.[12], donde desarrollan distintas me´tricas contexto-agno´sticas
para cuantificar la controversia, tanto desde un punto de vista estructural de la red como
desde su contenido. El mencionado art´ıculo presenta muy buenos resultados con enfoques
basados en la estructura del grafo pero en cuanto intentan usar el texto de los posteos los
resultados no son satisfactorios, pues no logran una me´trica que diferencia casos con y sin
polarizacio´n.
En este trabajo proponemos una nueva metodolog´ıa para obtener una cuantificacio´n
de la controversia utilizando exclusivamente el texto. A trave´s de modelos predictivos de
NLP y el ca´culo de un score basado en Dipole Moment [3] logramos una muy buena diferen-
ciacio´n entre casos con y sin controversia. Para nuestros experimentos utilizamos las mismas
discusiones de [12] adema´s de otras ma´s recientes recolectadas por nosotros.
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2 Metodolog´ıa
Nuestro enfoque esta´ basado en un forma sistema´tica de caracterizar la actividad en las redes
sociales. Para esto definimos un pipeline de 4 etapas: construccio´n del grafo, identificacio´n
de comunidades, construccio´n del modelo predictivo y cuantificacio´n de la controversia,
donde el resultado final es un valor que mide cuan controversial es la discusio´n.
Al igual que en [12] utilizamos Twitter para nuestros experimentos dada la gran disponi-
bilidad de informacio´n que esta plataforma nos provee. A trave´s de su API3 descargamos
un conjunto de tweets relacionados a un determinado hashtag o key word de la discusio´n.
En la primer etapa construimos un grafo direccionado donde cada nodo es un usuario que
twiteo´ en la conversacio´n y las aristas representan retweets entre ellos apuntando hacia el
usuario que fue retweeteado. Mediante este criterio de seleccio´n de los ejes nos proponemos
representar la idea de endorsment entre los actores.
En el segundo paso utilizamos Walktrap[20] para identificar las distintas comunidades.
Este me´todo resulta muy efectivo desde un punto de vista pra´ctico, adema´s de funcionar bien
de acuerdo a medidas generalmente aceptadas como la modularidad Q4. Intuitivamente en
nuestro caso, dada la sema´ntica de los ejes, los usuarios sera´n particionados en comunidades,
conjuntos disjuntos de nodos con posiciones distintas en el debate.
En el tercer paso tomamos todos los tweets emitidos por los usuarios de las dos comu-
nidades ma´s grandes devueltas por Walktrap y los normalizamos 5. Posteriormente agru-
pamos todos los tweets de un mismo usuario en una sola cadena de texto y le asignamos
la etiqueta C1 o C2 basa´ndonos en la comunidad de pertenencia. Finalmente utilizamos
estos datos como set de entrenamiento de nuestro modelo de NLP. Para la construccio´n
de este modelo utilizamos el algoritmo denominado FastText6 que se destaca por equiparar
el accuracy de los ma´s modernos modelos de Deep Learning[1, 24, 23, 4] con un costo com-
putacional notablemente mejor.
En el cuarto y u´ltimo paso utilizamos el clasificador para predecir la clase de cada
usuario de la principal componente conexa. Para esto, concatenamos todos los tweets de un
mismo usuario en una sola cadena de texto. Teniendo en cuenta que FastText nos brinda
una cuantificacio´n de la prediccio´n, es decir una medida de cua´n certera cree que es la
prediccio´n, nos quedamos con el subconjunto de usuarios cuya pertenencia a una comunidad
tiene probabilidad mayor de 90%.
Finalmente para establecer el score de controversia definimos la me´trica a la que de-
nominamos Dipole Moment Content (DMC), una adaptacio´n de la presentada por Morales
et al.[3] basada en la nocio´n de dipole moment, de la siguiente forma:
 t = tweets de un usuario
 pred(t), comunidad predicta por
el modelo
 prob(t), probabilidad de la
prediccio´n
 υ(t) =
{−prob(t) si pred(t) = C1
prob(t) si pred(t) = C2
 n+ = (υ(t) / υ(t) > 0.9)
n− = (υ(t) / υ(t) < −0.9)
 ∆A =| #(n
+)−#(n−)
| V | |
 gc+ promedio de υ(t) ∈ n+
gc− promedio de υ(t) ∈ n−
 τ = | gc
+ − gc− |
2
 DMC = (1 - ∆ A)τ
3 https://developer.twitter.com/
4 Q(G)=
∑
C∈G(ec−ac), donde G es el grafo, C sus comunidades detectadas, ec la fraccio´n de ejes
internos de la comunidad y ac los de la frontera
5 pasando su codificacio´n a ASCII minu´scula y removiendo los links, menciones, signos de pun-
tuacio´n y caracteres de control
6 El entrenamiento lo realizamos con 5 epochs y un learning rate de 0.1[14]
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El sentido de esta medida es que, cuanto ma´s grande sea la diferencia de los promedios de
prediccio´n de cada comunidad (| gc+−gc− |), ma´s alto sera´ el score ya que mas diferenciable
sera´ la jerga de cada comunidad. Es importante notar que grandes diferencias en el taman˜o
de las comunidades (reflejadas en el valor de ∆A) tendera´ a decrecer el valor total de la
medida, lo que consideramos lo´gico dado que si una comunidad es mayoritaria ampliamente
en al discusio´n el concepto de controversia se vuelve relativo.
3 Experimentos y Resultados
Realizamos nuestros experimentos en datasets de diversos contextos e idiomas, tomando
los ya utilizados en [12] y agregando nuevos siguiendo el criterio definido por ellos para
buscar temas polarizantes y no polarizantes. Por ejemplo para seleccionar temas contro-
vertidos nos basamos en discusiones cubiertas por grandes medios de comunicacio´n, que
generaron un gran debate tanto on-line como off-line, como es el caso de la postulacio´n de
Brett Kavanaugh a la corte suprema estadounidense. Por otro lado para las discusiones no
controvertidas seleccionamos temas relacionados a soft news o entretenimiento como por
ejemplo el cumplean˜os del artista chino Jackson Wang. Adicionalmente a estos criterios
de seleccio´n de temas controvertidos o no, agregamos otro mecanismo de chequeo que es
la visualizacio´n de la red a trave´s del layout de Fruchterman & Reingold [11] en el cual
pueden observarse a las comunidades con poca interaccio´n entre s´ı distanciadas y ma´s jun-
tas en caso contrario. Esto lo hicimos para robustecer el criterio de bu´squeda de discusiones
controvertidas o no controvertidas.
En el siguiente beanplot se pueden ver los score obtenidos. El gra´fico esta´ divido en dos
grupos, uno para discusiones con controversia y otro para aquellas sin controversia. Una
gran separacio´n de las dos distribuciones indica que la me´trica tiene una buen rendimiento
a la hora de caracterizar cada grupo. En este caso por ejemplo, dado que las medias esta´n
Fig. 1. Dipole Moment Content Scores sobre diversos grafos con y sin controversia
distanciadas y las varianzas no son muy grandes, podr´ıa establecerse un umbral de 0.67 a
partir del cual puede indicarse que la discusio´n esta´ polarizada. Establecemos este l´ımite
dado que el score mı´nimo obtenido dentro de los datasets con controversia es de 0.68 y el
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ma´ximo sin controversia 0.66. Mediante un ana´lisis mas exhaustivo podr´ıamos definir con
mayor precisio´n y seguridad este valor, estos ana´lisis preliminares lo que si nos confirman es
que cuanto ma´s cerca este´n las me´tricas de la media de uno u otro conjunto (o incluso por
debajo de la media de los sin controversia o por encima de la media de los controvertidos)
mayor sera´ la probabilidad de que la discusio´n pertenezca a dicho grupo.
En el siguiente beanplot se observan las me´tricas obtenidas por los distintos me´todos de-
sarrollados en [12]. Podemos ver que son dos los que logran una considerable diferenciacio´n:
EC y RWC. Ambos esta´n basados u´nicamente en la estructura del grafo de retweets. Si
bien las medias de cada grupo en estas me´tricas esta´n mas separadas sus varianzas son mas
grandes por lo que tambie´n poseen una zona de solapamiento entre las distribuciones de
mediciones de ambos conjuntos, lo que resulta en una performance equiparable a nuestro
me´todo.
Fig. 2. Me´todos desarrollados por Garimella et al. para detectar controversia
Tambie´n es interesante notar que el rendimiento de la me´trica MBLB es considerable-
mente inferior a la desarrollada por nosotros. La metodolog´ıa de ambas es muy similar, la
diferencia es que MBLB le asigna 1 y -1 al 5% de nodos mas apuntados de cada comunidad
(autoridades) mientras que Dipole Moment Content lo hace a aquellos nodos etiquetados
por nuestro modelo con una probabilidad mayor a 0.9.
4 Conclusiones y trabajo futuro
Mediante nuestro enfoque lingu¨´ıstico logramos resultados equiparables a los obtenidos en
[12] a trave´s de enfoques estructurales, lo que nos indica que, a priori, es posible detectar
la controversia en la jerga de las comunidades. A su vez, dada la mejora de nuestro me´todo
respecto de MBLB podemos sen˜alar que a la hora de hablar de controversia el concepto
de autoridad puede estar mejor definido a trave´s del lenguaje que desde la estructura del
grafo.
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Adicionalmente ampliamos los datasets de prueba usados en [12] logrando as´ı abarcar
una gran diversidad de contextos y lenguajes como: Espan˜ol, Ingle´s y Portuge´s, lo que
aporta una considerable generalidad a nuestros resultados.
Si bien este es un trabajo au´n preliminar, los resultados obtenidos son alentadores porque
nos dan el indicio de que la controversia tambie´n se manifiesta en el lenguaje. Esto nos
alienta a seguir mejorando y profundizando nuestros experimentos teniendo varios obje-
tivos en el horizonte. En primer lugar ampliar ma´s nuestros datasets de prueba para hacer
ma´s robusta y gene´rica la me´trica y de esta forma confirmar si la polarizacio´n o no de una
discusio´n se manifiesta de forma lingu¨´ıstica adema´s de estructural. En segundo pensar otro
me´todo que nos permita hacerlo sobre datasets ma´s chicos, ya que para poder entrenar
nuestro modelo hace falta un cantidad mı´nima de tweets de alrededor de 10000. Para esto
buscaremos utilizar otras te´cnicas como LDA [5] con la intencio´n de detectar dos to´picos
distintos y as´ı poder diferenciar a los usuarios en las etapas 3 y 4. Tambie´n probaremos
otras te´cnicas de particio´n del grafo, como puede ser METIS [13], el me´todo originalmente
utilizado en [12].
Por u´ltimo, a trave´s de te´cnicas de interpretabilidad[8] podr´ıan analizarse los modelos gen-
erados para ver como se caracterizan las jergas de cada uno de los lados de la discusio´n o
que vocabulario es el que ma´s separa una de otra.
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