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ABSTRACT 
If A is a doubly stochastic matrix, it is shown that under certain conditions, there 
exist i, j such that the matrix obtained by replacing both the i th and the j th column 
of A with their average has a smaller permanent than that of A. A result which is 
stronger than the Egorychev-Falikman theorem on permanents is also proved. 
1. INTRODUCTION 
If A is a square matrix, we denote its permanent by per A. The set of 
n x n doubly stochastic matrices is denoted by Q2,, while ./,, denotes the 
n x n matrix with each entry equal to l/n. We write A > 0 (A > 0) to 
denote that each entry of A is nonnegative (positive). Also, A(i, j) will 
denote the submatrix of A obtained by deleting the ith row and the jth 
column of A. 
The following result, which asserts the truth of the van der Waerden 
conjecture, was proved independently by Egorychev and Falikman. 
THEOREM 1. Zf A E Cl,,, A # _T,, then perA b per-I,,. 
For a comprehensive history of the van der Waerden conjecture prior to 
1979 we refer to Mint [6], while for an account of the proof of Theorem 1, see 
Mint [7], J. H. Van Lint [8], and D. Knuth [4]. 
If A=(a,,a,,..., a,,) is an n X n matrix, then for distinct i, j E 
{LC..., n }, we define A' j as the matrix obtained by replacing both a, and 
a j with &(ai + a j) in A. The problem that we consider in this paper is the 
following. If A E G!,,, under what conditions is it possible to find i, j such that 
per A’j < per A? We give a simple sufficient condition for this to happen (see 
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Lemma 7). Then we use similar arguments to prove a result (Theorem 8) 
which is stronger than Theorem 1. 
We will now introduce some notation and definitions. If B is a matrix of 
order 12 ~(n - 2), n 3 3, then we denote by B the n x n matrix whose 
(i, j)th entry is zero if i = j, and if i z j is the permanent of the submatrix of 
B obtained by deleting the ith and the jth row of B. Note that if A is an 
n x n matrix and if we partition A = (B, x, y), where B is 12 X (n - 2), then 
perA = x%y. 
We will denote by e the column vector of appropriate size with all entries 
equal to one. 
Let D be a real symmetric matrix which is not positive semidefinite. Then 
D is called positive subdefinite if, whenever X’DX < 0, either Dx > 0 or 
Dx d 0 [5]. Also, D is called strictly positive subdefinite if, whenever x’DX < 0, 
either Dx > 0 or Dx < 0. We will say that D is negative subdefinite (strictly 
negative subdefinite) if and only if - D is positive subdefinite (strictly 
positive subdefinite). The following result was proved by Martos [5]. 
LEMMAS. A positive subdefinite matrix is strictly positive subdefinite if 
and only if it does not contain a row of zeros. 
We will need the following result from [l]. 
LEMMA 3. Let B be a nonnegative n X (n - 2) matrix, n > 3. Then 
either B = 0 or B is negative subdefinite. Further, B is strictly negative 
subdefinite if B has no zero submatrix of order r X s with r + s = n. 
2. RESULTS 
We will first obtain some preliminary results. 
LEMMAS. Let D be a negative subdefinite matrix, and suppose Z’DZ = 0 
_for some x. Then either Dz > 0 or Dz 6 0. 
Proof. For any real LY # 0, 
(z + ae)‘D(z + ae) = 2az’De + a2e’De. 
First suppose s’De = 0. It is known [5] that if D is negative subdefinite, then 
D 2 0, and so e’De > 0. 
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Therefore, either D(z + exe) > 0 or D( z + Lue) < 0. If Dx has a positive 
component and a negative component, then we get a contradiction for small 
(Y. If z’De > 0 ( zLDe < 0), we get a similar contradiction for small positive 
(negative) (Y, and the proof is complete. n 
LEMMA 5. Let A E 52,. Then at least one of the following conditions is 
satisfied: 
(i) perA(i, j) = perA for all i, j with aij > 0; 
(ii) there exist i, j, k, 1 such that perA(i, j) > perA(i, 1) and perA(k, j) 
< perA(k, r). 
Proof. Let AE&,, and suppose that condition (ii) of the lemma is not 
satisfied. Then, without loss of generality, we may assume that 
perA(i,l)>,perA(i,2)> ... >perA(i,n) i = 1,2 9”‘) n. (I) 
Suppose there exists a i j > 0 such that per A( i, j ) > per A. We assume, without 
loss of generality, that j is maximal with this property; that is to say, for any 
s > i, if ars > 0 for some r, then perA( r, s) =$ per A. 
Since 
ktia,,perA(i, k) = perA, 
there exists 1 such that ai1 > 0 and perA( i, 1) < perA. In view of (1) 1> j. 
Repeating the same argument, there exists m such that a,,,, > 0 and 
per A( m, 1) > per A, which contradicts the assumption on j. We get a similar 
contradiction if we assume that per A( i, j) < per A for some i, j with a i j > 0. 
Therefore condition (i) of the lemma must hold, and the proof is complete. n 
LEMMA 6. Let A be an n x n nonnegative matrix with per A > 0. 
Suppose there exist i, j, k, 1 such that perA(i, j)> perA(i, 1) and perA(k, j) 
< perA(k, 1). Z’hen perAj’ < perA. 
Proof Let B be the submatrix of A obtained by deleting the jth and the 
Zth column of A. Then per A = a > Ba ,. Since per A > 0, B is a nonzero matrix, 
and by Lemma 3, it is negative subdefinite. Also, B(n j - al) has its ith 
component negative and kth component positive. 
Therefore, 
(aj - ac)'B(aj -a,) < 0. 
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If equality holds in this inequality, then, by Lemma 4, either B( a j - a I> > 0 
or B( a j - a!) < 0, which is a contradiction. 
Thus, 
(aj - U,)‘B(Uj -a/) < 0. 
Now 
= perA + f(a j - a,)‘~(aj - al) 
< perA. 
This completes the proof of the lemma. 8 
LEMMA 7. Let A E 8,. Then at least one of the following conditions is 
satisfied: 
(i) perA(i, j) = perA for all i, j with aij > 0; 
(ii) there exist j, 1 such that perAj’ -C perA. 
Proof If condition (i) of the lemma is not satisfied, then (ii) of Lemma 5 
must hold. Since A E a,, perA > 0. Now the proof is complete by Lemma 6. 
n 
We now prove the main result, 
THEOREM 8. Let A E a,,. Then at least one of the following conditions is 
satisfied: 
(i) there exist j, 1 such that per Aj’ < per A; 
(ii) if aij > 0, aik > 0 for some i, j, k then perAjk d perA. 
Furthermore, if A is partly decomposable or if A > 0 and A st I,,, then (i) 
holds. 
Proof. Let A E Q,,, and first suppose A > 0. If perA(i, j)= perA for all 
i, j, then it is known (see, for example, [l]) that A = 4,. Otherwise, by 
Lemma 7, (i) holds. So suppose A has zero entries. 
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If A is not fully indecomposable, then, without loss of generality, 
where B is r x r, C is (n - r)X(n - r), and bi, > 0, cl1 > 0. 
By the Frobenius-Konig theorem, 
perA(l,r+l)=perA(r+l,l)=O. 
But perA(l,l) > 0 and perA(r + 1, r + 1) > 0. Hence by Lemma 6, perA’,‘+’ 
< per A. Thus we may assume that A is fully indecomposable. 
Now if (i) of the theorem is not satisfied, then by Lemma 7, 
perA(i, j) = perA whenever aij > 0. (1) 
Suppose ai j > 0, aik > 0 for some i, j, k, j # k. Let B be the submatrix of A 
obtained by deleting the jth and the kth column of A. Since (i) of the 
theorem is not satisfied, it follows by Lemma 6 that 
B(a,-ai)> or B(ak-aj)<O. 
Note that there is equality in the above inequality at the ith coordinate, in 
view of (1). 
Since A is fully indecomposable, B has no zero submatrix of order r X s 
with r + s = n, and so by Lemma 3, B is strictly negative subdefinite. 
Therefore 
(a,,-aj)'B(ai.- Uj)<O. 
It follows, as in the proof of Lemma 6, that per Aik < per A, and the proof of 
the theorem is complete. n 
The following argument shows that Theorem 1 follows from Theorem 8. 
Suppose the permanent function achieves its minimum in G,, at A E a,,, and 
suppose A # J,,. Clearly, A cannot satisfy (i) of Theorem 8, and so (ii) holds. 
In particular, A has zero entries and it is fully indecomposable. But then 
there exist a, j > 0, a ik > 0 such that Ajk has fewer zeros than A and 
Aik # J,, . By (ii) of the theorem, per Ajk < per A and thus Ajk has minimal 
permanent in a,, as well. If Ajk > 0, we have a contradiction; otherwise we 
repeat the argument with Ajk in place of A. 
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It may be remarked that we could have defined A’j as the matrix obtained 
from A by replacing a, and aj with cuzi +(1- cw)aj and (l- a)ai + cuzj 
respectively, for some (Y, 0 < (Y < 1. Since 
perA’j= perA + cw(l- a)(ai - aj)‘@ai - ai), 
where B is the matrix obtained by deleting the i th and the j th column of A, 
the results obtained in this paper remain valid and only a trivial modification 
is required in the proofs. 
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