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Abstract
Motion analysis is one of the most relevant areas under discussion in robotics and com-
puter vision. Extracting high level information from the environment increases the ability
of a robot to detect, identify and track the individual elements of the scene. There are
several methods in the literature of vision computing that perform motion analysis with
good results and for a variety of environments. However, most of these methods can-
not overcome the real-time constraints that are imposed by robotic applications since
they commonly take more than a few of seconds to compute. Therefore, it is crucial to
overcome certain problems related with the perception and the interpretation of dynamic
scenes. Vision computing is a challenging research field for small mobile robots because
of their reduced computational capability (enhancing the autonomy) and limited size. In
this context, visual techniques for robotic solutions are computationally more efficient
than techniques for other application fields, although the improvement is usually done at
the expense of using images with lower resolution and feature-based approaches.
The perception of motion can be divided into the detection, measurement and cog-
nitive stages. Moreover, it can be performed using two distinct ways which are directly
related to the movement of the observer that is capturing the scene: stationary observation
or moving observation. The perception of motion based on static observers is a relatively
easier problem comparatively to the perception based on moving observers because every
spatial and temporal variation represents the moving objects, by neglecting illumination
changes and noise. On the contrary, the observer’s motion creates new paradigms that
make the analysis even more complex and challenging. Nevertheless, this research dis-
cusses motion analysis based on dense optical flow fields for a new generation of robotic
moving systems with real-time constraints. It focuses on a surveillance scenario where
an especially designed autonomous mobile robot uses a monocular camera for perceiv-
ing motion in the environment. This mobile robot moves along a rail which enhances
the surveillance capability when compared to conventional systems, mainly composed by
multiple static cameras. The perception architecture of the robot includes two operating
modes that are triggered according to the vehicle’s motion: static perception and dynamic
perception.
Scientifically, this thesis is focused in motion analysis for moving observers. It presents
a spatiotemporal filter, a method to compute dense flow fields and several techniques to
interpret and retrieve motion information from flow fields. The novel filtering technique
is named Robust BilateraL and Temporal (RBLT) and reformulates the conventional bi-
lateral filter. The filter relies to a spatial and temporal evolution of sequences to conduct
the denoising process while preserving relevant image information. A pixel value is es-
timated using a robust combination of spatial characteristics of the pixel’s neighborhood
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and its own temporal evolution. Thus, robust statics concepts and the temporal correlation
between consecutive images are incorporated which results in a reliable and configurable
filter that reconstructs highly dynamic and degraded image sequences.
Furthermore, an innovative and efficient dense optical flow architecture is proposed.
The designed technique captures and combines the advantages of the local and global
differential optical flow methods with a hierarchical and tree-based structure, achieving a
surprising balance between computational effort and flow performance. This HybridTree
method is able to identify the intrinsic nature of the motion since descriptive properties of
the image are retrieved and used to divide the image into regions that may have different
motions. These properties are integrated in a hybrid and hierarchical optical flow structure
to estimate the flow field.
The analysis of motion is conducted in this thesis by two novel techniques, namely,
the Hybrid Hierarchical Optical Flow Segmentation (HHOFS) and the Wise Optical Flow
Segmentation (WOFS). The first method is able to extract the moving objects from dense
flow fields by performing two consecutive operations: refining and collecting. The flow
field is decomposed in a set of clusters during the refining phase and descriptive motion
properties are used in the collecting stage by a hierarchical scheme to merge the set of
clusters that represent different motion models. The second method extracts the moving
objects by performing an evaluating and resetting phase. Descriptive motion properties of
the flow field are retrieved in the evaluation phase and using the HHOFS, which provides
high level information on the spatial segmentation of the flow field. In the resetting op-
eration, this information is used by a watershed-based approach to enhance the resulting
clusters. In addition, this thesis presents a novel method that extracts information about
the number of moving objects using the polar representation of dense optical flow fields.
The model selection method is a Bayesian approach that balances the model’s fitness and
complexity since it combines the correlation of a histogram-based analysis with the decay
ratio of the normalized entropy criterion.
The research evaluates the performance achieved by the methods in a realistic surveil-
lance situation. Extensive experiments considering videos obtained by a mobile robot
equipped with a monocular camera show that the proposed techniques achieve a good
perceptual quality of filtering sequences corrupted with a strong noise component enable
a fast estimation of dense flow fields and produce an efficient segmentation of regions
with different types of motion. The experiments show that the methods extract reliable
motion information in real-time and without using specialized computers. Moreover, the
resulting analysis of motion is less computationally demanding compared to other recent
methods which mean that it is suitable for most of the robotic and surveillance applica-
tions. Therefore, the proposed architecture for dynamic motion perception is capable of
measuring external motions and provides relevant information that can be used to detect
and track danger situations, for instance, intrusions, unrecognized objects, or even, for
access control and identification of people.
Keywords: Visual Perception, Motion Analysis, Moving Observations, and Mobile
Robotics.
Resumo
A análise de movimento é um dos assuntos mais discutidos hoje em dia nas áreas científi-
cas ligadas à robótica e visão computacional. O processo de aquisição de informação con-
siderada de alto nível num ambiente vulgar permite melhorar a capacidade de um robô em
detectar, identificar e seguir os diversos elementos que constituem o cenário envolvente.
Existem alguns algoritmos e métodos de visão computacional que permitem uma análise
de movimento em diversos ambientes e com resultados bastante aceitáveis. Todavia, a
maioria desses trabalhos científicos não contemplam os requisitos de tempo-real que são
vulgarmente impostos pelas aplicações robóticas. Desta forma, é fundamental o desen-
volvimento de novas técnicas de visão computacional que permitam ao robô interpretar os
ambientes dinâmicos. Trata-se de uma área de investigação que apresenta muitos desafios
para as aplicações robóticas de menores dimensões, pois esses sistemas são caracteriza-
dos por uma reduzida capacidade de processamento que visa melhorar a sua autonomia.
Neste contexto, as técnicas de visão computacional mais orientadas à robótica limitam-se
normalmente a imagens de pequena resolução e à extracção de características.
A percepção de movimento é vulgarmente dividida em três fases: detecção, medição
e interpretação. Não obstante, ela pode ser obtida de duas formas distintas e relacionadas
com o movimento do observador: observações estacionárias ou em movimento. A per-
cepção de movimento através de observações estacionárias é um problema relativamente
acessível, pois é assumida que toda a variação temporal e espacial de um pixel é conse-
quência do movimento (desprezando variações de luminosidade e ruído). Em contrário, o
movimento do observador origina novos paradigmas que tornam a análise de movimento
bem mais complexa. Esta tese discute a análise de movimento baseado em campos de
fluxo óptico e para uma nova geração de robôs (com requisitos de tempo-real).
A tese foca-se num cenário de vigilância onde um robô móvel e autónomo recorre a
visão monocular de forma a compreender o movimento no ambiente. Esse robô move-se
ao longo de um carril, o que melhora o alcance do sistema de vigilância quando com-
parado com os sistemas mais convencionais (múltiplas cameras). A arquitectura de per-
cepção do robô inclui dois modos de operação que são activados de acordo com o movi-
mento do veículo: percepção estática e dinâmica.
Cientificamente, esta tese está orientada para a análise de movimento com obser-
vadores móveis (percepção dinâmica) e, por isso, ela propõe um filtro com características
espaço-temporais, um método de cálculo de campos de fluxo óptico e diversas técnicas
que interpretam a informação de movimento. O filtro, cujo nome é “Robust BilateraL
and Temporal” (RBLT), consiste numa reformulação do filtro bilateral. O filtro RBLT
consegue preservar a informação mais relevante das imagens, isto porque o valor de cada
pixel é estimado utilizando métodos estatísticos robustos que combinam as caracterís-
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ticas espaciais dos pixéis vizinhos com a evolução temporal do valor do próprio pixel.
Desta maneira, o filtro é capaz de reconstruir sequências de imagens dinâmicas e muito
degradadas.
Para além do filtro, a tese apresenta uma técnica inovadora do cálculo de campos
de fluxo óptico. Esta técnica captura e combina as vantagens dos métodos diferenciais
(locais e globais), numa arquitectura hierárquica e baseada em uma estrutura de árvore.
O método extrai propriedades da imagem que são utilizadas para guiar o cálculo do fluxo
óptico e que identificam a natureza intrínseca do movimento patente na sequência. Esta
arquitectura consegue alcançar um bom compromisso entre a qualidade do fluxo óptico e
o custo computacional.
A análise de movimento é realizada principalmente através de dois métodos, o “Hy-
brid Hierarchical Optical Flow Segmentation” (HHOFS) e o “Wise Optical Flow Seg-
mentation” (WOFS). O primeiro método extrai o movimento a partir de campos de fluxo
óptico e através de uma decomposição espacial de cada campo num conjunto de regiões,
com base nas propriedades inerentes a movimentos distintos. Estas regiões são poste-
riormente utilizadas por uma fase de junção hierárquica. O segundo método, assume o
resultado proveniente do HHOFS (considerada como informação de alto nível) para guiar
o processo de aperfeiçoamento do movimento aparente dos objectos. Este aperfeiçoa-
mento é obtido com recurso às depressões que definem os contornos do movimento. O
número de objectos que se deslocam nos campos de fluxo óptico é estimado através de
um método de selecção de modelo que recorre à formulação Bayesiana para conjugar
a complexidade e a adequação do modelo de inferência aos dados. Ele recorre à inte-
gração da análise dos histogramas de magnitude e ângulo do fluxo óptico com a relação
de decréscimo do critério de entropia normalizada.
A performance de todos os métodos propostos é avaliada no cenário e contexto desta
tese. Os resultados demostram que as técnicas apresentam uma boa performance em
termos de qualidade perceptual da reconstrução de imagens degradadas por uma forte
componente de ruído, uma rápida estimação de campos de fluxo óptico, e uma eficiente
interpretação e separação dos objectos em movimento. Portanto, os métodos apresentados
proporcionam uma análise de movimento bastante fiável, que é conseguida em tempo-real
e sem recurso a unidades computacionalmente especializadas. As técnicas propostas nesta
tese possuem um requisito computacional bem menor quando comparadas com outras
técnicas da literatura e, portanto, são mais indicadas para aplicações robóticas baseadas
em visão computacional. Os resultados mostram ainda que a arquitectura de análise de
movimento que é utilizada nesta tese é capaz de medir movimentos externos e fornecer
informações relevantes para a detecção e seguimento de situações perigosas, por exem-
plo, intrusões, reconhecimento de objectos, ou até mesmo, para controlo de acessos e
identificação de pessoas.
Palavras chave: Percepção Visual, Análise de Movimento, Observações em Movi-
mento e Robótica Móvel.
Acknowledgements
This work became possible thanks to the support of different people and organizations.
First, I would like to thank my supervisors, Professor A. Paulo Moreira and Professor
Paulo G. Costa by giving me intellectual freedom in my work, supporting my research
over the last four years, engaging me in new ideas, and demanding a high quality of work.
I would like to thank Centre for Robotics and Intelligent Systems (CROB) of INESC
TEC since it provided a friendly atmosphere at work and the resources that made possible
all the achievements of this work. In particular, to Fernando Guedes for the availability
and support in the design and technical development of the mobile robot. Besides my
advisors and research group, I would like to express my sincere gratitude to the Scientific
Committee of the Doctoral Program in Electrical and Computer Engineering who believed
in my work since the very first beginning; and to all Professors of the Department of
Electrical and Computer Engineering of the Faculty of Engineering of the University of
Porto who contributed to my constant pursue for new and unsolved challenges. Especially,
to Professor Miguel V. Correia and Professor Jaime S. Cardoso for all the kindness that
they have demonstrated during the insightful discussion of many aspects of this research.
Last but not least, I would like to acknowledge my beautiful parents and sister. Thank
you so much for pushing me to pursue my dreams, I would never be where I am today
without your constant love, support and guidance; thanks to Mónica Sofia who endured
the unpleasant effects of all my dedication. Thank you for your constant love.
Thank you so much to everyone that have contributed in a direct or indirect manner
for the success of this work.
Andry Maykol Pinto,
April, 2014
v
vi
Official Acknowledgements
Andry Maykol Pinto acknowledges the Portuguese Government through the FCT (Foun-
dation for Science and Technology) for his Ph.D. grant SFRH-BD-70752-2010, without
which this research work would not have been possible.
This work is also financed by the ERDF – European Regional Development Fund
through the COMPETE Programme (operational programme for competitiveness) and by
National Funds through the FCT within project FCOMP - 01-0124-FEDER-022701.
vii
viii
“If you really want something, really work hard, take advantage of opportunities, and
never give up... You will find a way.”
Jane Goodall
ix
x
Contents
Resumo iii
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4.1 The achievements . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4.2 The publications . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Overview of Motion Analysis 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Motion analysis based on stationary observations . . . . . . . . . . . . . 12
2.2.1 Background subtraction . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Temporal differencing . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Optical flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Motion analysis based on moving observations . . . . . . . . . . . . . . 27
2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Interpretation of the observer’s motion: . . . . . . . . . . . . . . 28
2.3.3 The apparent motion of MOb: . . . . . . . . . . . . . . . . . . . 30
2.3.4 Techniques for visual motion perception with MOb: . . . . . . . 31
2.4 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 The EEyeRobot 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Robotic platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Distributed software architecture . . . . . . . . . . . . . . . . . . 45
3.2.2 Hardware architecture . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Architecture for visual motion perception . . . . . . . . . . . . . . . . . 48
3.3.1 Dynamic visual perception . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Static visual perception . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.3 Action module . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
xi
xii CONTENTS
4 The Robust Bilateral and Temporal Filter 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.1 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.2 The Gaussian filter . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.3 The Bilateral filter . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 The Robust Bilateral and Temporal Filter (RBLT) . . . . . . . . . . . . . 60
4.2.1 Robust estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Temporal contribution . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.1 Quality assessment . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.2 Comparison to state-of-the-art techniques . . . . . . . . . . . . . 67
4.3.3 Denoising surveillance sequences with reference . . . . . . . . . 70
4.3.4 Denoising surveillance sequences without reference . . . . . . . 80
4.4 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5 The HybridTree Optical Flow Technique 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 HybridTree optical flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2 Expectation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.3 Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.1 Expectation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.2 Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.4 The testing scenario: examples of dense flow fields . . . . . . . . . . . . 118
5.4.1 Estimation of the optical flow for a multi-channel formulation . . 119
5.4.2 Estimation of the optical flow for a single-channel formulation . . 119
5.5 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6 An Intelligent Segmentation of Dense Optical Flow Fields 125
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2 Model selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.2.1 Feature space . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.2.2 Correlated histogram-based analysis . . . . . . . . . . . . . . . . 134
6.2.3 Decay ratio of the normalized entropy criterion . . . . . . . . . . 135
6.3 Unsupervised segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.3.1 Expectation-Maximization . . . . . . . . . . . . . . . . . . . . . 138
6.3.2 K-means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3.3 Hybrid Hierarchical Optical Flow Segmentation . . . . . . . . . . 141
6.3.4 Hybrid Density-Based Optical Flow Segmentation . . . . . . . . 146
6.4 Wise Optical Flow Segmentation . . . . . . . . . . . . . . . . . . . . . . 147
6.4.1 Evaluation phase . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.4.2 Resetting phase . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.5.1 Number of moving objects . . . . . . . . . . . . . . . . . . . . . 151
6.5.2 Separating the estimated motions . . . . . . . . . . . . . . . . . 152
CONTENTS xiii
6.5.3 Motion segmentation of dense flow fields . . . . . . . . . . . . . 158
6.6 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7 Conclusion 165
7.1 The final assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.2 Future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
xiv CONTENTS
List of Figures
1.1 1.1(a) - Human perception tells that the color of the center square on the
top side is different from the color of the center square on the right side
because both sides have different shadow contexts. 1.1(b) - An illusion
caused by the perspective of the rail tracks. It seems that green rectangles
have different sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Image flow (red) and the optical flow (green) of a moving rectangle and
using circular apertures. The tangential component vt of the flow vector
cannot be estimated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 The 2D motion constraint originates a line (of dots) in the velocity space
v= (u,v). The normal vector vn is the velocity with lowest magnitude that
lies on the line that is obtained by the equation of motion constraint. . . . 21
2.3 The geometry of the image formation. The camera coordinate system
moves with translational (red) and rotational (green) velocity. A static
point is represented by P in the camera coordinate system and its projec-
tion into the image plane is portrayed by p. . . . . . . . . . . . . . . . . 28
3.1 3.1(a) - train station with a high number of surveillance cameras. 3.1(b)
- represents a common CCTV control room. A large number of cameras
increases the complexity of the autonomous analysis and interpretation of
certain events on the environment. . . . . . . . . . . . . . . . . . . . . . 40
3.2 Concept of the EEyeRobot in a virtual scenario - Department of Electrical
and Computer Engineering of the Faculty of Engineering of the Univer-
sity of Porto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 The environment where the EEyeRobot performs the surveillance activ-
ity. It is a long and strait corridor with five doors and tree glass walls. . . 42
3.4 Concept of the EEyeRobot in a real scenario - Department of Electrical
and Computer Engineering of the Faculty of Engineering of the Univer-
sity of Porto. 3.4(a) gives a perspective below the robot where a rail on
the ceiling allows the robot to move stealthy along the scene, increasing
the flexibility and coverage of the surveillance. 3.4(b) shows the robot in
surveillance operations (with zoom in). . . . . . . . . . . . . . . . . . . . 44
3.5 The 3.5(a) depicts the interaction scheme between the environment and
the robot. The robotic prototype is performing active surveillance in 3.5(b). 44
3.6 Software architecture of the EEyeRobot - 3.6(a) and 3.6(b) are the dia-
grams for the embedded and operating station, respectively. . . . . . . . 45
xv
xvi LIST OF FIGURES
3.7 Localization markers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.8 The hardware diagram of the EEyeRobot . . . . . . . . . . . . . . . . . . 48
3.9 The architecture of motion perception - 3.9(a) and 3.9(b) are diagrams for
the dynamic and static visual motion perception, respectively. . . . . . . . 49
3.10 Diagram of the multi-object tracking method. . . . . . . . . . . . . . . . 51
4.1 Graphical representations of the robust functions in 4.1(a) and weight
functions in 4.1(b) and for different error norms. These functions allow
to analyze the behavior of each type of norm in the presence of outliers
(points with a large residual value) and are mathematically presented in
table 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Distortion-free images: 4.2(a) represents the frame at 13 seconds of the
I1 and 4.2(b) is frame at 7.5 seconds of the I2 sequence. . . . . . . . . . . 71
4.3 Noisy images: The I1 and I2 sequences corrupted by a Gaussian noise
with a standard deviation of σG = 50 and σG = 40, respectively. . . . . . 72
4.4 Filtering results for the I1 sequence: BL - 4.4(a), Gaussian - 4.4(b), me-
dian - 4.4(c) and RBLT filtering - 4.4(d). It represents the frame at 13
seconds of the I1 sequence which is corrupted by a Gaussian noise with a
standard deviation σG = 50. . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Filtering results for the I2 sequence: BL - 4.5(a), Gaussian - 4.5(b), me-
dian - 4.5(c) and RBLT filtering - 4.5(d). It represents the frame at 7.5
seconds of the I2 sequence which is corrupted by a Gaussian noise with a
standard deviation σG = 40. . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6 Performance evolution over time (in seconds) of the noise reference (dark
blue line), bilateral (green dashed line), Gaussian average (yellow line),
median (cyan dot line) and RBLT (red circle line) filter. Each filtering
process was conducted for the I1 sequence and under a Gaussian noise
with σG = 50. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.7 Performance evolution as a function of the standard deviation. The noise
reference (dark blue line), bilateral (green dashed line), Gaussian average
(yellow line), median (cyan dot line) and RBLT (red circle line) filtering
were conducted on the I1 sequence and under a Gaussian noise. . . . . . 78
4.8 Noisy images: The I1 and I2 sequences corrupted by a Salt-Pepper noise
with a percentage of 50% and 10%, respectively. . . . . . . . . . . . . . 78
4.9 Filtering results for the I1 sequence: BL - 4.9(a), Gaussian - 4.9(b), me-
dian - 4.9(c) and RBLT filtering - 4.9(d). It represents the frame at 7.5
seconds of the I1 sequence which is corrupted by a Salt-Pepper noise
with a percentage of 50%. . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.10 Performance evolution over time (in seconds) of the noise reference (dark
blue line), bilateral (green dashed line), Gaussian average (yellow line),
median (cyan dot line) and RBLT (red circle line) filter. Each filtering
was conducted on the I2 sequence and under a Salt-Pepper noise with 50
% degradation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
LIST OF FIGURES xvii
4.11 Performance evolution as a function of the percentage of pixels that are
corrupted. The noise reference (dark blue line), bilateral (green dashed
line), Gaussian average (yellow line), median (cyan dot line) and RBLT
(red circle line) filtering were conducted on the I2 sequence and under a
Salt-Pepper noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.12 Surveillance sequence of a moving person and obtained by a mobile robot.
4.12(a) depicts the image captured by a ”TheImagingSource DFK 21AU04”
camera with a 4mm focal lens. 4.12(b) represents the RBLT-filtered im-
age. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.13 Image for comparing the original image and the result obtained by the
RBLT filter. The 640 × 480 image is split in two, the bottom side is the
original image and the top half is the RBLT-filtered image. . . . . . . . . 84
5.1 5.1(a) depicts the basic concept presented in this chapter. Several generic
optical flow methods can be combined in a multi-scale approach in order
to exploit the advantages of each approach according to the expected type
of motion. 5.1(b) depicts the overall structure and the relations between
different stages of the method. . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 5.2(a) is the Snow Image: 5.2(b) and 5.2(c) are the visual representation
of the gradient magnitude for both brightness and texture [1] in a blue-
scale representation. 5.2(c) shows that the contrast of texture gradient
magnitude is greater than the brightness gradient at boundaries. . . . . . . 93
5.3 5.3(a) - Surveillance image with three green slice regions represented:
top, middle and bottom. 5.3(b) - Graphical representation of the normal-
ized gradient magnitude of both brightness and texture for each of slices. . 93
5.4 The quadtree structure is a coarse-to-fine tree with the ability to recur-
sively divide the image into regions. Each region is represented by a node
that can be a parent or leaf node (blue and green, respectively). It is an
efficient multi-scale structure. . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Rally sequence - image of a rally car moving, dust, bushes and tree leaves.
Splitting method - The discriminative function based on temporal deriva-
tive and brightness gradient allows to divide the image into distinct regions. 96
5.6 Rally sequence (movement of a rally car and bushes). Merging Phase -
5.6(a) is the result of an intermediate merging stage (red). 5.6(b) is the
final result of the image decomposition based on the splitting-merging
method (green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.7 5.7(a) and 5.7(c) depict the image decomposition of the ”Blow” se-
quence [2] under different bias w0 and similarity levels. 5.7(b) and 5.7(d)
denote the classification of regions according to their sizes. . . . . . . . . 104
5.8 Splitting operation - 5.8(a) presents the number of nodes that were split
and 5.8(b) presents the time cycle spent for different brightness coeffi-
cients (α). During these experiments, the temporal coefficient is set to
β = 1−α and the bias factor to wo = 0.12, for all the sequences. . . . . . 106
xviii LIST OF FIGURES
5.9 Merging operation for the surveillance sequence - 5.9(a) shows the evo-
lution of the number of nodes during the iterations and for different sim-
ilarity levels. 5.9(b) shows the mean area (in pixels) of the regions and
5.9(c) shows the time elapsed (in seconds). Finally, 5.9(d) compares the
accumulative number of nodes that are reduced over time for different
sequences and considering c = 0.12. . . . . . . . . . . . . . . . . . . . . 109
5.10 The 5.10(a) and 5.10(b) present the accumulative number of merges over
time when c= 0.09 for the ”TxtLMovement” and Surveillance sequences,
respectively. This experiment considers different formulations. All trials
converge between the third (for complex formulations) and sixth itera-
tions (for simple formulations). . . . . . . . . . . . . . . . . . . . . . . . 110
5.11 Merging operation. Comparison between two merging formulations us-
ing c = 0.12. The index ”1”- is the formulation based on brightness and
temporal features, and the index ”2”- is the original merging based on the
four descriptive features. 5.11(a) compares the evolution of the number
of nodes merged over time (in seconds) and 5.11(b) presents the average
area of the regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.12 Results for some Middleburry sequences [3]. The first column is the
ground truth (GT). The HSV color space is used to represent the direc-
tion (color) and magnitude (saturation) of the flow. The second color is
the result obtained by the CLG. Finally, third column is the result ob-
tained by the HybridTree optical flow. From top to button, the sequences
are: Grove2, Grove3, Rubberwhale and Hydrangea. . . . . . . . . . . . 114
5.13 Results for some synthetic sequences [2]. The first column is the ground
truth (GT). The HSV color space is used to represent the direction (color)
and magnitude (saturation) of the flow. The second color is the result
obtained by the CLG. Finally, third column is the result obtained by the
HybridTree optical flow. From top to bottom, the sequences are: Blow
and Drop1txtr1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.14 Comparison of the HY for different strategies (strong local and strong
global). 5.14(a) - a person passes by the robot that moves in a different
direction. 5.14(d) - the robot is moving alone. 5.14(b) and 5.14(e) are the
optical flow field with the two finer classes being computed by the local
formulation and the three coarser classes being computed by the global
formulation. 5.14(c) and 5.14(f) represent the optical flow where four
classes are computed by the local formulation and the coarsest class is
computed by the global formulation. . . . . . . . . . . . . . . . . . . . . 118
5.15 Multi-channel configuration - Examples of flow fields obtained from a
dense optical flow technique with the EEyeRobot moving along the rails.
One image of each sequence is presented in the first and third row. The
corresponding flow field represented in the HSV color space (direction-
color and magnitude-saturation) is presented in the second and fourth
row. The caption is shown on the upper left side of the flow field im-
ages, Figs. 5.15(d), 5.15(e), 5.15(f), 5.15(j), 5.15(k) and 5.15(l). . . . . . 120
LIST OF FIGURES xix
5.16 Single-channel configuration - Examples of flow fields obtained from a
dense optical flow technique [4] with the EEyeRobot moving along the
rails. One image of each sequence is presented in the first row and the
corresponding flow field is presented in the second row. . . . . . . . . . 121
5.17 Single-channel configuration - Examples of flow fields obtained from a
dense optical flow technique [4] with the EEyeRobot moving along the
rails. One image of each sequence is presented in the first and third row.
The corresponding flow field is presented in the second and fourth row. . 122
6.1 The two phases of the WOFS technique: evaluating and resetting. . . . . 128
6.2 Detailed structure of the model selection method. It combines the histogram-
based approach with the decay ratio of the normalized entropy criterion
(NEC). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3 Two-dimensional histograms. 6.3(a) and 6.3(c) represent the distribution
of the flow field 5.16(f) in the Cartesian and Polar coordinates, respec-
tively. 6.3(b) and 6.3(d) represent the distribution of the flow field 5.17(k)
in the Cartesian and Polar coordinates, respectively. . . . . . . . . . . . 132
6.4 One-dimensional histograms. The flow field 5.16(f) depicts the motion
of the robot and one external object moving in the other direction. 6.4(a)
and 6.4(b) represent the distribution of the horizontal and vertical velocity.
6.4(c) and 6.4(d) represent the distribution of the magnitude and angle (in
radians) of the flow vectors. . . . . . . . . . . . . . . . . . . . . . . . . 133
6.5 Architecture of the HHOFS and the HDBOFS methods. The overall struc-
ture and relations between different stages: refining and collecting. The
difference between both methods relies on the collecting phase, for in-
stance, the HHOFS and HDBOFS merge the clusters using a hierarchical
and a density-based scheme, respectively. . . . . . . . . . . . . . . . . . 142
6.6 6.6(a) represents the initial and deterministic partitioning of the flow field 5.15(f)
into clusters. A splitting procedure based on affine motion fitness divides
some clusters into smaller and distinct subclusters, 6.6(b). 6.6(c) is the
result obtained by merging the subclusters. It represents the decomposi-
tion of the flow field since the resulting clusters will be used (as objects)
to initialize the collecting phase. . . . . . . . . . . . . . . . . . . . . . . 142
6.7 Architecture of the WOFS method. . . . . . . . . . . . . . . . . . . . . . 148
6.8 Motion segmentation for the case 5.15(i) and using the flow field 5.15(l).
Comparison between the EM, K-means, HHOFS and HDBOFS methods,
Figs. 6.8(a), 6.8(b), 6.8(d) and 6.8(e), respectively. 6.8(c) depicts the re-
fining phase of the HHOFS and the HDBOFS. . . . . . . . . . . . . . . . 154
6.9 Motion segmentation for the cases 5.15(b), 5.15(c) and 5.15(g): the flow
fields 5.15(e), 5.15(f) and 5.15(j) were obtained from the multi-channel
formulation of the HybridTree technique. Comparison between the EM
(first row), K-means (second row), HHOFS (third row) and HDBOFS
(fourth row) methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.10 Motion clustering for the cases 5.16(d), 5.16(e), 5.16(f) and 5.17(d). Com-
parison between the WOFS (first column), EM (second column) and K-
means (third column). . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
xx LIST OF FIGURES
6.11 Motion clustering for the cases 5.17(e), 5.17(f), 5.17(j) and 5.17(k). Com-
parison between the WOFS (first column), EM (second column) and K-
means (third column). . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
List of Tables
4.1 Examples of error norms for M-estimators. The robust functions are
graphically depicted in Fig. 4.1(a) and the weight functions in Fig. 4.1(b).
In this research, the last four norms (L1, Tukey, Lorentzian, Geman-Mcclure
and Charbonnier) are called robust error norms. . . . . . . . . . . . . . . 62
4.2 Gaussian noise - Average PSNR results for ”Miss America” and ”Sales-
man” sequences. Results of recent video denoising techniques are re-
ported in [5] (the values in bold depict the best performance). . . . . . . . 68
4.3 Gaussian noise - Average SSIM results for ”Miss America” and ”Sales-
man” sequences. Results of recent video denoising techniques are re-
ported in [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Salt-Pepper noise - Average PSNR results for sequences ”Miss America”
and ”Flowers”. Results of recent video denoising techniques are reported
in [6] (the values in bold depict the best performance). . . . . . . . . . . 70
5.1 Recommended values (they were experimentally obtained) for the param-
eters of the HybridTree optical flow technique. . . . . . . . . . . . . . . . 112
5.2 Comparison between the HybridTree (HY), Combining Local and Global
(CLG) and the colored versions of Lucas-Kanade (LK) and Horn-Schunck
(HS). The performance of these methods are analyzed for several test se-
quences, considering full density and AAE - average angular error (◦).
Dimetrodon, Grove2, Grove3, RubberWhale, Hydragea and Urban3 [3].
Blow, Blow2 and Drop1txtr1 [2]. . . . . . . . . . . . . . . . . . . . . . 113
5.3 Comparison between the HybridTree (HY), Combining Local and Global
(CLG) and the colored versions of Lucas-Kanade (LK) and Horn-Schunck
(HS). The performance of these methods are analyzed for several test
sequences, considering full density and EPE - average endpoint error
(pixels). Dimetrodon, Grove2, Grove3, RubberWhale, Hydragea and Ur-
ban3 [3]. Blow, Blow2 and Drop1txtr1 [2]. . . . . . . . . . . . . . . . . 115
5.4 Comparison between the colored versions of the Lucas-Kanade(LK) and
Horn-Schunck (HS), Combining Local and Global (CLG), and HybridTree
(HY). The complexity of these methods are analyzed for several test se-
quences, considering full density and the computational time expressed
by orders of magnitude relatively to HY. Dimetrodon, Grove2, Grove3,
RubberWhale, Hydragea and Urban3 [3]. Blow, Blow2 and Drop1txtr1 [2].
116
xxi
xxii LIST OF TABLES
6.1 DBSCAN behavior for different configuration of the parameters. . . . . 147
6.2 Comparison of the performance achieved by the BFHE with the BIC,
AIC, HQIC and NEC criteria: the average accuracy and the average com-
putational time. 30 dense flow fields were considered during this experi-
ment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.3 Comparison of the computational performance between the EM, K-means,
HHOFS and HDBOFS. The performances of the proposed methods were
evaluated by considering different initial resolutions in the refining phase:
4×4a and 8×8b. The time is given in seconds. . . . . . . . . . . . . . . 157
6.4 F-score - Performance comparison between the EM, K-means and WOFS.
Parameters such the precision (”Prec.”) and the recall (”Rec.”) are pre-
sented. a represent the clustering result for the two foreground clusters of
Fig. 6.11(j). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.5 Computational performance comparison between the EM, K-means and
WOFS. The time is given in seconds. . . . . . . . . . . . . . . . . . . . 162
Nomenclature
2D Two-dimensional
2DGSM 2D Gaussian Scale Mixture
3D Three-dimensional
3DFD 3D Fuzzy Directional
3DM 3D Median
3DVM 3D Vector Median
AAE Average Angular Error
AE Angular Error
AIC Akaike Information Criterion
ATM α-Trimmed Mean
AVTM Adaptive Vector directional α-Trimmed Median
BFHE Bayesian Fusion of Histogram and Entropy
BIC Bayesian Information Criterion
BL Bilateral Filter
blob Binary Large OBject
CCTV Closed-Circuit TeleVision
CLG Combined Local-Global
CML Classification Log-likelihood
CPU Central Processing Unit
CRF Conditional Random Field
DBSCAN Density-Based Spatial Clustering of Applications with Noise
EM Expectation-Maximization
xxiii
xxiv LIST OF TABLES
EPE EndPoint Error
FAST Features from Accelerated Segment Test
FFT Fast Fourier Transformation
GMHMCF Generalized Multi-Hypothesis Motion Compensated Filter
GMM Gaussian Mixture Model
GPU Graphics Processing Unit
GVD Generalized Vector Directional
H.O.T. High Order Terms
HD High Definition
HDBOFS Hybrid Density-Based Optical Flow Segmentation
HHOFS Hybrid Hierarchical Optical Flow Segmentation
HQIC Hannan-Quinn Criterion
HS Horn-Schunck
HSV Hue, Saturation and Value (color model)
HY HybridTree
Hz hertz
IEEE Institute of Electrical and Electronics Engineers
IFSM Inter-Frame Statistical Modeling
KMNN K-Means Nearest Neighbor
LK Lucas-Kanade
LSQ Least SQuares
MAP Maximum A Posteriori
MLE Maximum Likelihood Estimator
MOb Moving Observation
MOG Mixture of Gaussians
MRF Markov Random Field
MSE Mean Squared Error
LIST OF TABLES xxv
MTMP Multi-Tracking of Motion Profiles
NEC Normalized Entropy Criterion
NLM Non-Local Means
PETS Performance Evaluation of Tracking and Surveillance
PSNR Peak Signal-to-Noise Ratio
QCIF Quarter Common Intermediate Format
RANSAC RANdom SAmple Consensus
RBLT Robust Bilateral and Temporal Filter
RGB Red, Green and Blue (additive color model)
RMSE Root Mean Square Error
SAD Summation of Absolute Difference
SIFT Scale Invariant Feature Transform
SNR Signal-to-Noise Ratio
SOb Stationary Observation
SSD Sum of Squared Difference
SSIM Structural Similarity
STGSM SpatioTemporal Gaussian Scale Mixture Model
SURF Speeded Up Robust Feature
UAV Unmanned Aerial Vehicle
VBM3D Vector Block Matching and 3D filtering
VDKNNVM Vector Directional K-Nearest Neighbor with Vector Median
WOFS Wise Optical Flow Segmentation
WRSTF Wavelet-domain Reliability-based SpatioTemporal Filtering

Chapter 1
Introduction
The growing interest in robots is one of the main reasons to research for new and improved
robotics applications capable of interacting with the dynamic elements of domestic en-
vironments. Automation in areas like, security, surveillance, equipment transportation,
pharmaceutical industry, domestic cleaning and guiding visitors in museums, laborato-
ries or shopping’s, are currently increasing the demand for autonomous robotics appli-
cations 1. The new generation of indoors service mobile robots must be able to conduct
activities beyond those related to leisure, such as, helping people in their workplace and
home. For the development of such applications, it is crucial to overcome certain prob-
lems related to perception and interpretation of dynamic scenes. The extraction of high
level information increases the robots’ ability to perform motion detection, tracking, ob-
ject recognition and navigation. It is also imperative to increase the ability to interact with
the environment, meaning that the robot must be able to detect and analyze its surrounding
scene.
Densely populated environments are difficult for the navigation of mobile robots due
to several factors that must be considered: the location, the speed and the trajectory of
the robot, and everything else: people and other obstacles. Nowadays, there are visual
techniques [7, 8, 9] for service mobile robots that make possible to carry out a reasonable
navigation. However, most of these techniques are not proficient enough when the robot
is subjected to realistic indoor environments since they do not extract relevant information
related to the nature of dynamic interactions. Mobile robots are continually stimulated in
those environments with: moving doors, humans and animals. These elements must be
detected and interpreted otherwise; it will be hard to assure a safe and intelligent interac-
tion of the robot in the environment.
1”World Robotics 2012 - Service Robots” from the International Federation of Robotics.
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Vision-based technologies are non-invasive and acquire information in a similar man-
ner as the human vision, which make them appealing for non-industrial robotics appli-
cations. Computer vision is a scientific field that is currently devoted to extracting and
understanding high-level information of scenes. In this field, motion perception is one
of the most relevant areas, and there are several models and methods to perform motion
analysis in a variety of environments. It includes several application areas, namely, video
surveillance, biometrics, medicine, augmented reality, gaming, automotive and movie
production.
The visual perception of motion can be divided into three stages [10]: detection, mea-
surement and cognitive stages. Changes in brightness, texture, color and shapes are used
to identify regions of interest that might represent some motion during the detection stage.
The measurement phase is responsible for evaluating the intrinsic motion parameters of
elements belonging to the scene. Finally, the cognitive phase classifies the type of motion
according to features and based on information that is obtained in previous stages.
Motion perception can be performed using two distinct ways which are directly related
with the movement of the observer that is capturing the scene: stationary observation or
moving observation. Motion perception with a static observer is quite different from the
moving observer because every spatial and temporal variation represents the moving ob-
ject when a static observer captures the scene, by neglecting illumination changes and
noise. The pattern of motion exhibits variations in almost every pixel when it is ob-
tained from a moving observer. These variations depend on the external moving objects
as well as the relative motion between the visual sensor and the scene. Therefore, the
two approaches have specific theoretical assumptions that cause significant differences
in performance, flexibility and robustness for techniques of motion detection and anal-
ysis. Several approaches are being studied by the scientific community (see chapter 2);
however, techniques based on moving observations are still in a preliminary stage when
compared to static observations. This is a direct consequence of the egomotion (motion
of the observer) because it creates new paradigms that turn the study of motion even more
complex and challenging.
1.1 Motivation
Human being have an extraordinary capability for motion perception2 due to its remark-
able visual sensing system since it makes possible to perceive, distinguish and charac-
terize the different moving elements of the environment. The visual sensing system is
2Is the process of inferring about the intrinsic motion features of elements in a scene and based on the
visual field.
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consisted by both eyes as sensory receptors, the neural pathway and the visual cortex
located in the occipital lobe.
The receptors provide clues to the brain that uses a limited amount of information to
build a thrust word reality. Eyes convert the light reflected by the object into an electrical
signal that is sent through the optical nerve and to the visual cortex. The visual cortex
is responsible for crossing reference of each image with the memory of past experiences
that was stored in the brain. Furthermore, the brain tries to identify the object and decides
how it is positioned in space.
One of the most reliable ways of doing it is to use shadows created by the interaction
of the source of light and the object’s shape. The brain has learned to trust in shadows as
a near foolproof way to know the behavior of objects in space. However, color is another
reliable source of information about the world but it can be faulty in some cases. An
example is depicted in Fig. 1.1(a), where the human perception tells that both squares
(pointed out by green arrows) have different colors. In reality, both squares have the same
color. The illusion is originated by the shadow since it contextualizes the right side of the
cube as being darker than the top side and, thus, the brain thinks that the color of the right
square should be lighter than the top square: this causes a misinterpretation of the color.
Although, color is a helpful feature to separate different objects.
(a) (b)
Figure 1.1: 1.1(a) - Human perception tells that the color of the center square on the top
side is different from the color of the center square on the right side because both sides
have different shadow contexts. 1.1(b) - An illusion caused by the perspective of the rail
tracks. It seems that green rectangles have different sizes.
The brain gets the 2D information from the eyes and creates a 3D reality. The vi-
sual cortex uses familiar patterns as shortcuts to understand the environment. There are
several informative features that the brain tries to put together, for instance, depth and per-
spective. The 3D reality is created so instantaneously that the brain makes assumptions
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about the surrounding environment. In some cases, these assumptions are not accurate,
for example, the green rectangle on the top of Fig. 1.1(b) looks bigger than the bottom
rectangle because the brain is making the assumption that the first one is placed far away
on the train tracks and, thus, its size is overcompensated.
Human’s eyes retrieve information that is processed in the visual cortex that tells how
far things are and how quickly they are moving. In this way, the visual system extracts
information through sensory experience and conducts reliable judgments based on intrin-
sic motion features, namely, location, direction, trajectory, magnitude, colors, boundary
and shape. Perspective features are processed so effectively by the brain that they are
crucial for helping humans to determine the moving elements of a scenario. The brain
quickly finds these elements by merging the components of their individual motion into a
seamless moving reality. Specific neurons throughout the visual cortex track the changing
positions of objects between images, making possible to comprehend the visual changes
as motion. In fact, motion perception plays an important role on human daily interactions,
for instance, to communicate with other humans and to drive or walk in a street. Inferring
about the direction and the speed of moving objects are the most critical skills in visual
perception since they can detect situations of danger.
At other hand, mobile robotics applications have certain problems related to visual
perception and interpretation of the dynamic scene: unmanned aerial vehicles [11, 12],
unmanned surface vehicles [13] and unmanned ground vehicles [14, 15]. In these applica-
tions, suitable motion detection is crucial to feed the high level processes with relevant in-
formation. Autonomous mobile robots are mostly employed for transporting parts inside
production plants and for autonomous specialized missions. Currently, several navigation
procedures enable the reliable movement of such robots; however, the perception abilities
are constraining the applications to a low or medium level of interaction.
The ability to interpret, understand and interact with dynamic scenes is crucial for a
new generation of indoor robots. Extending their operating scope implies a safe interac-
tion through unknown environments. Therefore, better visual computing algorithms and
new behavioral laws must be developed to increase the autonomy of mobile robots.
In particular, vision-based sensing is a passive and non-intrusive technology because
does not require the modification of the environment. However, the visual measurements
must be analyzed and processed to make possible the extraction of clues and the recog-
nition of movements. In computer vision, images are discrete and temporal samples of
the spatial environment being photographed. These images reflect several characteristics
related with the direction of view, the spatial position, the color, the illumination level
and the depth of the scene [16]. Motion analysis based on image sequences is present in
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various applications like, video compression, object tracking, object recognition, three-
dimension reconstruction and video segmentation.
The critical nature of visual perception turns motion detection and analysis for mobile
robots as one of the most relevant areas discussed in the literature; existing several models
and methods to perform motion analysis in a variety of environments. Vision computing
is a challenging research field for small mobile robots because of the vehicle itself. The
first issue is related to the limited space that is available onboard for the deployment of
computer units and sensors. Other issue is related to the power consumption that enforces
the autonomy of such robots. This limits the computational capability which has a direct
influence in the performance of the navigation and sensing procedures. At first sight, it
may seems a little strange all this effort because humans instinctively predict the direction
and the velocity of moving objects. However, current computational methods do not solve
this problem in an effective and robust manner, being usually conditioned by lighting
changes, shadows, vibrations, occlusions and noise.
Motion detection and analysis from a stationary observer is a non-trivial research area;
however, it has been explored extensively and a preliminary success has been achieved in
tracking features, segmenting moving objects and pixel-wise flow based on static vision
systems [17]. Currently, there is a wide diversity of motion perception methods which
is justified by the inherent complexity of the problem. Unfortunately, the same cannot
be said for motion perception based on moving cameras because the movement of the
observer creates two independent motion components: the egomotion and the objects.
The most conventional techniques for motion perception consider that visual changes
are caused only by the movement of the external objects since they assume the station-
ary position of the observer. Therefore, they fail almost completely when the dynamic
scene is captured by a non-static observer due to their inability to distinguish both motion
components. The visual detection of motion from a moving observer is the most often
encountered case in real life situations [18]. It is a complex and challenging problem,
although, it can promote the arising of new applications.
The majority of related works about motion detection and analysis relies on fixed cam-
eras; however, the research presented in this thesis goes one step further by discussing
motion detection, measurement and understanding for a new generation of mobile robotic
systems. In this context, the thesis aims to study visual motion perception based on mov-
ing observations, i.e., how the robot can extract and analyze motion of different objects
using onboard visual sensing?
This research focuses on a surveillance scenario where a mobile robot conducts its
activity autonomously. Implications of this research can lead to innovations in different
fields, such as, computer vision, robotics, security and surveillance.
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1.2 Objectives
The main goal of this work is the development of techniques for a reliable detection
and analysis of motion. It intends to increase the ability, intelligence and autonomy
of an innovative mobile robot that is designed for active surveillance. The robot con-
ducts an intelligent surveillance activity and acquires information about the environment
using a monocular camera and odometry. The robot can be applied to other contexts
besides the surveillance of domestic environments, such as, quality control, inspection,
tree-dimensional modeling, sports and supermarkets.
In particular, this researching work is focused in four objectives:
• Presents an innovative and flexible robotic application for surveillance of indoor
environments. The robot is centered in perception of motion for a realistic en-
vironment. The robotic platform and the surveillance scenario contextualizes the
qualitative and the quantitative evaluation of the techniques that are proposed in
this research;
• Proposes novel representations and architectures of motion perception for moving
observers: increases the autonomy of the mobile robot under realistic working con-
ditions because the techniques make possible the interpretation and the recognition
of different type of motions;
• Expands the frontier of motion perception to beyond the conventional feature-based
methods. Unlike the overwhelming majority of researching works, this thesis study
the three phases of motion perception (detection, measurement and cognitive);
• Explores new applications - the scientific advances resulted from this thesis can
lead to new applications that traditional algorithms do not allow. Inspired by the
increased awareness of security issues, new surveillance applications must be de-
veloped. These systems must be able to analyze actions, behaviors and activities of
a single individual or crowds, and will be used for recognize people, guide persons
in complex facilities, to study the psychological aspects of crowds in shopping’s or
even to detect abnormal activities.
Motion perception for moving observers represents one of the most challenging ar-
eas in computer vision and robotics. This research is centered in motion perception for a
realistic and practical surveillance scenario that contextualizes the evaluation and compar-
ison of the performance achieved by the proposed algorithms with other state-of-the-art
methods.
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1.3 Thesis overview
This document is organized as follows:
Chapter 2 demonstrates an overview about motion perception and analysis. A short de-
scription of some works related to motion perception based on static observation is
provided in section 2.2. Subsequently, the problem of motion detection for mov-
ing observers is described with detail in section 2.3: the influence of the observer’s
movement is mathematically analyzed and contributions to the state-of-the-art are
also presented.
Chapter 3 shows a mobile robot that represents a new generation of surveillance sys-
tems [19]. As expected, this research focuses on a surveillance scenario where
an especially designed autonomous mobile robot uses a monocular camera to per-
ceive motion. The chapter presents the hardware and the distributed software of
the robotic platform in section 3.2. In addition, section 3.3 depicts an architecture
for visual motion perception that is formed by two modes: static perception and
dynamic perception. This research is focused in studying the complex problem
of dynamic perception and, therefore algorithms of motion perception for moving
observers are presented in the following chapters.
Chapter 4 presents a video denoising technique, called Robust Bilateral and Temporal
Filter (RBLT) [20], that satisfies the visual requirements of surveillance applica-
tions based on mobile robots. The technique resorts to spatial and the temporal
evolution of sequences to conduct the filtering process while preserving relevant
image information. A pixel value is estimated using a robust combination between
the spatial characteristics of the pixel’s neighborhood and its own temporal evolu-
tion, see section 4.2. Thus, robust statics concepts and temporal correlation between
consecutive images are incorporated together which results in a reliable and config-
urable filter formulation that makes it possible to reconstruct highly dynamic and
degraded image sequences.
Chapter 5 proposes a dense optical flow technique called, the HybridTree optical flow [4].
The proposed technique mimics the human motion detection based on different lay-
ers of visual details. It has two major and distinct phases: expectation and sensing.
The computational requirement is an important aspect for today’s applications and,
for that reason, the section 5.2 aims to take advantage from the most relevant and
efficient improvements of the optical flow techniques to create a balance between
real-time capability and performance. The approach presented differs from other
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techniques since it introduces a new perspective for optical flow computation: high
level information about the image sequence is integrated into the estimation of the
optical flow. The resulting flow field is satisfactory comparatively to other state-of-
the-art methods. In addition, the proposed technique is more computationally ef-
ficient than other approaches, such as, CLG (combined local-global) method [21],
because high level information on the image is gathered and used by a smart com-
bination of local and global differential techniques. Combining local and global
differential methods in section 5.3 proved to be beneficial as confirmed in [21]. Effi-
cient methods were used in this research to demonstrate the simple and yet powerful
concept of the HybridTree method, namely, modern versions of the Lucas-Kanade
and Horn-Schunck.
Chapter 6 proposes two major techniques for motion analysis that measure and extract
distinct motion models from dense optical flow fields: the Hybrid Hierarchical Op-
tical Flow Segmentation (HHOFS) [22] and the Wise Optical Flow Segmentation
(WOFS). The techniques were developed for the especially designed mobile robot
that performs an intelligent surveillance. The major advantage of these techniques
is the ability to segment in real-time the different types of motion in image se-
quences. These techniques were compared to standard baseline clustering methods,
namely, Expectation-Maximization (EM) and K-means, and the results confirm that
the proposed techniques are suitable for other robotics applications. In addition,
this chapter proposes a model selection method to estimate the number of motion
models from flow fields. The technique, named Bayesian Fusion of Histogram and
Entropy (BFHE), combines a histogram-based approach with cost functions (that
balance fitness and model complexity). Thus, the estimation of the number of clus-
ters can be incorporated with parametric techniques that require information about
the number of clusters in the data, for instance, the EM and K-means.
Chapter 7 provides the major conclusions that can be taken from this thesis. A final
discussion is conducted in section 7.1: the novelty of the work and its achievements.
Moreover, a set of guide-lines for future works is addressed in section 7.2.
1.4 Contributions
1.4.1 The achievements
The more relevant achievements of this thesis are described below:
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1. Promoting efficient techniques of motion perception for robotic and surveillance
applications;
2. A novel robotic application for active surveillance, called EEyeRobot . This robot is
able to autonomously detect external motions while moving and using a monocular
visual system;
3. An architecture for motion perception and analysis: it addresses the problem of
motion perception for moving observers;
4. An innovative spatiotemporal filtering technique: Robust Bilateral and Temporal
(RBLT), that can be used by stationary and non-stationary surveillance or robotics
applications;
5. A filtering technique with a performance less influenced by outliers and less influ-
enced by the type of noise that corrupts the sequence. The RBLT has a tempo-
ral filtering component based on the temporal coherence assumption with a self-
evaluation mechanism to detect and treat violations of this assumption;
6. Filtering with a better trade-off between noise reduction and data preservation which
is, especially, recommended for denoising images with low SNR (signal-to-noise
ratio). Thus, the RBLT filter does not create ghosts or strange artifacts in the de-
noised image that compromise processes of motion analysis;
7. Promoting efficient optical flow techniques for robotic and surveillance applica-
tions;
8. An assisted optical flow estimator: HybridTree method, that combines local and
global differential methods using cognitive information;
9. A hierarchical method to guide the flow estimation process of the HybridTree, en-
abling an optical flow enhancement while preserving the computational time re-
quirements;
10. An efficient method to decompose the image into exclusive regions based on simi-
larity properties: temporal differencing, texture, brightness and color;
11. A study of motion perception and analysis based on dense optical flow fields and
moving observers;
12. A novel representation and architecture for motion analysis based on moving ob-
servations depicted by dense flow fields: the Hybrid Hierarchical Segmentation and
the Hybrid Density-Based Segmentation;
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13. An assisted technique for segmenting dense flow fields, called Wise Optical Flow
Segmentation, that automatically extracts and combines cognitive information about
distinct motions. This guided-based clustering technique enhances the edges of the
moving objects (contours) and preserves the computational time requirements of
robotics applications;
14. A model selection method to enhance the performance of the segmentation tech-
niques, called Bayesian Fusion of Histogram and Entropy;
15. An extensive qualitative and quantitative evaluation under realistic working condi-
tions of all techniques proposed in the thesis.
1.4.2 The publications
Publications related to this research include:
• [22] Andry Maykol Pinto, Miguel V. Correia, A. Paulo Moreira, and Paulo G. Costa.
”Unsupervised Flow-based Motion Analysis for an Autonomous Moving System”,
Image and Vision Computing (Elsevier), 22(6-7):391-404, 2014;
• [20] Andry Maykol Pinto, Paulo G. Costa, Miguel V. Correia, and A. Paulo Moreira.
”Enhancing dynamic videos for surveillance and robotic applications: The robust
bilateral and temporal filter”, Signal Processing: Image Communication (Elsevier),
29(1):80-95, 2014;
• [4] Andry Maykol Pinto, A. Paulo Moreira, Miguel V. Correia, and Paulo G. Costa.
”A Flow-based Motion Perception Technique for an Autonomous Robot System”,
Journal of Intelligent and Robotic Systems (Springer), in press, 2013,
doi:10.1007/s10846-013-9999-z;
• [23] Andry Maykol Pinto, A. Paulo Moreira, Paulo G. Costa, and Miguel V. Correia.
”Revisiting Lucas-Kanade and Horn-Schunck”. Journal of Computer Engineering
and Informatics (JCEI), 1(2):23-29, 2013;
• [19] Andry Maykol Pinto, Paulo G. Costa, and A. Paulo Moreira. ”An Architecture
for Visual Motion Perception of a Surveillance-based Autonomous Robot”, in Pro-
ceedings of the IEEE International Conference on Autonomous Robot Systems and
Competitions (ICARSC), 205-211, 2014;
• [24] Andry Maykol Pinto, A. Paulo Moreira, and Paulo G. Costa. ”Streaming Im-
age Sequences for Vision-based Mobile Robots”, in Proceedings of the Portuguese
Conference on Automatic Control (CONTROLO), in press, 2014;
Chapter 2
Overview of Motion Analysis
Currently, there is a wide diversity of motion perception methods which is justified by
the inherent complexity of the problem. Visual motion perception with static observers
has been extensively explored for many surveillance applications. In contrast, detecting
moving objects on image sequences obtained from mobile robots is more difficult because
of an additional two-dimensional motion component created by the egomotion of the
vehicle.
The most popular algorithms for motion perception are presented in this chapter. Re-
lated works announced in the recent literature are briefly discussed: sections 2.2.1, 2.2.2
and 2.2.3 outline the visual techniques for static observers, and later, section 2.3 focuses
on some interesting approaches for motion detection and analysis based on moving ob-
servations, which is the theme of this thesis. Therefore, this chapter introduces the major
differences of motion perception for static and moving observers.
2.1 Introduction
Motion is an important characteristic for visual perception since it supports a wide range
of computer applications including perceptual organization [25], object recognition [26,
27], scene understanding [28, 27], tracking [29, 30], human-machine interaction [31, 8],
autonomous robot navigation [7, 8, 9], augmented reality [32, 28], video-coding [33, 34],
remote monitoring [15] and three-dimensional reconstruction [32]. There are different
sensors that can help to perceive motion although, vision-based sensors are preferred be-
cause they represent an intuitive, non-invasive, lightweight and cheap solutions for moni-
toring external moving objects within certain areas.
The main goal of visual motion perception is to segment image sequences into back-
ground and foreground regions: regions with absence of temporal displacements and
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regions with moving objects, respectively. The three-dimensional trajectory of a mov-
ing object is projected into the image plane which creates two-dimensional trajectories
whose derivatives represent two-dimensional velocities. Several motion perception tech-
niques have been proposed in the last decade because the pixel’s variation of images under
real conditions can be caused by the objects’ movement or by physical phenomena. Mo-
tion perception techniques can be classified according to viewer’s motion relative to the
environment, namely, Stationary Observation (SOb) and Moving Observation (MOb).
 Definition 1: Stationary Observation (SOb) - images are obtained by a fixed camera
placed on the environment, i.e., the scene is captured by a static observer.
 Definition 2: Moving Observation (MOb) - moving platform equipped with a vision
system captures the surrounding scene and provides observations from different points of
view.
Usually, motion perception is performed by surveillance systems with SOb; however,
reliable solutions based on MOb make possible to automate new environments by taking
advantage of the observer’s displacement. In this context, MOb methods encourage a
new generation of more flexible and autonomous systems. However, only a few research
projects are robust enough to make possible the movement of the viewer [35]. In this
case, conventional SOb methods cannot be applied directly because an estimative of the
egomotion is required to compensate the movement of the observer.
2.2 Motion analysis based on stationary observations
Nowadays, the research based on static observations focuses on how to increase the qual-
ity of motion segmentation in scenes with illumination changes, dynamic background
objects and temporal occlusions [36]. It is possible to identify in the literature three mo-
tion perception methods for conventional SOb systems [36, 37]: background subtraction,
temporal differencing and optical flow.
2.2.1 Background subtraction
As is suggested by its name, a background subtraction technique separates objects of
interest (foreground) from the rest of the image (background). It is the most typical and
traditional approach to segment moving objects based on static cameras because makes it
possible to recover shapes and features of the foreground objects. The literature is very
rich in background subtraction approaches although, only the most relevant and traditional
methods are presented in this introduction.
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The background subtraction approach is consisted basically by two distinct phases:
the creation (and update) of the reference model and the subtraction of the reference
model from the current image. The segmentation of moving objects is accomplished by
a subtraction operation which defines the classification of each pixel between foreground
and background. The moving objects are retrieved after the classification, enabling a
further interpretation and analysis of objects by high level algorithms. The scientific
community recognizes background methods as those that provide the best compromise
between performance and reliability [37]. They are commonly used due to their effective-
ness and low-computational time which make them suitable for surveillance applications
with real-time constraints.
Although, background subtraction techniques have some limitations that need to be
considered [37, 38]:
• Variations of the background scene due to changes in lighting conditions (sudden
clouding or light switch);
• Repetitive movements of non-static background objects, such as, bushes blowing in
the wind and trees branches;
• Low quality of the image sensor or scenes poorly illuminated;
• Shadows of moving foreground objects create local changes of the background il-
lumination;
• Camouflage, i.e., visual similarity between the background and the foreground.
Therefore, the most critical aspects of the background subtraction methods are related
with the process of update the reference model, the non-stationary background and the
environmental illumination. Over the last few years, a large diversity of techniques has
been presented. These techniques have different strengths and weaknesses in terms of
segmentation accuracy and computational requirement and, hence, their success relies
on the ability to solve the highest number of limitations. The most common approaches
for motion segmentation based on background subtraction are the following: Running
Gaussian Average [39], CodeBook [40], Mixture of Gaussians (MOG) [41, 42], Kernel
Density Estimators [43], Mean-shift based estimation [44], Eigenbackgrounds [45, 46]
and Markov Random Field [47, 48]. They differ in the way that the reference model is
created.
The Mixture of Gaussians (MOG) is perhaps the most well-known background sub-
traction technique for environments with non-static backgrounds. The technique was ini-
tially proposed by Stauffer and Grimson [49, 50], and it models the intensity of each pixel
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through a mixture of Gaussians. The reference is learned using an unsupervised technique
that models the pixel as a statistical process which means, the intensity value is fitted by
multiple Gaussian distributions.
For sequential images, each pixel is considered as foreground if none of the Gaussian
distributions represent the intensity value. In this case, the mean value of the last distri-
bution (with less representatively) is replaced by the current pixel value [51]. Contrarily,
the pixel fits the reference model if its intensity value is up to 2.5 times the standard devi-
ation of any Gaussian distribution. Afterwards, parameters of the distribution are updated
using a running average, and weights are recomputed and normalized. The number of the
Gaussian distributions for each pixel is usually a fixed number between three and five. In
addition, all distributions are ranked at the end of each segmentation and according to the
ratio of weight and standard deviation. This reduces the time spent on fitting pixels since
more frequent distributions are ordered first. The reference model of the MOG is continu-
ously updated to enable gradual changes in lighting conditions and repetitive background
motions. Nevertheless, segmenting moving objects that stop for long periods of time is
a difficult task. Also, the computational complexity of MOG techniques is considerable
which limits its usability in some applications, for instance, segmentation in real-time of
dynamic environments. A more detailed description of this approach goes beyond the
scope of this research; however, an interest survey can be found in T. Bouwmans et al.
(2008) [52].
The CodeBook method is another advanced background subtraction technique. It
deals with the temporal fluctuations of pixels and the structural periodic motion of ele-
ments that belong to the background [40]. A pixel is represented by one or more code-
words. Each codeword defines an interval that delimits the range of intensity values. A
learning mechanism creates the reference model, and pixels of image sequences are clus-
tered into a set of codewords which represents the distribution of the intensity values.
Whenever a pixel value is close to a boundary of any pre-existent codeword then,
the interval of this codeword grows by a learning factor [53]. On the other hand, if the
pixel value falls outside the current set of codewords then, a new codeword is formed.
Codewords are continuously updated by deleting the oldest codebooks and based in the
largest negative runtime (the longest time during which the codeword was not accessed).
In this way, codewords rarely accessed are removed from the pixel’s codebook and using
a temporal filtering. The principle is that, the removed codewords were probably formed
by foreground objects or noise. This improves the quality of the segmentation and the
computational time. The number of codewords inside a codebook is not necessarily the
same for all pixels which enables the representation of other parametric distributions to
besides Gaussian, for instance, Exponential, Weibull and Lognormal distributions. After
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reference model be created, the process of motion detection involves testing the bright-
ness or the color of the current frame and the reference model. Each pixel is classified as
foreground if its brightness or color lies outside the boundary of all codewords that con-
stitute the corresponding codebook. If a pixel is classified as background, the codeword
that was recently accessed is relocated in the front of the codebook to improve the com-
putational performance. The CodeBook method has several features, namely, is robust
to illumination changes, encodes moving elements that belong to the background, allows
moving foreground objects during the creation of the reference model and it is computa-
tional efficient because motion segmentation does not involve calculating the probability
using floating-point operations, unlike the MOG [40]. Kyungnam Kim et al. (2005) [40]
propose two improvements related to the adaptive codebook updating and the layered
modeling. The work was focused on a procedure to update the initial background model
in order to increase the robustness of the method. The reference model is initially defined
as permanent. The frequency of pixels is analyzed using the assumption of pixels that re-
appear for a certain period of time are incorporated in the reference model and codewords
that are not accessed for a long time should be erased. Therefore, a pixel can have one
of the following four classifications: permanent reference model, permanent background,
non-permanent background and foreground. Sequences segmented through this Code-
Book technique were compared to MOG and Kernel methods, and results showed that
the proposed technique made possible to retrieve the shapes of objects classified as fore-
ground with a better quality. In addition, the technique satisfies the real-time restrictions
and limited amount of memory of surveillance applications.
Some background subtraction methods have limitations related with two commonly
adopted assumptions that are often violated: the pixels are independent and the temporal
evolution of the background is slow [53]. These assumptions are not truth for real-life
situations since they ignore the spatial dependency among neighboring pixels which leads
to inconsistent (noisy) predictions. Moreover, the background might change too much
over time, for instance, due to wind, camera jitter, illumination changes, windows and
doors [54].
Motion segmentation based on kernel estimation and a Markov Random Field (MRF)
is presented in Yaser Sheikh and Mubarak Shah (2005) [55]. The research models the
spatial dependencies of the observed intensity values, the temporal persistence of the fore-
ground (current foreground objects contain substantial evidences for future segmentation
procedures, i.e., the foreground keeps the same consistency of color and the same spatial
area), and the maximum a posteriori estimation (MAP) based in MRF that uses the spatial
context for assessing the background and the foreground model. The kernel estimation
of the spatial dependencies is based in Gaussian models, and resorts to a nonparamet-
16 Overview of Motion Analysis
ric method since it does not make any assumption about the shape of the probability
density function of the feature space. Contrarily to conventional background subtraction
approaches, the temporal persistence is considered in this approach as a property of realis-
tic foreground objects. The likelihood function was obtained through a mixture of kernel
density estimator and a Parzen classifier was used to classify the pixel as foreground or
background. The classifier’s threshold is computed using a priori knowledge of the spatial
neighborhood information and the MAP-MRF framework. The approach was evaluated
for different environment’s conditions, e.g., fountains, tree branches, grass, lake water,
oscillating sea and ceiling fans. Moving foreground objects were successfully detected
by the proposed technique, unlike the MOG method because the dynamic elements of the
background were considered as foreground objects.
Background subtraction techniques are being implemented on a wide range of hard-
ware and are currently used in a variety of surveillance scenarios; however, approaches are
still not computationally efficient for real-time applications. Moreover, there are several
other background subtraction techniques that incorporate another characteristic although,
this section intended to give only a brief overview of the most often encountered methods.
2.2.2 Temporal differencing
Temporal differencing is the simplest method to detect moving objects. The traditional
temporal differencing method is defined by an absolute subtraction of consecutive images.
In this way, pixels whose absolute difference is greater than a pre-defined threshold are
classified as foreground, otherwise, they are classified as background.
This method is very sensitive to any kind of movement but adapts quickly to changes
in lighting conditions since the reference model is not created. However, it is not suitable
for environments having moving elements belonging to the background because they are
difficult to distinguish from the foreground. The method is also misleading for foreground
objects that stop for a short period of time and for foreground objects with homogeneous
colors since the temporal differencing may not detect all the foreground pixels (causing
an internal cavity).
Despite the limitations, there are several researching works that resort to temporal
differencing as part of more complex motion detection architecture. Moreover, it is used
especially to start other algorithms like background subtraction and optical flow tech-
niques [56] since it can improve the computational efficiency.
P. Spagnolo et al. (2006) [37] present a combination of background subtraction and
temporal differencing. They estimated the radiometric similarity between corresponding
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pixels of consecutive images in order to identify moving points through temporal analy-
sis. The radiometric similarity turns the approach more robust to noise because a local
window is used to compute the similarity level between images. Pixels of the current
image considered as foreground are used to update the reference model and, in this way,
the variation that is exhibited by all pixels with the same intensity are considered dur-
ing the computation of the photometric gain. The algorithm compensates illumination
changes which is an important feature for sudden changes of the light condition caused
by the light switches. If the percentage of moving pixels is higher than 60% of the im-
age then a sudden variation of light occurred, meaning that the temporal segmentation is
compromised and the previous segmentation should be considered instead as the result
of the background subtraction. In this case, the process updates the reference model by
including the global variation of the light. Murali and Girisha (2009) [57] proposed a
motion segmentation using three consecutive images and based on pixel-by-pixel dispar-
ity. Multiple correlations on the RGB (red, green and blue) colored space are used with
a statistic model to remove shadows after the background and the foreground classifica-
tions. Multiple correlations of three sequential images made possible the evaluation of
the linearity relationship between pixels of the three images. A spatial clustering method
resorts to the spatial distance between pixels to fill the holes of the object segmented by
the temporal differencing and the process of eliminating shadows. The research focused
on static observations (single camera) and the authors claim that their approach adapts
to non-static environments, is computational efficient and robust to illumination changes.
However, the dataset used during the evaluation of the segmentation results was derived
from the performance evaluation of tracking and surveillance (PETS) database and no
experiment was performed to assess about the illumination robustness or even the com-
putational complexity.
Section 2.3 presents additional researching works that use temporal differencing to
detect and analyze moving objects. In that section, motion perception is performed based
on MOb and, therefore, the temporal differencing cannot be applied directly between
consecutive images.
2.2.3 Optical flow
Optical flow is one of the most well-known techniques for motion detection. It analyzes
the spatial and the temporal evolution of pixels and assigns the respective motion vec-
tor. Usually, the term ”optical flow” is sometimes confused with motion projection of
the three-dimensional objects in the two-dimensional image plane; however, they are not
the same thing. In fact, there are factors that affect the estimation of the optical flow (for
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instance, quantization, reflections and noise), which differentiate the estimation of motion
projected on the image plane from the real projection. Although, there is a close relation-
ship between both [58]. Optical flow techniques provide a motion vector for each pixel;
however, they are usually computational expensive to be used in real-time applications
and without special hardware [59].
2.2.3.1 Introduction
Motion extraction based on visual sensors captures 3D surfaces. Surfaces that move along
a 3D path, X(t), are projected onto the image plane and, therefore, a 2D path, x(t), is
produced for each image point that represents the moving object.
Important definitions are presented below to clarify some issues related with the ter-
minology of motion perception based on optical flow techniques.
 Definition 3: Image flow - is the projection onto the 2D image plane of the 3D veloc-
ity vector of objects. Can be considered as a bi-dimensional projection of the objects’
movement.
 Definition 4: Optical flow - is an approximation to the image flow. Represents the
movement that is really captured by the camera, i.e., the visible displacement of pixels. In
an ideal situation, it is expected that the optical flow and the image flow are both equal.
 Definition 5: Scene flow - is the 3D optical flow and specifies how much each voxel
moves between adjacent volumes.
The optical flow is a vector (magnitude and direction) formed by the intensity varia-
tion of pixels along time and is commonly represented by a vector field [10]. It is an ap-
proximation to the two-dimensional projection of the real movement on the image plane
because there are several situations where the optical flow and the image flow are not
equal. Some of these situations are presented in [10, 60].
2.2.3.2 Mathematical definition
The optical flow estimation generally assumes that all temporal changes of the pixel’s
intensity are caused by motion. The pixel I(x, y, t) moves by δx and δy during the time δt
to I(x+δx, y+δy, t+δt). Mathematically, the intensity of pixels are translated according to
Eq. 2.1, where I(x, y, t) is the image intensity at pixel coordinates (x,y) and time t.
I(x,y, t) = I(x+δx,y+δy, t+δt). (2.1)
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Other assumption is related to the capture of rigid motion in a scene, whereas defor-
mations of the object’s shape that might occur during consecutive images are not granted
(they are not particularly distinguishable).
 Remark 1: Taylor series expansion is briefly recalled for a continuously differentiable
function f (x) inℜ→ℜ. For δx→ 0, the f (x0+δx) = f (x0)+δx d f (x0)dx +∑i=2,3,... 1i! d
i f (x0)
dix .
The last term is called H.O.T. (high order terms) and is usually ignored because this sum
of terms has a small contribution when δx→ 0 (H.O.T. is zero if f (x) is a linear function
in [x0,x0+δx]).
The one-dimensional case of the Taylor series expansion can be straightforwardly
generalized for the two-dimensional case, see Eq. 2.2:
I(x+δx,y+δy, t+δt) = I(x,y, t)+
∂ I(x,y, t)
∂x
δx+
∂ I(x,y, t)
∂y
δy+
∂ I(x,y, t)
∂ t
δt +H.O.T.
(2.2)
This optical flow formulation is possible due to some implicit assumptions, namely,
the brightness consistency and the temporal persistence.
 Definition 6: Brightness consistency - the appearance of the brightness patterns that
represents part of an object does not change as it moves between consecutive images. The
surface exhibits the Lambertian1 reflectance which means that the apparent brightness of
the surface is the same regardless of the observer’s angle of view. The surface luminance
is isotropic and, therefore, this assumption justifies Eq. 2.1.
 Definition 7: Temporal persistence - temporal increments are small relative to the
magnitude of motion. This means that objects do not move too fast and the image can
be approximated by a linear function (H.O.T.= 0). The approximation of the first order
of the Taylor series expansion is relatively true due to the small neighborhood that is
commonly considered [62].
The two-dimensional motion constraint is obtained by dividing the Eq. 2.2 with δt :
∂ I(x,y, t)
∂x
δx
δt
+
∂ I(x,y, t)
∂y
δy
δt
+
∂ I(x,y, t)
∂ t
= 0. (2.3)
1Johann Heinrich Lambert (1728 - 1777) was a Swiss German mathematician, physicist, astronomer
and philosopher, who provided the first rigorous proof that the value of pi is irrational (cannot be expressed
as the quotient of two integers) [61].
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The intensity derivatives of the image can be expressed as:
Ix =
∂ I
∂x
, Iy =
∂ I
∂y
and It =
∂ I
∂ t
. (2.4)
Therefore, the equation of motion constraint can be rewritten as it follows:
∇IT ·v+ It = 0, (2.5)
where ∇I = (Ix, Iy)T denotes the spatial intensity gradient which can be computed using
derivative operators, the v≡ (δxδt ,
δy
δt ) = (u,v)
T is a 2D flow vector (x and y component)
and It denotes the temporal gradient at time t. The temporal gradient cancels the inner
product of the spatial gradient and the optical flow vector in Eq. 2.5 due to the brightness
constraint.
2.2.3.3 Aperture problem
Ideally, the variation of the pixel’s brightness is a result of the moving objects in the
scene. However, in realistic environmental conditions may be caused also by photometric
effects, illumination changes, variations of the object’s surface and lens distortions.
In addition, it is difficult to determine the spatial variation of pixels that belong to
objects with homogeneous brightness because the spatial movement of each pixel is es-
timated using the spatio-temporal information of its neighbors. Thus, motion estimation
according to every spatial direction may be impossible to determine with a complete accu-
racy and, therefore, the movement cannot be estimated correctly. This problem is referred
as aperture problem.
 Definition 8: Aperture problem - denotes the inability to measure or to fully estimate
motion in regions of the image that do not exhibit distinguishable characteristics. For
example, flat regions, untextured surfaces or even line segments whose ends lie beyond
the boundaries of the field of view. In these cases, it is possible to estimate only the
normal component of motion, regardless of the technique [10].
The two-dimensional motion constraint of Eq. 2.5 is the fundamental principle of the
optical flow computation. However, it is only one equation with two unknown variables
which means that the measurements are underconstrained and an unique solution can-
not be obtained for a single pixel, see Fig. 2.2. Therefore, it is only possible to define
the normal component according to the constrained line in the velocity space (velocity
component in the same direction of the spatial gradient). The flow vector is estimated
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by considering the pixel’s neighborhood and the size of the gradient operators [63]. De-
tecting motion using a small aperture may lead to local information that is insufficient to
define exactly the direction of the flow vector. For small apertures, the optical flow cannot
be fully recovered which means that the pixel’s neighborhood is unable to estimate the
tangential velocity component. For instance, the aperture problem is caused by the edges
and because of the small size of the aperture since the edges of Fig. 2.1 have gradient in-
formation only in one direction. In this case, the normal component can be estimated by
Eq. 2.5 while the tangential component is missing. The structural information is enough
to fully estimate the flow vector for pixels with the gradient information defined in both
directions, for instance, a corner.
Figure 2.1: Image flow (red) and the optical
flow (green) of a moving rectangle and using
circular apertures. The tangential component
vt of the flow vector cannot be estimated.
Figure 2.2: The 2D motion constraint
originates a line (of dots) in the veloc-
ity space v= (u,v). The normal vector
vn is the velocity with lowest magnitude
that lies on the line that is obtained by
the equation of motion constraint.
vn =− It‖∇I‖2∇I (2.6)
The vn is the velocity component that can be retrieved in the absence of complete
structural information and by a basic visual perception. A reliable estimation of the optical
flow usually implies the incorporation of additional constraints. The most common way to
introduce the necessary structural information is to use a neighborhood context, namely,
the spatial coherence assumption.
 Definition 9: Spatial coherence - embodies the assumption that surrounding pixels
belonging to the same surface are likely to move together and share a similar motion [64,
53]. It may also be referred as the gradient constraint [65].
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2.2.3.4 Temporal aliasing
 Definition 10: Temporal aliasing - a phenomenon characterized in the frequency do-
main by an overlap of the spectral contents of the continuous-time signal. It leads to a
reconstructed signal that is different from the original continuous-time signal. The tem-
poral aliasing is a common problem for detecting motion in sequential images and it is
caused by sampling rates that are lower than the sampling criterion.
Nyquist-Shannon sampling criterion defines that a continuous-time signal being ob-
served should be sampled in a frequency at least twice the maximum frequency contained
in the signal under observation. The sampling process converts the observed signal into
a discrete-time signal and this theorem assures that it is possible to reconstruct and to
recover the original signal from the discrete-time signal. Derivative filters used to com-
pute the spatial gradient in digital images are sensitive to high frequencies because the
sampling process of a continuous-time signal introduces replicas of the spectrum at inter-
vals of 2pi/T radians, where T denotes the time between frames. These replicas can be
detected by the gradient operator which misleads the estimation of motion and, thus, two
aliasing artifacts should be avoided during motion detection:
• Spatial sampling - photoreceptors of the visual sensor conduct a discretization of the
scene that may not satisfy the sampling criterion. This means, the spatial variation
of the scene has a frequency higher than half of the density of photoreceptors;
• Temporal sampling - the variation of brightness in the scene is discretized in a
frequency higher than half of the sensor’s frame rate. In practice, the temporal
aliasing is caused by a lower sampling rate of the scene when compared to the
speed of objects that are being captured.
Optical filters [10] can be used to remove the frequency components of spatial vari-
ations of the scene that exceed the sampling criterion. Also, there are image processing
techniques that minimize the spatial aliasing effect. Before resampling the image in lower
resolutions, anti-aliasing methods remove frequency components of the image signal that
are higher than the sampling frequency of the visual sensor.
The shutter of the camera influences the temporal aliasing. A specific exposure time
acts like a band-pass filter and attempts to prevent the temporal aliasing [10]. The tem-
poral aliasing problem is usually seen in the stroboscopic effect: wheels of the vehicle
seem to move backwards. Other anti-aliasing technique uses Gaussian pyramids during
the optical flow computation. The optical flow is estimated from the coarsest scale to
the finest scale of the pyramid. The coarsest level image is considerably blurred and
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its velocity is lower; however, is used as initial guess for the estimations in finer levels.
Derivatives calculate the residual motion of the image sequence when the original scale
level is reached [65]. This hierarchical approach [66] stabilizes motion at finer scales and
it is widely used in computer vision. Although, it has a major drawback related to error
propagation since the computation of the optical flow in the coarsest level might have a
large estimation error.
2.2.3.5 Erroneous situations
The brightness constancy assumption rarely holds in practice. The luminance of a surface
is not isotropic due to specular highlights since objects are not illuminated uniformly.
However, the assumption works relatively well in realistic conditions [65]. The opti-
cal flow computational is usually sensitive to some situations that introduce a significant
amount of error in the estimation of the flow field.
• The flickering of light sources such as fluorescent lights must be avoided;
• The background pattern formed by transparent structures or diffuse materials cre-
ates angular variations of the radiance level for the point being observed from dif-
ferent points-of-view;
• The camera frame rate is often insufficient to capture motion which leads to an
observability problem;
• The first order approximation of the Taylor series expansion creates additional er-
rors during the optical flow estimation for objects with large movements;
• A moving object with a non-rigid shape originates an apparent motion that is not
particularly distinguishable from the real movement;
• A small aperture of the camera avoids the refocusing effect originated by volumetric
refractions [67].
These issues contribute for the difference between the optical flow (apparent velocity)
and the image flow. In some cases, it is possible to refine iteratively the initial estimation
of the optical flow by using Newton’s method. The iterative process will converge to better
estimation results within about five iterations [53] if the initial guess is sufficiently good
enough.
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2.2.3.6 Optical flow techniques
The estimation of the optical flow is an underconstrained problem and, there are different
algorithms that resort to additional assumptions to assist the computation of the flow. The
techniques can be classified into:
• Differential methods - use spatio-temporal derivatives of brightness to estimate the
optical flow. Partial derivatives are easy to compute; however, additional constraints
are required to get a unique solution. Usually, a neighbor context is defined which
introduces the necessary constraints that support a more robust calculation of the
flow vector. Differential-based techniques can be organized into global [68] and
local [69] methods. This subclassification is directly related to the neighbor concept
that is used by the techniques during the estimation;
• Region-based matching methods - use an iterative process to detect motion. They
establish a spatial correlation between a small region in frame A and a similar sized
region in frame B. A correlation function makes it possible to estimate the motion
vector that minimizes the sum of squared differences or the sum of the absolute
differences (or maximizes the normalized cross-correlation). The region size should
be small to prevent excessive smoothness since the motion vector is an average of
all pixels inside that region. Region-based techniques are usually computational
more demanding because sub-pixel accuracy is needed to express the peak of the
correlation function and the integer precision may be insufficient for some real-time
applications;
• Frequency-based methods - the comparison between different regions is performed
using the Fourier domain of the temporal changes of images. Is more complex
than other techniques because it requires several fast Fourier transformations (FFT),
although, it gives very accurate results which makes it possible to estimate mo-
tion in cases where region-based methods fail [70]. Frequency-based methods can
be used to extract repetitive motion patterns since the conventional motion vector
is converted to a spatio-temporal frequency domain. In the frequency space, the
non-zero energy that is associated to a two-dimensional translational pattern lies
on a plane through the origin. Thus, the optical flow is estimated by searching
for a plane that fits better into the spectrum of the spatio-temporal signal. The
work [60] presents an interesting result that proves the relation between frequency-
based methods, block-based methods and even some differential-based methods
(Lucas-Kanade technique [69]).
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It has been a long way since Horn-Schunck [68] and Lucas-Kanade [69]. Despite
being an interesting story all remarkable evolutions occurred over the last three decades,
this research provides a review of the most relevant improvements that were occurred
after these two timeless methods.
The latest and the most significant advances in accuracy, robustness and usability
for differential optical flow algorithms are briefly discussed. Current modern concepts
incorporate a multiscale (coarse-to-fine) refinement [21, 71] to deal with large displace-
ments and to prevent aliasing, and iterative approaches using interpolation for warping
images [72, 73]. The introduction to robust statistics by [74] is an important improvement
because replacing the quadratic penalty function, by non-quadratic and non-convex func-
tions increases the robustness of the estimation to outliers caused by occlusions and noise.
This technique prevents flow smoothing in motion discontinuities and is commonly used
by several techniques [75, 76, 77].
Another relevant improvement is the gradient constancy assumption, proposed by
[78]. This technique allows small variation in the brightness value. Gradient and bright-
ness constancy assumption are originally combined with a non-quadratic penalty func-
tion in [78]; however, better results were obtained by imposing a separate robust penalty
function for each assumption [79]. Furthermore, the normalized brightness and the gra-
dient constraints are employed in [80] and were recently improved by [81]. Color image
sequences are integrated into the optical flow methods by considering alternative color
spaces [80] that provide photometric invariances. The [82] propose the optical flow in
harmony method. Their data term combines the brightness and gradient assumption with
normalization to avoid an overweighting of the term at larger gradient locations. It uses
the HSV (Hue, Saturation and Value) color space, such as in [83], with a separate ro-
bust penalty function for each channel. The anisotropic smoothness term considers the
directional information of the data term, which is also robustified with a penalty function.
Finally, temporal average ranging of the derivatives, median and bilateral filtering proved
to be essential for modern optical flow techniques [73]. These practices play an important
role to the accuracy of state-of-the-art methods; however, some of them are computational
demanding, requiring special programming techniques and hardware to estimate the flow
field in less than a couple of seconds, namely, multi-threading architectures and GPU
(graphics processing unit). This strong computational effort means that the approaches
are not very appropriate for the current robotics system.
Focusing on applications that compute the optical flow, Denman, Fookes and Sridha-
ran (2009) [84] segment motion using a fixed camera and propose an adaptive background
segmentation. The foreground is retrieved using a block-based optical flow technique to
ensure temporal consistency of the moving objects. Shui-gen Wei et al. (2011) [59]
26 Overview of Motion Analysis
propose a motion detection method based on the Horn-Shunck [68] with a self-adaptive
threshold. The optical flow of two consecutive images is initially computed, converted to
a gray scale image and then, the binarization is accomplished using the Otsu method. J.
Wendi and Jianqin Han (2011) [85] study the segmentation of a moving object with the
problem of camouflage. A pyramidal Lucas-Kanade [69] technique obtains the pattern of
motion which is used to extract motion models of the object and the background. The seg-
mentation is achieved by a Kalman filter that takes into consideration the location and the
magnitude of the flow vectors. Marco Tagliasacchi (2007) [58] presents a genetic-based
optical flow estimation algorithm. The current frame is segmented using a watershed al-
gorithm and by grouping the pixels with the same spatial position and similar color. The
author assumes motion coherence in pixels of the same region, which means that the ve-
locity field is smooth and only abrupt along the region boundaries. The affine model is
applied to capture the motion (making it possible to describe complex motions) and the
six affine coefficients are computed based on a genetic algorithm. Each six-parameter so-
lution is an individual population that is explored by the genetic algorithm and the initial
population is selected at random. The objective function reflects the energy of the frame
difference according to the values of the six-parameter. This approach performs better
at the border of the objects when compared to the Lucas-Kanade (due to the discrete ap-
proximation of the partial derivatives); however, the computation is too complex for a
real-time performance since it took more than one second to compute a 176×144 image
with a Pentium M 1.6GHz .
Naoya Ohnishi and Atsushi Imiya (2006) [86] demonstrate an algorithm that computes
the dominate plane using the pyramidal Lucas-Kanade [69]. Assuming the largest area
for the dominant plane and a finite distance from the camera to the plane, they prove that
the matched features of consecutive frames will be based on a projection of the dominant
plane that is represented by an affine model (the homography can be approximated by
an affine transformation if the camera displacement is small). The affine coefficients are
computed using three randomly selected pair of points, and the dominant plane is detected
using the difference from the optical flow and the planar flow. The planar flow that is used
by the following images can be estimated by applying the least-squared method and by
computing the dominant plane afterwards. The results show that authors obtain less than
25% of error during the initial estimation of the affine coefficients. The resulting error
after the fifth frame is less than 5% meaning that the convergence time is faster. The
approach fails when the selected points are mismatched pairs since the affine coefficients
are not estimated properly. José Martín et al. (2005) [87] propose a pipelined architecture
to compute the Horn-Schunck [68]. The calculation of the different stages is conducted
simultaneously due to the serialization of the data. In this way, the system computes part
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of the optical flow at some particular pixel position and calculates, at the same time, the
partial derivatives of the following pixel. The hardware implementation of this approach
achieved a real-time performance with little latency.
2.3 Motion analysis based on moving observations
The visual motion perception with a moving observer is a complex and challenging prob-
lem with difficult solution because the observer’s motion must be quantified first to pro-
vide clues that are used during the extraction of the moving objects. Methods and algo-
rithms for motion perception based on MOb are quite recent. MOb represent a funda-
mental problem to several applications, especially, for mobile robotics and surveillance
systems. In the past few years, the number of works that resorts to moving cameras is
increasing, and yet, many of these attempts use only active cameras. For instance, pan-
and-tilt cameras offer a larger coverage area when compared to static cameras and they
have improved the flexibility of the remote monitoring.
Nevertheless, visual motion perception with MOb is expected to have a large and rev-
olutionary impact in the surveillance of new locations since more conventional methods
like the background subtraction and the temporal differencing cannot be applied directly
without a method to compensate the egomotion. The formulation of the problem that
arises from the egomotion is detailed below.
2.3.1 Introduction
Most methods that were presented so far assume that images are captured with static
observers. The displacement of the observer increases the complexity of the SOb-based
formulation because new aspects need to be considered: two independent movements are
blended together. Hence, the 2D visual information captured by a moving observer has
the following motion components:
• Egomotion (motion of the observer);
• Movement of the external objects.
Typically, methods for SOb assume the same spatial correspondence over time of each
pixel. Therefore, motion is detected by performing a temporal analysis of the brightness.
The formulation of motion perception with MOb is more complex because it cannot as-
sume the spatial correspondence of pixels in frames at different time instants, i.e., the
position of each pixel changes over time and even for scenes without moving objects. In
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this context, an estimation of the egomotion must be previously obtained to compensate
the motion component that does not reflect moving objects. This means, motion analysis
is conditioned by the displacement of the observer that is capturing the environment.
Therefore, the problem of motion perception based on MOb has two steps: the ego-
motion estimation and the disassociation of motion components.
2.3.2 Interpretation of the observer’s motion:
The three-dimensional movement of the observer influences the process of motion percep-
tion because motion causes a two-dimensional projection. Hence, the two-dimensional
motion that results from the three-dimensional translational and rotational of the observer
must be quantified. The mathematical formulation of this section follows closely the fun-
damentals presented by H.C Longuet-Higgins and K. Prazdny (1980) [88].
A monocular observer moving in a static scene has a motion profile with two compo-
nents: the translational, Γ˙= (tX , tY , tZ)T , and the rotational velocity, Ω= (wX ,wY ,wZ)T .
Both components are described in the camera coordinate system. That coordinate sys-
tem moves together with the camera and, therefore, the coordinates of a static point
P= (X ,Y,Z)T , represented in the camera coordinate system, change over time.
Figure 2.3: The geometry of the image formation. The camera coordinate system moves
with translational (red) and rotational (green) velocity. A static point is represented by P
in the camera coordinate system and its projection into the image plane is portrayed by p.
The velocity of P is in opposite direction to the camera movement and can be de-
scribed by P˙:
P˙ =−Γ˙−Ω×P. (2.7)
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Considering the pin-hole camera model:
x = f
X
Z
, and y = f
Y
Z
, (2.8)
where f is the focal length. The two-dimensional velocity of p is defined as:
v≡ (u,v)T =
[
∂x
∂ t
∂y
∂ t
]
. (2.9)
Substituting the Eq. 2.8 into Eq. 2.9 it gives:
v =
f
Z
[
X˙− XZ˙Z
Y˙ − Y Z˙Z
]
=
1
Z
[
f X˙− Z˙x
f Y˙ − Z˙y
]
=
1
Z
[
f 0 −x
0 f −y
]X˙Y˙
Z˙
 . (2.10)
Now, from the Eq. 2.7,
v =
1
Z
[
− f 0 x
0 − f y
]
Γ˙+
1
Z
[
− f 0 x
0 − f y
] 0 Z −Y−Z 0 X
Y −X 0
Ω. (2.11)
Then, the two-dimensional velocity can be expressed like:
v =
1
Z
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− f 0 x
0 − f y
]
Γ˙+
[
− f 0 x
0 − f y
]
0 1 − yf
−1 0 xf
y
f − xf 0
Ω
=
1
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− f 0 x
0 − f y
]
Γ˙+
[
xy
f − f − x
2
f y
f + y
2
f −xyf −x
]
Ω. (2.12)
Equation 2.12 does not include the position of the point represented in the three-
dimensional camera coordinate system. Therefore, the apparent motion is a vector sum of
the translational and the rotational velocity of the camera. The inverse of the depth appear
in the translational component of the expression, which means that a scaling factor is
assigned to its calculation [10]. This phenomenon is often called as the parallax effect.
 Definition 11: Parallax effect - represents the inability to distinguish between a near
object that moves slowly from a distant object that moves quickly, and vice versa, if the
camera moves and the object remains static on the environment.
Suppose the visual observation of two static points, P1 and P2, at different depths,
Z1 and Z2. If the observer moves along the environment (with a non-null translational
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component) the apparent motion vector of each point is different due to the parallax effect.
This is the reason why some researches avoid monocular vision and resort to stereoscopic
systems or 3D sensors.
2.3.3 The apparent motion of MOb:
The apparent motion of each pixel is a combination of the egomotion, vego = (uego,vego)T ,
and the objects motion, vob j = (uob j,vob j)T . These motion vectors are two dimensional
projections of three-dimensional motions. The motion vector of the ith pixel, vimotion =
(uimotion,v
i
motion)
T , for an image captured by a moving observer can be expressed as:vimotion = viego+viob j, if i represents moving objects (foreground)vimotion = viego, if i represents static objects (background) (2.13)
Equation 2.13 depicts the problem of using the relative velocities and shows the
importance of knowing the egomotion because the object’s motion can be obtained by
vob j = vmotion−vego.
The foreground and background velocity can be re-written by combining Eqs. 2.12
and 2.13:
vmotion =
1
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vmotion =
1
Zscene
[
− f 0 x
0 − f y
]t
ego
X
tegoY
tegoZ
+[ xyf − f − x2f y
f + y
2
f −xyf −x
]w
ego
X
wegoY
wegoZ
 , (2.15)
where Zscene is the depth to the scene (static), and Zob j is the depth to the moving object.
The egomotion is normally estimated using a motion model, for instance, transla-
tional, Euclidean, similarity, affine and projective. These models have the ability to rep-
resent several types of movement with different properties. Usually, the affine and the
projective models describe complex types of movement (translation, rotation, zooming,
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etc) because the number of degrees of freedom is high; however, they are more compu-
tational expensive. Hence, a suitable motion model should be selected according to the
requirements of each application, i.e., the computational requirement and the quality of
the representation of motion. Moreover, the estimation of vmotion and vego might have
numerous errors due to numerical approximations, sensor noise and photometric effects
like, reflections, shadows, transparency and changes in lighting.
2.3.4 Techniques for visual motion perception with MOb:
Visual motion detection and analysis for moving observers is becoming an active research
field and preliminary techniques use typically one of the following approaches:
• Organizing the background into moisacs [12, 89, 90, 91] - A mosaic approach
uses the background subtraction to detect motion. Firstly, the mosaic is created
using spatial registration and tonal alignment techniques. Creating a mosaic back-
ground presents several disadvantages due to the photometric and spatial misalign-
ments [36];
• Modifying background subtraction methods [36, 92, 93] - In some applications, con-
ventional background subtraction methods are extended in order to incorporate the
displacement of the visual sensor. Usually, this approach adds spatial information,
and allows motion perception along some pre-defined movements;
• Optical flow and geometrical models [18, 94, 87] - The optical flow approaches
resort to dense optical flow fields and to sparse flows (only some features to extract
information about egomotion of the visual sensor). The egomotion is computed
based on motion models. The cluster techniques can be applied to segment pixels
that correspond to moving objects. This type of approach is commonly used in
applications where the observer has several degrees of freedom.
Motion perception and analysis are an extremely important problems for several mo-
bile robotic applications, especially for unmanned aerial vehicles (UAV) [95, 91, 96, 97].
An interesting survey about imaging perception techniques applied to robotics can be seen
in [98].
Aryo Ibrahim et al. (2010) [12] present a mosaic technique for an UAV application.
The technique maps the areas and detects moving objects. The authors match invariant
features SURF (speeded up robust feature) or SIFT (scale invariant feature transform) be-
tween frames in order to compute the matrix that describes the geometrical transformation
(projective model). The matrix is used by the warping process which aligns the current
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frame with previous frames. The mosaic approach has misalignments and fragmentations
problems in urban areas. They blur the aligned images (using Gaussian convolutions) to
overcome these situations. The location of moving objects is obtained by a learning tech-
nique that was proposed by D. Lee (2005) [99] which is based on Gaussian mixtures. The
learning method discriminates the density of blobs (binary large object)2 in two groups:
low density (background) and high density (foreground) sets.
Jing Li et al. (2011) [89] focus on monitoring the highway traffic flow using an airbone
monocular camera. The goal of this research is to detect moving vehicles. They detect
the road by extracting areas with similar intensities. The detection of edges is conducted
through Canny’s method and the extracted regions are represented by blobs. The authors
identify the road by assuming that the blob of the road is larger than other blobs. A
simplified Lucas-Kanade method combined with an image registration technique makes
it possible to obtain the motion vector between consecutive frames. This defines the
egomotion (affine model) of the vehicle. Finally, the moving objects are retrieved by the
temporal differencing approach. The researching work presented in [90] proposes the
detection of moving objects using the Kanade-Lucas-Tomasi feature tracking [69]. The
homography is calculated using the 5-point RANSAC (random sample consensus) with
all features of the two consecutive frames. The RANSAC analyses inconsistent features
during the computation of the homography matrix and an online-boosting algorithm is
used to follow moving objects.
A tracking application that resorts to a pyramidal Lucas-Kanade optical flow is pre-
sented in Jay et al. (2011) [100]. The researching work intends to identify and to extract
regions where the flow field does not represent the UAV’s egomotion, for instance, for
tracking a target that moves at different velocity comparatively to the background. The
authors compute the pure movement of the target by searching along the diagonal direc-
tion of images, which increases the incoherence of the assumptions made by the Lucas-
Kanade technique; however, it reduces the computational complexity. They assume that
a single camera is perpendicularly mounted down toward earth. Tracking of a moving
object is accomplished using shape and color information. The experiments conducted
have a trajectory error of 1.3 meters. An approach for motion clustering and classifica-
tion based on consecutive images and a free-moving camera is presented in Jiman et al.
(2010) [101]. The approach uses an optical flow technique and the random sample con-
sensus (RANSAC) which removes outliers (scattered points) in the flow field. The flow
field in Cartesian coordinates is transformed into polar axis (magnitude and orientation),
and then, divided into blocks. The initial number and the respective cluster center are ob-
2A blob is an region of pixels with similar spatial characteristics.
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tained by counting the selected block and by computing the density of the moving points.
The clusters are redefined using the RANSAC, where each point is assigned to the initial
cluster. Iteratively, the Euclidean distances to the clusters are computed and each point is
updated with the cluster that has the minimum distance. The foreground and background
are classified using the eigenvalue analysis based on the scatter of the cluster distribu-
tions, because they assume that the background is more scattered than the moving objects
(due to their highest number of pixels). The authors estimate different motion models
for the background model since the distances between the camera to the objects are not
fixed. Therefore, the image is divided into blocks and the perspective model is computed
for each block. The major problem of this approach is related to textureless backgrounds
since the flow field is computed using features.
Fernández-Caballero et al. (2010) [15] present a human detection method based on
a thermal infrared camera mounted on an autonomous mobile robot. The detection is
accomplished using a combination of optical flow and temporal differencing. The non-
pyramidal Lucas-Kanade is used when the robot moves and the temporal differencing
is used to detect human candidates based on thermal signatures when the robot stops.
This dual method tries to take advantage of both approaches, and the optical flow is not
recommended when the observer is stationary because it cannot provide reliable clues
in homogeneous regions. The traditional consecutive image difference is used when the
robot stops. Afterwards, the resulting temporal image is binarized using a small threshold
in order to remove the ghost effect. The authors focus on detecting motion interactions;
however, the thermal camera facilitates the detection of humans.
Abhijit Kundu et al. (2010) [102] focus their research in detecting moving objects
using a monocular vision system mounted in a robotic platform. The features from ac-
celerated segment test (FAST) corners are extracted at different image pyramidal levels
and the zero-mean sum of squared difference (SSD) is used to match the features between
consecutive images (foreground and background matching). Only some frames are used
to triangulate the three dimensional points and the epipolar geometry gives the initial
estimative of the camera’s pose. Then, an iterative process redefines the estimation of
the cameras’ pose by minimizing the first order approximation of the reprojection error,
called Sampson error, that is calculated from the structure from motion (epipolar geome-
try). A recursive Bayes framework uses the constraint of the geometric view to compute
the probability of each feature being considered as dynamic or static. Features with high
probability values are considered as moving objects and, afterward, they are clustered by
the spatial proximity and the motion coherence by applying move-in-unison model. The
approach was evaluated using an image dataset and it needs about 10 milliseconds to pro-
cess images with a resolution of 512×284; however, the method was implemented with
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a multi-threading architecture and information about the CPU (central processing unit) is
missing, which makes it difficult to compare to other methods.
Quian Yu and Gerard Medioni (2008) [103] propose a mosaic approach for a moving
observer and they assume that the depth of the scene is much smaller than the distance
between the object and the camera. This means that all the captured points are approx-
imately in the same plane. This assumption enables the homography-based approach.
After computing the homography between two consecutive frames, the egomotion of the
camera is compensated by warping the sequence of frames to a reference frame. The accu-
mulation of errors affects the registration and compromises the motion detection process.
To prevent registration errors from spreading, the authors adopt a sliding window and
only a number of frames are considered. The movement of the sliding window demands a
high computational effort because all the registration processes must be executed. How-
ever, the algorithm was implemented in GPU and the time it took to compute a 320×240
image was less than 100milliseconds.
A method to calculate the distance between the target and the moving camera is pre-
sented in Masaaki Shibata et al. (2008) [104]. The block-matching optical flow with
the matching criterion based on the summation of absolute difference (SAD) provides a
flow vector for each block. The object distance is calculated using the optical flow and
the camera motion. The method was developed for translational movements of the camera
and it uses only the most reliable flow vectors during the calculation of the target distance,
leading to very accurate distance estimation.
In Ming-Yu Shih et al. (2007) [105], the detection of moving objects is accom-
plished based on the temporal differencing between two consecutive pairs of frames (three
frames). The method is based on two phases: blob detection and shape extraction. The
affine transformation compensates the displacement of the two frames relatively to the
middle frame. Motion models are refined through dense flow fields obtained from the
middle and the compensated frames. In this way, the magnitude of motion vectors makes
it possible to distinguish misalignments from moving objects. The connected compo-
nents analysis compares the value of each pixel to all its neighbors in order to create blob
structures for the moving regions of the image. The background model of the pixel is
compensated using the affine motion model and shapes of moving objects are retrieved
by combining the results from three background subtraction models (one for each chan-
nel). Finally, the models of the background are updated continuously by considering
the position of moving blobs as foreground masks. Ninad Thakoor et al. (2004) [18]
use temporal differencing approach with motion compensation. The egomotion model
(affine motion) is computed using the hierarchical Lucas-Kanade optical flow technique
over three consecutive frames. Affine motion parameters are computed iteratively using
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a reweighed least square. The forward and the backward model is obtained relatively
to the middle frame which makes it possible to generate an estimative of the reference
model (for background subtraction). Thus, frame differences are consecutively combined
and the moving pixels are detected from the middle frame. The presented approach is
interesting since moving objects are detected; however, their boundary is not extracted
completely.
S. Berrabah et al. (2006) [92] use a moving camera mounted on the top of a mo-
bile robot and a Bayesian approach to estimate the egomotion. They resort to a back-
ground subtraction method (MOG) combined with a maximum a posteriori probability
and a Markov random field. The MRF takes advantage of the spatial and the temporal
dependency of moving objects that are depicted on image sequences. The egomotion is
compensated from the current frame and during the robot’s movement by applying an
approach based on dense motion analysis. The compensated frame is used by a MOG
technique with a probability inference procedure that characterizes the fitness of motion
and segments the moving objects. Rita Cucchiara et al. (2004) [93] use region growing
with color information to segment the image in different regions by assuming that each re-
gion contains part of one object. A topological graph is used to represent regions as nodes
and the arcs depict the spatial relation between nodes. Features like the size, the position
of the centroid and the bounding-box are also associated to the graph. The translational
model for the egomotion is adopted by the authors to enable a real-time estimation of
motion vectors. These flow vectors are computed by a region matching procedure that
is described in the paper. A Markov random field (MRF) optimizes the spatial graph
through an energy function that represents moving objects by regions with similar motion
properties.
An approach that estimates the egomotion of a monocular camera using feature corre-
spondence and the Lucas-Kanade optical flow with outlier removal can be found in [106].
The egomotion model is estimated using a bilinear model due to the aliasing problem
and the model’s parameters are estimated using the matching features between consecu-
tive images (least square optimization). Temporal differencing is performed between the
current and the compensated image. Object detection and tracking is executed using a
Bayes probabilistic formulation. An adaptive particle filter performs multi-modal object
detection and tracking. After that, the Expectation-Maximization (EM) algorithm is used
to cluster the particles and, as a result, the moving regions are extracted by thresholding
the Gaussian mixture function. The approach was evaluated in different environments
and using aerial and ground robots. The particle filter is able to detect one moving object;
however, the technique processes images with a resolution of 320× 240 in 5 frames per
second, considering 5000 particles and an embedded Pentium III 1GHz.
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In addition, several techniques for segmenting motion using parametric and non-
parametric machine learning approaches can be found in [107, 108, 109]. Gheissari,
Bab-Hadiashar and Suter (2006) [108] propose a motion segmentation algorithm that
estimates the scale of the noise based on a selective statistical estimator and a model se-
lection. Thus, it simultaneously recovers the scale of noise since the dataset is partitioned
into two groups (the inliers and the outliers), and the segmentation of data is reduced to a
hypothesis-testing procedure. Alexiadis and Sergiadis (2009) [110] use a weighted fuzzy
c-mean clustering procedure to obtain the velocity estimates for color sequences. The
dense optical flow fields are computed using square blocks and the estimated velocity is
assigned to the center of the block after a median convolution. The authors separate the
different types of motion in two-dimensional hypercomplex Fourier domain and resort to
an energy-minimization-based approach. They assume that the velocity of the moving
objects (translational motions) is smoothly time-varying. Bugeau and Peréz (2008) [109]
address the problem of motion detection and segmentation in dynamic scenes with small
camera movements. They use the Lukas-Kanade optical flow to compute the sparse flow
field from features obtained by the Harris corner. Only the features with a high confi-
dence in their optical flow estimative are considered in further steps. The characterization
of the features is achieved by the mean values of brightness and texture for grayscaled
images, and by the brightness of the three channels for colored sequences. Afterward,
these points are clustered using a variable bandwidth mean-shift technique, and finally,
the segmentation is conducted using graph cuts.
Kai-Kuang Ma and Hay-Yun Wang (2002) [111] present a region-based nonparamet-
ric and spatio-temporal segmentation technique. The flow field is estimated through the
Lucas-Kanade method and the segmentation method has two steps: pre-clustering (a
smoother optical-flow field is obtained by blurring small textured areas and then, these
areas are merged based on the dominant region of the neighborhood) and post-clustering
(the spatial segmentation is conducted by a fuzzy c-mean with a smoothing operation to
improve the semantic meaning of homogeneous regions). The authors focus on unsu-
pervised segmentation; hence, they provide a method to estimate the number of moving
objects by analyzing the phase histogram. Dominant motions are retrieved through an
adaptive threshold. The experiments were conducted with static video sequences, which
justify more or less the fact that they have despised the information of magnitude. This
research is quite interesting; however, the technique cannot be applied to the context of
this thesis because it does not detect different objects that share a similar direction of
motion.
The research work presented in [112] detects salient regions in the sequence. It pro-
poses a sparse approach since feature points are tracked over time to pursue saliency
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detection as violation of co-visibility. The co-visibility is defined in terms of epipolar
equivalence which means, is coherent with the rigid egomotion. The optical flow of a
set of features is used to estimate the velocity of the viewer and to determine the salient
regions. The method was tested on aerial video sequences which are expected to have a
significant amount of features. Moreover, results show that the method does not achieve
a real-time computation (32.6 seconds) because M-estimators are used to improve the
segmentation procedure by removing outliers. Feature-based techniques are usually pre-
ferred due to a lower computational demand although, the realistic environment of the
current thesis does not provide sufficient clues for sparse approaches.
Samuel Schulter et al. (2013) [113] present a block-wise motion segmentation method.
The anisotropic Huber-L1 method computes the optical flow and motion segmentation is
conducted using the conditional random field (CRF). The camera movement is robustly
estimated as an affine model via RANSAC and considering a small part of the border of
the flow field. The result is robust since the temporal coherence of moving objects re-
moves the outliers. The clustering is conducted by a bag-of-words model built on dense
scale-invariant feature transform (SIFT) features. The similarity between clusters is com-
puted using the Chi-squared distance and object categories are discovered from the videos
by learning the appearance model for each cluster through a Hough forest method. A seg-
mentation technique that uses long term point trajectories based on dense optical flow
is presented in [114]. These long term point trajectories made possible the analyzation
of the temporal coherence consistency of clusters over many frames. The authors define
the distance between trajectories as the maximum difference of their motion. The results
show that the proposed method achieves an accurate pixel-wise segmentation; however,
the method takes 497 seconds to compute 10 frames of the ”people1” sequence in the
Hopkins dataset. This time is not affordable by most of the robotic systems and espe-
cially by mobile robots.
Eibl and Norbert (2008) [115] evaluate the performance of several clustering meth-
ods namely, K-means, self-tuning spectral clustering and nonlinear dimension reduction
Isomap. Authors defend that one most important factor for clustering dense flow fields
is the proper choice of the distance measure. They consider the feature space as being
formed by the coordinates of pixel and motion vectors, whose values are normalized by
taking into consideration the mean and standard deviation of each feature. Results show
the difficulty of segmenting dense flow fields because no technique was outperformed and,
thereby, the choice of the most suitable clustering technique and distance metric must be
investigated for a specific context and environment. Hu, Ali and Shah (2008) [116] use a
direct neighborhood graph and a hierarchical agglomerative approach to group flow vec-
tors into coherent motion patterns. A direct neighborhood graph exploits the geometric
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structure and the proximity of flow vectors. Small clusters are removed from the results
because the authors assume that flow fields may have a noise component that causes iso-
lated and meaningless clusters. The approach is interesting; however, the segmentation of
a single frame resorts to motion information of all frames from the video. This is compu-
tational expensive and limits its applicability to post-processing (batch) applications.
2.4 Final considerations
The robust perception of motion based on moving observations enables new market niches
since it reinforces the autonomy of mobile robots in areas that are not explored yet.
Specifically, a better interpretation of the scenario makes it possible to automate new
surveillance processes that are currently carried out through remote monitoring. In robotics,
it is well known that cognitive processes are executed more easily if information of motion
is available, for instance, tracking, recognition and obstacle avoidance.
This chapter introduced several techniques for motion detection and analysis using
visual sensors: the basic concepts of motion perception for a stationary observer and later
for a moving observer were presented. Moreover, the chapter presents some researching
works that study in detail the problem of motion perception for a MOb. Techniques for
motion analysis with a MOb can be organized into three approaches, for instance, or-
ganizing the background into moisacs, modifying background subtraction methods; and
optical flow and geometrical models. The advantages and the disadvantages of each ap-
proach are discussed. As it can be noticed, the detection of motion for a MOb is inherent
more difficult than for a SOb because the egomotion creates an additional velocity com-
ponent that depends on the structure of the environment (the depth) and the magnitude of
motion.
Therefore, this thesis studies motion detection, measurement and analysis for the
surveillance scenario that is presented in chapter 3. To date, no similar robot or test-
ing scenario has been found in the literature which demonstrates the innovation level of
this research; however, interesting studies related to motion perception were found in
UAV-based researches.
Chapter 3
The EEyeRobot
This chapter presents a mobile robotic system designed for active surveillance. The robot
is called EEyeRobot and uses a monocular camera to acquire information about the envi-
ronment, reports security issues and autonomously navigates along the rail that is placed
in the ceiling. The robot has an architecture for visual motion perception that is formed
by two modes: static perception and dynamic perception. Motion perception with a static
observer is quite different from the moving observer because when a static observer cap-
tures the scene, every spatial and temporal variation represents part of the moving object
(neglecting illumination changes and noise). Therefore, the perception system, that is
proposed in this chapter, resorts to methods based on dense optical fields when the robot
is moving and to more conventional techniques when the robot is standstill.
The chapter1 is organized as follows. Section 3.1 gives an overall presentation of
concept of the EEyeRobot and a brief description of the environment where the robot
operates and section 3.2 presents the robot’s architecture: software and hardware. After-
wards, section 3.3 shows the scheme for visual motion perception that is proposed in this
thesis. Finally, section 3.4 presents the most important conclusions of this chapter.
3.1 Introduction
Motion analysis is a challenging problem in computer vision and robotics because the
perception and the interpretation of motion are fundamental requirements for the cor-
rect operation of several mobile robotic applications like, the UAVs (unmanned aerial
vehicles) [91, 96]. Usually, the research-line of visual motion detection and analysis for
moving observers follows one of the three approaches: organize the background into mo-
saics [12, 89, 91]; modify background subtraction methods [92]; or apply optical flow
1Some portions of this chapter appeared in [19].
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and geometrical models [18, 87]. On the other hand, conventional surveillance tasks are
mainly performed with multiple static cameras, Figs. 3.1(a) and 3.1(b). Current research
focuses on cooperative video networks and multiple sensor control [36]. Installation and
calibration methods for multiple cameras have a high development cost and it is diffi-
cult to implement in a large environment. In addition, several calibration methods have
been designed to reduce redundant cameras because sensor deployments have a large
economic impact. A good configuration of sensors should be selected to cover the entire
area with the minimum number of sensors by taking into consideration the time cycle
of computer vision algorithms and blind regions. Moreover, conventional Closed-Circuit
TeleVision (CCTV) systems have problems concerning the cooperation between sensors,
for instance, synchronization, objects correspondences and communications [36]. All of
these aspects make traditional security applications very unpractical for some large scale
environments.
(a) train station. (b) CCTV control room.
Figure 3.1: 3.1(a) - train station with a high number of surveillance cameras. 3.1(b)
- represents a common CCTV control room. A large number of cameras increases the
complexity of the autonomous analysis and interpretation of certain events on the envi-
ronment.
For this reason, the thesis presents an innovative mobile robotic system designed for
active surveillance operations. The robot is named EEyeRobot and it is presented during
this chapter. The main objective of this robotic application is to create a surveillance
mobile system that autonomously detects and follows abnormal activities: in patrols or
remotely-operated. The robot has several advantages when compared to conventional
systems (mainly composed by multiple and static cameras). For instance, it enhances the
security since blind spots are virtually eliminated, it induces a psychological effect against
potential criminal activities (intimidation factor) and its navigation is not influenced by
external factors that could damage the system, see Figs. 3.2(a) and 3.2(b). The robot may
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also be used in other areas besides the surveillance of domestic environments, such as,
quality control, supermarkets, security (for access restriction and face recognition) and
sports.
(a) (b)
Figure 3.2: Concept of the EEyeRobot in a virtual scenario - Department of Electrical
and Computer Engineering of the Faculty of Engineering of the University of Porto.
Figures 3.2(a) and 3.2(b) show the EEyeRobot concept in a virtual scenario; however,
a real robotic prototype was designed, developed and installed in this real environment.
The environment is depicted in Fig. 3.3 and it is a long corridor with several homogeneous
regions (absence of texture). The scene is poorly illuminated and have doors that influence
the local brightness. In addition, three glass walls cause photometric effects: a swimming
pool reflects natural light through the middle glass wall since the room beyond the glass
has several windows. These effects appear during the afternoon and turn the motion
detection more challenging since illumination changes and sudden reflections make the
visual analysis even more difficult. The environment is a realistic case of study with
several uncontrolled illumination issues.
Computer vision is a challenging research field for small mobile robots because of
the vehicle itself. The first issue is related to the limited space that is available onboard
for the deployment of computer units and sensors. Other issue is related to the power
consumption that enforces the autonomy of such robots. This limits the computational
capability which has a direct influence in the performance of navigation and sensing pro-
cedures. In addition, most of these procedures cannot achieve the real-time constraint that
is imposed by mobile systems without resorting to specialized computers. Specialized
hardware is usually employed for the onboard processing of vision-algorithms since it
fulfills the demand for real-time. However, these computer devices cannot be used in all
situations because of the small size of vehicles or the higher consumption of energy that
reduces the autonomy of robots. Thus, embedded processing units to provide a real-time
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Figure 3.3: The environment where the EEyeRobot performs the surveillance activity. It
is a long and strait corridor with five doors and tree glass walls.
capability for complex algorithms of vision computing are expense and energy-inefficient
for an everyday use. Therefore, another option is to stream image sequences over the net-
work and for a device with higher computational power. This external device sends the
result back to the robot which makes it possible to decrease the computation capability of
the embedded computer unit without affecting the demand for real-time. This approach
can be applied if a network infrastructure is available on the environment where the robot
operates, which is true for most of indoor environments. This last approach was preferred
for the EEyeRobot and, therefore, this chapter presents a distributed software architecture
that perceives and controls the activity of the mobile robot.
In this way, the contributions of this chapter include:
1. A novel robotic application for active surveillance called, the EEyeRobot . This
robot is able to autonomously detect external motions while moving and using a
monocular visual system;
2. A software architecture for controlling the robot based on a distributed computation
which is formed by the onboard and the station applications;
3. An efficient scheme for streaming image sequences, and to be used by robotic ap-
plications with low computational power: achieves a frame transfer ratio of 25fps
for 640×480 images in a domestic IEEE 802.11n network;
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4. An architecture for visual motion perception. It has two operating modes that are
triggered according to the movement of the robot: static perception and dynamic
perception.
3.2 Robotic platform
The EEyeRobot uses a monocular camera to acquire information about the environment,
it reports security issues and autonomously navigates along the rail with a visual motion
detection capability (observations in motion). The robot could have several mounted sen-
sors but this research focuses on the odometry and the monocular camera. These two
sensors make possible the robot to gather sensor information in a spatial context: it is
capable of detect and analyze external moving objects. Moreover, the navigation of the
EEyeRobot is simple because it is not influenced by the presence of obstacles that could
damage the robot. The first technological challenge of the robot is related to the lim-
ited space that is available onboard for the deployment of computer units and sensors.
Another challenge is related to the power consumption that enforces the autonomy of the
robot because it limits the computational capability. Both issues have a direct influence on
the performance of navigation and sensing procedures. The solution for the EEyeRobot
is to stream image sequences over the network and to a device with higher computa-
tional power. This external device sends the result back to the robot which decreases the
computational power of the embedded computer unit while maintaining the demand for
real-time. The hardware architecture of the robot can be seen with more detail in Fig. 3.8.
Figures 3.4(a) and 3.4(b) show the EEyeRobot prototype. In Fig. 3.4(a), the rail is
placed in a corridor at the Department of Electrical and Computer Engineering of the
Faculty of Engineering of the University of Porto. The rail framework provides a good
solution to monitor corridors, medium or large retail outlets and distribution centers. This
research focuses on the indoor surveillance environment depicted in Fig. 3.3; however, the
robot can be used in different contexts and purposes. Nevertheless, it is a small robotic
system based on vision computing and, therefore, complex and time demanding estima-
tion are conducted outside the vehicle. In this way, the software architecture of the robot
is formed by the onboard and the station applications, Fig. 3.6(a) and 3.6(b). This dis-
tributed architecture makes it possible to reduce the energy consumption and satisfies the
requirements for real-time that otherwise would be difficult to achieve.
At first sight, the robot must be able to perceive and to interpret its surrounding en-
vironment in order to act properly according to the abnormal situations that it is facing.
Figure 3.5(a) shows that a good perceptual system makes possible the robot to conduct
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(a) (b)
Figure 3.4: Concept of the EEyeRobot in a real scenario - Department of Electrical and
Computer Engineering of the Faculty of Engineering of the University of Porto. 3.4(a)
gives a perspective below the robot where a rail on the ceiling allows the robot to move
stealthy along the scene, increasing the flexibility and coverage of the surveillance. 3.4(b)
shows the robot in surveillance operations (with zoom in).
(a) (b)
Figure 3.5: The 3.5(a) depicts the interaction scheme between the environment and the
robot. The robotic prototype is performing active surveillance in 3.5(b).
surveillance operations since the module provides the analysis of the environment. The
module of motion perception is studied in detail but the action module is out of scope
of this research. Although, the action module can be performed by conventional motion
tracking techniques: to generate motion references for the robot according to the stimu-
lus of the environment. A simple but effective tracking technique is briefly introduced in
section 3.3.3, please consult the research [19] for additional information.
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3.2.1 Distributed software architecture
The software architecture of the EEyeRobot is formed by two applications: embedded
application and operating application. The first application runs in the mobile robot while
the second runs inside an operator station.
(a) embedded application.
(b) operating application.
Figure 3.6: Software architecture of the EEyeRobot - 3.6(a) and 3.6(b) are the diagrams
for the embedded and operating station, respectively.
3.2.1.1 Embedded application
Figure 3.6(a) depicts the functional diagram of the application that is embedded in the
robot and it is responsible for gathering information about sensors, for instance, encoders
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and camera, and for controlling the movement of the vehicle. Internally, the application is
divided into several modules: vision, sensors, control, communications and the executing
system. The sensors module processes the data received from the sensors while the vision
module grabs and rectifies the frame. This compensates radial and tangential distortions.
In addition, the same module localizes the vehicle by detecting artificial landmarks that
are placed in the environment along the rail.
A global localization method based on artificial landmarks is used to retrieve the lo-
cation of the robot. In this approach, artificial landmarks are placed on the walls of the
environment, and at positions that are known in advance. Thus, the localization of the
vehicle is accomplished by extracting its relative position. Localization based on artificial
landmarks are commonly used in industrial and domestic environments [117] due to its
simplicity and effectiveness during the estimation of the robot’s location. This type of
approach is suitable since it is a fast procedure and does not require large computational
resources. Unlike other robotic applications [117, 118], the robot presented in this thesis
does not have a tight accuracy requirement for the estimation of its position and so, only
a small number of markers is needed for the environment (the odometry gives an estimate
of the robot’s the position during its navigation, which is updated when the localization
system detects a landmark). Figures 3.7(a) and 3.7(b) are examples of the landmarks used
to localize the robot. They are quite simple however, they have a good contrast relatively
to the environment and enable the computation of the distance between the camera and
each landmark (also known as depth).
After the rectification of the lens’ distortions, the frame is encoded2 and sent over a
802.11 network through the communication module (for video streaming). The scheme
for streaming image sequences that was designed for robotic applications with limited
computer capabilities is described in [24]. Additionally, the communication module han-
dles with the transmission and reception of navigation data. The EEyeRobot has two
behaviors: autonomous and remotely-operated. A set of navigation procedures controls
the movement of the robot according to what is desired and configured in the operating
station. The executing system receives the navigation information, and according to the
behavior and the action that are desired for the robot, it sends commands for the module
that controls the movement the robot along the rail. Moreover, a set of low-level naviga-
tion procedures was implemented in the robot to create a certain level of autonomy from
the operator station and to avoid possible sabotage acts. These procedures ensure that the
robot is always in a safe state: communication faults, end of rail and motion detection
based on external sensors.
2The JPEG-encoding is used to reduce the communication data and the time spent during the commu-
nications (real-time requirements).
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(a) marker M1. (b) marker M2.
Figure 3.7: Localization markers.
3.2.1.2 Operating application
An external application is responsible for remote operating the robot and for understand-
ing the visual information obtained during the autonomous behavior, Fig. 3.6(b). The
application has the following modules: communication, behavior, perception and action.
The first module communicates with the robot over the wireless network. It receives the
image sequences and the navigation information, and sends commands to the robot. The
behavior module setups the control mode of the EEyeRobot (autonomously-operated or
remotely-operated). Surveillance-oriented features are available on the EEyeRobot soft-
ware and incorporate the detection of an intrusion: automatically sends an e-mail over
the Internet with the current image. In addition, it resorts to external sensors of the robot
to detect abnormal situations of the environment, for instance, flames, smoke, liquefied
petroleum gas, butane, propane, methane, alcohol hydrogen and natural gas. For an au-
tonomous operation, the robot conducts a pre-defined patrol over the environment and
evaluates the possibility of an intrusion. The visual detection of an intrusion changes the
action of the robot because it will try to follow the source of the abnormal activity.
The perception module is the most important in terms of scientific relevance since it
is formed by several algorithms of vision computing: spatio-temporal filtering, percep-
tion, segmentation and analysis of motion. This module has two working modes that are
triggered when the robot is standstill or it is moving: static and dynamic perception, re-
spectively. The static perception mode detects and extracts motion information based on
conventional motion analysis techniques, namely, background subtraction. On the other
hand, the dynamic perception mode extracts and analyses motion information when the
robot is moving along the rail and based on dense flow fields. Finally, the action module
receives a set of blobs that describes motion profiles of potential intrusions; and these
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profiles are used by a multi-object tracking technique that was proposed in [19].
3.2.2 Hardware architecture
Figure 3.8 represents the hardware structure of the robotic solution presented in this thesis.
An operating station makes it possible to monitoring the robot’s activity since it processes
the cognitive behavior of section 3.3: the navigation procedures are embedded in the
control unit of the robot and the high level algorithms are implemented in the operator
station. A wireless network enables the communication between the control unit of the
robot and the control station: video streaming, navigation commands and information
about the robot’s status.
Figure 3.8: The hardware diagram of the EEyeRobot .
3.3 Architecture for visual motion perception
The technical development of the module for visual motion perception of the EEyeRobot
was conducted with two distinct modes: dynamic and static visual perception. Scientifi-
cally, this thesis is focused in the dynamic perception mode whose overview is given in
section 3.3.1; in addition, the static perception mode is presented in section 3.3.2, and
the technique for tracking motion that is used in the action module is introduced in sec-
tion 3.3.3.
3.3.1 Dynamic visual perception
The dynamic perception mode of the EEyeRobot is depicted in Fig, 3.9(a). As it can be
confirmed, it is an extensive and complex set of sub-algorithms. The entire process is
divided into several hierarchical layers that represent a motion perception architecture for
moving observers: detection, measurement and cognitive layer. The dynamic perception
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(a)
(b)
Figure 3.9: The architecture of motion perception - 3.9(a) and 3.9(b) are diagrams for the
dynamic and static visual motion perception, respectively.
mode is presented in the next chapters of this thesis: the researching works [4, 20, 22]
have demonstrated interesting results for the vision techniques that were developed espe-
cially for this mode. Figure 3.9(a) shows a logical diagram for the entire visual motion
perception for a moving observer. A spatiotemporal filter [20] enhances the quality of
image sequences without smoothing the object’s edges since the temporal contribution is
small (see chapter 4). The next stage is related to the perception and segmentation of mo-
tion. The optical flow technique [4] presented in chapter 5 uses sequences of images and
obtains dense flow fields. Then, regions of the image with different motion characteristics
can be extracted from these flow fields. This extraction is based on a segmentation tech-
nique [22], whose challenges are discussed in chapter 6. The EEyeRobot moves along
a rail which makes it possible to use the odometry information with the results of the
segmentation in order to understand what kind of external moving objects are currently
present in the environment. This means that, the egomotion of the robot is identified from
the segmentation results in a manner that makes it possible to infer about the regions of the
image that are associated to external moving objects (number, direction and magnitude of
the visual motion). The identification of the egomotion is performed by resorting to the
odometry and the depth of the scene (estimated by the localization system since the posi-
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tion and size of the landmarks are known in advance). The mathematical formulation for
the identification of the egomotion follows the fundamentals presented by H.C Longuet-
Higgins and K. Prazdny (1980) [88] and it was already discussed in the previous chapter.
After compensating the egomotion, blobs are described by a motion profile characterized
by a statistical and parametric affine model. The temporal coherence of these blobs is
evaluated by the action module that is briefly presented in section 3.3.3. It makes the
behavior module that controls the robot substantially more robust to the presence of out-
liers (blobs) and enhances the quality of motion analysis. The dynamic architecture that
is proposed for the moving robot is focused on the analysis and segmentation of different
types of motion (parametric flow estimation) based on dense optical flow fields.
3.3.2 Static visual perception
Figure 3.9(b) shows a diagram that describes the visual perception of the EEyeRobot
when it assumes a static positioning. The first step is similar to the architecture of the
dynamic perception; however, subsequent phases (motion detection, measurement and
analysis) are quite different because when a static observer captures the scene, every spa-
tial and temporal variation represents part of the moving object (neglecting illumination
changes and noise). Therefore, motion detection is conducted by a background subtrac-
tion technique based on Mixture of Gaussians (MOG) [99]. The segmentation of moving
objects is performed through a subtraction that defines the classification of each pixel be-
tween foreground and background. This segmentation result is used to extract a set of
blobs candidates using features, for instance, the size and geometrical connectivity. Then,
the motion profile of the blob is computed from a dense estimation of the optical flow
field (limited to the region of interest - flow signature). This flow signature is formed by
mean and standard deviation of flow vector represented in Polar space, and is computed
using a RANSAC (RANdom SAmple Consensus) approach. The tracking method of the
fifth phase (motion tracking) uses flow signatures to track multi-objects. Therefore, the
presented architecture for motion perception with a static observer is more similar to con-
ventional surveillance applications because images are obtained by a fixed camera placed
on the environment.
3.3.3 Action module
The final stage of the architecture for motion perception is tracking the moving objects.
A diagram of the action module is depicted in Fig. 3.10 and the proposed technique is
named MTMP (Multi-Tracking of Motion Profiles) [19]. The method computes motion
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profile of the moving objects, and resorts to multi-Kalman filters. This ensures a multi-
tracking capability and a high computational efficiency. A Kalman filter tracks a single
blob (called tracker) which is defined in terms of its states, motion model of constant
velocity and measurement (centroid positioning) equations. The entire process is divided
into three phases: association, actualization of trackers and prediction/correction.
Figure 3.10: Diagram of the multi-object tracking method.
The method resorts to three type of trackers, namely, young, active and older. Each
tracker has associated one blob (motion profile) and a temperature value. The idea be-
yond the temperature is similar to the simulated annealing [26]; however, it is used to
avoid the influence of outliers since only trackers with a well-established temperature
(active trackers) are considered by the high level procedures (in this case, the behavior
module of the EEyeRobot ). A new tracker is created with a small temperature when the
motion profile of all blobs does not match to the existing trackers. A tracker improves
its solution causing an increasing of temperature whenever a detected blob has a similar
motion profile and geometrical features, for instance, centroid position and size. Track-
ers having the higher temperature values are considered as active trackers; however, they
are converted to older trackers if their temperature is reduced to below a threshold value.
Finally, a older tracker is reconverted to active when the temperature rises again, or it
disappears if a minimum value is reached. The first stage of the tracking method is the
association phase since it analyses the current set of observed blobs, and finds trackers
with similar motion profiles. The distance between motion profiles are computed using
a similarity measurement and a similarity matrix (distance in terms of motion between
trackers to blobs). This phase assumes that the observation is multivariate and normally
distributed, and the feature vector has two dimensions since it is formed by the flow vector
in Polar coordinates wp. Hence, the difference between blob and tracker, cs and cr, can
be measured by a Mahalanobis squared distance of samples. The similarity between both
is considered in terms of a normalized difference of the mean vectors, and is presented
in detail in section 6.3.3.2. The association operation is an iterative process that takes
into account the similarity of motion profiles, and the geometrical (Euclidean) distance
of the size and centroid positions. This process is stopped when the dissimilarity value
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is high. Next, trackers are updated according to the previous association. This rises the
temperature for the trackers with new blobs (motion profile is also updated) and decreases
the temperature for the remaining. In addition, trackers are classified in young, active or
older according to their temperature value. For the final stage, the Kalman filter is updated
according to the centroid position or is predicted for the non-updated trackers. Therefore,
this tracking method returns the perceptual motion which is the set of active trackers, and
is characterized by the confidence level, geometric features and motion profiles.
3.4 Final considerations
This chapter presented a novel autonomous mobile robot that performs active surveil-
lance. The major advantage of the EEyeRobot relatively to conventional systems is its
ability to perform surveillance procedures without crowding the environment with cam-
eras. The architecture that controls the robot is a distributed application and the perceptual
architecture of the robot has two operating modes that are triggered according to the ve-
hicle’s motion: static perception and dynamic perception. Motion analysis with moving
observers is a challenging problem in computer vision and robotics. Therefore, this re-
search is focused in the dynamic perception and, as it is possible to confirm, the proposed
architecture is an extensive and highly complex set of sub-algorithms. The entire process
is divided into several hierarchical layers that represent: the detection, the measurement
and the cognitive layer. This chapter proposes a suitable architecture for motion analysis
based on moving observations. In addition, an object tracking is briefly introduced (since
it is out of the scope of this thesis). The method is quite simple and it goal is to prove that
the estimation of motion profile provides a relevant information for complex motion anal-
ysis techniques, especially, for tracking moving objects. The technique exhibits a good
computational performance since it takes less than 5 milliseconds to compute.
In short, an innovative robot is designed, developed and subsequently used to validate
the methods presented in this scientific work. The EEyeRobot is a small robotic appli-
cation based on vision computing and, therefore, complex and time demanding computa-
tions are conducted outside the robot. This reduces the energy consumption and satisfies
the requirements for real-time, that otherwise would be difficult to achieve. Low-level
navigation procedures were implemented on the embedded application in order to create
a certain kind of autonomy from the operating station and to ensure that the robot is al-
ways in a safe state: communication faults, end of the rail and the detection of movement
through motion detection sensors to avoid possible sabotage acts.
Chapter 4
The Robust Bilateral and Temporal
Filter
Over the last few decades, surveillance applications have been an extremely useful tool to
prevent dangerous situations and to identify abnormal activities. Although, the majority
of surveillance videos are often subjected to different noises that corrupt structured pat-
terns and fine edges. This makes the image processing methods even more difficult, for
instance, object detection, motion segmentation, tracking, identification and recognition
of humans.
This chapter proposes a novel filtering technique named Robust BilateraL and Tem-
poral (RBLT), which relies on spatial and temporal evolution of sequences to conduct the
filtering process while preserving relevant image information. A pixel value is estimated
using a robust combination between the spatial characteristics of the pixel’s neighbor-
hood and its own temporal evolution. Thus, robust statics concepts and temporal correla-
tion between consecutive images are incorporated together which results in a reliable and
configurable filter formulation that makes it possible to reconstruct highly dynamic and
degraded image sequences.
The filtering is evaluated using qualitative judgments and several assessment metrics,
for different Gaussian and Salt-Pepper noise conditions. Extensive experiments consid-
ering videos obtained by stationary and non-stationary cameras prove that the proposed
technique is capable of filtering corrupted sequences. The distorted images obtained by
the proposed method achieve a better perceptual quality when compared to the bilateral
filter and the spatiotemporal versions of the Gaussian average and the median filter.
The chapter1 is organized as follows. Section 4.1.1 presents a brief review of the lat-
est spatiotemporal filtering techniques. Sections 4.1.2 and 4.1.3 introduce the Gaussian
1Some portions of this chapter appeared in [20].
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and bilateral formulation, respectively. Section 4.2 presents the proposed RBLT filter-
ing technique in detail: section 4.2.1 shows the formulation based on robust estimation
methods and section 4.2.2 describes the incorporation of the temporal contribution. Sec-
tion 4.3 presents the experimental results of the RBLT: the proposed method is compared
to state-of-the-art video denoising techniques in section 4.3.2. Later, a set of experiments
is conducted in order to evaluate the performance of the RBLT under realistic surveil-
lance videos: section 4.3.3 shows the filtering results of videos captured by a stationary
surveillance application; section 4.3.4 presents the filtering results for videos obtained
by a mobile robotic-based surveillance system. Finally, the major conclusions of this
research are presented in section 4.4.
4.1 Introduction
Automated surveillance systems usually employ stationary sensors to monitor the envi-
ronment; however, the number of research works that propose surveillance applications
based on non-stationary cameras is increasing. The presence of noise in videos affects
subsequent image processing phases, such as three-dimensional reconstruction, registra-
tion, classification of objects, motion segmentation and analysis, tracking, identification
and recognition of humans. Thus, denoising is an extremely important pre-processing
phase that is used to improve the perceptual appearance of images; however, a trade-off
between noise reduction and data preservation is important to enhance the characteristics
of images that are relevant for high level algorithms.
Despite recent improvements in the color filter array [119, 120], realistic surveillance
sequences often have a low signal-to-noise ratio (SNR) [37] since they are commonly cor-
rupted with noise that can be approximated by Gaussian and Salt-and-Pepper noise [121].
This chapter presents an image denoising technique, called Robust Bilateral and Tem-
poral filter (RBLT) that meets the visual requirements of a surveillance system based on
a mobile robot. This name was chosen because the technique follows and enhances the
bilateral filter (BL) formulation of Tomasi and Manduchi [122]. The original formula-
tion [122] is completely reformulated using robust estimation principles, for instance,
non-quadratic estimators are incorporated into the filter formulation. This makes the fil-
ter more robust to the presence of outliers (usually, noise components) while preserving
structural information of the image sequence. These two aspects are the major require-
ments for a denoising technique used in robotic-based surveillance systems. In addition,
a temporal component is also incorporated into the filter formulation, which increases the
filter’s ability to remove strong noise components. The major advantage of using spatial
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and temporal information in videos is the possibility of achieving filtering performances
that otherwise would hardly be obtained. This means that temporal information can be
used to infer the noise component that corrupts the current image if there is a reliable cor-
relation for the brightness evolution of pixels between consecutive images. Therefore, the
RBLT measures the reliability of temporal information of the brightness evolution and
uses spatial information about the neighbors, which are weighted using non-quadratic
norms to evaluate the similarity and to estimate the free-noise value of each pixel.
Contributions of this chapter include:
1. An innovative spatiotemporal filtering technique that can be used by stationary and
non-stationary surveillances or robotic applications;
2. A measurement of the photometric similarity based on robust error norms;
3. A temporal filtering component based on the temporal coherence assumption with
a self-evaluation mechanism to detect and treat violations of this assumption;
4. A filtering technique with a performance less influenced by outliers and by the type
of noise that corrupts the sequence;
5. Filtering with a better trade-off between noise reduction and data preservation which
is especially recommended for denoising images with low SNR. Thus, the filter
does not create ghosts or strange artifacts in the denoised image that compromise
the segmentation process;
6. A filtering technique that enhances videos corrupted by Gaussian and Salt-and-
Pepper noise, in a very competitive manner when compared to other state-of-the-art
techniques (especially designed for each type of noise);
7. Extensive qualitative and quantitative evaluation by considering several baseline
filters.
The experimental results include the analysis of the proposed denoising technique in
several contexts: a comparison to state-of-the-art methods, and an evaluation and discus-
sion of the behavior of the RBLT in real and practical surveillance applications. Therefore,
important conclusions are obtained about the usefulness of the filter for different types of
videos and noise. In previous experiments, the bilateral filter and the spatiotemporal ver-
sions of the Gaussian average and the median filter are considered baseline methods. The
performance of the RBLT method is evaluated using sequences corrupted by Gaussian
and Salt-Pepper noise. The quality of distorted images is validated using subjective vi-
sualizations and several objective assessment metrics, namely, the root mean square error
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(RMSE), the signal-to-noise ratio (SNR), and especially the peak signal-to-noise ratio
(PSNR) and the Structural Similarity (SSIM). Experimental considerations indicate that
filtering corrupted sequences using the ”robustification” of the temporal correlation be-
tween consecutive images is computationally rewarding and represents an alternative to
the state-of-the-art techniques. The filtering properties and edge preserving capabilities of
the proposed filter can lead to a potential accuracy enhancement of motion segmentation
and contribute to future developments in automated surveillance applications.
4.1.1 Related works
In the literature, many researchers have proposed denoising methods based on the aver-
age filtering, median filtering [6, 123], non-linear diffusion [124], non-linear total vari-
ation [125, 126], non-local means filters [127], wavelet [128, 129], multi-scale filter-
ing [128, 130], morphological operators [131, 132] and bilateral filtering.
The bilateral filtering is commonly used in computer vision due to its denoising prop-
erties and ability to preserve data. Several bilateral-based formulations have been pro-
posed [133, 130, 134, 123] over the last few years. In fact, an extension of the bilateral
filter based on multi-resolution with wavelet transform sub-band mixing is proposed by
Zeinab and Yasser (2011) [128]. Their technique achieves better results than the BL filter.
The improvement was 0.1029dB (SNR), 1.1292dB (PSNR) and 3.3809 (mean squared
error - MSE) for a Gaussian noise with a standard deviation equals to five. Shyam Anand
and Sahambi (2012) [129] use the undecimated wavelet transform to obtain the coeffi-
cients. Then, a bilateral filter is applied to the transformed approximation in order to
preserve relevant edges and to remove the noise. The results obtained by the technique
are visually acceptable since the denoising level appears to be high. However, their re-
search fails at performing a qualitative comparison between other filters and, therefore, it
is difficult to quantify the improvement of the proposed approach. Liu et al. (2006) [135]
have demonstrated that the domain parameter of the bilateral filter should be adjusted
to 1.95σn in order to yield more satisfying results, where σn is the noise level. An ef-
fectiveness evaluation of the bilateral denoising filter is presented in [136]. The major
contributions of this work are the experimental results since they prove that the bilateral
filter is able to suppress noise without smoothing high resolution details. The bilateral
performance is evaluated in 3D reconstructions. Visually, the BL has a denoising and
reconstruction capability which is highly recommended in computer vision.
A direct implementation of the bilateral filter consists of two loops over all the pix-
els [137]. The complexity of this algorithm is O(|Ω|2), where |Ω| is the number of pixels.
Some authors tried to increase the performance of the BL filter. For example, Paris and
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Durand (2006) [134] express the BL filter in a higher-dimensional space, named bilateral
grid. The gray-level image is represented in a volumetric data structure that downsamples
the data. Thus, a close solution is obtained in a discretized space-color grid because the
bilateral filter is approximated to a 3D Gaussian convolution applied to the grid, followed
by a tri-linearly interpolation and normalization of the pixels. Thus, the denoised image
depends on the subsampling grid phase, which means that the discretization causes loss
of precision particularly in high dynamic range images. Weiss (2006) [123] proposes a
histogram-based implementation for the bilateral filter. The work describes an efficient
way of computing the histogram of the neighborhood of a pixel by exploiting the similar-
ity with the histogram computed for the adjacent pixel. The fundamental concept is that
the neighborhoods of two adjacent pixels largely overlap [137]. This approach exhibits
a complexity of O(|Ω| logr) where r is the (spatial) filter size r. The downside of this
algorithm is that it is limited to rectangular spatial kernels and box filters (creating im-
perfect frequency responses). Later, the complexity of the BL filter was reduced to O(1)
in [138] and [139]. Porikli (2008) [138] proposes three methods to compute the BL filter
in constant time. The first uses integral histograms to avoid the redundant operations and
interactive speed is achieved by quantizing the corrupted image using a small number of
bins. Then, the bilateral filter is computed with box spatial and arbitrary range kernels.
The second method reformulates the BL filter as a weighted sum of the spatial filtered
responses of the powers of the input image. The final method computes the filter response
using Taylor series of linear filters to approximate to the Gaussian range function up to
the four order derivatives. The bilateral filter is divided into a number of constant time
spatial filters in [139] and, thus, the filter can be implemented in parallel which makes it
possible to achieve a real-time computation.
Spatiotemporal filters are a natural evolution of the image filters since videos can be
contaminated by several types of noise, for instance, Gaussian noise, impulsive noise and
quantization noise [121]. Different spatiotemporal approaches can be found in the litera-
ture [140, 121, 141, 6, 142] and they can be classified as: a pixel domain technique (the
denoising is done by a weighted averaging) or a transform domain technique (the denois-
ing is conducted in a different space representation followed by an inverse transformation
that is performed in the end in order to convert the space back to the pixel domain).
The non-local means filter (NLM) is extended to image sequences in [143]. A 3D
search window through the sequence makes it possible to compute the weights that mea-
sure the dissimilarity between the patch centered at the corrupted pixel and that centered
at the contributing pixels. Thus, the method restores every noisy pixel by the weighted
average of all pixel intensities in the neighborhood. A technique called wavelet-domain
denoising filter based on spatiotemporal Gaussian scale mixture model (STGSM) was
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presented by Varghese and Wang (2010) [5]. This method estimates the global motion
since it considers that the local motion is unreliable and would significantly change the
noise statistics. The motion compensation is applied to past and future images of the se-
quence. The wavelet is applied to the current image that divides the signal into several
sub-bands (the coefficients are computed from a spatiotemporal neighborhood). Then, a
spatiotemporal Gaussian scale mixture filtering technique (based on the Bayesian least
square estimation) is employed and the inverse wavelet transform makes it possible to
obtain the denoised image. The major drawback of the STGSM is that the denoising pro-
cess of the current frame involves the adjacent past and future frames (unknown in live
applications).
Dai et al. (2013) [121] propose the generalized multi-hypothesis motion compen-
sated filter (GMHMCF). The method combines the concept of the time-recursive filter
and non-recursive filter since the frames used by the GMHMCF consist of the denoised
previous frames as well as the noisy future frames. The temporal correspondence be-
tween neighboring frames is established by a noise-robust motion estimation with a pre-
defined motion vector regularization term to construct multiple temporal hypotheses. The
denoised frame is obtained using a linear optimal estimator that aggregates all the asso-
ciated blockwise estimates by a weighted average. The performance of this method for
denoising color videos corrupted with Gaussian noise was superior comparative to other
spatiotemporal filters, for example, the STGSM and the NLM. Finally, the Nawal Ben-
moussat, Faouzi Belbachir and Beloufa Benamar (2007) [144] propose a filtering scheme
for video sequences. The filtering is conducted by computing the optical flow (block
matching algorithm) to compensate the motion as a temporal prediction step of previous
frames (already denoised). Therefore, the current noisy frame can be reconstructed using
its previous neighbor frame and the motion vector field. The results show that the pro-
posed filtering technique alleviates the computation load by about 80% comparative to
the classical motion-compensated filtering (adaptive weighted averaging filter) and for a
comparable visual image quality.
4.1.2 The Gaussian filter
The Gaussian filter is a low-pass filter that smooths the image by replacing the current
value of the focal pixel (x = (x,y)) with the weighted sum of their neighbors. Spatial
coherence assumption (see definition in page 21) is considered for the filtering, which
means that images usually vary slowly along space, for instance, neighbor pixels belong-
ing to the same surface are likely to share similar values. The weighting function used to
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denoising the image is based on a Gaussian distribution, where each near pixel is evalu-
ated according to its distance from the focal pixel, Eq. 4.2. Thereby, pixels further away
from the focal pixel will have a weaker contribution.
Thus, a filtered image is obtained by convolving the input image, Isrc(x), with a Gaus-
sian kernel, rσ (x). Mathematically,
I f (x) = rσ (x)∗ Isrc(x) =
∑+∞i, j=−∞ rσ (i, j).Isrc(xi j)
∑+∞i, j=−∞ rσ (i, j)
, ∀x ∈Ω; (4.1)
rσ (i, j) = exp
(
− i
2+ j2
2σ2
)
, (4.2)
where xi j = (x− i,y− j) and σ is the standard deviation that specifies the distance
over which the weights are significant. The Ω means the image domain formed by N-
columns and M-rows. The denominator of Eq. 4.1 is a normalizing factor that converts
the sum of weights into a proper average and, therefore, it maintains the pixel range.
The major disadvantage of the Gaussian filter is its inability to discriminate bound-
aries, since the spatial coherence assumption fails at the edges. This usually results in the
loss of edge details which are consequently blurred by the low-pass filtering.
4.1.3 The Bilateral filter
The bilateral filter was presented by Tomasi and Manduchi (1998) [122] and it is a non-
linear filter that extends the concept of Gaussian filter. The denoising is also computed as
a weighted average of each pixel’s neighborhood; however, it is more selective relative to
the neighbors that are allowed to contribute to the weighted sum. Instead of considering
only the geometric closeness, given by Eq. 4.2, each neighbor contribution is measured
according to their geometric closeness and photometric similarity.
The photometric similarity function, often referred to as domain, is formally defined
by equation 4.3, and measures the similarity intensity difference between the focal pixel
and its neighbors. For instance, when the intensity difference between the focal pixel,
Isrc(x), and a near pixel, Isrc(xi j), is large, the function yields a small weight.
dσd(xi j,x) = exp
(
−‖Isrc(xi j)− Isrc(x)‖
2σ2d
)
. (4.3)
This selective incorporation of pixel intensities in a weighted sum is achieved by mul-
tiplying the geometric closeness function, rσr , with a photometric similarity function, dσd ,
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see equation 4.4.
I f (x) =
∑+∞i, j=−∞ dσd(xi j,x).rσr(i, j).Isrc(xi j)
∑+∞i, j=−∞ dσd(xi j,x).rσr(i, j)
, ∀x ∈Ω. (4.4)
Equation 4.4 shows that each pixel value is replaced by an average of similar and
nearby pixel values [122]. In other words, image regions are smoothed by the pixel values
that share similar values and belong to the same neighborhood.
Thus, the bilateral filter has two free parameters, σr and σd . These parameters make it
possible to control the influence of the geometric distance and similarity properties of the
neighbors, respectively. The domain parameter, σd , specifies the difference of intensity
that belongs to the same object surface and, therefore, it enables to detect the presence of
the edges. The last weight component depends on the local density distribution, turning
the bilateral filter into a non-linear filter.
The major advantage of this filter is that it smooth the noise while maintaining the
structural information of edges.
4.2 The Robust Bilateral and Temporal Filter (RBLT)
The estimation of the pixel value, performed by a common filter, may suffer from the
presence of outliers. Consequently, the estimation may be poor and the noise subtraction
unreliable because the formulation of the filter is incapable of distinguishing between
inliers and outliers in images with a low signal-to-noise ratio (SNR).
For the Gaussian filter, texture information on the image is combined over the geomet-
ric space which causes a significant smoothness across boundaries. Incorporating a factor
to evaluate the domain of each pixel’s neighbor is not enough to originate a sufficiently
robust estimation in the presence of outliers. In cases were the image has a strong noise
component or if the noise cannot be accurately approximated by a Gaussian distribution,
since it assumes that the noise is also an isotropic function, the bilateral filter leads to a
poor performance, see section 4.3.
Therefore, this research extends the bilateral principle in two fronts:
1. Robust static techniques are used to define the domain function. It makes the fil-
tering process more accurate because the formulation is robust to the presence of
outliers, even for images with a low SNR and unknown noise distribution;
2. Temporal coherence assumption is used. It makes it possible to assume that a pixel
brightness value at some coordinate position may be temporally correlated. This as-
sumption is true if small temporal increments are considered between consecutive
4.2 The Robust Bilateral and Temporal Filter (RBLT) 61
images of the sequence. Therefore, the neighborhood concept used by the bilat-
eral formulation [122] is temporally extended, which originates a new contribution
factor that measures the temporal evolution of the pixel value.
Definition 12: Temporal coherence - embodies the assumption that temporally adjacent
pixels are persistent in sequential time instants. In practice, it assumes that the results
at the current frame are correlated to the ones observed at previous time instants. It is
directly related to the notion of temporal persistence.
4.2.1 Robust estimation
This section presents a brief description of robust estimation principles.
The major objective of a regression technique is to resolve the model parameters that
produce the best fit for a region of n independent observations. For example, considering
the following linear model it is possible to highlight that:
ti = β0+β1zi1+β2zi2+ . . .+βdzid + εi,
⇔ ti = ziβ + εi, ∀i ∈ {1,2, . . . ,n} , (4.5)
where ti is the unknown signal, zi is the observations, β is the model arguments and
εi corresponds to the noise. Given an estimator aˆ = (aˆ0, aˆ1, . . . , aˆd)T for β , the model can
be fitted as:
tˆi = ziaˆ+ ei, ∀i ∈ {1,2, . . . ,n} . (4.6)
The residuals are given by erri = ti− tˆi, the objective function can be expressed using
M-Estimators (Maximum Likelihood Type Estimators)2:
minaˆ ξ (aˆ) =
n
∑
i=1
ϕ(ti− ziaˆ). (4.7)
A robust function ϕ(erri) decreases the influence of outliers by replacing the squared
residuals by a robust error function. The term ”robust” is related to the rejection of out-
liers by recovering the estimate that represents the majority of the data. The ϕ(erri) is
a positive-definite, monotone (punishing large residuals) and symmetric function with a
unique minimum at zero [146].
2M-Estimators is a family of extremum estimators in robust statistics that was generalized from the
maximum likelihood estimator (MLE) since ϕ(z, aˆ) =−log f (t, aˆ) [145].
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Type ϕ(err) ψ(err) ω(err)
Quadratic err2 2err 2
L1 |err| sgn(x) 1|err|
Tukey(|err| ≤ β ) c26
[
1−
(
1− err2β 2
)3]
err
(
1− err2β 2
)2 (
1− err2β 2
)2
Tukey(|err|> β ) c26 0 0
Lorentzian log
(
1+ err
2
2β 2
)
2err
2β 2+err2
2
2β 2+err2
Geman-Mcclure err
2/2
1+err2
err
(1+err2)
2
1
(1+err2)
2
Charbonnier β
√
1+ err
2
β 2 −β err√
1+ err
2
β2
1√
1+ err
2
β2
Table 4.1: Examples of error norms for M-estimators. The robust functions are graph-
ically depicted in Fig. 4.1(a) and the weight functions in Fig. 4.1(b). In this research,
the last four norms (L1, Tukey, Lorentzian, Geman-Mcclure and Charbonnier) are called
robust error norms.
Equation 4.7 may be solved by differentiating ϕ(erri) with regard to the argument aˆ
and setting the partial derivatives equal to zero.
∂
∂ aˆ
n
∑
i=1
ϕ(ti− ziaˆ) =
n
∑
i=1
ψ(ti− ziaˆ)zi = 0, (4.8)
where ψ(erri) is called influence function and is the derivative of ϕ(erri) with respect
to its argument. The function characterizes the influence that a particular observation has
on the solution. Finally, a weight function, ω(erri), can be defined as:
ω(ti− ziaˆ) = ψ(ti− ziaˆ)ti− ziaˆ . (4.9)
This ω(erri) is useful for several minimization schemes, such as iterated reweighted
least-squares, as it defines a weight contribution according to the residual value.
A comparison between the quadratic and robust error norms is depicted in Figs. 4.1(a)
and 4.1(b). The robust error norms, presented in table 4.1, are well behaved with the ex-
ception of the L1 as it is not differentiable when err = 0. In addition, the Lorentzian norm
is non-convex (negative logarithm) [147]. This may lead to a minimization procedure,
usually performed by descending algorithms, to be stopped at local minimums (a unique
solution is not guaranteed). The robust function has a saturation characteristic since as
error increases the robust measure gets closer to a constant. This behavior can be exam-
ined by the influence function. It is especially evident for the Geman-Mcclure and Tukey
robust norms that their measurements decrease the influence of outliers comparatively to
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(a) (b)
Figure 4.1: Graphical representations of the robust functions in 4.1(a) and weight func-
tions in 4.1(b) and for different error norms. These functions allow to analyze the behavior
of each type of norm in the presence of outliers (points with a large residual value) and
are mathematically presented in table 4.1.
the quadratic norm (see Fig. 4.1(a)). Fig. 4.1(b) clearly shows that the weight evolution
for robust error norms is reduced as residual values increase, nevertheless, the weight
evolution of the quadratic error norm maintains the same value. This robust behavior is
extremely important to prevent estimations based on misleading data. Furthermore, this
research focuses on the Charbonnier because it is a norm that performs well and makes it
possible to weigh inliers and outliers according to the objectives of this research.
An important concept in robust statics is the breaking point which is the maximum
proportion of outliers that each estimator can handle, for instance, an estimator based on
mean has a breaking point of 0% (inliers and outliers have the same contribution for the
estimation). Nevertheless, the median estimator can tolerate up to 50% of outliers and
when this value is surpassed it cannot distinguish inliers and outliers.
The original formulation of the bilateral filter [122] relies on a Gaussian distribution
to measure the photometric similarity. This provides an evaluation criterion that intends to
decrease the contribution of the outliers, pixels with a large photometric distance, during
the denoising procedure. Although, complications arise when the noise is not normally
distributed, for instance, if it has heavier tails. The assumption that the noise can be
expressed by a Gaussian rarely holds in applications based on computer vision since the
surface luminance is not isotropic and there are specular highlights (ISO sensitivity).
Thus, the domain term of the bilateral formulation, presented in Eq. 4.4, is replaced
by a robust error norm that is less affected by outlying neighbors. Following Eqs. 4.7 and
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4.8, a robust bilateral formulation can be defined by:
minI(x)
+∞
∑
i, j=−∞
ϕ
(
I(x)− I(xi j)
)
, ∀x ∈Ω. (4.10)
Assuming convexity of the robust formulation, which leads to a solution that con-
verges toward to the minimum, Eq. 4.10 can be solved by differentiating the function and
setting the derivative equal to zero, see Eq. 4.8.
+∞
∑
i, j=−∞
ψ
(
I(x)− I(xi j)
)(
I(x)− I(xi j)
)
= 0,
⇔
+∞
∑
i, j=−∞
ψ(.)I(x)−
+∞
∑
i, j=−∞
ψ(.)I(xi j) = 0. (4.11)
The focal pixel is a constant and, hence, Eq. 4.11 can be rewritten as follows:
I(x) =
∑+∞i, j=−∞ψ
(
I(x)− I(xi j)
)
.I(xi j)
∑+∞i, j=−∞ψ
(
I(x)− I(xi j)
) . (4.12)
Replacing the influence function by the weight function, ω(xi j,x) =ω
(
I(x)− I(xi j)
)
,
the previous equation can be reformulated as:
I(x) =
∑+∞i, j=−∞ω(xi j,x).
(
I(x)− I(xi j)
)
.I(xi j)
∑+∞i, j=−∞ω(xi j,x).
(
I(x)− I(xi j)
) . (4.13)
In Eq. 4.13, the weight function defines the photometric similarity of each neighbor;
however, I(x)− I(xi j) also measures the dissimilarity between the focal pixel and neigh-
bor. Therefore, this last term is replaced by the geometric closeness between the focal
pixel and each neighbor, rσr(i, j).
Finally, a robust bilateral formulation is obtained:
I f (x) =
∑+∞i, j=−∞ωd(xi j,x).rσr(i, j).Isrc(xi j, t)
∑+∞i, j=−∞ωd(xi j,x).rσr(i, j)
, ∀x ∈Ω. (4.14)
The weight function, ωd(.), specifies the photometric similarity domain that is in-
versely proportional to the intensity difference between the focal pixel and the neighbor.
It allows to exclude the contribution of the outliers from the weighted sum, independent
of the type of noise that corrupts the image.
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4.2.2 Temporal contribution
The robust bilateral and temporal (RBLT) filter is a temporal extension of the robust bi-
lateral filter in Eq. 4.14, which facilitates denoising for a sequence of images with low
SNR. It assumes temporal correlation for the pixel brightness value (temporal coherence
assumption). Obviously, this is only valid for small temporal increments between consec-
utive images.
The neighborhood concept is, therefore, extended and as a result, spatial and temporal
neighbors are incorporated during the weighting sum. A key difference between previous
versions of the bilateral filter and the RBLT lies on its ability to integrate, in a robust way,
the temporal evolution of the focal pixel in order to obtain a consistent brightness value
for a sequence of consecutive images.
Thereby, the robust bilateral formulation is extended:
I f (x) =
∑+∞i, j=−∞ωd(xi j,x).rσr(i, j).Isrc(xi j, t)
2∑+∞i, j=−∞ωd(xi j,x).rσr(i, j)
+
∑Kk=0ωt(xk,x).rσrt (k).Isrc(x, t− k)
2∑Kk=1ωt(xk,x).rσrt (k)
, ∀x ∈Ω. (4.15)
In addition to the spatial contribution of each neighbor, the formulation presented by
Eq. 4.15 adds a temporal contribution. Temporal functions ωt(.) and rσrt (.) are defined
similarly to ωd(.) and rσr(.), respectively. They intend to measure the photometric simi-
larity and the associated temporal range for the focal pixel at different time delays, k. The
temporal range function, rσrt (.), can be expressed using a Gaussian equation in order to
give a higher weight to the focal pixel with a lower time delay. The idea is that focal pixel
values closer in time are more likely to be temporally correlated. The temporal domain,
ωt(.) , detects and treats violations of the temporal coherence assumption, preventing the
smoothing across boundaries and making it possible to denoise images with low SNR,
that is, a strong noise component.
Indeed, these two functions add a new contribution factor to Eq. 4.14, allowing one to
measure both spatial and temporal consistency of the focal pixel.
4.3 Results
An extensive set of experiments was conducted as a part of this research. The experi-
ments aimed at evaluating and analyzing the behavior of the proposed robust bilateral and
temporal (RBLT) filtering technique comparative to the state-of-the-art techniques. Later,
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the RBLT was compared to the original bilateral filter (BL) [122] and the spatiotemporal
versions of Gaussian average filter and median filter for different testing conditions.
In these experiments, the original image (distortion-free or reference), Iˆ(x), is com-
pared to the distorted image, I(x), using several evaluation metrics. The distorted image
is obtained by corrupting the original image with a distinct noise configuration and then,
the image sample is filtered by each filter, individually. These experiments assess how
the perceptual losses on image sequences have been corrupted with different combina-
tions of Gaussian and Salt-Pepper noise. The assessment was performed using an ob-
jective (quantitative) and a subjective (qualitative) evaluation. Several objective metrics
have been used in the literature, namely, the mean squared error (MSE), the root mean
square error (RMSE), the signal-to-noise ratio (SNR) and the peak signal-to-noise ratio
(PSNR) (the first two are represented in pixels and the last two are represented in decibels,
dB) [121, 5, 148]. The previous metrics are simple to calculate and have a clear physi-
cal meaning; however, they are not as suitable to perceive visual quality. The perceptual
quality assessment is accomplished using the structural similarity (SSIM) [148].
Finally, the performance of the RBLT filter is evaluated using surveillance image se-
quences obtained by a mobile robot. These videos represent highly dynamic scenes and
the experiments demonstrate the behavior of the RBLT filter under real testing conditions.
The RBLT filter is implemented in C++ using the common OpenCV library3. The bi-
lateral filter, used in this research is an implementation of the Tomasi and Manduchi [122]
filtering technique and it is a standard function of the OpenCV. Videos of some experi-
ments can be found in http://paginas.fe.up.pt/~dee10015/_rblt.htm.
4.3.1 Quality assessment
The quality assessment intends to analyze the visual degradation of the image which re-
sults from distortions made by the acquisition, transmission, processing, compression and
storage of digital image sequences [148]. The assessment can be performed using an ob-
jective (quantitative) and subjective (qualitative) evaluation [149]. However, this research
focuses on evaluating the filter using objective quality metrics.
Several metrics have been used in the literature and, for that reason, the most often
used are briefly presented in this section. The simplest and most widely used quality
metrics are the mean squared error (MSE) and the root mean square error (RMSE).
MSE =
1
NM
N
∑
i=1
M
∑
j=1
[
I(xi j)− Iˆ(xi j)
]2
. (4.16)
3All experiments were conducted using the version 2.4.3 of the OpenCV.
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RMSE =
√
MSE. (4.17)
The signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR) are represented
in decibels (dB). The first measures the ratio of signal and noise power. The second mea-
sures the ratio between the maximum amplitude of a signal4 and the power of corrupting
noise.
SNRdB = 10log10
(
∑Ni=1∑
M
j=1 Iˆ(xi j)2
NM MSE
)
. (4.18)
PSNRdB = 10log10
(
(2nbits−1)2
MSE
)
. (4.19)
A higher PSNR value leads to a higher image quality and, therefore, as the PSNR
value is closer to infinity the MSE gets closer zero. Furthermore, small PSNR values
means that there are higher differences between the reference and the distorted image.
The previous metrics are simple to calculate and have a clear physical meaning; how-
ever, they are not as suitable to perceive visual quality. The perceptual quality assessment
is accomplished using the structural similarity (SSIM) [148]. The metric calculates the
similarity between two images by separating similarity evaluation into three comparisons:
luminance, contrast and structure.
SSIM =
(2µrµd + c1)(2σrd + c2)
(µ2r +µ2d + c1)(σ2r +σ
2
d + c2)
, (4.20)
where µr and µd are the luminance average of Iˆ(x) and I(x), respectively. σr and σd are
the standard deviation of the signal contrast and σrd is the covariance of both images that
defines the correlation coefficient of the structure comparison. The c1 and c2 are constants
that avoid the instability of the denominator. The positive values of the SSIM are within
[0,1]. The value is 0 is there is no correlation between both images and 1 when both are
identical.
4.3.2 Comparison to state-of-the-art techniques
The proposed spatiotemporal filter is tested with a variety of frequently used color video
sequences5 contaminated by Gaussian and Salt-and-Pepper noise, for instance, all chan-
4The (2nbits−1) is the digitalization maximum range that can be used to represent a signal, for instance,
representing the image with 8bits means a range of 255.
5All videos are in a YCrCb 4:2:0 format and available online: http://media.xiph.org/video/
derf/
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Table 4.2: Gaussian noise - Average PSNR results for ”Miss America” and ”Salesman”
sequences. Results of recent video denoising techniques are reported in [5] (the values in
bold depict the best performance).
MissA. (PSNR)
σG RBLT Wiener2D Wiener3D WRSTF IFSM VBM3D 2DGSM STGSM
10 38.90 34.51 36.95 37.82 37.52 40.29 38.52 40.58
15 36.90 31.64 35.60 36.17 35.41 39.30 37.14 39.40
20 35.59 29.56 34.06 34.79 33.86 38.54 36.14 38.50
50 29.83 21.76 23.39 NA 29.79 33.39 30.49 31.62
100 23.26 12.84 13.27 NA 22.49 22.81 22.16 22.55
Salesman (PSNR)
σG RBLT Wiener2D Wiener3D WRSTF IFSM VBM3D 2DGSM STGSM
10 33.70 31.97 29.59 35.54 34.22 38.33 33.80 38.04
15 32.36 29.51 29.30 33.56 31.85 36.60 31.73 36.03
20 31.26 27.80 28.88 32.00 30.22 35.12 30.28 34.62
50 26.79 21.31 22.92 NA 25.40 28.49 24.95 26.87
100 22.16 13.09 13.50 NA 20.78 21.39 20.32 20.87
nels of the free-noise image (of the sequence) are corrupted. The colored version of
the filtering technique is obtained by applying the grayscaled version of the method to
each channel of the corrupted images, which is represented on the YCrCb space because
this space is much more decorrelated with little dependency between different compo-
nents [121].
Two objective metrics, namely, the PSNR and the SSIM, were used to provide quan-
titative quality evaluations of the denoising results since they are employed in most re-
search [5]. Some results presented in this section are reported in [5] and [6]. They pro-
vide a reliable baseline that makes it possible to compare the proposed RBLT filter with
state-of-the-art techniques using the same testing conditions.
4.3.2.1 Gaussian noise
In this experiment, the color videos are corrupted with Gaussian noise with different stan-
dard deviations. The ”Miss America” and ”Salesman” sequences of the QCIF resolution
(176× 144 pixels) were tested. Both sequences are characterized by a slow irregular
motion. Tables 4.2 and 4.3 present the average PSNR and SSIM, respectively. State-of-
the-art techniques for denoising videos degraded with Gaussian noise are the following:
wavelet-domain reliability-based spatiotemporal filtering (WRSTF) [150], inter-frame
statistical modeling (IFSM) [151], block matching and 3D filtering (VBM3D) [152],
Gaussian scale mixture (2DGSM) [153] and the spatiotemporal Gaussian scale mixture
(STGSM) [5].
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Table 4.3: Gaussian noise - Average SSIM results for ”Miss America” and ”Salesman”
sequences. Results of recent video denoising techniques are reported in [5].
MissA. (SSIM)
σG RBLT Wiener2D Wiener3D WRSTF IFSM VBM3D 2DGSM STGSM
10 0.953 0.818 0.908 0.908 0.904 0.947 0.936 0.952
15 0.933 0.704 0.868 0.877 0.857 0.939 0.922 0.943
20 0.915 0.602 0.808 0.846 0.812 0.933 0.913 0.936
50 0.782 0.214 0.286 NA 0.780 0.905 0.874 0.892
100 0.633 0.044 0.040 NA 0.604 0.789 0.809 0.823
Salesman (SSIM)
σG RBLT Wiener2D Wiener3D WRSTF IFSM VBM3D 2DGSM STGSM
10 0.962 0.859 0.839 0.932 0.904 0.960 0.909 0.960
15 0.932 0.778 0.818 0.901 0.851 0.945 0.865 0.941
20 0.910 0.704 0.785 0.868 0.801 0.925 0.825 0.923
50 0.798 0.340 0.425 NA 0.609 0.771 0.611 0.727
100 0.626 0.074 0.066 NA 0.488 0.538 0.464 0.496
As confirmed in table 4.3, the performance of the RBLT is on the top-3 of the fil-
tering techniques, for sequences corrupted with low and moderate noise levels, σG =
{10,15,20}. However, it reached the best performance for sequences corrupted with high
noise level (table 4.2 and σG = 100). Thus, the denoising capability of RBLT filter is com-
petitive relative to other state-of-the-art techniques, especially when the SSIM assessment
metric is used to observe the perceptual quality and if the sequences are corrupted with
strong noise.
4.3.2.2 Salt and Pepper noise
The video color sequences ”Miss America” and ”Flowers”(352× 288) were corrupted
with Salt-and-Pepper noise of different intensities and in an independent way for each
channel. The ”Flowers” sequence is characterized by a fast translational motion, different
textures and high diversity in color distributions.
State-of-the-art techniques 6 for denoising videos degraded with Salt-and-Pepper noise
are the following: 3D fuzzy directional (3DFD) [6], 3D median (3DM), 3D vector median
(3DVM), vector directional K-nearest neighbor with vector median (VDKNNVM) [154],
generalized vector directional (GVD) [155], adaptive vector directional α-trimmed me-
dian (AVTM) [156], α-trimmed mean (ATM) [157] and the K-means nearest neighbor
(KMNN) [157].
Table 4.4 compares the performance of the RBLT filter to state-of-the-art techniques
(that deal with the Salt-and-Pepper noise). Once again, the proposed technique is the
6The ”3D” information was omitted in some techniques to simplify the notation.
70 The Robust Bilateral and Temporal Filter
Table 4.4: Salt-Pepper noise - Average PSNR results for sequences ”Miss America” and
”Flowers”. Results of recent video denoising techniques are reported in [6] (the values in
bold depict the best performance).
MissA. (PSNR)
% RBLT 3DFD 3DM 3DVM VDKNNVM GVD AVTM ATM KMNN
0 41.31 48.54 35.32 35.03 34.21 33.49 37.74 35.43 40.41
5 38.04 39.59 35.12 34.86 33.48 33.76 36.97 35.22 37.21
10 36.02 36.61 34.80 34.58 32.91 33.79 36.18 34.88 33.34
15 34.68 34.33 34.36 34.18 32.37 33.70 35.38 34.42 30.09
20 33.56 32.23 33.72 33.58 31.60 33.31 34.47 33.79 27.38
30 31.51 28.26 31.94 31.81 28.48 31.61 32.33 32.03 23.16
40 29.69 24.52 29.15 28.84 23.90 27.70 29.14 29.03 20.01
Flowers (PSNR)
% RBLT 3DFD 3DM 3DVM VDKNNVM GVD AVTM ATM KMNN
0 29.80 30.53 27.04 26.96 26.15 25.61 27.53 27.06 33.13
5 28.77 29.52 26.83 26.78 25.77 25.56 27.25 26.85 31.30
10 28.12 28.61 26.54 26.52 25.45 25.46 26.93 26.58 28.95
15 27.31 27.76 26.22 26.20 25.11 25.29 26.57 26.27 26.63
20 26.49 26.93 25.83 25.80 24.57 24.84 26.14 25.87 24.49
30 24.95 25.04 24.77 24.69 23.17 23.24 24.99 24.79 20.86
best spatiotemporal filter for denoising the sequence ”Miss America” corrupted with 40%
of noise, the difference between the RBLT and the 3DM is about 0.54dB. For other
noise levels, the RBLT is usually on the top-3. Focusing on the sequence ”Flowers”, the
RBLT is also on the top-3. However, the PSNR difference between the RBLT with the
3DFD is about 0.09dB for the trial with 30% of noise, instead of 0.52dB for the same
noise condition on the sequence ”Miss America”. This means that the performance of
the proposed filter is substantially better for higher noise levels and for dynamic video
sequences. Thus, it is unfortunate that there are no results in the literature for higher
levels of Salt-and-Pepper noise.
The major advantage of the proposed filter is that it deals with Gaussian and Salt-
and-Pepper noise in a very competitive manner when compared to other state-of-the-art
techniques (especially designed for each type of noise). In addition, the RBLT filter can
be implemented following the latest research on the bilateral filter and, therefore, it can
be computationally efficient.
4.3.3 Denoising surveillance sequences with reference
Two surveillance videos obtained by a stationary and high definition (HD) camera with
a 4mm focal lens are corrupted with Gaussian and Salt-Pepper noise. The aim of these
experiments is to evaluate and compare the responses of the proposed RBLT filter with
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(a) (b)
Figure 4.2: Distortion-free images: 4.2(a) represents the frame at 13 seconds of the I1 and
4.2(b) is frame at 7.5 seconds of the I2 sequence.
several baseline filters: the spatial bilateral filter and the spatiotemporal Gaussian average
and median filter.
The color videos used in these experiments are sequences of images with size 640 ×
480 and they are obtained by defining a region of interest in the original HD videos.7.
1. Sequence ”I1” - Two persons are moving in the hall. The first person is entering
from the left and followed by a second person that enters from the right. This
testing sequence starts in the 11 seconds of the original video and finishes at the
17.5 seconds.
2. Sequence ”I2” - A blue truck moving between two parking lots. This sequence
finishes at the 21 seconds of the original video.
The filters’ parameters were enhanced for the σG = 25 and 20% (Gaussian and Salt-
Pepper experiment, respectively).
4.3.3.1 Case: Gaussian noise
Figures 4.4(d) and 4.5(d) represent two test scenarios under different noise conditions.
They aim is to provide a visual idea of the performance of the RBLT filter, that is, quali-
tative judgments.
Figure 4.2(a) and 4.3(a) shows the distortion-free image and the image corrupted with
Gaussian noise (σG = 50) for the sequence I1. In this trial, it is possible to visualize
the noise reduction of the BL, Gaussian average, median and RBLT filters, Figs. 4.4(a),
7The original surveillance videos are courtesy of CCTV Camera Pros. The 1920 × 1080 videos are
available in http://www.cctvcamerapros.com/HD-CCTV-DVR-s/621.htm.
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(a) (b)
Figure 4.3: Noisy images: The I1 and I2 sequences corrupted by a Gaussian noise with a
standard deviation of σG = 50 and σG = 40, respectively.
4.4(b), 4.4(c) and 4.4(d). The static part of the scene is clearly represented in all the im-
ages, especially, in the distorted average image. However, the dynamic part of the scene
(the person) in the distorted spatiotemporal images suffers from some issues related with
their temporal contribution. As expected, the average and the median filter introduce ar-
tifacts, usually, called as ghosts, into the denoised image that corrupt the moving objects
(this is more evident in Figs. 4.5(b) and 4.5(c) of the sequence I2). These ghosts are prob-
lematic for high level image processing techniques, for instance, motion segmentation or
tracking. They reduce the applicability of such type of filter. Figure 4.4(d) shows that
the dynamic part is more clearly represented on the RBLT-filtered image as the distorted
average and median image since the ”robustification” proposed by the RBLT filter makes
possible to detect the outliers that characterize the noise and avoids the incorporation of
ghosts in sequences. In addition, the RBLT filter has a higher denoising capability when
comparing to the BL filter, for instance, Figs. 4.4(a) and 4.4(d).
Other experiment which has a Gaussian noise component of σG = 40 that corrupts
the I2 sequence is shown in Figs. 4.2(b) and 4.3(b). The result is similar to the previous
experiment since it depicts a pronounced noise in the distorted BL image, Fig. 4.5(a). The
BL filter is known by its ability to denoise a corrupted image; however, the distorted BL
image shows a noise component that is higher than the spatiotemporal filters. As will
be seen later in this section, the filtering performance that is achieved by the BL filter is
closer to the RBLT filter when the noise component is approximated by a Gaussian distri-
bution with a relatively small σG. Otherwise, the behavior of the BL filter is significantly
compromised and the RBLT filtering will perform much better. Visually, the RBLT main-
tains the fundamental structure of the image sequences (Fig. 4.5(d)). It makes possible
a substantial noise reduction while the structure of moving objects of the noise-free se-
quence is represented without being substantially smoothed. For instance, it is possible to
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(a) (b)
(c) (d)
Figure 4.4: Filtering results for the I1 sequence: BL - 4.4(a), Gaussian - 4.4(b), median -
4.4(c) and RBLT filtering - 4.4(d). It represents the frame at 13 seconds of the I1 sequence
which is corrupted by a Gaussian noise with a standard deviation σG = 50.
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(a) (b)
(c) (d)
Figure 4.5: Filtering results for the I2 sequence: BL - 4.5(a), Gaussian - 4.5(b), median -
4.5(c) and RBLT filtering - 4.5(d). It represents the frame at 7.5 seconds of the I2 sequence
which is corrupted by a Gaussian noise with a standard deviation σG = 40.
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identify the truck’s edges in the RBLT-filtered image while it is difficult to extract these
borders in the distorted average and median images, see Figs. 4.4(b) and 4.5(c). Thus, the
RBLT-filtered image displays a better performance when compared to other filters.
Subsequent to the qualitative judgment, the BL, average, median and RBLT filters are
evaluated using the assessment metrics, presented in section 4.3.1. At first, the temporal
evolution of the filters’ performance is analyzed using the I1 sequence (the results were
similar for the I2). Figures. 4.6(a), 4.6(b), 4.6(c) and 4.6(d) show graphical representa-
tions of the filtering accuracy for several metrics. After the fourth frame, the results of the
RBLT filter (red line) are significantly better comparative to other filters. This result was
already expected since the RBLT uses robust temporal information of previous frames to
denoise the current image frame. Therefore, it is possible to infer that the RBLT filter has
a starting delay time which is the duration of time needed by the filter to obtain reliable
temporal information. This starting effect can be seen in Fig. 4.6(a) to 4.6(d) and its du-
ration is only a couple of consecutive frames. The RBLT filter has the best performance
during the time evolution of the I1 sequence which is followed by the Gaussian average,
the median and the BL filter. On average, the RMSE difference between the RBLT and
average filter is usually more than 4 pixels, Fig. 4.6(a). According to the SNR and PSNR
graphics, Figs. 4.6(b) and 4.6(c), the RBLT filter is normally 3 dB more accurate than
the average filter. The performance of the filters are well depicted by the SSIM metric
and presented in Fig. 4.6(d). As confirmed, the difference between the RBLT and the
best baseline filtering technique is almost 0.12 and the SSIM index of the RBLT result
is higher than 0.45 for the entire experiment that corrupts the I1 sequence with Gaussian
noise (σG = 50).
A final experiment considering the Gaussian noise is conducted in order to analyze
the robustness of each filter under different noise conditions, for instance, the filtering
accuracy is evaluated for several standard deviations. The RBLT (red circle line), BL
(green dashed line), Gaussian average (yellow line) and median (cyan dot line) filtering
behaviors are compared for the I1 sequence. These results were obtained for the time
instants portrayed in Fig. 4.2(a), but for various conditions. Figures 4.7(a), 4.7(b), 4.7(c)
and 4.7(d) are graphical representations of the performance achieved by each filter using
RMSE, SNR, PSNR and SSIM assessment metrics, respectively.
Obviously, increasing the standard deviation leads to a worse performance for all the
filters. Although, the distorted RBLT images have higher quality relatively to the BL
images (considering SSIM metric), especially, when standard deviation values are higher.
For the σG = 30, the RMSE difference of the RBLT is about 14 point below the BL for the
I1 sequence, see Fig. 4.7(a), and 7 point below the average filter. The PSNR profiles are
similar to the SNR without the an offset, Figs. 4.7(b) and 4.7(c). For σG = 30, the SNR
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(a) (b)
(c) (d)
Figure 4.6: Performance evolution over time (in seconds) of the noise reference (dark blue
line), bilateral (green dashed line), Gaussian average (yellow line), median (cyan dot line)
and RBLT (red circle line) filter. Each filtering process was conducted for the I1 sequence
and under a Gaussian noise with σG = 50. Figures 4.6(a), 4.6(b), 4.6(c) and 4.6(d) are
graphical representations of the performance evolution using RMSE, SNR, PSNR and
SSIM assessment metrics.
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and the PSNR difference between the RBLT and the average filter is 4dB in both metrics.
For the same noise condition, the SSIM index of the RBLT is about 0.69 whereas the BL
is 0.22, the median is 0.48 and the average is 0.55. Thus, the SSIM difference between the
RBLT and the best baseline filter is 0.14, approximately. SSIM is the most suitable metric
to observe the perceptual quality of the image and, therefore, the SSIM evaluation of the
RBLT performance indicates that it performs better in all the experiments, Fig. 4.7(d).
In these experiments, the parameters were enhanced for σG = 25 to make possible
a reliable analysis of the behavior of each filter under several noise conditions. Conse-
quently, the distorted BL images present an accuracy that is slightly better than the RBLT
images for a standard deviation lower than 15 and considering RMSE, SNR and PSNR
metrics (Figs. 4.7(a) to 4.7(c)). Actually, the configurations of the spatiotemporal filters
that were used in these experiments are not suitable for images withing small noise since
they do not need a strong temporal contribution (their performance is slightly lower than
the reference). According to the RMSE, SNR and PSNR metrics, the BL performs bet-
ter for smaller σG, although the SSIM indicate that the RBLT presents a higher accuracy
independently of the σG. As it can be noticed, the difference is not significant and con-
firms what already was said, namely, that the BL presents an acceptable performance in
situations where the image has a noise that can be reliably characterized by a Gaussian
distribution with smaller standard deviations.
The RBLT filter incorporates the advantages of the BL formulation and yet it can fil-
ter images with a noise component that is much more intense. An ordinary filter that
incorporates temporal information, usually, smooths the edges (regions with large gradi-
ent information); however, the proposed RBLT technique correctly detects the presence
of boundaries, for instance, the red lights of the truck are maintained from the distortion-
free image to the distorted result. For this extensive set of experiments based on Gaussian
noise, it is possible to conclude that the RBLT filter performs similarly to the BL for
smaller standard deviations; however, it performs much better as σG increases.
4.3.3.2 Case: Salt and Pepper noise
The RBLT filter is evaluated under the Salt-Pepper noise, Figs. 4.8(a) and 4.8(b), and
using a test methodology similar to the Gaussian case, described in the previous section.
A qualitative judgment for a 50 percentage of noise can be visualized in Figs. 4.9(a),
4.9(b), 4.9(c) and 4.9(d). It is possible to verify in these images that the BL is not capable
of filtering the corrupted images since the BL distorted image still has a strong noise
component. Unlike the Gaussian case, the BL distorted images are still very corrupted.
The BL filter presents some issues when it comes to filtering images with anisotropic
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(a) (b)
(c) (d)
Figure 4.7: Performance evolution as a function of the standard deviation. The noise
reference (dark blue line), bilateral (green dashed line), Gaussian average (yellow line),
median (cyan dot line) and RBLT (red circle line) filtering were conducted on the I1 se-
quence and under a Gaussian noise. Figures 4.7(a), 4.7(b), 4.7(c) and 4.7(d) are graphical
representations of the performance evolution using RMSE, SNR, PSNR and SSIM as-
sessment metrics. These graphs represent the filtering results for the I1 sequence instant
of Fig. 4.2(a).
(a) (b)
Figure 4.8: Noisy images: The I1 and I2 sequences corrupted by a Salt-Pepper noise with
a percentage of 50% and 10%, respectively.
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(a) (b)
(c) (d)
Figure 4.9: Filtering results for the I1 sequence: BL - 4.9(a), Gaussian - 4.9(b), median -
4.9(c) and RBLT filtering - 4.9(d). It represents the frame at 7.5 seconds of the I1 sequence
which is corrupted by a Salt-Pepper noise with a percentage of 50%.
noise (in a density field context), simulated by the Salt-Pepper noise. On the contrary,
the performance of the RBLT filter is substantially better since a large noise component
is removed from the sequence while the moving structures remain intact. Therefore, the
RBLT distorted image is less degraded and the resulting image has less background noise
because the temporal information is by itself enough to remove the noise from static and
dynamic regions. The parameters of the spatiotemporal median filter were enhanced in
order to match their performance with the RBLT filter. As it can be noticed in Fig. 4.9(c),
the background scene is very clear because the temporal contribution is strong. However,
the dynamic structure of the scene is distorted with ghosts, for instance, the moving person
of the distortion-free image is transformed in two moving persons. For this reason, the
behavior of the median filter does not satisfy our objectives since the dynamic objects of
the scene will be unreliable if the scene is captured by a camera mounted in a mobile
robot.
The assessment results of the I2 sequence filtering are presented in Figs. 4.10(a),
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4.10(b), 4.10(c) and 4.10(d). Analyzing these graphs, it is possible to infer that the per-
formance of the RBLT is overwhelmingly better than the baseline filters.
After their short starting time, the RBLT filtering reaches a RMSE that is 35 points
below the BL filter, 9 points below the average filter and 4 points below the median filter.
In addition, the SNR and the PSNR indexes of the proposed filtering technique are 12dB
and 22dB higher, respectively, and the SSIM is 0.55 higher over the entire sequence.
Also, the SSIM difference between the RBLT and the BL filter is about 0.37, Fig. 4.10(d).
For some instants and considering this last evaluation metric, the performance of the
median filter is similar to the RBLT filter because the video was obtained from a stationary
surveillance system and, therefore, the majority of the scene is static. If the video is
obtained from a moving camera it is expected that the performance of the RBLT filter will
remains approximately the same and the median filter will be substantially worse. From a
qualitative evaluation point of view, the performance of the median filter is poor because
it introduces ghosts. In contrast to the performance of the conventional bilateral and
Gaussian average filter, the RBLT presents a remarkable signal reconstruction capability
for images corrupted with Salt-Pepper noise.
Increasing the percentage of pixels that are degraded, the filtering process will be
more complex and difficult. Therefore, the performance evolution of the filters as the
percentage change from 5% to 50% is studied.
The assessment metrics prove the denoising complexity when sequences are affected
by a strong noise component since the performance of filters decreases as the number
of degraded pixels increases, see Figs. 4.11(a), 4.11(b), 4.11(c) and 4.11(d). The BL
and the spatiotemporal filter have distinct performances. For 25% of noise, the RBLT
filtering leads to a RMSE of 15 points, which is 6 points lower than median filter, 11
points lower than the average filter and 25 points lower than the BL filter, see Fig. 4.11(a).
This represents a large difference between the performances, which is also depicted by
other graphics. Figures 4.11(b) and 4.11(c) show that this difference is 3.5dB for the
SNR and 3dB for the PSNR (relative to the median filter). In the same noise condition,
the SSIM evaluation of the RBLT performance indicates that it performs similar to the
median filter and better for the other baseline filters, Fig. 4.11(d). When 50% of the pixels
are corrupted, the SSIM index of the RBLT is 0.23 higher than the Gaussian average filter
and 0.4 higher than the BL.
4.3.4 Denoising surveillance sequences without reference
A final set of experiments was conducted in order to demonstrate the ability of the RBLT
to filtering highly dynamic sequences. The scene is captured by a camera mounted in a
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(a) (b)
(c) (d)
Figure 4.10: Performance evolution over time (in seconds) of the noise reference (dark
blue line), bilateral (green dashed line), Gaussian average (yellow line), median (cyan dot
line) and RBLT (red circle line) filter. Each filtering was conducted on the I2 sequence and
under a Salt-Pepper noise with 50 % degradation. Figures 4.10(a), 4.10(b), 4.10(c) and
4.10(d) are graphical representations of the performance evolution using RMSE, SNR,
PSNR and SSIM assessment metrics.
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(a) (b)
(c) (d)
Figure 4.11: Performance evolution as a function of the percentage of pixels that are
corrupted. The noise reference (dark blue line), bilateral (green dashed line), Gaussian
average (yellow line), median (cyan dot line) and RBLT (red circle line) filtering were
conducted on the I2 sequence and under a Salt-Pepper noise. Figures 4.11(a), 4.11(b),
4.11(c) and 4.11(d) are graphical representations of the performance evolution using
RMSE, SNR, PSNR and SSIM assessment metrics. These graphs represent the filtering
results for the I2 sequence instant of Fig. 4.2(b).
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(a) (b)
Figure 4.12: Surveillance sequence of a moving person and obtained by a mobile robot.
4.12(a) depicts the image captured by a ”TheImagingSource DFK 21AU04” camera with
a 4mm focal lens. 4.12(b) represents the RBLT-filtered image.
mobile robot. Therefore, the resulting videos incorporate the egomotion and the move-
ment of objects. The previous sections have proved the inability of the Gaussian average
filter and the median filter to suppress the noise in dynamic videos. Thus, the RBLT filter
is applied to these videos and the results are presented in Figs. 4.12(b) and 4.13.
The motion segmentation with the observer in motion is a complex problem and seg-
mentation techniques have great difficulty in dealing with the existence of additional
noise, especially, the optical flow methods. The original videos have an evident noise
component, see Fig. 4.12(a) and the bottom side of Fig. 4.13. the RBLT-filtered image
(top side of the Fig. 4.13) is substantially better since a large noise component is removed
from the sequence while the moving structures remain intact, for instance, the borders and
the edges. It is possible to see in Fig. 4.12(b) that the sneaker of the person is correctly
represented and the background pixels are less corrupted by noise. Therefore, the RBLT
filter denoise the corrupted image and it does not create ghosts or other artifacts that may
compromise the high level processing techniques for instance, the motion segmentation.
In conclusion, the RBLT filtering technique has an interesting ability to reconstruct
video sequences, even when sequences are corrupted with a strong noise component. This
ability is a consequence of the significant improvements proposed by this chapter. The
RBLT filter extends the BL formulation by introducing robust error norms to detect the
presence of outliers and uses the temporal evolution of the pixel to infer about its current
value.
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Figure 4.13: Image for comparing the original image and the result obtained by the RBLT
filter. The 640 × 480 image is split in two, the bottom side is the original image and the
top half is the RBLT-filtered image.
It was proved in Section 4.3.2 that these extensions lead to a filtering process that is
robust, reliable and independent of the type and intensity of noise that corrupts the se-
quence. The experiments conducted in section 4.3 prove that it is possible to reconstruct
the degraded image sequences while maintaining important structures (textures and gradi-
ents), that is, without a significant perceptual image loss. The denoising capability of the
RBLT technique was similar for the standard experiments of section 4.3.2 and the realis-
tic experiments of sections 4.3.3 and 4.3.4. For instance, PSNR indexes of the RBLT for
sequences corrupted with Salt-Pepper noise (10% and 30%), were about 28dB and 24dB
in table 4.4 (”Flowers”) and, 27dB and 24dB in Fig. 4.11(c). For sequences corrupted
with Gaussian noise and σG = 50, PSNR indexes of the RBLT were 26dB and 24dB, for
the sequence ”Salesman” (table 4.2) and the Fig. 4.7(c), respectively.
4.4 Final considerations
This chapter has proposed a novel filtering technique which is called Robust BilateraL and
Temporal (RBLT). The RBLT extends the formulation of the bilateral filter (BL) in order
to enhance its ability to reconstruct degraded image sequences. Unlike other bilateral
versions, the proposed technique uses temporal information about the image sequence to
guide the filtering process.
The RBLT formulation combines two major advantages that reduce the noise compo-
nent and make the image sequences clearer, namely, by incorporating a temporal context
and by making the spatial and temporal neighbors more robust. It assumes a temporal
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correlation for the pixel brightness over time (temporal coherence assumption) which is
valid if temporal increments between consecutive images are small. In addition, robust
error norms are used to decrease the influence of outliers during the estimation of the
pixel value, for instance, when the process is less affected by outlying neighbors. There-
fore, the denoising capability of the RBLT comes from their ability to estimate the pixel
value as a robust combination between the spatial and temporal characteristics of pixel’s
neighborhood. This also makes the filter more independent of the noise’s characteristics.
The proposed filter was compared to state-of-the-art methods and the performance of
the RBLT was also evaluated in realistic scenarios. The experiments conducted prove
that it is possible to reduce the noise component even in images having low SNR, that is,
extremely degraded image sequences. In short, the chapter presents a reliable and robust
filtering method that is highly recommended for surveillance sequences and for vision-
based applications that resort to moving cameras, for instance, mobile robotic systems.
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Chapter 5
The HybridTree Optical Flow
Technique
In recent years, several optical flow techniques have been proposed. Even thought they
are relatively accurate, most of them are too computationally demanding for autonomous
robots and mobile systems, due to the limited computer resources that characterize most
of these applications.
This thesis proposes an innovative and efficient dense optical flow architecture. The
designed technique captures and combines the advantages of the local and global dif-
ferential optical flow methods with a hierarchical and tree-based structure, achieving a
surprising balance between computational effort and flow performance. The proposed
HybridTree method is able to identify the intrinsic nature of the motion by performing
two consecutive operations: expectation and sensing. A quadtree-based scheme and de-
scriptive properties of the image are retrieved during the expectation phase. This makes
it possible to divide the image into regions that may have different motions. In the sens-
ing operation, the properties of regions are used by a hybrid and hierarchical optical flow
structure to estimate the flow field.
The chapter1 is organized as follows. Section 5.1 presents a brief introduction. Sec-
tion 5.2 presents the HybridTree optical flow. An overview of the full structure of the
proposed technique is provided in section 5.2.1 and afterwards, both operation phases are
described in detail in sections 5.2.2 and 5.2.3. Section 5.3 presents the experimental re-
sults: section 5.3.1 shows the expectation performance and characterizes the behavior of
both splitting and merging operation; and section 5.3.2 presents the results of the sensing
phase, that is, modern implementations of the Lucas-Kanade (LK) [69], Horn-Schunck
(HS) [68] and Combined Local-Global (CLG) [21] are compared with the HybridTree.
1Some portions of this chapter appeared in [4, 23].
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The section 5.4 presents a set of dense flow fields that were obtained using the proposed
HybridTree method in a realistic surveillance scenario. Finally, section 5.5 presents the
most important conclusions of this chapter.
5.1 Introduction
Mobile robotic applications have certain problems related to visual perception and inter-
pretation of the dynamic scene: unmanned aerial vehicles, unmanned surface vehicles and
unmanned ground vehicles. In these applications, suitable motion detection is crucial to
feed the high level processes with relevant information in order to define external inter-
actions, navigation procedures and to increase the autonomy of the robots. Optical flow
techniques provide excellent information about the motion vector of each pixel; however,
they are still computationally too expensive for a real-time application without specialized
hardware [158].
In the past few years, a high number of optical flow methods have been proposed how-
ever, the large majority focuses on the accuracy only. These methods use more elaborate
and robust techniques (multiscale, iterative, nonquadratic and non-convex error function-
als). In fact, state-of-the-art methods make possible to obtain very accurate estimations,
but this accuracy is achieved at the expense of an exacerbated complexity as processing
times increase immensely even using specialized hardware, for instance, GPUs (Graphics
Processing Units). Optical flow techniques were not widely used before this last decade
in real-time robotic applications due to the lack of robustness and that still happens today
because they are computationally expensive.
The work presented by this chapter focuses on motion detection and extraction using a
dense optical flow technique, designed for a robotic application with a vision system and
limited computer resources. The proposed technique mimics the human motion detec-
tion based on different layers of visual details. The technique uses an innovative sensing
structure composed of distinct perceptive levels defined by a hierarchical tree-based con-
figuration, as will be discussed later. No other optical flow technique has been found in
the literature that uses similar high level information on the image to perform a guided
optical flow estimation.
The contributions of this chapter include:
1. An assisted optical flow estimator, that combines local and global differential meth-
ods using cognitive information;
2. A hierarchical method to guide the flow estimation process, enabling an optical flow
enhancement while preserving the computational time requirements;
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3. An efficient method to decompose the image into exclusive regions based on simi-
larity properties: temporal differencing, texture, brightness and color;
4. Promoting efficient optical flow techniques for robotic and surveillance applica-
tions;
5. An extensive qualitative and quantitative evaluation.
Two operational steps, expectation and sensing, form the HybridTree method. The
expectation decomposes the current image into regions with distinctive properties. A tree-
based data structure, named quadtree, analyzes the image using descriptive properties
to infer about the partitioning. Properties such as texture gradients [1], dominant color
and spatial information reflect the similarity characteristics between different regions. A
hierarchical and hybrid optical flow technique is used by the sensing operation combining
modern implementations of the local and global differential optical flow methods. This
hybrid approach blends the advantages of those techniques in a symbiotic and hierarchical
topology.
The most classical optical flow formulations, such as, [69] and [68], can achieve
respectable optical flow estimations when implemented with appropriate modern prac-
tices [23]. These practices play an important role to the accuracy of state-of-the-art meth-
ods; however, some of them are computational demanding, for instance, the warping
procedure, non-quadratic and non-convex penalty functions (see [23]). They usually re-
quire special programming techniques and hardware to estimate the flow field in less than
a couple of seconds, namely, multi-threading architectures and GPU. This strong compu-
tational effort means that the approaches are not very appropriate for the current robotics
system.
Even thought they are not the most accurate flow formulations to date, classical optical
flow methods are sometimes used in surveillance [159, 84] and robotic applications [160,
161], as they are more computationally efficient. However, their flow estimation is not
very reliable. Some modern practices that improve the performance of these differential
optical flow methods will be presented in this research.
The combination of local and global approaches benefits from the exclusive advan-
tages of each method, for instance, local methods are robust to noise [21] unlike global
methods. Furthermore, global methods make it possible to perform a dense estimation of
the optical flow and the smoothness term propagates the flow in textureless regions (areas
without significant gradient information), making them suitable for some kinds of im-
ages, such as, images containing many homogeneous areas. A related work includes [21],
which use energy functionals to formulate the Combined Local-Global (CLG) method.
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The 2D energy term combines the local robustness to noise offered by Lucas-Kanade
with the regularized smoothness of the global Horn-Schunck. Although, this method’s
performance is good, the minimization of the energy functional requires a long time for
the computation process, even when the successive over relaxation method (the method
with fast convergence rate) is used to solve the Euler-Lagrange equations.
The developed architecture has a natural predisposition to detect and identify motion
regions since the cognitive information (object boundary, texture and temporal evolution)
assigns the most suitable optical flow technique and parameter configuration that fits each
hierarchical level and processing region (parameter enhancement). By taking into account
the expected motion properties of each region, the high level information makes it possible
to identify regions where the computation effort should be increased. Therefore, the novel
optical flow architecture proposed in this thesis differs from most methods because firstly
it decomposes the image and then retrieves cognitive features on the spatial distribution of
the expected motion in order to feed the multi-resolution hybrid optical flow procedure.
This makes it suitable for different real-time applications.
Experimental results include the comparisons of the proposed technique with modern
versions of hierarchical classical Lucas-Kanade (LK) [69] and Horn-Schunck (HS) [68]
optical flow techniques, as well as, the formulation presented by [21] which is called
2D-CLG (combined local-global). Experimental considerations prove that modeling the
image into a hierarchical tree-based structure of cognitive information is computational
rewarding and represents an alternative to state-of-art techniques based on ”brute force”
optimization.
5.2 HybridTree optical flow
5.2.1 Introduction
The proposed technique has two major and distinct phases: expectation and sensing (see
Fig. 5.1(b)).
Briefly, the expectation phase evaluates the current image and identifies regions that
potentially retain different characteristics and motions (like, homogeneous regions). The
main objective is to guide the sensing phase during the optical flow estimation process.
Different optical flow methods can be combined and allocated to each image region,
avoiding the ”brute force” computation. For instance, the expectancy controls the pro-
cessing time in regions that require more effort to achieve the desired performance. In
robotic applications, the proposed method can only focus on regions that apparently have
the most complex and relevant motions. Figure 5.1(a) presents the major concept behind
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(a) The concept. (b) Overview diagram.
Figure 5.1: 5.1(a) depicts the basic concept presented in this chapter. Several generic
optical flow methods can be combined in a multi-scale approach in order to exploit the
advantages of each approach according to the expected type of motion. This concept
makes it possible to enhance the parameters. 5.1(b) depicts the overall structure and the
relations between different stages of the method. The expectancy stage infers about the
motion boundaries (region splitting and merging techniques based on texture, color and
brightness properties). The sensing estimates the optical flow using a hierarchical and
hybrid structure that incorporates the information on the boundaries.
the technique. The approach aims to balance the computational efficiency and the perfor-
mance of the flow field, obtained at the finest level. The technique is highly configurable
to meet the requirements imposed by generic applications, see Fig. 5.1(a). For instance,
the technique can focus on relevant motion zones only, which decreases the time spent to
compute the motion field, resulting in a significant advantage for robotic systems.
A hybrid optical flow technique is used in the sensing phase. This hybrid approach
blends in a symbiotic and hierarchical scheme the advantages of both local and global
techniques, LK and HS, to benefit from the exclusive advantages of each method. Figure
5.1(b) presents the overall structure of the proposed method, where I(t)2 is the current
two-dimensional colored image (time is denoted by the variable, t). Ire f (t) is the reference
image obtained from a temporal median filter based on a sliding window and is used to
extract temporal information on the expected motion. For image sequences with only two
frames, the reference image is I(t−1).
2The image is represented in this thesis by I(x, t), where x= (x,y) is the pixel spatial position. Whenever
the context is clear the notation is simplified.
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5.2.2 Expectation
An efficient splitting-merging technique is proposed for image partitioning. The process
of dividing an image into regions must be consistent with spatial and temporal charac-
teristics and it also should be aware of the computational effort spent during the entire
process.
The expectation phase intends to:
• Improve the performance of optical flow estimations. The most suitable optical flow
technique is used in each region according to its properties, enhancing the overall
performance;
• Boost the computational efficiency by avoiding costly and intensive computations
in large homogeneous regions. The aim is to enable real-time processing for limited
computing systems.
Conventional methods for splitting and merging images deal with two major prob-
lems: when and how to divide a region? Although, common techniques intercalates merge
and split operations [162] and these approaches are more time consuming. Both split-
merge operations are applied separately and so it is desirable to have resulting regions
with a regular shape for computational efficiency.
Differential optical flow methods resort to spatial and temporal derivatives to infer
about the apparent vector motion of each pixel. Therefore, image decomposition should
depict the spatial and temporal arrangement of the motion along a sequence of images.
Descriptive properties such as brightness, texture gradients, colors and spatial information
are used in this research to derive conclusions on the similarity between different regions.
Hence, the splitting method proposed in this research uses the brightness magnitude gra-
dient and the absolute temporal derivative to divide the image into many regions. Region
merging uses the spatial information, dominant color, absolute temporal derivative and
magnitude gradient for both brightness and texture in order to cluster consistent regions.
Some of these features are commonly used in edge contour representations. For our pur-
poses, the object’s boundaries are helpful to infer about spatial characteristics as they
depict: depth discontinuity, texture boundary, noise, reflection and illumination changes.
Methods to detect edges can be found in [163, 164, 165].
Figures 5.2(b), 5.2(c) and 5.3(b) compare the magnitude gradient for brightness3 and
texture. As it can be seen, texture magnitude gradient supports more information on the
3Firstly, the image is convolved with a Gaussian operator to remove noises and destabilizing high fre-
quencies. Then, spatial derivatives are approximated by convolving the result with the fourth-order stencil
[1,−8,0,8,−1]/12h.
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(a) Snow environment. (b) Brightness magnitude gradi-
ent.
(c) Texture magnitude gradient.
Figure 5.2: 5.2(a) is the Snow Image: 5.2(b) and 5.2(c) are the visual representation of
the gradient magnitude for both brightness and texture [1] in a blue-scale representation.
5.2(c) shows that the contrast of texture gradient magnitude is greater than the brightness
gradient at boundaries. For that reason, texture gradient magnitude provides better infor-
mation on the spatial properties of the image, nevertheless, the texture gradient magnitude
is two times more computationally demanding than the magnitude brightness gradient.
(a) Surveillance Image. (b) Normalized magnitude gradient.
Figure 5.3: 5.3(a) - Surveillance image with three green slice regions represented: top,
middle and bottom. 5.3(b) - Graphical representation of the normalized gradient magni-
tude of both brightness and texture for each of slices.
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spatial nature of the moving objects since it is the gradient within the multidimensional
space [1]. Texture and brightness magnitude gradients have similar profiles when disre-
garding a scale factor (see Fig. 5.3(b)); however, the texture requires two or three times
more computational effort, resulting in a major drawback. Thus, texture information is
used by merging operations to analyze the spatial decomposition obtained by the splitting
operation.
5.2.2.1 Region Splitting
A regular decomposition is performed using a tree-based data structure called quadtree.
This technique is appealing from the computational point of view since it enables non-
iterative inference procedures [166]. Initially, the image is represented by a parent node
whereas the four quadrants are represented by four child nodes (in a predefined order).
Therefore, this is a special type of tree where all the nodes are either parents or leafs (see
Fig. 5.4).
Figure 5.4: The quadtree structure is a coarse-to-fine tree with the ability to recursively
divide the image into regions. Each region is represented by a node that can be a parent
or leaf node (blue and green, respectively). It is an efficient multi-scale structure.
The quadtree is often used in image coding [167, 168] and video gaming [169] due to
several advantages:
• Fast computations and low sensitivity to initial conditions (distracting local minima)
and noise;
• Hierarchical graphs are manipulated as a whole. This leads to a unique statistical
inference problem instead of a sequence of loosely related problems;
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• The quadtree is very simple and yields in-scale causality properties enabling fast
and noniterative inference procedures, similar to discrete and continuous Markov
chain models [166].
The partition of the parent node into four children nodes is analyzed by a division
criterion. To obtain the desired partitioning, several image’s properties can be integrated
into an objective function (forming the criterion) and used to infer if the node should be
divided or not. Usually, a tree is completed when the division criterion cannot be satisfied
by the current leaf nodes; however, due to time limitations, a maximum number of tree
levels are also considered. In this research, the segmentation of the image into several re-
gions must maintains spatial and motion coherences. The temporal requirement imposed
by surveillance and robotic applications also requires the approach to be simplified and
precludes the use of pure probabilistic methods as they are time consuming.
The division criterion is formed by a discriminative function based on two descriptive
properties (features): brightness magnitude gradient and absolute temporal derivative.
y(ni,X) = w(ni)T X +w0, (5.1)
where w(ni) is the weight vector that determines the orientation of the decision surface
(hyperplanes) for the node ni, w0 is the bias that determines the location of the decision
surface and X is the input vector. In a two class problem (parent or leaf), an input vector
XA is assigned to class C1 if y(.,XA)≥ 0 and to class C2 otherwise [170]. For each node,
the input vector is X = (Nbright ,Ntemp)T , where Nbright and Ntemp are the number of occur-
rences for which the brightness magnitude gradient and absolute temporal derivative are
higher than a given threshold (thrbright and thrtemp, respectively). The weighted vector is
w(ni) = 1area(ni)(α,β ), where α and β are both real with α+β = 1 (α controls the weight
of the brightness feature and β controls the weight of the temporal feature). The value of
these control parameters makes it possible to adjust the performance of the HybridTree
method: the accuracy of the flow estimation or the computational demands of the robotic
application. These parameters are set up in section 5.3. Although, the value of α should
be higher than β because, in this way, the splitting process is more influenced by the
spatial derivative (for instance, edges and corners), which usually have better information
about the apparent motion.
Descriptive features capture the motion expectation during a sequence of images and
are used to control the overall computational efficiency. The main objective of the splitting
method is to guide the sensing phase along the optical flow computation by detecting large
homogeneous regions and regions without apparent motion. Figure 5.5 shows the result
of the splitting method using two consecutive frames of a rally sequence. As it can be
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Figure 5.5: Rally sequence - image of a rally car moving, dust, bushes and tree leaves.
Splitting method - The discriminative function based on temporal derivative and bright-
ness gradient allows to divide the image into distinct regions.
seen, the method is successful by gradually dividing the image regions. Even without a
merging operation and focusing on the size of the nodes, it is possible to infer that the
most significant movement occurs in the central and upper right areas of the image. The
resulting nodes with small areas represent zones with higher motion expectation (spatial
and temporal combination) and nodes with large areas mean that the expectation is lower,
that is, regions without apparent motion. From the optical flow point of view, large cells
represent regions of smooth motion while smaller regions represent motion discontinuities
or regions with higher texture.
The splitting method based on the quadtree structure induces non-stationarity in space,
which means that the distribution of leafs depends on the correlation between ancestor
nodes. This may result in a blocky looking image segmentation, Fig. 5.5. Several tech-
niques have been proposed to prevent these undesired effects. This study uses a merging
phase to increase the regions’ coherence, enhancing the computational efficiency and the
performance of the optical flow, as will be clearly described later.
5.2.2.2 Region Merging
This operation eliminates spurious regions by merging adjacent nodes. The technique,
applied to the leaf nodes, gradually merges regions that belong to the same context (ob-
ject and motion), see Figs. 5.6(a) and 5.6(b). The neighborhood of each node is evaluated
using a similarity criterion that enforces the descriptive features: dominant color, absolute
temporal derivative and magnitude gradient for both brightness and texture. The similar-
ity criterion comprises relevant characteristics to assess if two nodes can be merged. The
previous splitting operation uses less information than the current merging phase. This
intentional procedure aims to create a more relaxed criterion during the region splitting
in order to detect and characterize motion discontinuities and to avoid heavy computa-
tions. Thereafter, the merging operation analyzes the discrete regions and evaluates the
coherence between each region and its neighbors.
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(a) (b)
Figure 5.6: Rally sequence (movement of a rally car and bushes). Merging Phase - 5.6(a)
is the result of an intermediate merging stage (red). 5.6(b) is the final result of the image
decomposition based on the splitting-merging method (green).
Two nodes are merged when two main conditions are satisfied, that is, when the simi-
larity criterion is met and the neighbor regions have the same size. The similarity criterion
requires a distance measurement to evaluate the success of the merging operation. Assum-
ing the descriptive features as being multivariate and normally distributed, then the feature
vector has four dimensions, X ∈ ℜ4, and the difference between two regions, n1 and n2,
can be measured by a Mahalanobis squared distance of samples (following a Chi-square
distribution).
The similarity between nodes is considered in terms of difference between both mean
vectors [171], Xi, and the covariance Σˆ.
Σˆ=
[
(area(n1)−1)Σˆ1+(area(n2)−1)Σˆ2
]
(area(n1)+area(n2)−2) , (5.2)
where Σˆ1 and Σˆ2 are the sample covariance matrices of each node and Σˆ is the esti-
mated common nonsingular covariance. This equation can be simplified since the areas
(number of samples) of both nodes are equal.
Yielding the sample means X1 and X2:
Λ2 = (X1−X2)T Σˆ−1(X1−X2), (5.3)
Σˆ is positive-definitive and then Λ is a metric that evaluates the distance between
two regions by considering the mean characteristics and confidence (represented by the
covariance). X =
[
rbright ,rtemp,rtexture,dcolor
]T is the mean vector, where rx is a ratio
that considers the number of values above a given threshold. The rbright and rtemp have
already been obtained from previous splitting operation, the rtexture is computed similarly
to brightness and temporal features, and the dominant color, dcolor, is the mean color
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calculated using the normalized hue-channel in a HSV (hue, saturation and value) color
space (the hue-channel scale is normalized between 0 to 1).
A significance level, Q, in the Chi-square distribution with one degree of freedom,
χ(.), allows to change the similarity level imposed during the merge evaluation. Neigh-
bors with a similarityΛ< χ(Q) are merged, for instance, Q= 5%. The merging operation
can be seen as an iterative process where each region can only be clustered to a neighbor
in the same iteration. When the similarity criterion is not met during an entire iteration or
when a maximum number of iterations is reached, the merging operation is concluded.
Images with objects containing distinct motions usually lead to a balanced tree with
many tree levels and, consequently, each node represents a small region. This results in
a higher computational effort as the tree-based algorithm takes more time to converge;
however, the resulting tree provides a meaningful guideline for the sensing phase. Nev-
ertheless, if the significance level (Q) is not properly chosen, the practical advantages of
the tree structure are partly or completely lost. The major goal of the proposed splitting-
merging method is to detect images with large and textureless regions since it improves the
computational efficiency and performance of the sensing operation (performing a guided
optical flow estimation).
5.2.3 Sensing
The image decomposition occurred in a previous phase is used by the sensing operation
to guide the flow estimation through a hierarchical combination of local and global dif-
ferential optical flow methods, namely, Lucas-Kanade and Horn-Schunck.
Differential methods are widely used because they allow formulating efficient and
reliable optical flow techniques. These formulations use several assumptions, namely,
brightness consistency and temporal persistence, which lead to a well-known motion con-
straint:
∇IT ·v+ It = 0, (5.4)
where ∇I = (Ix, Iy)T denotes spatial intensity gradient4 and is computed using deriva-
tive operators. v≡ (u,v)T is the optical flow (horizontal and vertical velocities) and It
denotes the temporal derivative at time t. Due to the brightness constraint, the tempo-
ral derivative will always cancel the inner product between the spatial gradient and flow
vector. The two-dimensional motion constraint, Eq. 5.4, is the basis of the optical flow;
however, there is only one equation for two unknown variables, which means that the
4This chapter follows the notation used in [72].
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measurements are underconstrained and a unique solution cannot be obtained for a single
pixel. This is known as aperture problem and represents the inability to measure or esti-
mate the motion in directions or regions that do not exhibit distinguishable characteristics.
In those situations, it is only possible to infer about the velocity component in the same
direction of the spatial gradient (normal to the image edges).
Differential-based techniques use the spatio-temporal intensity derivatives to estimate
optical flow since they are easy to compute; however, additional constraints are required
to obtain a unique solution for the ill-posed problem defined by Eq. 5.4. These techniques
can be local [69] or global [68], according to the neighbor concept used to estimate the
optical flow. More recent approaches combine both concepts using energy functionals
and iterative solvers, like Gauss-Seidel and Successive Over Relaxation to minimize the
formulation [21, 82].
This research focuses on efficient techniques as core for the optical flow computation.
Therefore, colored versions of LK and HS are recasted in order to increase the overall
performance without compromising the efficiency, see section 5.3. Furthermore, a color
image is represented by their channels, I(x) = (I1(x), I2(x), I3(x)), where Ii(x) denotes a
single channel and x = (x,y, t).
5.2.3.1 Multichannel Lucas-Kanade
Local techniques assumes that surrounding pixels belong to the same surface and are
likely to move together [172, 72] (spatial coherence assumption). Thus, several motion
constraint equations are combined using the local neighbors to determine the flow that
minimizes the sum of the constraints over the neighborhood. These neighbors introduce
additional constraints, causing a well-stated and overconstrained system. Therefore, as-
suming that neighbor pixels moves coherently and share the same flow, the system can
be solved for each pixel position by a standard least-squares regression (considering a
quadratic error norm). This is the principle behind the Lucas-Kanade method [69], origi-
nally designed for information on brightness.
The local method used as part of this research is a multichannel version of LK.
minu,v ELK =
3
∑
i=1
Gσ ∗ [Iix(x).u+ Iiy(x).v+ Iit(x)]2 , (5.5)
where Iix, Iiy and Iit are spatial and temporal derivatives for a single channel, i ∈
{1,2,3}, and Gσ denote a Gaussian convolution kernel with deviation σ , which con-
trols the contribution of the neighbors. Equation 5.5 can be written in a more compact
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form using motion tensors. A structure tensor, TLK , is obtained by coupling all the chan-
nels [82].
TLK (I(x)) =
3
∑
i=1
Gσ ∗∇3Ii(x).∇3Ii(x)T ; (5.6)
minw ELK = wT TLK (I(x))w, (5.7)
where∇3Ii(x) = (Iix(x), Iiy(x), Iit(x))T and w= (u,v,1)T . A disadvantage of this tech-
nique is the size of the neighborhood, σ , as it is not enough to correctly estimate the flow
caused by images with textureless regions. Applying the least-squares to Eq. 5.5:[
∑3i=1 Gσ ∗ I2ix ∑3i=1 Gσ ∗ IixIiy
∑3i=1 Gσ ∗ IixIiy ∑3i=1 Gσ ∗ I2iy
][
u
v
]
=
=−
[
∑3i=1 Gσ ∗ IixIit
∑3i=1 Gσ ∗ IiyIit
]
. (5.8)
Surely, the solution exists when its system matrix is invertible (nonsingular) which
happens when it has rank 2, both eigenvalues are not zero and it can be solved using
Cramer’s rule. Textureless regions do not provide sufficient gradient information which
leads to a singularity matrix, precluding to perform a reliable estimation. This is a major
drawback for local methods as they do not assure a reliable estimation of the optical flow
in the entire image (but a confidence measurement can be obtained based on the smallest
eigenvalue [60]).
5.2.3.2 Multichannel Horn-Schunck
Global methods use a regularization term to avoid singularities. Horn-Schunck [68] was
the first global method and it focuses on minimizing a quadratic error that is easy to solve
(the function is convex). The smoothness term makes it possible to propagate the neigh-
borhood information across large and uniform intensity regions. However, the method
is very sensitive to noise and the average induced by the smoothness constraint blurs the
flow across the motion boundary [72].
By recasting the HS, the data term is extended to a multichannel formulation by cou-
pling all the channels into a motion tensor, THS. This approach follows the energy-based
formulation presented in [82].
THS (I(x)) =
3
∑
i=1
∇3Ii(x).∇3Ii(x)T ; (5.9)
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Maintaining a quadratic penalizer, a colored version of the classic HS method can be
reformulated as:
minw EHS =
∫
I
(
wT THS (I(x))w+λ |∇w|2
)
dxdy, (5.10)
where λ is the regularization constant or Lagrange multiplier, wT THSw is the square
of the motion constraint, Eq. 2.5, and |∇w|2 = |∇u|2 + |∇v|2. The function presented
by Eq. 5.10 includes two terms: the data conservation term which penalizes deviations
from the motion constraint, and the smoothness term, also known as regularity term,
which penalizes deviations from the smoothness flow assumption. This function can be
minimized by Euler-Lagrange equations with Neumann boundary conditions, nT∇u = 0
and nT∇v = 0.
I˘x
2u+ I˘xI˘yv+ I˘xI˘t−λ∆u = 0; (5.11)
I˘xI˘yu+ I˘y
2v+ I˘yI˘t−λ∆v = 0, (5.12)
where I˘ j = I1 j + I2 j + I3 j with j ∈ {x,y, t}, and ∆ denotes the spatial Laplace opera-
tor that is numerically approximated by finite differences (considering a rectangular grid
spacing of hx and hy for x and y-directions). All the channels are equally important how-
ever, an additional weighted function can be applied in order to decrease the contribution
of a channel while estimating of the optical flow. The major advantage of the HS is the
fact that it includes smoothness term that enables a filling-in effect in locations without
distinguishable characteristics, that is, homogeneous regions (|∇I| ≈ 0). Even though
the HS method propagates the neighborhood information across large uniform intensity
regions (depending on λ ) and its computation cost is higher than in local methods [173].
The CLG method [21] extends the LK and HS methods by considering a structure ten-
sor that enables an energy-based formulation. As previously explained, the formulation
leads to an iterative solver that minimizes the energy function. However, the computa-
tional cost involved is not affordable for the objectives of this research and, therefore,
both approaches are combined in a different and yet reliable way.
5.2.3.3 Hybrid optical flow
The methods’ formulations presented in the previous sections have two major concerns,
namely, the fact that motion discontinuities remain untreated (quadratic penalizer are
used) and the linearization caused by the first-order approximation of the Taylor expan-
sion of the motion constraint is only valid for small optical flow values, such as subpixel
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displacements. In addition, large displacements cause aliasing and multimodal energy
functionals which can cause the minimization process to stop at local minimums [78].
To handle these situations, the proposed technique combines both methods in a hier-
archical and tree-based structure that follows cognitive information about motion. There-
fore, color versions of the LK and HS methods are embedded together into a multi-
resolution architecture with a refinement procedure between different scales. The opti-
cal flow constraint of Eq. 2.5 is changed to nonlinear formulation, I(x+w)− I(x) = 0,
yielding Eqs. 5.13 and 5.14.
The architecture creates a pyramidal structure of downsampled images to deal with
large motions, Fig. 5.1(a). The current flow is used at each pyramid level to warp the
image at time (t +1) towards the image at time t [72, 173]. The motion flow increments
are obtained by minimizing energy functionals. Before downsampling the input images
by a factor of τ ∈ (0,1), a low-pass Gaussian filter is applied with a standard deviation√
2/4τ [82]. After this convolution, the images are sampled using the flow estimation
from the coarser level and a bicubic interpolation.
minδwl ELK = Gσ ∗ [I(x+wl)− I(x)]2 ; (5.13)
minδwl EHS =
∫
I
(
[I(x+wl)− I(x)]2+λ |∇(wl +δwl)|2
)
dxdy, (5.14)
where wl denotes the flow estimation and δwl is the flow increment at pyramid level
l ∈ {0, ...,#levels−1}5. The energy functionals of Eqs. 5.13 and 5.14 are minimized with
regard to δwl .
Writing Ix,l and Iy,l as spatial derivatives of I(x+wl) and using an approximation to the
first order of the Taylor expansion, the non-linearity can be removed from the equations
above and, thus, the temporal derivative Iz = I(x+w)− I(x) is expressed by:
Iz,l+1 ∼= I(x+wl)− I(x)+ Ix,lδul + Iy,lδvl;
Iz,l+1 = Ix,lδul + Iy,lδvl + Iz,l. (5.15)
This linearization makes it possible to reformulate Eqs. 5.13 and 5.14 using the tensor
notation:
ELK = δwTl TLK (I(x+wl))δwl; (5.16)
5The l = #levels−1 is the pyramid level at coarsest resolution and l=0 is the pyramid level at full resolu-
tion.
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EHS =
∫
I
(
δwTl THS (I(x+wl))δwl +λ |∇(wl +δwl)|2
)
dxdy. (5.17)
Therefore, minimizing of the energy functional in Eq. 5.16 is a straight forward pro-
cess and Eq. 5.17 yields the following Euler-Lagrange equations:
˘Ix,l
[
˘Ix,lδul + ˘Iy,lδvl + ˘Iz,l
]−λ∆ul+1 = 0; (5.18)
˘Iy,l
[
˘Ix,lδul + ˘Iy,lδvl + ˘Iz,l
]−λ∆vl+1 = 0, (5.19)
where ul+1 = ul +δul and vl+1 = vl +δvl .
The optical flow at each pyramid level is divided into two variables, the flow of the
coarser level and the unknown flow increment of the current pyramid level. The problem
can be linearized since the flow increment is small as a result of the multi-resolution ap-
proach. This coarse-to-fine approach starts from a coarsest version of the original problem
and refines the coarser estimation flow to warp and compensate the input image before
the next finer level. The motion incremental estimation, δwl , is obtained between the
partially registered images. The optical flow estimation, wl , is updated at the end of each
level. Thus, the warping scheme implicitly removes the nonlinearity.
In order to discretize the Euler-Lagrange equations, spatial derivatives are approxi-
mated via a central finite differences by a fourth order approximation and using the stencil
[1,−8,0,8,−1]/12h, where h is the grid size (considering a rectangular grid). Temporal
image derivative is approximated by a two-point stencil [−1,1] and the spatial flow deriva-
tives are approximated by a second order stencil [−1,0,1]/2h.
LK and HS formulations use quadratic penalizers (see Eqs. 5.13 and 5.14). These
make it possible to achieve a respectable performance and, at same time, they are com-
putationally suitable for the efficiency requirements addressed by this research. However,
motion discontinuities represent a major drawback for these formulations since they are
not very robust in the presence of outliers, especially the HS because it is a global ap-
proach.
To deal with motion discontinuities more properly, the LK and HS are spatially com-
bined during the optical flow estimation, creating a hybrid approach that combines the
advantages of both methods. This symbiotic combination between methods is guided by
the expectancy procedure. Each region is classified into five admissible classes according
to its relative size: finest, fine, medium, coarse and coarsest. The classification of regions
into several classes allows interpreting the image using high level information about the
characteristics of the motion. The classification is performed considering the relative size
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of each region because different region sizes incorporate different types of motions. For
instance, the lower the size more local information a region has. Therefore, each class
represents a different layer of visual details. This behavior is similar to the behavior of
human beings as they resort to distinct perceptive levels to infer about the motion.
(a) (b)
(c) (d)
Figure 5.7: 5.7(a) and 5.7(c) depict the image decomposition of the ”Blow” sequence [2]
under different bias w0 and similarity levels. 5.7(b) and 5.7(d) denote the classification
of regions according to their sizes. The classification uses the relative parameters, 50%,
17%, 7% and 3.5% of the full image size. The five classes are visually represented in
shades of gray, black represents the coarsest class and white the finest class. Figure 5.7(b)
has 4 classes represented and Fig. 5.7(d) has only 3.
Selecting an appropriate bias and similarity level allow to classify regions consider-
ing different scopes (for instance, the scope in Fig. 5.7(a) is smaller than Fig. 5.7(c)).
Obviously, the classification affects the estimation of the optical flow (efficiency and per-
formance) and the classification parameters (relative sizes) must be adjusted according to
the requirements of the application. Therefore, cognitive information is used to select a
local or global methodology according to the spatial characteristics of each class. The lo-
cal optical flow method performs better in small regions and the global method performs
better in larger regions. This principle is applied to assign the optical flow technique to
each class. For instance, the LK is assigned to the finest and fine classes, and the HS to
5.3 Results 105
the medium, coarse and coarsest classes. The configuration parameters of the methods
are adjusted between different classes. Therefore, the image decomposition allows the
parameter to be enhanced, which means that the configuration can be properly set up for
applications with different requirements. For instance, the neighborhood size for the LK
version can be smaller for the finest regions and the smoothness term of the HS should be
greater for the coarsest regions.
Usually, discontinuities cover only a small fraction of all pixels and, therefore, the
hybrid approach uses local methods with small neighborhood to capture these disconti-
nuities more efficiently, relatively to the non-quadratic penalizers. The filling-in effect
with different strengths allows to propagate neighborhood information to large and tex-
tureless regions. Only optical flow differential formulations with quadratic penalizers are
considered because they increase the overall computational efficiency of the HybridTree
technique. This happens because the error function is convex and the minimization is
simpler. Therefore, the hybrid approach incorporates the advantages of each type of tech-
nique, namely, the robustness under noise and the filling-in effect. This approach also
enhances parameters taking into account the expected motion of each image region to
assign the most suitable method and its parameter configuration.
5.3 Results
A comprehensive set of experiments were conducted as part of this work 6. The experi-
ments aims to analyze and understand the behavior of the proposed HybridTree technique,
namely, the image decomposition and the optical flow architecture that combines local and
global differential optical flow techniques. The first experiments focus on the expectancy
operation. Then, the performance of the optical flow estimation is presented and analyzed
in detail. The experiments conducted use personal images and two major databases (see
[3]7 and [2]8).
5.3.1 Expectation
The expectation is evaluated by considering the splitting and merging operations individ-
ually. This way, the evaluation provides a baseline to characterize the behavior of the
image decomposition. The characterization takes into consideration relevant properties,
6All the results were obtained with a I3-M350 2.2GHz and no parallel programing.
7http://vision.middlebury.edu/flow/eval/
8http://visual.cs.ucl.ac.uk/pubs/flowConfidence/supp/
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such as the region’s size, merging and splitting ratio, and computational time. The in-
fluence of different descriptive features (brightness, temporal, texture and color) is also
studied. The tests were conducted under several different conditions and image sequences.
Particularly, five different sequences are used to evaluate expectation: surveillance, rally,
rubber whale [3], ”drop1Txtr1” [2] and “TxtLMovement” [2]. The first three represent
real environments and the last two represent virtual scenarios.
5.3.1.1 Splitting Operation
The bias factor (w0) defines the decision boundary for the spitting procedure. It should
be adjusted according to the minimum value of spatial and temporal displacements that
are supposed to occur in the environment. Therefore, higher and positive bias means that
the quadtree is only interested in greater displacements and the algorithm creates larger
nodes.
(a) (b)
Figure 5.8: Splitting operation - 5.8(a) presents the number of nodes that were split and
5.8(b) presents the time cycle spent for different brightness coefficients (α). During these
experiments, the temporal coefficient is set to β = 1−α and the bias factor to wo =
0.12, for all the sequences. This is a low bias factor, meaning that we are interested in
a detailed tree (images are represented by many small regions). The results confirm that
the brightness magnitude gradient is extremely relevant during the splitting operation, as
it increases number of regions obtained.
Figures 5.8(a) and 5.8(b) analyze the contributions of the brightness and temporal fea-
tures during the splitting process. The α and β coefficients control the influence of the
brightness magnitude gradient and the absolute temporal derivative, respectively. Dur-
ing these experiments, the temporal coefficient was set to β = 1−α . When α = 0, the
brightness feature does not contribute to the splitting process, and the operation follows
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the temporal information only. Moreover, when α = 1 the operation only uses the bright-
ness information and the temporal contribution is disregarded. Comparing both situations,
it is possible to infer that the brightness feature seems to have a strong relevance for the
splitting operation. For instance, the spatial context originates more nodes than the tem-
poral context; however, they should both be combined in order to control the number of
regions that are obtained. The coherence regions obtained at the end of the process guide
the optical flow estimation and, therefore, the coefficients are extremely important. The
balance between the number of nodes and the operation time required to decompose the
image is controlled by α . In this research, the computational effort is the major criterion;
however, the value of α must lead to coherent nodes. The α = 0.6 is an acceptable value
for the sequences tested since the overwhelming majority of sequences took less than
10ms and our surveillance sequence took 6.1ms to be decomposed.
In conclusion, splitting operations can be adjusted to focus on the spatial or temporal
characteristics of the images sequences. Depending on the computational performance,
it is possible to manage the time spent during the splitting procedure by adjusting the
decision boundary (it influences the number of nodes and, consequently, the merging
operation and the sensing phase as well).
5.3.1.2 Merging Operation
The behavior of the merging operation is studied by adding different descriptive features
to the merging formulation. Then, the convergence times are analyzed for different image
sequences and under different formulations. To remove the influence of the splitting op-
eration, the experiments are conducted using a complete and balanced tree with 4 levels
which results in 256 leaf nodes at the beginning.
Figures 5.9(a) and 5.9(b) study the convergence of merging over six iterations and
considering several similarity levels (C-value), such that c ∈ {0.02,0.03, ...,0.12}.
Only the results for the surveillance sequence are presented since similar graphics
were obtained for other sequences. Relaxing the level of similarity increases the merg-
ing rate and, in general, the area value stabilizes in the fourth iteration, which means the
process converges. A lower similarity level leads to fewer nodes being merged and, con-
sequently, the operation converges in a couple of iterations. Contrarily, regions with less
similarity levels can be merged with a large C-value. Therefore, the convergence time
decreases due to a strong decrease in the number of nodes by the first iteration. Hence,
the average value of the area increases rapidly.
Figure 5.9(c) shows the time elapsed during the merging operation and over the iter-
ations. Figure 5.9(d) presents the accumulative number of merges which occurs during
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the six iterations and over time. Real sequences have a higher merging ratio, for instance
the rally, surveillance and rubber whale. This result is also verified in other similarity
levels. Virtual images intend to approximate real images using a controllable and artifi-
cial environment. Our result shows that, real test scenarios should not be ignored during
the algorithm’s evaluation, even with very good virtual images (as is the case presented)
because many object properties are difficult to synthesize, such as the texture.
Images with less resolution lead to shorter time cycles. Both virtual and surveillance
sequences have the same resolution; however, the convergence time for the surveillance
is 12ms and instead of 19ms with the ”drop1 Txtr1”. The time cycle is also lower for
the surveillance sequence. The operation took 12ms to converge; however, this value
is substantially reduced when the splitting process uses a proper division criterion (the
quadtree cannot be complete and balanced).
The merging formulation presented in this research uses four descriptive features.
Several experiments have been conducted in order to evaluate the impact of each feature
on the overall performance. Figures 5.10(a) and 5.10(b) present the accumulative num-
ber of the merged nodes over time, considering the ”TxtLMovement” and Surveillance
sequences, respectively. The method is analyzed by taking into account different merging
formulations: four simple (with one feature only) and three complex (with more than one
feature) formulations are considered in this evaluation. For simple brightness, temporal
and color formulations, the results show that the number of nodes converges quickly be-
cause they not constrain the similarity between regions and it is simple to calculate each
feature. Although computing texture requires more time and it is more stable because
the behavior is quite similar for all test sequences. Figures 5.10(a) and 5.10(b) reinforce
the results presented in Fig. 5.3(b), regarding the importance on texture. It can be seen
that the texture magnitude gradient is very stable and converges after the third iteration;
however, it takes a considerable amount of time to compute under real test sequences.
Complex formulations based on brightness and temporal features assume a very in-
teresting behavior because they provide a number of merges close to the original (which
uses the four descriptive features), but for a very short period of time (see Fig. 5.10(b)).
This formulation can be used in applications that have a very restricted time requirements.
One last set of experiments was conducted in order to analyze this previous result
better. In these experiments, the performance of the ”brightness + temporal” formulation
is compared to the original. Formulations based on brightness and temporal features
induce a strong relaxation (more than 230 nodes are merged) and the operation converges
during the fifth iteration (less than 3ms), see the continuous lines in Fig. 5.11(a).The
merging operation based on the four descriptive features takes a longer time to converge
since it restricts the similarity definition more; however, convergence happens during
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(a) (b)
(c) (d)
Figure 5.9: Merging operation for the surveillance sequence - 5.9(a) shows the evolution
of the number of nodes during the iterations and for different similarity levels. 5.9(b)
shows the mean area (in pixels) of the regions and 5.9(c) shows the time elapsed (in
seconds). Finally, 5.9(d) compares the accumulative number of nodes that are reduced
over time for different sequences and considering c = 0.12. As expected, increasing the
similarity level leads to a higher number of nodes that are merged per iteration, which
results in a higher convergence rate. In addition, the mean area increases during the
merging operation and converges after 4 iterations.
the third iteration. Comparing Figs. 5.11(a) and 5.11(b) a clear advantage of merging
based on brightness and temporal features is the time spent. The first formulation uses
less information on the sequences, which allows lower time cycles. Although, in some
applications this aspect can be very useful, the similarity level must be carefully chosen
in order to avoid meaningless operations.
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(a) (b)
Figure 5.10: The 5.10(a) and 5.10(b) present the accumulative number of merges over
time when c = 0.09 for the ”TxtLMovement” and Surveillance sequences, respectively.
This experiment considers different formulations. All trials converge between the third
(for complex formulations) and sixth iterations (for simple formulations). The original
formulation (based on the four features and represented by a dashed blue line) is the trial
with the lowest number of merges and the highest convergence time.
(a) (b)
Figure 5.11: Merging operation. Comparison between two merging formulations using
c = 0.12. The index ”1”- is the formulation based on brightness and temporal features,
and the index ”2”- is the original merging based on the four descriptive features. 5.11(a)
compares the evolution of the number of nodes merged over time (in seconds) and 5.11(b)
presents the average area of the regions. Although, the original formulation merges a
lower number of regions, the regions obtained are more consistent and converge after the
third iteration. Relaxing original merging allows to increase the number of merging nodes
in a shorter period of time.
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5.3.2 Sensing
The performance of the HybridTree technique is evaluated using a set of synthetic and
real image sequences. By knowing the authentic velocity field, that is, the ground truth, it
is possible to analyze the error. Although there is an amount of error measurements, in the
literature, and the most used are the average Angular Error (AE) and the Endpoint Error
(EPE). The AE was proposed by Fleet and Jepson (1990) [174] and used in Barron et al.
(1994) [60]. It measures the error between the ground truth, wg = (ug,vg,1)T , and the
estimated flow, we = (ue,ve,1)T , by considering the unit vector normal for the velocity
plane. In this case, the error is reported in degrees (see Eq. 5.20).
AE = arcos
(
wTe .wt
‖we‖ .
∥∥wg∥∥
)
. (5.20)
The simplest error measurement is probably the EPE as this is the square magnitude
of the difference between the ground truth and the estimated flow. The EPE is useful to
analyze the spatial structure of the errors [3], and can simply be viewed from a visual
image, see Eq. 5.21.
EPE =
√
(
∥∥we−wg∥∥). (5.21)
In the literature, proposed optical flow techniques are often compared to the classical
HS and LK formulations [60]. Comparing todays methods to the notable work conducted
by Barron et al. (1994) [60] is not reasonable because it does not incorporate the most
important modern practices, such as the hierarchical structure and the warping process.
Therefore, the results presented in this research aim to provide a reliable characteriza-
tion of the performance and computational cost involved during the optical flow estima-
tion for modern and standalone versions of LK and HS, presented in the previous section.
In addition, the HybridTree (HY) is compared to another hybrid approach, named, CLG-
2D [21]. The LK, HS and HY are implemented using similar schemes so that they can
be compared more reliably. The CLG is implemented considering the information pre-
sented in [21]. The performance achieved by our implementation of the CLG method is
very similar to that reported in [21], if not somewhat better (probably due to an improved
combination of parameters). Extensive experiments were conducted using a large number
of test sequences. All the techniques are implemented in C++ using the commonly used
OpenCV library (version 2.4.3).
A parameter optimization method based on simulated annealing [26] is used to set
up some parameters. The algorithm optimizes the parameters by considering the conver-
gence time of the splitting and the merging operation (following the number of regions).
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Table 5.1: Recommended values (they were experimentally obtained) for the parameters
of the HybridTree optical flow technique.
Parameters: Simulated Annealing Value
w0 No 0.05
α Yes α ∈ {0.4,0.8},α = 0.6
thrbright No 10
thrtemp No 20
Q Yes Q ∈ {1%,10%},Q = 3%
Miter No 3
The tuning method provides the parameters of the optical flow technique that enable a
good performance; however, it is not possible to ensure that this is an optimal combi-
nation. Modern implementations of the HS and LK [23], and the CLG are considered
baselines for the HY. Spatial derivatives are approximated using the fourth-order stencil,
the temporal derivative is approximated by a simple two point stencil and a median filter
is applied to intermediate flow values during the incremental optimization stages. The
warping process is accomplished by a bicubic interpolation and the CLG uses the Char-
bonnier non-quadratic penalizer with a scaling parameter of 0.001. The image sequence
is pre-smoothed by a Gaussian convolution that helps reduce noise and makes the image
infinitely many times differentiable [82].
5.3.2.1 Optical flow estimation
Even thought the CLG and HY are both hybrid approaches, their schemes are completely
different. Summarily, the CLG combines local and global methods in the same mathe-
matical formulation. It resorts to non-quadratic and convex penalizers to deal with motion
discontinuities. On the other hand, the HY method interprets the sequence of images and
identifies areas with distinct motion features. This way, the information on the image is
used to infer and to assign the technique that best suits each image region. The idea is to
avoid non-quadratic penalizers so that the process is more computationally efficient. This
research uses extended and standalone versions of LK and HS formulations, based on a
hierarchy with a warping formulation (similar to CLG).
Figures 5.12(b), 5.12(e), 5.12(h), 5.12(k), 5.13(b) and 5.13(e) are the results obtained
by the CLG method. Figures 5.12(c), 5.12(f), 5.12(i), 5.12(l), 5.13(c) and 5.13(f) show
the results obtained by the HY method.
Comparing these results, it is possible to infer that the performance of the HY is
generally better than CLG. This is easily be confirmed since the results of the HY are
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Table 5.2: Comparison between the HybridTree (HY), Combining Local and Global
(CLG) and the colored versions of Lucas-Kanade (LK) and Horn-Schunck (HS). The
performance of these methods are analyzed for several test sequences, considering full
density and AAE - average angular error (◦). Dimetrodon, Grove2, Grove3, RubberWhale,
Hydragea and Urban3 [3]. Blow, Blow2 and Drop1txtr1 [2].
Sequence LK HS CLG HY
Dimetrodon: 4.28◦ 6.13◦ 4.20◦ 3.96◦
Grove2: 3.53◦ 3.79◦ 3.15◦ 2.97◦
Grove3: 7.74◦ 8.13◦ 7.55◦ 6.90◦
RubberWhale: 7.96◦ 9.06◦ 7.27◦ 6.59◦
Hydragea: 5.85◦ 7.36◦ 5.87◦ 3.90◦
Urban3: 6.30◦ 9.88◦ 5.66◦ 5.22◦
Blow: 3.20◦ 2.32◦ 2.47◦ 2.17◦
Blow2: 9.95◦ 9.27◦ 7.10◦ 6.88◦
Drop1txtr1: 5.04◦ 5.03◦ 4.48◦ 4.21◦
similar to those achieved by the CLG. However, they are more detailed in terms of motion
discontinuities (see, for instance Fig. 5.12(c) and 5.12(f)). Even though the motion of the
CLG is smoother, the regularization affects the objects’ boundary in terms of data and
smoothness even with non-quadratic penalizers. On the other hand, the HY results appear
to be less smooth and, for this reason, this method captures the motion boundaries more
effectively.
As it stands, the HY technique has a major disadvantage because it uses local methods
in image regions that may not contain sufficient texture information to allow a proper
estimation of the optical flow. For instance, focusing on the horizontal branch of the tree
represented in Fig. 5.12(f), it is possible to see a small blue area that should be pink.
This drawback can be improved by a filtering step after estimating the flow, for instance,
applying a bilateral filter.
The resulting average angular error (AAE) measurements are listed in table 5.2 and
the EPE measurements are presented in table 5.3. Both tables compare the performance
achieved by the LK, HS, CLG and HY. The results were obtained using the optimization
technique based on simulated annealing [26] to set up the parameters of each technique.
As it can be seen, when implemented with modern techniques, classical methods perform
satisfactorily for many cases. The performance gain achieved by a multiresolution ap-
proach (coarse-to-fine) combined with a warping process is significant when compared
to classical formulations. The HybridTree technique improves the results obtained by the
LK, HS and CLG. Adding cognitive information to the optical flow estimation makes it
possible to increase the estimation performance. The HY does not incorporate the robusti-
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(a) GT (b) CLG (c) HY
(d) GT (e) CLG (f) HY
(g) GT (h) CLG (i) HY
(j) GT (k) CLG (l) HY
Figure 5.12: Results for some Middleburry sequences [3]. The first column is the ground
truth (GT). The HSV color space is used to represent the direction (color) and magnitude
(saturation) of the flow. The second color is the result obtained by the CLG. Finally, third
column is the result obtained by the HybridTree optical flow. From top to button, the
sequences are: Grove2, Grove3, Rubberwhale and Hydrangea.
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(a) GT (b) CLG (c) HY
(d) GT (e) CLG (f) HY
Figure 5.13: Results for some synthetic sequences [2]. The first column is the ground
truth (GT). The HSV color space is used to represent the direction (color) and magnitude
(saturation) of the flow. The second color is the result obtained by the CLG. Finally, third
column is the result obtained by the HybridTree optical flow. From top to bottom, the
sequences are: Blow and Drop1txtr1.
Table 5.3: Comparison between the HybridTree (HY), Combining Local and Global
(CLG) and the colored versions of Lucas-Kanade (LK) and Horn-Schunck (HS). The
performance of these methods are analyzed for several test sequences, considering full
density and EPE - average endpoint error (pixels). Dimetrodon, Grove2, Grove3, Rubber-
Whale, Hydragea and Urban3 [3]. Blow, Blow2 and Drop1txtr1 [2].
Sequence LK HS CLG HY
Dimetrodon: 0.196 0.290 0.222 0.202
Grove2: 0.260 0.292 0.234 0.221
Grove3: 0.959 0.952 0.910 0.820
RubberWhale: 0.267 0.341 0.217 0.202
Hydragea : 0.355 0.515 0.351 0.372
Urban3: 1.045 1.937 0.860 0.850
Blow: 0.159 0.121 0.130 0.113
Blow2: 1.415 1.337 0.901 0.831
Drop1txtr1: 0.238 0.254 0.207 0.197
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Table 5.4: Comparison between the colored versions of the Lucas-Kanade(LK) and
Horn-Schunck (HS), Combining Local and Global (CLG), and HybridTree (HY). The
complexity of these methods are analyzed for several test sequences, considering full
density and the computational time expressed by orders of magnitude relatively to HY.
Dimetrodon, Grove2, Grove3, RubberWhale, Hydragea and Urban3 [3]. Blow, Blow2
and Drop1txtr1 [2].
Sequence LK HS CLG
Dimetrodon: 5.08 4.82 27.58
Grove2: 14.45 19.04 49.08
Grove3: 8.64 15.47 39.73
RubberWhale: 18.29 12.48 34.99
Hydragea: 1.58 3.22 7.12
Urban3: 7.64 7.75 21.37
Blow: 2.43 15.84 69.73
Blow2: 10.21 16.21 94.75
Drop1txtr1: 5.53 14.10 36.96
fication theory since non-quadratic penalizers are not used, and still the proposed method
performs better than the CLG in all sequences tested, see tables 5.2 and 5.3.
5.3.2.2 Computational efficiency
The following experiment is studied with the efficiency of each technique. Although, the
experiment tried to demonstrate the complexity of each method, it should not be seen
as an absolute performance reference. The optical flow formulations of modern tech-
niques increase the complexity of the estimation. When several complex assumptions
are combined, for instance, non-linearity assumptions and non-quadratic and non-convex
penalizers, the formulation obtained can lead to a poor and complex estimation proce-
dure. This complexity leads to a computational cost that may compromise the usability
of the methods for today’s applications. The techniques were implemented and tested
using a generic processing unit and without parallel processes. Table 5.4 presents the
computational complexity expressed in order of magnitude relatively to the time duration
of the HY estimation. For instance, the LK took 1.58 times more to process the Hydragea
sequence comparatively to the HY. These results report to the experiments presented in
tables 5.2 and 5.3.
Table 5.4 shows the complexity of each method, using the proposed technique as ref-
erence. The HY method is less complex than the LK, HS and CLG. More specifically, the
complexity of the CLG is on average 42.36 times higher than the HY, while the LK is 8.20
and the HS is 12.10 times higher than HY. Thus, the optical flow estimation conducted
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by the HY is more computationally efficient than the standalone versions of the LK and
HS. This is a remarkable result because the HY technique resorts to similar LK and HS
formulations. Even though this technique takes more time to interpret the image (using
the expectancy operation), the computational gain made possible by the incorporation of
structural information in the optical flow estimation is significant. Therefore, combining
local and global methods using high level information is computationally rewarding and
allows a better estimation.
In addition to that, the HY computing is many times faster than the CLG. The CLG
and HY achieve respectable performances. The HY was designed not to be a state-of-the-
art method in terms of the flow estimation quality (low AAE and EPE), but to provide a
reliable estimation with an acceptable computational complexity. Taking into account the
results achieved by the HY technique, it is possible to conclude that incorporating high
level information in optical flow estimations is a clear advantageous.
5.3.2.3 Motion perception using a robotic system
Finally, the HY technique was used in a real application. The robotic system with monoc-
ular vision and limited computer resources was considered in this experiment. The robot
moves in a corridor with a constant velocity of 0.4m/s and the image resolution is 640×
480, see Fig. 5.14(a). Images were captured by a DFK 21AU04 camera (”The Imaging-
Source”) with a 4mm focal lens.
The results of the HY under different strategies are presented in Figs. 5.14(a) to
5.14(f). Figures 5.14(b) and 5.14(e) show the result for an estimation based on the same
combination of local and global strategies as presented in previous sections. Figures
5.14(c) and 5.14(f) are the results of the HY technique with a stronger local strategy (the
neighborhood size is set to 3 pixels with four-connectivity and the global formulation
is only used to classify the coarsest region). The expectancy operation took 23.3 mil-
liseconds. The sensing operation estimated the optical flow in 148 milliseconds and 125
milliseconds, Figs. 5.14(b) and 5.14(e), respectively. In Fig. 5.14(c), the expectancy and
the sensing operation took 14.2 and 82.8 milliseconds to compute and, the HybridTree
method took 78 milliseconds to compute Fig. 5.14(f).
The egomotion of the robot is represented by the red and pink pixels, while the motion
of the person is represented by the blue pixels. Images 5.14(b) and 5.14(e) have a strong
noise component which affects the quality of the optical flow belonging to the egomotion.
This happens because the corridor has large textureless regions without much velocity
(the egomotion) and, therefore, the flow estimation can easily be misled by noise of the
camera’s sensor. As expected, Figs. 5.14(c) and 5.14(f) are not significantly influenced by
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(a) (b) (c)
(d) (e) (f)
Figure 5.14: Comparison of the HY for different strategies (strong local and strong
global). 5.14(a) - a person passes by the robot that moves in a different direction. 5.14(d)
- the robot is moving alone. 5.14(b) and 5.14(e) are the optical flow field with the two
finer classes being computed by the local formulation and the three coarser classes being
computed by the global formulation. 5.14(c) and 5.14(f) represent the optical flow where
four classes are computed by the local formulation and the coarsest class is computed by
the global formulation.
noise because the configuration is more based on local scheme; however, some filling-in
effect is lost. Therefore, according to the computational resources available, there should
be a balance between optical flow performance and the efficiency.
5.4 The testing scenario: examples of dense flow fields
This section introduces the results of the HY method in a scenario where a mobile robotic
system conducts active surveillance operations. The EEyeRobot is equipped with a fixed
monocular camera and it moves along a rail. The rail was placed in a corridor at the
Department of Electrical and Computer Engineering of the Faculty of Engineering of the
University of Porto.
The main objective of this section is to provide a set of dense flow fields. These
flow fields are used as reference for testing the techniques of motion analysis that are
presented in chapter 6. Therefore, the performance of the HY method was evaluated for
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several surveillance sequences and considering the multi-channel and single-channel ap-
proach. This makes it possible to compare the method for different formulations: in terms
of visual quality and computational efficiency. All experiments were conducted using
the EEyeRobot in a realistic surveillance scenario (similar to the previous subsection).
Therefore, they depict real testing conditions which means that the visual system of the
mobile robot is subjected to different light conditions, reflections, diffractions, shadows
and ghost effects (due to grass walls) [20]. No filtering technique was previously applied
to the sequences in order to maintain the reliability and repeatability of the experiments.
The images have a resolution of 640× 480 and were captured using a ”The Imaging
Source DFK 21AU04” camera with a 4mm focal lens. Examples of surveillance images
and the respective flow fields can be seen in Figs. 5.15(a) to 5.17(l). These flow fields
were obtained by the single and the multi-channel formulation of the HY method. The
HSV color space is used to represent the direction (color) and magnitude (saturation) of
the flow vectors.
5.4.1 Estimation of the optical flow for a multi-channel formulation
Two different scenarios were tested during the trials: the robot views the faces or the
bodies of the people. Figures 5.15(a), 5.15(b), 5.15(c), 5.15(g), 5.15(h) and 5.15(i) depict
one image in the sequence that originates the respective flow field, Figs. 5.15(d), 5.15(e),
5.15(f), 5.15(j), 5.15(k) and 5.15(j). These flow fields were obtained by the multi-channel
formulation of the HY method: three channels of each image sequence are considered
during the estimation of the optical flow. In a flow field figure, the saturation (intensity)
of the HSV color space represents the magnitude of each flow vector and it is obtained
using the maximum magnitude of all vectors. Thus, one flow field should not be di-
rectly compared to another since its representation is relative. For instance, the flow
field of Fig. 5.15(d) appears to have flow vectors with larger magnitude when compared
to 5.15(e); however, this is not true because the last flow field contains a moving person
characterized by a flow vector with higher magnitude, which reduces the representation
scale of the remaining scene (red regions).
The estimation of these dense flow fields took on average 325 milliseconds to compute
and using a multi-channel formulation with: 4 pyramidal levels with warping process.
5.4.2 Estimation of the optical flow for a single-channel formulation
Examples of surveillance images and the respective flow fields can be seen in Figs 5.16(a)
to 5.17(l). The estimation of these dense flow fields took on average 120 milliseconds
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 5.15: Multi-channel configuration - Examples of flow fields obtained from a dense
optical flow technique with the EEyeRobot moving along the rails. One image of each
sequence is presented in the first and third row. The corresponding flow field represented
in the HSV color space (direction-color and magnitude-saturation) is presented in the
second and fourth row. The caption is shown on the upper left side of the flow field
images, Figs. 5.15(d), 5.15(e), 5.15(f), 5.15(j), 5.15(k) and 5.15(l).
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to compute and using the single-channel formulation: 4 pyramidal levels with warping
process.
(a) (b) (c)
(d) (e) (f)
Figure 5.16: Single-channel configuration - Examples of flow fields obtained from a dense
optical flow technique [4] with the EEyeRobot moving along the rails. One image of each
sequence is presented in the first row and the corresponding flow field is presented in the
second row.
Visually, the results obtained from the single-channel approach are similar to the tri-
als with a multi-channel formulation. As expected, the quality of the dense flow fields is
lower when the HY method computes the optical flow using only the brightness of im-
age sequences. Comparing Figs. 5.15(f) and 5.15(l) with Figs. 5.16(d) and 5.17(k) it is
possible to confirm a reduction of the quality of the flow field since the presence of noise
is evident in the last two flow fields. The noise is caused by several problems that have
already been mentioned in this research, for instance, the aperture problem, reflections
and the sensor noise. Although originating dense flow fields with a poor quality, the com-
putation of the single-channel formulation is 2.7 times more computational efficient since
it is usually conducted in 120 milliseconds. In this way, the HY method estimates the
flow field in a short period of time by balancing the computational effort with the quality
of the estimated optical flow.
The test sequences proposed in this section are used in further chapters of this thesis
to compare different methods that were designed to interpret and analyze motion based
on dense flow fields. Therefore, the HY method identifies motion properties about the
sequence that are considered as high level information before estimating the optical flow.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 5.17: Single-channel configuration - Examples of flow fields obtained from a dense
optical flow technique [4] with the EEyeRobot moving along the rails. One image of each
sequence is presented in the first and third row. The corresponding flow field is presented
in the second and fourth row.
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After, local and global differential optical flow formulations are combined without re-
sorting to non-quadratic penalizers. This affects the quality of the estimation but satisfies
the real-time requirements of conventional robotic applications. The technique has a good
computational performance; however, the presence of noise is evident in some flow fields.
The noise is caused by several problems that are related to the sensor’s noise, the aperture
problem and the technique itself.
5.5 Final considerations
A novel and colored optical flow technique is proposed in this research which is called
HybridTree. Unlike traditional methods, the proposed technique uses high level informa-
tion on the image sequence to guide the optical flow estimation.
The HybridTree is formed by two operations, namely, expectancy and sensing. The
technique interprets the sequence of images and identifies areas with distinct motion char-
acteristics. This stage is called expectancy. This way, the information on the image is used
to infer and assign the optical flow technique that best suits each image region. This stage
is called sensing. A hybrid optical flow structure is used in the sensing operation. The
hybrid approach blends in a symbiotic and hierarchical scheme the advantages of both
local and global techniques, namely, the LK and the HS. The aim with this combination
is to benefit from the exclusive advantages of each method, the robustness to noise and
the filling-in effect, respectively. The goal of this architecture is to avoid non-quadratic
penalizers in order to increase computational efficiency. In addition to guiding the sensing
operation, the high level information provided by dividing the image into distinct regions
enables to enhance the parameters of the optical flow technique assigned to each type of
region.
The technique presented is designed not to be a state-of-the-art method in terms of
the quality of the flow estimation, but to provide a reliable estimation with an acceptable
computational complexity. However, some changes can be made in order to achieve more
accurate estimations: ”robustification” of the data and smoothness term as well as each
color channel, the gradient constancy assumption and normalization of the data term, and
photometric invariant color spaces.
The experiments conducted proved that incorporating high level information in the
optical flow estimation is advantageous. Comparatively to another hybrid approach, the
CLG method, the HybridTree achieves a better flow estimation and a higher computa-
tional efficiency. Therefore, the proposed optical flow technique meets the computational
requirements of common robotic systems, as it can estimate the flow field in less than 150
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milliseconds (for images with a resolution of 640× 480), without specialized hardware or
parallel programming. In short, a reliable and efficient method was developed as part of
this study that makes it possible to perceive motion using limited computational applica-
tions, such as, robotic and surveillance systems. This method takes advantage of the most
relevant and efficient improvements to create a balance between the real-time capability
and the estimation performance.
Chapter 6
An Intelligent Segmentation of Dense
Optical Flow Fields
The computational resources and the processing-time are two of the most critical as-
pects in motion analysis based on dense optical flow fields and for a new generation
of robotic moving systems with real-time constraints. Therefore, this chapter proposes
two non-parametric and block-wise techniques, namely, the Hybrid Hierarchical Optical
Flow Segmentation (HHOFS) and the Hybrid Density-Based Optical Flow Segmentation
(HDBOFS). Both methods are able to extract the moving objects by performing two con-
secutive operations: refining and collecting. During the refining phase, the flow field is
decomposed in a set of clusters and based on descriptive motion properties. These prop-
erties are used in the collecting stage by a hierarchical or density-based scheme to merge
the set of clusters that represent different motion models. The results obtained by both
techniques have a blocky aspect and, therefore, this research proposes a motion analysis
technique, called Wise Optical Flow Segmentation (WOFS). This method extracts all the
moving objects at flow level and by performing two consecutive operations: evaluating
and resetting. Descriptive motion properties of the flow field are retrieved in the evalu-
ation phase and using the hybrid hierarchical optical flow segmentation, which provides
high level information on the spatial segmentation of the flow field. In the resetting op-
eration, these properties are used by a watershed-based approach to enhance the resulting
clusters.
Moreover, the chapter presents a novel method to extract information about the num-
ber of moving objects using a polar representation of the dense optical flow fields. The
model selection method is a Bayesian approach that balances the model’s fitness and
complexity since it combines the correlation of a histogram-based analysis with the decay
ratio of the normalized entropy criterion.
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This research evaluates the performance achieved by the proposed methods in a real
and concrete surveillance situation. Therefore, the experiments conducted in a realistic
environment and using qualitative/quantitative judgments have proved that the HHOFS
and the WOFS are able to segment multiple moving objects in a short period of time and
without using specialized computers. Hence, the proposed motion analysis techniques
meet most of the robotic or surveillance requirements since they are less computationally
demanding comparatively to other state-of-the-art methods.
The chapter1 is organized as follows. An overall presentation of the achievements
obtained by this chapter is introduced in section 6.1 while a model selection method is
proposed in section 6.2. Section 6.3 shows the unsupervised clustering techniques: an
overview of the EM and K-means is provided in sections 6.3.1 and 6.3.2, and two non-
parametric techniques are described with detail in sections 6.3.3 and 6.3.4. Afterwards,
section 6.4 presents a technique (WOFS) that segments motion of dense flow fields at flow
level. Experimental achievements are presented in section 6.5. These experiments include
the comparisons of the HHOFS, HDBOFS and WOFS with the EM and the K-means.
The experiments were conducted using the EEyeRobot in a real surveillance scenario;
and results demonstrate that the proposed techniques perform satisfactorily better than
the baseline methods, and can be used as a tool for motion analysis in applications with
limited resources. Finally, section 6.6 presents the most important conclusions of this
chapter.
6.1 Introduction
The research work presented in this chapter studies the real-time motion analysis using
dense optical flow fields and for a practical use in a mobile robot. In the scientific commu-
nity, motion perception is one of the most relevant areas under discussion, existing several
models to perform motion analysis in a variety of environments. However, most of the
methods cannot achieve the real-time constraints imposed by mobile robots without spe-
cialized computers (discussed in chapter 2). In some cases, these computer devices cannot
be used due to the small size of the vehicles or because they cause a higher consumption
of energy which reduces the autonomy of such robots. Nowadays, there are pixel-wise
techniques that have good results [114]; however, segmenting motion commonly takes
more than a pair of seconds. Visual techniques for robotic solutions are computationally
more efficient than techniques for other application fields, although the improvement is
1Some portions of this chapter appeared in [22].
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usually done at the expense of using images with lower resolution and feature-based ap-
proaches. Motion segmentation is the process of dividing an image into different regions
in a way that each region presents homogeneous motion characteristics. Therefore, the
goal of this work is to segment different objects according to their motion coherence.
In this chapter, the estimation of dense flow fields is conducted by the HybridTree
technique [4], that was especially designed for small robotic applications equipped with
generic computers. This optical flow technique identifies motion properties which are
considered as high level information about the sequence and originates flow fields in a
short period of time. The computational resources and the processing-time are some of
the most critical aspects for vision-based techniques applied to robotics. Usually, these ap-
plications tolerate some loss of accuracy in the algorithms to ensure a fast response [175].
This thesis proposes two block-wise techniques for unsupervised segmentation of
dense flow fields: the Hybrid Hierarchical Optical Flow Segmentation (HHOFS) and
the Hybrid Density-Based Optical Flow Segmentation (HDBOFS). These two techniques
were designed for robotic applications with a vision system and limited computer re-
sources. Two major and distinct phases form both methods, namely, refining and collect-
ing. The refining stage decomposes the flow field in a set of distinctive clusters that repre-
sent image regions with different motion models and the collecting stage merges the set of
clusters that were obtained in the previous phase (using a hierarchical scheme or a density-
based scheme). This architecture reduces the computational requirements of the proposed
methods (HHOFS and HDBOFS). The performance of the HHOFS and HDBOFS is com-
pared to two baseline methods, called, K-means and Expectation-Maximization (EM). An
extensive and interesting comparison between the parametric (K-means and EM) and the
proposed non-parametric techniques (no assumptions about the distribution of the data) is
discussed.
Because the parametric techniques require information about the number of clusters
in the data, this chapter proposes a model selection algorithm that combines, using a
Bayesian approach, the correlation of histogram-based analysis in the polar representation
space with the decay ratio of the normalized entropy criterion. This method balances
the model’s fitness and complexity, providing a reliable estimation about the number of
motion models described in dense flow fields.
Motion segmentation in surveillance operations can be appropriately performed with-
out processing at flow level; however, this chapter presents a pixel-wise technique for
segmenting dense flow fields, called Wise Optical Flow Segmentation (WOFS). This
technique can be applied for situations where the blocky results of the HHOFS are in-
adequate. The WOFS meets the visual requirements of a surveillance system based on
the mobile robot that was briefly presented in chapter 3. The technique has two major and
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distinct phases: evaluating and resetting. The evaluation phase uses the polar representa-
tion (magnitude and phase) to identify regions of the flow field that retain different motion
models. Basically, this phase is the HHOFS because it provides a set of advantages, for
instance, is very intuitive to setup, is less affected by the visual artifacts of the environ-
ment and is computationally efficient (it takes 30 milliseconds to compute a 640×480
flow field). Descriptive motion properties obtained by evaluating dense flow fields are
interpreted during the resetting phase as high level information of the moving objects.
Thus, the main objective of the evaluation stage is to guide the pixel-wise segmentation.
This research proposes the watershed algorithm for the resetting phase to avoid the ap-
pearance of spatially decorrelated blobs (noisy blobs) that belong to the same cluster. In
a surveillance context, the result of a clustering procedure with several small blobs that
represent the same moving object is not desirable. Therefore, information that is obtained
in the evaluation phase can be used to initialize the watershed, which enhances the shape
of moving objects in the final result. The watershed is an efficient technique that can
be easily guided using the evaluation of the flow field, and it does not compromise the
real-time requirements of mobile robotic systems.
Figure 6.1: The two phases of the WOFS technique: evaluating and resetting.
The major advantage of using high level information for motion segmentation based
on the spatial location of different moving objects is the ability to use an efficient tech-
nique to segment dense flow fields that are affected by noise (sensor noise and the visual
artifacts of the environment) with the desirable robustness. Furthermore, the WOFS tech-
nique combines the advantages of a block-wise method (efficiency and robustness) and the
watershed approach (pixel-wise segmentation and spatial correlation of clusters), which
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makes it possible to achieve performances in terms of visual quality and computational
efficiency that otherwise would hardly be obtained.
Overall, the contributions of this chapter include:
1. A study about an efficient motion analysis based on dense optical flow fields and
for moving observers;
2. Novel motion analysis methods characterized by a reduced computational complex-
ity: the HHOFS and the HDBOFS. The proposed architecture of Fig. 6.5 performs
motion analysis for both methods, enabling a reliable segmentation while preserv-
ing the computational time requirements;
3. An efficient metric to decompose the optical flow field into exclusive regions based
on similarity properties of motion;
4. An assisted technique for clustering dense flow fields that automatically extracts and
combines cognitive information about distinct motions. This guided-based tech-
nique (WOFS) enhances the edges of moving objects (contours) and preserves the
computational time requirements of robotics applications;
5. An efficient Bayesian model selection approach, called Bayesian Fusion of His-
togram and Entropy (BFHE). This method provides information regarding the num-
ber of distinct moving objects present in dense flow field by combining the corre-
lation of the phase and magnitude histogram analysis with the decay ratio of the
normalized entropy criterion;
6. Extensive qualitative and quantitative evaluations of the proposed techniques and
considering several baseline pixel-wise clustering techniques, namely, the K-means
and the Expectation-Maximization;
7. A comparative study of several motion analysis methods under realistic working
conditions (with moving observers).
Experimental considerations prove that modeling a motion analysis technique in a
structure formed by two consecutive stages is computationally rewarding and represents
an alternative to state-of-the-art techniques based on EM and K-means. The compu-
tational demands of the HHOFS and the HDBOFS are substantially lower than that of
the EM and K-means that are conducted at flow level. The behavior of the proposed
techniques can be adjusted according to specific characteristics of the application. For
instance, motion segmentation in surveillance operations can be appropriately performed
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without processing at flow level. Moreover, experimental considerations prove that com-
bining high level information in a pixel-wise procedure is computationally rewarding and
represents an alternative to other techniques [114, 112]. Therefore, the proposed WOFS
is completely capable of perceiving and understanding different external motions using
low computational resources.
6.2 Model selection
Dense flow fields can represent an unknown number of moving objects (K) that should be
estimated previously to produce a more reliable segmentation. The number of clusters is a
necessary parameter in some techniques, for instance, EM and K-means. The techniques
that are proposed in this research do not need this parameter; however, the knowledge of
this parameter is a clear advantage because makes it possible to guide and conclude the
clustering process when the desired number of clusters is reached. The estimation of K is
one of the most important problems for unsupervised machine learning and a huge effort
related to this issue is being made by the scientific community. This research proposes
a method to estimate the value of K, see Fig. 6.2. This model selection method is called
Bayesian Fusion of Histogram and Entropy (BFHE) and combines the histogram analy-
sis of the flow field in Polar coordinates with the highest decay ratio of the normalized
entropy criterion. The hypotheses are combined using the naïve Bayesian formulation
which generates a reliable estimation of K.
Figure 6.2: Detailed structure of the model selection method. It combines the histogram-
based approach with the decay ratio of the normalized entropy criterion (NEC).
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6.2.1 Feature space
Finding the most suitable feature space is one of the most important issues when segment-
ing data. A feature space is suitable when it is possible to identify more easily the number
of clusters represented in the data. This chapter uses the representation of the flow vectors
in the Polar space (magnitude and phase) due to several advantages that are briefly dis-
cussed. A flow vector is defined by w = (u,v) in Cartesian coordinates and wp = (m,ψ)
in Polar coordinates, where u and v are the horizontal and vertical flow velocity; and m
and ψ are the magnitude and angle of the flow vector, respectively. Therefore, a single
observation is x = (w,wp,x,y), where (x,y) is the coordinate position.
Figures 6.3(a), 6.3(b), 6.3(c) and 6.3(d) show a two-dimensional histogram represen-
tation of the 5.16(f) and 5.17(k) flow fields (with two and three clusters). The histograms
of these flow fields are represented in the Cartesian space, Figs. 6.3(a) and 6.3(b), while
the histograms in the Polar space are represented in Figs. 6.3(c) and 6.3(d).
The histograms in Figs. 6.3(a) and 6.3(b) are bimodal; however, one modal is high
and the other is very small. The detection of small modals is affected by the size of the
bins and the noise of the data. Hence, the analysis of histograms in Cartesian coordinates
is not very robust since Figs. 6.3(a) and 6.3(b) return a modal with high confidence and
another with low confidence (two possible clusters). In addition to the bimodal behavior
of the second histogram, the corresponding flow field is actually formed by three clus-
ters and, thus, the number of clusters presents many uncertainties. On the contrary, the
Polar representation of the same flow field originates histograms that reveal characteris-
tics of distinct motions with more confidence. Figure 6.3(d) shows three main peaks at
{(0,0),(10,0),(23,−pi)} and Fig. 6.3(c) shows two peaks (same direction but with dif-
ferent magnitude). In the case depicted by Fig. 6.3(d), these three clusters represent the
components of the flow field that are associated with the egomotion of the robot and the
movement of two external objects in the opposite direction.
Thus, the Polar representation makes the data more distributed over space which facil-
itates the analysis since the data is more modal. In more detail, Figs. 6.4(a) to 6.4(d) show
one-dimensional histograms of the flow field 5.16(f) represented in Cartesian and Polar
space. Figure 6.4(a) is bimodal: one modal is high and the other is very small. The detec-
tion of small modals will depend on the size of the bin and the noise of the data. Hence,
the analysis of this histogram is not robust since it returns a modal with high confidence
and the other with low confidence (two possible clusters). Figure 6.4(b) is an unimodal
histogram, and thus the information obtained by the analysis of both histograms presents
many uncertainties. The flow field represented in Polar coordinates originates histograms
that reveal the characteristics of the dataset with more confidence. Figure 6.4(c) shows
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(a) (b)
(c) (d)
Figure 6.3: Two-dimensional histograms. 6.3(a) and 6.3(c) represent the distribution of
the flow field 5.16(f) in the Cartesian and Polar coordinates, respectively. 6.3(b) and 6.3(d)
represent the distribution of the flow field 5.17(k) in the Cartesian and Polar coordinates,
respectively.
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(c) (d)
Figure 6.4: One-dimensional histograms. The flow field 5.16(f) depicts the motion of the
robot and one external object moving in the other direction. 6.4(a) and 6.4(b) represent
the distribution of the horizontal and vertical velocity. 6.4(c) and 6.4(d) represent the
distribution of the magnitude and angle (in radians) of the flow vectors.
134 An Intelligent Segmentation of Dense Optical Flow Fields
the histogram of the magnitude for the same flow field. As it can be confirmed, the his-
togram is unimodal; however, the histogram of the angle is very revealing. It shows 3
peaks at {−pi,0,pi}; however, the peaks {−pi} and {pi} are of the same cluster because
their normalized difference is zero. After adding the peaks with small differences, the
histogram of the angle gives two clusters with high confidence. The clusters represent the
components of the flow field that are associated with the egomotion of the robot and the
movement of external objects.
6.2.2 Correlated histogram-based analysis
In this research, the histogram analysis focuses on the multimodal behavior of the dataset
and the interpretation of 1D histograms (magnitude and phase) makes it possible to eval-
uate the density of movement more efficiently, see Figs. 6.4(c) and 6.4(d). However,
the number of clusters cannot be directly obtained with a strong confidence and from the
sum of the number of peaks since the peaks of magnitude and phase can be correlated.
This means that, some peaks of the magnitude-histogram may be correlated with peaks of
the phase-histogram, resulting in a different number of clusters. Therefore, this research
measures the correlation between the set of peaks that is retrieved from the analysis of
1D histograms. A consensus decision making process measures this correlation, which
means that the magnitude-field is evaluated by taking into consideration the bin range of
each phase-peak. After the consensus process is completed, the correlation is detected if
there is a significant number of phase-elements belonging to a phase-peak that also rep-
resents a magnitude-peak. This is similar to analyzing a two-dimensional histogram of
magnitude and phase, but with less data dispersion. The total number of votes of phase-
peaks that originate the maximum correlation for a magnitude-peak is retrieved at the end
of the consensus process. The representativeness is computed afterwards by defining a
ratio between the number of votes of the phase-peak and the total number of votes of each
magnitude-peak. If this ratio is higher than a given threshold (0.6 is usually a good value),
it means that there is correlation between a phase-peak and a magnitude-peak.
A set of hypotheses representing the number of clusters (histogram-based hypoth-
esis) is estimated by considering not only the number of non-correlated peaks of both
features but also the multi-correlations. In addition, the probability of each hypothe-
sis is computed by combining the normalized confidence of the most important clusters.
Experimental results show that the number of clusters can usually be estimated in this
histogram-based approach by combining clusters until more than 68.2 % of the data (as-
suming a normal distribution) is represented in the hypothesis; however, the performance
is strongly affected by noisy dense flow fields. Therefore, the resulting information of
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the histogram-based approach is: several hypotheses for the number of clusters and the
respective probability, K(m,ψ) and P(m,ψ).
6.2.3 Decay ratio of the normalized entropy criterion
In addition to the histogram analysis, various criteria have been proposed to measure a
model’s suitability by balancing the model complexity and the model fitness to data, for
instance, the AIC (Akaike Information Criterion) [176], the BIC (Bayesian Information
Criterion) [177], the HQIC (Hannan-Quinn Criterion) [178] and the NEC (Normalized
Entropy Criterion) [179]. These techniques show that increasing the number of free pa-
rameters in the model improves the fit and, therefore, they penalize the model complexity
which discourages the overfitting.
The K-means algorithm is executed for K ∈{1, ...,Kmax} and using the flow field in the
Euclidean Space. After that, the log-likelihood of the dataset is computed, which makes
it possible to formulate the normalized entropy criterion [179]. The normalized entropy
criterion (NEC) was proposed by Celeux and Soromenho (1996) [179] and measures the
ability of a Gaussian Mixture Model (GMM) to provide well-separated clusters. The
entropy term provides the overlapped components and, therefore, E(K)u 0 if the GMM
is well-separated; otherwise, the entropy value is large. Considering the entropy (E) and
the classification log-likelihood (CML) :
E(K) =
K
∑
j=1
M
∑
i=1
ti j ln ti j ≥ 0; (6.1)
CML(K) =
K
∑
j=1
M
∑
i=1
ti j lnpi jN(xi|θˆ j); (6.2)
ti j =
pi jN(xi|θˆ j)
∑Kl=1pilN(xi|θˆl)
, (6.3)
where N(xi|θˆ j) is the normal distribution of the feature vector xi ∈Rn and considering
the model θˆ j. The ti j denotes the conditional probability that xi arises from the jth mixture
component.
Considering LK = CML(K) + E(K), where LK = lnL(X |θˆ) is the maximized log-
likelihood of the sample X = {x1,x2, ...,xM}. The normalized entropy criterion is given
by:
NEC(K) =
E(K)
LK−L1 . (6.4)
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Equation 6.4 shows that the NEC(1) is not defined. The research in [179] proposes
an alternative way of estimating NEC(1) by constraining the mixing normalized weights
to avoid degenerate solutions concerning the choice between the K, which minimizes the
NEC criterion (for 2≤ K ≤ Kmax2 or K = 1).
In the literature, the model selection based on the NEC is the model that originates
the lowest NEC value. The original concept of NEC is selecting the model from a set of
candidates by maximizing the subsequent probability and using the maximum likelihood
approach [179]. However, this research does not use the NEC criteria directly to assess
the model since the returning model is overestimated in our situation (see the results
section). Instead, the higher and the lower NEC value is retrieved from the set of models
under evaluation, NECmax and NECmin. The total variation of NEC is computed, ∆NEC=
NECmax−NECmin and the decay ratio of the NEC (DRNEC) is calculated using Eq. 6.5.
DRNEC(K) = 1− NEC(K)∆NEC . (6.5)
The probability of each hypothesis is obtained by normalizing the DRNEC according
to Eq. 6.6 and considering the model with a lower decay ratio (DRminNEC):
Pdr(K) =
DRNEC(K)+ |DRminNEC|
∑Kmaxj=1 |DRNEC( j)|+ |DRminNEC|
. (6.6)
Therefore, the hypothesis with higher confidence is the model with the highest decay
ratio of the normalized entropy criterion. This avoids a hypothesis that overestimates the
value of K.
The final estimation of parameter K is calculated by combining the hypotheses ob-
tained from the feature (magnitude and angle) analysis and cost function. This combina-
tion is achieved using the following naïve Bayes’s formulation, Eq. 6.7.
P(h|r(m,φ),rdr) =
P(h)P(r(m,φ),rdr|h)
P(r(m,φ),rdr)
; (6.7)
P(h = hk|r(m,φ),rdr) =
P(h = hk)P(r(m,φ),rdr|h = hk)
∑hmaxl=1 P(h = hl)P(r(m,φ),rdr|h = hl)
, (6.8)
where hmax is the maximum number of hypotheses, r(m,φ) and rdr are the observed
feature analysis and the decay ratio, respectively. The denominator does not depend on the
hypothesis since it is the normalization factor that keeps the probability in the range (0,1).
Equation 6.8 shows the posterior probability ∝ prior probability × likelihood. Therefore,
2Without additional information, the Ksup should vary up to the integer larger than M0.3 [180].
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maximizing the posterior probability P(h= hk|r(m,φ),rdr) is equivalent to maximizing the
likelihood P(r(m,φ),rdr|h = hk).
This research assumes that all hypotheses share the same prior probability and as-
sumes a conditional independence between r(m,φ) and rdr, the likelihood of Eq. 6.8 can be
rewritten as:
P(r(m,φ),rdr|h = hk) =
dr
∏
i=(m,φ)
P(ri|h = hk). (6.9)
Thus, the formulation that makes it possible to infer about the hypotheses (values of
K) by considering the combination of probabilities is given in Eq. 6.10:
hnew← arg maxhk P(h = hk)
dr
∏
i=(m,φ)
P(ri|h = hk). (6.10)
The value of K is the hypothesis that maximizes the likelihood, Eq. 6.9. This for-
mulation has an additional advantage of computing the relative confidence ratio of the
log-likelihood of Eq. 6.8, which provides a measurement of the distance between dif-
ferent hypotheses. Therefore, the method depicted in Fig. 6.2 receives the optical flow
field and analyzes the characteristics of the flow using the features that mostly represent
different motion models and combines the hypotheses with conventional model selection
techniques that measure fitness and model complexity. As it can be confirmed further
ahead in this chapter, this method produces an estimation of K that is substantially more
reliable than BIC, AIC, HQIC and NEC criteria. Moreover, the importance of the BFHE
is related to the fact that the EEyeRobot operates autonomously in the environment and,
therefore, the number of clusters enhances the segmentation of the different types of mo-
tion which allows a better understanding of external motion in realistic environments.
6.3 Unsupervised segmentation
The goal of clustering techniques is to group a collection of instances into subsets of
clusters: similar instances (more closely related) are clustered together and different in-
stances belong to different groups. It performs an efficient representation of the instances
that characterize the population. An important notion is the similarity or dissimilarity be-
tween the individual objects being clustered. Two main types of measurements are used
to estimate this relation: distance measurements (Euclidean, Minkowski) and similarity
measurements (Cosine, Pearson Correlation, Dice Coefficient, Extended Jaccard) [181].
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Many clustering techniques have been proposed over the last two decades. Usually,
the clustering methods are divided into two classes [182], hierarchical and partitioning
methods. The hierarchical techniques create the clusters by merging the observations
using pairwise similarity measurements and the partitioning methods require the number
of clusters to iteratively relocate instances by moving them from one cluster to another.
The segmentation of the flow field groups the pixels with the same motion properties
because they probably belong to the same motion model. In this research, the performance
of several techniques is analyzed. Two unsupervised clustering techniques are proposed
in this section: a hybrid hierarchical method (HHOFS) and a hybrid density-based method
(HDBOFS). The performance of both techniques is compared to the baseline parametric
methods: K-means and EM.
6.3.1 Expectation-Maximization
The Gaussian mixture model (GMM) is a parametric probability function [183] which
assumes that the data belong to a probability distribution formed by a convex combination
of a linear superposition of Gaussian distributions, see Eq. 6.12. Each n-dimensional
Gaussian density function (Eq. 6.11) is called component and it is characterized by the
mean µi and the variance Σi.
N(x|µi,Σi) = 1
(2pi)n/2|Σi|1/2
exp
(
−1
2
(x−µi)TΣ−1i (x−µi)
)
. (6.11)
The input dataset X = {x1,x2, ...,xM} with xi ∈ Rn is assumed to be sampled from a
set of K source of distributions, meaning that the goal is to model the input data using a
mixture of Gaussians. Thus, the probability distribution of the GMM can be written as:
p(x) =
K
∑
j=1
pi jN(x|µ j,Σ j), (6.12)
where xi is the n-dimensional feature vector and the parameters pii > 0 are called mix-
ing normalized weights that meet the constraint ∑Kj=1pi j = 1. As it can be confirmed, the
Gaussian mixture model is completely parameterized by the mixture weights, mean vec-
tors and covariance matrices from all component densities. Hereafter, they are referred to
as parameter model of the Eq. 6.12 and represented by θˆ = {pi j,µ j,Σ j} with j = 1, ...,K.
The likelihood of the dataset, assuming independence between the features in the
GMM, can be written as:
L(X |θˆ) =
M
∑
i=1
p(xi). (6.13)
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There are several techniques available for estimating θˆ ; however, the most well-
established method is the maximum likelihood estimation [183]. The EM is an efficient
method [184] to maximize Eq. 6.12, by estimating maximum likelihood solutions (a set
of statistical parameters) for the given dataset using an iterative scheme based on two
consecutive procedures (E-step and M-step) until convergence. A brief review of this
technique is presented below; however, more detail can be found in [170].
From Eqs. 6.12 and 6.13, the log-likelihood function is given by:
ln L(X |θˆ) =
M
∑
i=1
ln
[
K
∑
j=1
pi jN(xi|µ j,Σ j)
]
. (6.14)
where LK = ln L(X |θˆ) is the maximum log-likelihood of the samples X and consider-
ing the model θˆ .
The EM algorithm starts with an initial model θˆ and then, fits the data into the K
Gaussian distributions by expecting the classes of all the features. Then, it maximizes the
likelihood relative to the Gaussian centers.
From the Bayes’ theorem, the responsibilities (or posterior probability) can be defined
by ri j, see Eq. 6.15.
ri j =
pi jN(xi|µ j,Σ j)
∑Kj=1pi jN(xi|µ j,Σ j)
. (6.15)
Setting the derivatives of Eq. 6.14 individually with regard to µ j, Σ j and pi j equal to
zero, it is possible to determine the model parameters θˆ for the GMM, Eqs. 6.16, 6.17
and 6.18.
µ j =
1
M j
M
∑
i=1
ri jxi; (6.16)
Σ j =
1
M j
ri j
(
xi−µ j
)(
xi−µ j
)T ; (6.17)
pi j =
M j
M
, (6.18)
where M j =∑Mi=1 ri j represents the effective number of points assigned to class j [170].
The formulas above guarantee a monotonic increase in the likelihood [170] during the
iterative estimation of the model parameters. Thus, the EM algorithm consists of the
expectation step (E-step) that resorts to the current estimate of θˆ in order to compute the
posterior probabilities and the maximization step (M-step) that re-estimates the model’s
parameters. This algorithm can be seen in the following list:
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1. Initialize the model’s parameters, θˆ , and evaluate the initial value of the log likeli-
hood;
2. E-step: compute the responsibilities using the current parameters and Eq. 6.15;
3. M-step: re-estimate the model’s parameters considering the current responsibilities
and using Eqs. 6.16, 6.17 and 6.18;
4. Re-compute the log likelihood for the new parameters and repeat steps 2 and 3 until
convergence.
The major advantage of the EM method is that it provides extremely useful results
for the real dataset; however, it requires the number of cluster to be specified a priori and
the process is highly complex in nature since it is an iterative scheme that computes the
posterior probabilities and the log-likelihood.
6.3.2 K-means
The K-means is simpler than the EM; however, it is also a powerful technique to cluster
the input dataset in a multidimensional Euclidean space [170]. It is an iterative refinement
technique that assigns the feature points to clusters by minimizing the square distance be-
tween each data point and its closest vector µ j with j = 1, ...,K, which is a n-dimensional
vector that describes the center of the jth cluster. To assign each feature vector xi, a set
of binary variables must be introduced, si j ∈ {0,1}. These variables represent the cluster
(one of the K clusters) that the feature vector is assigned to. In this context, if si j = 1 the
xi belongs to the j cluster.
J =
M
∑
i=1
K
∑
j=1
si j‖xi−µ j‖2. (6.19)
Equation 6.19 defines an objective function based on the sum of squares distances of each
feature to its assigned cluster center. This objective function is linear relatively to si j and
quadratic for the µ j, which means that its optimization can be achieved with a close form
solution.
Starting with an initial center vector for each cluster, the K-means iteratively mini-
mizes Eq. 6.19 in the direction of si j, by firstly assigning each feature to its closest cluster
(using the Euclidean distance and considering the current estimate of each µ j). Then, the
center vectors of the clusters are recomputed, for instance, the mean of all points assigned
to each cluster. This computation is performed using Eq. 6.20 with the assignment result
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obtained in the previous step. This process is repeated until any change in the assignments
or a maximum number of iterations is reached.
µ j =
∑Mi=1 si jxi
∑Mi=1 si j
. (6.20)
The K-means guarantees convergence during the iterative optimization because in each
step the value of the objective function is reduced; however, it can converge to a local or
global minimum [170].
The EM algorithm requires a higher computational effort in each iteration and more it-
erations are necessary for convergence comparatively to the K-means. Thus, the K-means
is initially used to find a suitable initialization for a GMM and then, the result is adapted
for the EM. The mixing coefficients can be initialized using a fraction of number of data
points assigned to each cluster obtained by the K-means algorithm and the covariance
matrices can be set to the sample covariances of the clusters [170].
The major advantage of the K-means algorithm is its robustness and low computa-
tional effort since it is relatively efficient and provides good results when data sets are
distinct, for instance, the clusters are well separated. However, it requires a priori speci-
fication of the number of cluster centers, the Euclidean distance may not be a good space
for representing the dataset, cannot handle noisy or nonlinear data and the initial cluster
center (randomly selected) can lead to poor results.
6.3.3 Hybrid Hierarchical Optical Flow Segmentation
Hierarchical techniques create the clusters by merging observations using pairwise sim-
ilarity measurements. Usually, there are two approaches to operate hierarchically-based
algorithms: top-down or bottom-up. In the agglomerative clustering (bottom-up), the
clusters are successively merged until the desired structure is obtained; however, the di-
visive clustering (top-down) successively divides the parent cluster into sub-clusters. The
output is a hierarchical representation and the highest level has only one cluster. The
hierarchical partitioning is commonly presented using the dendrogram.
The segmentation of flow fields groups the pixels with similar motion properties be-
cause they probably belong to the same motion model. Two operational steps, refining and
collecting, form the hybrid hierarchical optical flow segmentation (HHOFS). It is called
a hybrid method because its first phase combines divisive and agglomerative clustering
schemes. The refining iteratively decomposes the flow field into a set of distinctive clus-
ters that represent image regions with different motion models. It successively splits and
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merges the clusters by measuring the fitness of the estimated affine model to all obser-
vations that constitute the cluster. Parameters of the affine model are initially computed
considering only a set of randomly selected instances (or observations). The resulting
clusters from the first stage give information about the spatial segmentation of the flow
field and are used to accelerate the convergence of the clustering process in the second
stage. The collecting phase successively merges the set of clusters that was obtained in
the refining phase, using a hierarchical scheme with the Mahalanobis distance. Features
such as the angle and magnitude of the dominant flow vector for each cluster (average-link
clustering) are considered at this phase.
Please notice, the flow vector of each observation is defined along this chapter as
w = (u,v) in Cartesian coordinates and wp = (m,ψ) in Polar coordinates. Therefore, a
single observation is x = (w,wp,x,y), where (x,y) is the coordinate position.
Figure 6.5: Architecture of the HHOFS and the HDBOFS methods. The overall struc-
ture and relations between different stages: refining and collecting. The difference be-
tween both methods relies on the collecting phase, for instance, the HHOFS and HDBOFS
merge the clusters using a hierarchical and a density-based scheme, respectively.
(a) (b) (c)
Figure 6.6: 6.6(a) represents the initial and deterministic partitioning of the flow
field 5.15(f) into clusters. A splitting procedure based on affine motion fitness divides
some clusters into smaller and distinct subclusters, 6.6(b). 6.6(c) is the result obtained
by merging the subclusters. It represents the decomposition of the flow field since the
resulting clusters will be used (as objects) to initialize the collecting phase.
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6.3.3.1 Refining phase
Figure 6.5 shows the structure of the HHOFS technique. The refining phase receives the
flow field computed using HybridTree optical flow method [4] and returns a set of clusters
that exhibit different motion characteristics. Each cluster represents a set of observations
that are spatially related and share a similar motion model. The final set of clusters is
considered objects for the collecting phase, which focuses on grouping these objects using
a similarity measurement. The process starts by converting the horizontal and vertical
velocities of the optical flow field, w, to a Polar coordinate system wp. The second stage
is responsible for an initial partitioning of the flow field into an initial set of clusters. This
means that the flow field is uniformly divided into W ×H non-overlapping regions, where
W and H is the number of horizontal and vertical regions, respectively. The number of
regions must be defined according to the smallest object that will appear.
The motion of an individual cluster can be represented using a six-parameter affine
model3, Eq. 6.21:
wˆ(aˆ,x,y) =
[
a1 a2
a3 a4
][
x
y
]
+
[
a5
a6
]
, (6.21)
where aˆ= {a1,a2,a3,a4,a5,a6} are the affine coefficients or parameters of the model.
A solution for these equations can be obtained using at least 3 observations (w values)
and the least squares method (LSQ) . Forty two observations belonging to the cluster are
randomly selected in order to compute the affine parameters that describe their motion
model4. The LSQ is not robust against noise or outliers; however, the robust estima-
tion of these parameters using random sample consensus (RANSAC) or the iteratively
re-weighted least squares (with the Charbonnier M-estimator) is more computationally
demanding and, therefore, it can compromise the real-time demands of the robotic appli-
cation that is presented in this thesis.
In reality, the robust estimation of the affine model is not an issue since each motion
model is adjusted to the observations that constitute the corresponding cluster during the
third stage. In this way, a fitting criterion is computed using the normalized residual error,
see Eq. 6.22.
errsp(aˆ j, j) =
∑
M j
i=1 ‖wi− wˆi j‖
M j
, (6.22)
3Assumes that the depth variance in individual region is small enough compared with the distance from
the scene to the camera.
4For a 95% of confidence level with 15 of confidence interval and considering 64 initial clusters.
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where M j is the number of observations of the jth cluster, aˆ j are the affine parameters,
wi is the flow vector of the ith observation and wˆi j = (uˆ, vˆ)T is the estimated flow vector
for the ith observation and considers the aˆ j. When the normalized error of the jth cluster is
higher than a predefined threshold then, the cluster is characterized by more than a single
motion model. Therefore, the cluster is split into four smaller clusters and the affine
parameters of each subcluster are estimated once again. The splitting process is repeated
for all the clusters and the next step is to merge motion models in the affine parameter
space. This is the fourth and last stage of the refining task, see Fig. 6.5. The rectangular
clusters cs and cr are merged if they are neighbors and share the same motion. To analyze
the similarity of the motion properties for both clusters: Eq. 6.22 makes possible the fitting
of aˆs into observations of cluster cr and, furthermore, the model aˆr is fitted to observations
of the cs. This process is called by cross-validation and it originates two normalized errors
that are combined as follows:
errmg(s,r) = errsp(aˆs,r)+ errsp(aˆr,s), (6.23)
where errmg(s,r) is the merging error and errsp(aˆs,r) is the normalized error con-
sidering the parameters of aˆs in the data of cluster cr. Two clusters have similar motion
properties when the merging error is lower than a threshold. After merging them, the
affine model is re-estimated for the combined cluster to obtain more accurate model pa-
rameters.
Steps 3 and 4 are executed until the clusters converge or for a maximum number of
iterations. Thus, the refining stage decomposes the dense optical flow field into a set of
clusters. Each cluster defines a region of the flow field that shares the same affine motion
model.
6.3.3.2 Collecting phase
The refining stage is a hybrid clustering scheme and the collecting phase is an agglomer-
ative hierarchical-based scheme, where clusters obtained in the refining stage are consid-
ered as starting objects. The hierarchical clustering is conducted when the refining stage
terminates without convergence and it computes the distance between two clusters using a
similarity measurement in order to obtain a similarity matrix (distance between clusters).
This phase assumes that the observation is multivariate and normally distributed, and
the feature vector has two dimensions x ∈ ℜ2 since it is formed by the flow vector in
Polar coordinates wp. Hence, the difference between two clusters, cs and cr, can be
measured by a Mahalanobis squared distance of samples. The similarity between clusters
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is considered in terms of a normalized difference between both mean vectors [171], wpj ,
and the positive-definitive covariance Σˆ.
Σˆ=
[
(Ms−1)Σˆs+(Mr−1)Σˆr
]
(Ms+Mr−2) , (6.24)
where M j is the number of observations and Σˆ j is the sample covariance matrix of the
jth cluster.
The normalized difference between wps and wpr is defined by ws,r, and computed using
Eq. 6.25.
ws,r =
( |ms−mr|
mmax
,
|gnorm(ψs−ψr)|
pi
)
, (6.25)
where mmax is the maximum magnitude of the flow vectors, m is the mean of the mag-
nitude and ψ is the mean of the angle. This equation normalizes and maintains positive
the difference of the flow vectors that characterize each cluster. An important note is re-
lated to the angle, in radians. The angle subtraction is not straightforward because it must
be followed by a normalization otherwise, the distance may be misleading. Equation 6.26
is used to normalize the result of the difference (or the sum) of angles, ψ˜ ∈ [−pi;pi].
ψ˜ = gnorm(ψ) = atan2(sin(ψ),cos(ψ)). (6.26)
Yielding the sample means wps and wpr of clusters:
Λ2cl = w
p
s,rΣˆ
−1wp Ts,r , (6.27)
where Λcl is a metric that evaluates the distance between two clusters by considering
the mean characteristics and confidence (represented by the covariance).
The clustering operation is an iterative process that merges two similarity clusters
(lower distance) and the behavior can easily be represented using a dendrogram. The iter-
ative process can be stopped when the similarity measurement is high, since the remaining
clusters have higher distances and they probably should be disjoint clusters. Therefore,
the process can stop according to a pre-specified number of clusters and/or a threshold
value for the similarity.
The time complexity of original hierarchical algorithms is at least O(M2), where M
is the total number of objects. In addition, the algorithms can suffer from sensitivity to
noise and outliers according to the type of distance metric (or similarity measurement) that
is chosen. However, the refining phase of the HHOFS creates a set of coherent clusters
which reduces the number of objects that are used in the hierarchical scheme. This process
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prevents the use of the initial objects at flow level, which reduces the computational costs
of the hierarchical clustering. Therefore, advantages of the HHOFS segmentation include:
no priori information about the number of clusters is required and the clustering process
is conducted in a reliable and efficient manner.
6.3.4 Hybrid Density-Based Optical Flow Segmentation
This section presents a density-based technique for clustering dense optical flow fields.
The structure of this technique is similar to the HHOFS and it is called Hybrid Density-
Based Optical Flow Segmentation (HDBOFS). The major difference compared to the
HHOFS is related to the collecting phase, which in Fig. 6.5 corresponds to step 5. This
last stage is accomplished using the DBSCAN (density-based spatial clustering of appli-
cations with noise) clustering instead of a hierarchical clustering methodology. The DB-
SCAN method [185] is a density-based clustering algorithm since it finds clusters based
on the density of data points inside a region. Usually, their advantage compared to hier-
archical and partitioning methods is the computational complexity, which can be reduced
to O(MlogM). In addition, this method can discover clusters of arbitrary shapes [186].
The most important concept in the DBSCAN is its notion of density-reachability
and density-connection [187]. These notions are defined by two parameters: the neigh-
borhood’s distance (ε) and the minimum number of points required to form a cluster
(minPts). Consider a random point, ps, this point will be directly density-reachable from
a point pr if the distance between both points is less than ε and if pr is surrounded by at
least minPts points. Thus, the point ps is called density-reachable which is an asymmetric
property. The density-connected notion will now be introduced [187]: if there is a point
pc such that the two points pr and ps are density-reachable from pc then pr and ps are
density-connected. This notion is symmetric and makes it possible to define a cluster (a
set of objects that are mutually density-connected) because if pr belongs to some cluster
and ps is density-reachable from pr, then ps belongs to the same cluster. The process
begins with a random point and its neighborhood is obtained using the density-reachable
notion. If the size of its neighborhood is at least minPts, a cluster is started. Otherwise,
the point is marked as noise. For the cases where no points are density-reachable from
some point belonging to a cluster, then this point is a border object. When a point is found
to be a dense part of a cluster, its neighborhood also belongs to that cluster. The process
is repeated until all the points are visited. Table 6.1 depicts the behavior of the DBSCAN
that is controlled by two parameters ε and minPts.
Briefly, the key idea of the DBSCAN is that for each data object, the neighborhood of
a given radius (ε) must contain at least a minimum number (minPts) of objects. The major
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Table 6.1: DBSCAN behavior for different configuration of the parameters.
ε minPts Result
Big Big A few, dense and large clusters
Big Small Large and less dense clusters
Small Big Small and dense clusters
Small Small Several smaller and less dense clusters
problem of density-based clustering algorithms is that they easily lead to memory prob-
lems when facing large datasets [186]. For this reason, the refining phase is performed
initially. Thus, the proposed HDBOFS clustering method is based on the concept of space
partitioning since it efficiently identifies the different densities in the dataset according to
the motion properties. Next, the method performs a density-based clustering by taking
into account a similarity measurement of the objects. This two phase method makes it
possible to reduce the computational memory demands by providing a guideline based
on coherent clusters (obtained by the refining stage) that are initially considered objects
during the collecting phase.
The refining phase is similar to the HHOFS; however, the collecting stage is differ-
ent, for instance, the clustering is not conducted by a hierarchical scheme but by using a
density-based structure instead. The similarity measurement for the neighborhood’s dis-
tance (ε) is defined based on a feature vector with two dimensions x ∈ℜ2 and formed by
the flow vector in Polar coordinates wp. Hence, Eq. 6.27 is used to measure the distance
between objects. The initial objects are obtained by the refining phase.
6.4 Wise Optical Flow Segmentation
Although the HHOFS be computationally efficient, the technique originates results with
a blocky aspect which is not desirable for all surveillance applications. Therefore, this
research presents the Wise Optical Flow Segmentation (WOFS) that is formed by two op-
erational steps, evaluating and resetting. The evaluating phase decomposes the flow field
into a set of distinctive clusters that represent image regions with different motion mod-
els. The affine model of each cluster is initially computed considering a set of randomly
selected instances (or observations). A split-merge procedure is conducted by measuring
the fitness of all the observations that constitute the cluster to the estimated affine model.
Afterwards, a hierarchical scheme merges the set of clusters using the Mahalanobis dis-
tance of features such as the angle and magnitude of the dominant flow vector for each
cluster (average-link clustering).
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The resetting phase resorts to information regarding the spatial location of the different
clusters and motion, during the segmentation of the colored representations of dense flow
fields using a marker-controlled watershed technique. This watershed method has the
advantage of flooding the topographic surface from the previously defined set of markers.
Figure 6.7: Architecture of the WOFS method.
6.4.1 Evaluation phase
Figure 6.7 shows the structure of the WOFS technique. The flow fields are computed
using a dense optical flow technique [4] and the evaluating phase returns a set of clusters
that exhibit different motion characteristics. Each cluster represents a set of observations
that share a similar motion model. This clustering operation is obtained with the HHOFS
method, presented in section 6.3.3. The method merges two similar clusters and the pro-
cess stops when the similarity measurement is high, since the remaining clusters have
higher distances which mean that they probably should be separated. In addition, the pro-
cess can stop according to a pre-specified number of clusters. The evaluation of dense
optical flow fields is a procedure that is computationally efficient and achieves a real-time
performance (it takes 32ms to segment dense flow fields of 640×480).
6.4.2 Resetting phase
The resetting phase applies a marker-controlled watershed segmentation to the colored
representation of dense flow fields. The watershed is a gradient-based technique that tries
to prevent the over-segmentation effect, which means that the flooding process of the
topographic surface is guided by a previously defined set of markers.
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Stages 4 and 5 of the WOFS are responsible for defining the set of markers that best
describe each cluster in terms of robustness. The main objective is to enhance the con-
tour of the moving objects that can be characterized through the clusters that have been
obtained so far. Information such as the spatial location and the motion model of the dif-
ferent clusters, originated in the last phase of the evaluation stage, are considered during
the fourth stage of the WOFS method. This stage interprets the current block-wise clus-
tering (see Fig. 6.1) and decomposes the clustering result into motion layers, where each
level represents pixels that share the same motion model. Motion models were character-
ized by evaluating the flow field affected by a noise component (assumed to be normally
distributed with a zero mean). Therefore, each motion layer is obtained by searching for
all the flow vectors with a velocity (vertical and horizontal) belonging to a range given
by the standard deviation and motion mean. These parameters are extracted from the mo-
tion profile of the clusters. Flow vectors with a velocity that matches the motion profile
of a cluster are spatially filtered by taking into consideration the spatial location of the
corresponding cluster and the position of these vectors in the flow field.
Afterwards, only a spatially-connected group of flow vectors (blob) is considered for
each motion layer. In the fifth stage, the small blobs are removed from the motion layer
since they will mislead the segmentation because these small blobs usually represent noisy
flow vectors. Morphological operators are applied to the resulting blobs of the layered-
structure in order to increase the spatial connectivity inside the blob and to reduce the size
of their contours. The external contours are extracted and used to define a set of zones
with unknown motion profiles that will be analyzed in the final stage of the WOFS.
Finally, all regions of the flow field that were marked as unknown zones are combined
together in a single layer. Regions with unknown motion profiles usually represent the
edges between distinct moving objects; however, they can also represent parts of moving
objects that have a slightly different motion profile. For instance, arms and legs of a
moving person have different motion models. These unknown zones capture inconsistent
movements inside the cluster, which makes it possible to apply the watershed technique
for analyzing the colored representation (in the Hue-Saturation-Value palette) of dense
flow fields and, thus, fill the information gap. Therefore, this stage enhances the contours
of moving objects and floods the topographic surfaces that represent noisy flow vectors.
6.5 Results
A comprehensive set of experiments were conducted as part of this work. They aim to
analyze and understand the behavior of the designed techniques for motion analysis in
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a robotic and surveillance context: segmentation of dense optical flow fields based on
clustering approaches. The large majority of the experiments were conducted using the
EEyeRobot in a real surveillance scenario (the corridor of our laboratories). Therefore,
they depict real testing conditions which means that the visual system of the mobile robot
is subjected to different light conditions, reflections, diffractions, shadows and ghost ef-
fects (due to glass walls). No filtering technique was previously applied to the sequences
in order to maintain the reliability and the repeatability of the experiments. Otherwise,
the results will be influenced by the type of the filter.
The first experiments focus on testing the accuracy of the model selection that was
presented in section 6.2. The estimation of the value K (number of clusters) based on this
method is compared to the true value, which is manually labeled. These trials resort to
real dense flow fields, for instance, several realistic sequences that capture different types
of motion are used by an optical flow technique [4] to generate the dense flow field. Then,
the estimation of the number of clusters based on this method is compared to the value
obtained from the BIC, AIC, HQIC and NEC criteria. The true value for the number of
moving objects was manually labeled from the dense flow fields.
The second experiments present and analyze in detail the performance of each clus-
tering technique, namely, the HHOFS and the HDBOFS. These techniques are compared
to two alternative clustering methods, for instance, EM and K-means. In this way, it is
possible to evaluate the pros and cons of block-wise techniques compared to pixel-wise
techniques. Factors such as the computational effort and the quality of the visual segmen-
tation are considered.
The third and last experiment aimed to provide a reliable characterization of the per-
formance and computational cost involved during the WOFS. This technique is also com-
pared to two alternative clustering methods, for instance, EM and K-means. Both baseline
methods provide a pixel-wise segmentation and factors such as the computational effort
and the quality of the visual clustering are considered. The assessment was performed us-
ing an objective (quantitative) and subjective (qualitative) evaluation. An objective met-
ric, namely, the F-score [188] was used to provide quantitative quality evaluations of the
clustering results since it is often employed [189, 190]. F-score is a weighted average of
precision and recall that reaches the best value at 1, see Eq. 6.28.
Fscore = 2
precision.recall
precision+ recall
. (6.28)
All the results in this section were obtained with an I3-M350 2.2GHz computer and
without parallel programing or GPU. The methods were implemented in C++ using the
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commonly used OpenCV library5. The EM and the K-means are used in this research
as baselines and implemented as standard functions. The real sequences were obtained
using the EEyeRobot , for instance, the images have a resolution of 640×480 and were
captured from a ”The Imaging Source DFK 21AU04” camera with a 4mm focal lens.
6.5.1 Number of moving objects
The proposed model selection method does not need the complete dataset (flow field) to
estimate the number of clusters. The computation of the value of K is demanding for
a full dataset since the BFHE uses the K-means to obtain the likelihood. It returns the
probability of each hypothesis which means that, it has a mechanism that makes it pos-
sible to evaluate the confidence of the estimation of K. A larger dataset can be used only
when there are several hypotheses with similar probabilities and, in this way, a sampling
procedure reduces the time spent during the selection of the model that fits better into the
data. The results of the BFHE method reported in this research use a sampling process of
5% of the original dataset (more than 15000 flow vectors) due to real-time constraints.
Table 6.2: Comparison of the performance achieved by the BFHE with the BIC, AIC,
HQIC and NEC criteria: the average accuracy and the average computational time. 30
dense flow fields were considered during this experiment.
Accuracy (in percentage)
BIC AIC HQIC NEC BFHE
43.33% 23.33% 30.00% 40.00% 86.66%
Time (in seconds)
BIC AIC HQIC NEC BFHE
0.0479 0.0480 0.0485 0.0142 0.0174
Table 6.2 compares the accuracy of the BFHE with the BIC, AIC, HQIC and NEC
criteria. The computation of the log-likelihood for the BIC, AIC and HQIC criteria was
obtained from the EM and the K-means was used for the NEC criterion. The table 6.2
shows that the BIC is the most accurate baseline criteria in most of the times. However,
the BFHE outperforms all criteria since it achieves a global accuracy close to 90% in
real sequences. In fact, the other criteria present severe difficulties when estimating the
correct number of clusters (Kgt) since their performance is poor. The low accuracy of
the baseline methods is caused by an overestimation of the K since these methods are
significantly affected by different motion models that a single person has during its own
motion. Motion analysis becomes even more difficult when parts of the body are depicted
5Version 2.4.3 of the OpenCV
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in the sequence, for instance, if only the legs of a person are visible then each leg can
easily be interpreted as a moving object. The proposed model selection algorithm is
robust enough to recognize this type of situation. However, the presence of ”noise” in the
dataset reduces the accuracy of all the methods. This noise is caused by visual artifacts,
such as the aperture problem, changes of illumination, shadows, reflections and sensor
noise. These factors lead to a misleading estimation of the optical flow. The presence of
noise is evident in some of the flow fields, for instance, Fig. 5.17(l) and the results shown
that most of the faulty trials for the BFHE were obtained for dense flow fields corrupted
with a similar noise. Furthermore, the BFHE achieves a global accuracy in real sequences
close to 90%. This value should not be interpreted as the final accuracy of the method (for
that, more trials must be conducted) but it gives a good picture of the method’s capacity
for estimating the number of clusters based on dense flow fields.
When examining the trials that originate wrong estimations by the BFHE, it was pos-
sible to confirm that the confidence ratio in 50 % of the faulty trials is lower than 1.1.
This means that the likelihood of the best hypothesis that was returned by the method is
only 1.1 times higher than the hypothesis that yields the Kgt . Most of the faulty trials were
obtained in real cases with Kgt = 1. The egomotion of the robot creates one cluster; how-
ever, the optical flow technique and the environment’s condition cause visual artifacts.
The optical flow technique is limited to some issues that were discussed in chapter 5.
In addition, the BFHE method was implemented using the K-means in order to reduce
the computational effort required to estimate K. Thus, the likelihood is computed after the
K-means and the results that were obtained are similar to the EM. Therefore, the BFHE
is capable of estimating the number of clusters, regardless of the type of flow field and it
takes 18 milliseconds (on average) to compute, which is a proof of its low computational
complexity. The results should not be interpreted as the final accuracy of the method but
it provides a good picture of the method’s capacity for estimating the number of clusters
based on dense flow fields.
6.5.2 Separating the estimated motions
Several experiments were conducted in order to evaluate the behavior of the HHOFS and
the HDBOFS. Factors such as the quality of the visual segmentation and the computa-
tional performance are considered. Both techniques are compared to the well-known EM
and K-means. The EM and K-means are parametric techniques and, hence, they need
information about the number of the clusters. For this reason, the information related to
the Kgt is available during the experiments: the EM, K-means and HHOFS can be param-
eterized with the value of K being automatically configured by the BFHE. Instead, the
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HDBOFS is more complex to setup and it was manually configured in this section.
6.5.2.1 Visual segmentation
The results start by presenting the most difficult case which is depicted in Fig. 5.15(i) and
it represents two people moving in the opposite direction. The EEyeRobot is moving in
the same direction as the person on the left when capturing this scene. The flow field is
shown in Fig. 5.15(l). This situation demonstrates the difficulty of segmenting different
types of motion because the egomotion of the robot is in the same direction as one person
which may mislead some clustering processes. This is why the features space and the
similarity metric are so important because if they do not reflect the difference between
distinct motions correctly, then the segmentation will produce poor results. In Fig. 5.15(l)
it is possible to visualize an interaction region between both people, which leads to an
area of confusion since the people are spatially close. The optical flow technique [4]
also measures the apparent velocity of shadows and, therefore, it creates an interaction
between the two motions in the flow field. This area increases the difficulty of extracting
three clusters (egomotion, person on the left and right).
Using the EM and the K-means for clustering the flow field in Polar space resulted in
Figs. 6.8(a) and 6.8(b), respectively. The segmentation conducted by the EM produces 3
clusters. However, the clustering process does not originate a suitable segmentation be-
cause the clusters of people appear larger and they have spatially isolated regions that are
meaningless (hereafter, called clustering noise). The result of the K-means is better than
the EM because the clusters depict more faithfully the person’s movement. In addition,
the clustering noise is lower than the EM.
Figures 6.8(d) and 6.8(e) show the motion segmentation based on the HHOFS and
HDBOFS. Both methods resort to a flow field in Polar representation and they do not deal
with a single flow vector, as in previous techniques. Therefore, the results have a blocky
aspect due to the refining phase, see Fig. 6.8(c). The segmentation conducted by the
HHOFS produces the best result because there is no clustering noise: only a small region
in the person on the right is misclassified; however, this is not a real misclassification
because the velocity of this small region is similar to the person on the left, see the flow
field. The collecting phase of the HHOFS is more robust to the presence of shadows
since the resulting clusters only represent the people. In the last result, the parameter’s
configuration of the HDBOFS was only able to extract a pair of clusters: the two people
are combined in a same cluster. This may be caused by the setup of the HDBOFS or by
the density-based concept (collecting phase) because the region of confusion is joining
both clusters and, thus, it misled the entire clustering process.
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(c) (d) (e)
Figure 6.8: Motion segmentation for the case 5.15(i) and using the flow field 5.15(l).
Comparison between the EM, K-means, HHOFS and HDBOFS methods, Figs. 6.8(a),
6.8(b), 6.8(d) and 6.8(e), respectively. 6.8(c) depicts the refining phase of the HHOFS
and the HDBOFS.
Segmentation results are presented for the flow fields in Figs. 5.15(e), 5.15(f) and
5.15(j). These cases reflect situations where the EEyeRobot captures moving people with
different motion models. They aims were to analyze and compare the robustness of the
clustering procedures. Figures 6.9(a), 6.9(b) and 6.9(c) depict the segmentation conducted
by the EM and Figs. 6.9(d), 6.9(e) and 6.9(f) presents the results of the K-means. These
results are baselines for the proposed HHOFS (Figs. 6.9(g), 6.9(h) and 6.9(i)) and the
HDBOFS, Figs. 6.9(j), 6.9(k) and 6.9(l).
The visual illustration of the motion segmentation based on dense flow fields shows
that the EM produces clusters affected by noise. The K-means has a visual segmentation
that it is close to the EM, although with a lower amount of noise. Both methods were
able to characterize the two motion models present in each trial; however, the clustering
noise is higher than the results of HHOFS and HDBOFS. This is caused by the architec-
ture presented in Fig. 6.5, for instance, the refining phase makes it possible to gather the
flow vectors that are related in space and share a similar motion model. This increases
the robustness to noise and reduces the computational effort during the agglomeration of
motion models (collecting phase). Figures 6.9(g), 6.9(h) and 6.9(i) show that the HHOFS
produces the best visual segmentation since the clustering noise is small and the resulting
clusters reliably represent the different motions. In addition, the HHOFS is easy and intu-
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(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.9: Motion segmentation for the cases 5.15(b), 5.15(c) and 5.15(g): the flow
fields 5.15(e), 5.15(f) and 5.15(j) were obtained from the multi-channel formulation of
the HybridTree technique. Comparison between the EM (first row), K-means (second
row), HHOFS (third row) and HDBOFS (fourth row) methods.
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itive to configure because it requires only the maximum similarity level between clusters
and/or the number of clusters. This makes possible to setup the technique in running time
and according to the BFHE model selection method. On the other hand, the HDBOFS is
more difficult to configure since its parameters are less intuitive to setup in this context.
This problem is well-known in the literature [191]. Without a proper configuration, clus-
tering based on the HDBOFS could result in a poor visual segmentation (more frequent
when more than 2 motion models are depicted in the flow field). Figures 6.9(j), 6.9(k) and
6.9(l) show the results for the HDBOFS. As it is possible to confirm, the technique returns
a segmentation that is similar to the HHOFS; however; the clustering noise is higher be-
cause the collecting phase is executed based on the DBSCAN and not hierarchically. This
strongly influences the clustering process since it changes the order in which the clusters
are grouped (the density-reachability and the density-connected concepts). Figure 6.9(j)
shows the influence of this issue since the visual segmentation shows in fact 3 clusters:
the smaller cluster (dark purple) on the upper right side has an optical flow (green region
in Fig. 5.15(e)) that is quite different from the rest of the clusters. Thus, the DBSCAN
isolates this cluster since it does not consider the number of clusters like the HHOFS, but
considers the ε and the minPts instead.
From the results shown, it is possible to see that the visual segmentation of the HHOFS
is suitable for robotic and surveillance applications because the parameters of the tech-
nique can be adjusted in running time. Furthermore, it is reliable and more robust to the
influence of shadows that cause regions of confusion. In addition, density-based clus-
tering approaches are not recommended for segmenting dense flow field, especially, for
robotic and surveillance applications that are operating in a dynamic environment.
6.5.2.2 Computational performance
The HHOFS and the HDBOFS can have different computational requirements accord-
ing to the parametrization of the refining phase, for instance, the initial division of the
flow field space into non-overlapping regions. In this context, table 6.3 presents the ex-
pected performance of the four methods during the clustering of all real cases presented
in section 5.4.1. The table shows that the K-means is computationally efficient since the
processing time is a fraction of the time spent by the EM (with 3 iterations). As con-
firmed, the visual segmentation of the K-means is very close if not better than the EM
and, thereby, the K-means reveals better characteristics for motion segmentation of dense
flow fields in robotic applications.
As expected, the HDBOFS is computationally more efficient than the HHOFS. Sev-
eral experiments were conducted considering different resolutions for the refining phase.
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Table 6.3: Comparison of the computational performance between the EM, K-means,
HHOFS and HDBOFS. The performances of the proposed methods were evaluated by
considering different initial resolutions in the refining phase: 4×4a and 8×8b. The time
is given in seconds.
Flow Field EM K-means HHOFSa HDBOFSa HHOFSb HDBOFSb
Fig. 5.15(d) 1.2417 0.0203 0.0201 0.0253 0.5011 0.3632
Fig. 5.15(e) 3.0477 0.1216 0.0462 0.0270 0.5880 0.3872
Fig. 5.15(f) 2.9271 0.1200 0.0289 0.0291 0.5794 0.3719
Fig. 5.15(j) 3.0347 0.1493 0.0398 0.0329 0.5809 0.3759
Fig. 5.15(k) 2.7604 0.1214 0.0309 0.0279 0.5871 0.3795
Fig. 5.15(l) 4.3106 0.1951 0.0321 0.0284 0.5477 0.3670
Table 6.3 shows that increasing the resolution leads to a higher processing time because,
commonly, there are more initial regions for the collecting phase, which increases the
clustering time. A direct comparison between the HHOFS and the HDBOFS can be found
in the table. Going from a 4×4 to an 8×8 resolution increases the processing time of the
HHOFS and the HDBOFS on average by 18.57 and 13.3 times, respectively. In theory,
the clustering time of Fig. 5.15(d) should remain smaller in both resolutions because the
refining phase makes it possible to detect the presence of only one motion model; how-
ever, this does not happen because the flow field that was computed is not perfect due to
some noise and visual artifacts.
The HDBOFS is more computationally efficient but it has parameters that are more
difficult to setup. Moreover, the visual segmentation produced by this method is usually
worse when compared to the HHOFS. Therefore, the HHOFS makes it possible to seg-
ment motion from dense flow fields and in real-time. For instance, the technique took
33 milliseconds on average to analyze the flow field and to extract the set of clusters.
In this way, the HHOFS seems to be a more balanced technique when considering both
computational efficiency and the quality of the clustering process.
The results have shown that pixel-wise techniques are better to discriminate the shape
of moving objects but less robust to the aperture problem and less computational efficient.
On the other hand, experiments prove that the HHOFS and the HDBOFS achieve a real-
time performance with lower computational resources (without parallel programming).
Their results share a blocky aspect which is acceptable for the EEyeRobot however, a
pixel-wise technique starting from the results of HHOFS and HDBOFS can enhance the
visual segmentation of the flow field.
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6.5.3 Motion segmentation of dense flow fields
An extensive set of experiments was conducted in this section and to evaluate the cluster-
ing performance of the WOFS method for all the real cases presented in section 5.4.2. Fac-
tors such as the quality of the visual segmentation and the computational performance are
considered during this evaluation. The proposed technique is tested with well-known and
frequently used clustering techniques, namely, Expectation-Maximization and K-means.
The section starts by presenting the clustering results that were obtained by the meth-
ods: Figs. 6.10(a) to 6.11(l) show the results of WOFS, EM and K-means, where each row
depicts the multiple results for the same flow field. The visual illustration of the motion
segmentation based on dense flow fields shows that the EM produces clusters affected
by relevant noise, for instance, Figs. 6.10(b), 6.10(e) 6.10(h) and 6.11(b). The K-means
produces a clustering result that it is better than the EM since the results depicted in
Figs. 6.10(c), 6.10(i), 6.11(c), 6.11(f) and 6.11(i) have a substantially lower amount of
noise. Both methods were able to characterize the two motion models present in each
trial with more or less difficulty; however, they present clustering noise (small blobs) that
affects the quality of the clustering which is not suitable for surveillance and robotic appli-
cations. Figures 6.10(a), 6.10(d), 6.10(g), 6.10(j), 6.11(a), 6.11(d) and 6.11(g) show that
the WOFS produces the best visual segmentation since the clusters reliably represent the
different motions, the edges and the contours. The moving objects are clearly extracted,
and the clustering noise is nonexistent. The clear advantage of the WOFS technique over
the EM and the K-means is related to its architecture (Fig. 6.7) because the evaluating
phase makes it possible to gather a set of flow vectors that are related in space and share a
similar motion model. This increases the robustness against noise and reduces the compu-
tational effort that is required to cluster the set of motion models. In addition, the WOFS
is intuitive to configure because it only uses a few parameters that can be configured in
running time and according to the BFHE model selection method.
The most difficult case for motion analysis is depicted in Fig. 5.17(h) since it repre-
sents two people moving in the opposite direction when the observer is moving in the
same direction as the person on the left. The flow field is shown in Fig. 5.17(k) and it
demonstrates the difficulty of segmenting different types of motion because the egomo-
tion of the robot is in the same direction as one person which may mislead the clustering
processes. In this case, the feature space and the similarity metric are relevant because
if they do not reflect the difference between distinct motions correctly then, the segmen-
tation will produce poor results. Figure 5.17(k) shows an area of confusion because it
creates an interaction between the two motions in the flow field which increases the dif-
ficulty of extracting and segmenting three clusters. Figures 6.11(k) and 6.11(l) show the
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(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.10: Motion clustering for the cases 5.16(d), 5.16(e), 5.16(f) and 5.17(d). Com-
parison between the WOFS (first column), EM (second column) and K-means (third col-
umn).
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(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.11: Motion clustering for the cases 5.17(e), 5.17(f), 5.17(j) and 5.17(k). Com-
parison between the WOFS (first column), EM (second column) and K-means (third col-
umn).
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clustering of the flow field 5.17(k) conducted by the EM and the K-means, respectively.
As it can be seen, the EM produces 3 clusters (dark, blue and red); however, the process
originates clusters that are larger than the motion of the people and there are spatially
isolated blobs that are meaningless. The result of the K-means is better than the EM be-
cause the clusters depict the person’s movements more reliably and the clustering noise
is lower. Clustering flow field based on the WOFS 5.17(k) is depicted in Fig. 6.11(j).
This technique produces the best visual result because there is no clustering noise and
the size of clusters that represent the two moving people are appropriate (the shapes of
the people are retrieved with accuracy). The WOFS is more robust to the presence of the
outliers (noisy flow vectors) since the result is spatially-connected and the contour of each
cluster is constrained to the region of the flow field with motion properties that match the
motion profile of the moving person. However in this case, the area of confusion causes
an over-segmentation of clusters which effects the quantitative evaluation of the proposed
technique, table 6.4.
Table 6.4: F-score - Performance comparison between the EM, K-means and WOFS.
Parameters such the precision (”Prec.”) and the recall (”Rec.”) are presented. a represent
the clustering result for the two foreground clusters of Fig. 6.11(j).
Fig. EM K-means WOFS
Pre. Rec. F-score Pre. Rec. F-score Prec. Rec. F-score
5.16(d) 0.586 0.967 0.730 1.000 0.853 0.921 1.000 0.931 0.964
5.16(e) 0.371 0.984 0.539 0.560 0.923 0.697 0.942 0.560 0.703
5.16(f) 0.514 0.998 0.679 0.988 0.860 0.920 1.000 0.903 0.949
5.17(d) 0.785 0.941 0.856 0.971 0.869 0.917 0.998 0.973 0.986
5.17(e) 0.365 0.972 0.531 0.999 0.853 0.920 1.000 0.896 0.945
5.17(f) 0.357 0.976 0.523 0.983 0.943 0.962 1.000 0.974 0.987
5.17(j) 0.264 0.990 0.417 0.998 0.900 0.946 0.999 0.928 0.963
5.17(k)a 0.417 0.966 0.583 0.621 0.989 0.763 0.618 0.913 0.738
5.17(k)a 0.833 0.913 0.871 0.977 0.790 0.874 0.675 0.907 0.774
Several experiments were conducted in order to provide a direct comparison between
the WOFS with the EM and the K-means. Manually annotated images6 that represent the
ground truth for the segmentation of the flow fields were considered during the quanti-
tative evaluation, see table 6.4. The poor visual performance of the EM is confirmed by
the objective evaluation since its results have originated the lowest F-score in every flow
fields. Statistically, the WOFS achieved the best performance since the technique pro-
duced clusters with the best F-score in 87.5% of the flow fields. Although, the K-means
6These images are available in http://paginas.fe.up.pt/~dee10015/_wofs.htm.
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achieved interesting results since its performance was usually close to the WOFS, and
better for the flow field 6.11(j) (due to aspects that already were discussed). In most of
scenarios, the WOFS reaches high precision and recall which demonstrate the ability to
segment dense flow fields.
Finally, table 6.5 presents the expected computational performance of the WOFS,
EM and K-means. The table shows that the K-means is computationally efficient since
the processing time is a fraction of the time spent by the EM (with 3 iterations). As
previously confirmed, the visual segmentation of the K-means is better than the EM and,
thereby, the K-means reveals better characteristics for motion clustering of dense flow
fields in robotic applications. However, the WOFS is computationally more efficient than
the other methods since the processing time of the EM and the K-means is on average
95.03 and 1.51 times higher, respectively.
Table 6.5: Computational performance comparison between the EM, K-means and
WOFS. The time is given in seconds.
Flow Field EM K-means WOFS
Fig. 5.16(d) 7.2821 0.0904 0.0627
Fig. 5.16(e) 3.2812 0.1010 0.0657
Fig. 5.16(f) 7.0561 0.0908 0.0614
Fig. 5.17(d) 3.0945 0.0904 0.0663
Fig. 5.17(e) 4.5414 0.0903 0.0623
Fig. 5.17(f) 10.077 0.0926 0.0622
Fig. 5.17(j) 7.0774 0.0902 0.0617
Fig. 5.17(k) 8.3766 0.1623 0.0921
The WOFS makes it possible to segment motion from dense flow fields in a short
period of time and using generic computer systems, for instance, it took 66 milliseconds
on average to perform a clustering that is better than the other techniques. Therefore,
the WOFS is a balanced technique when considering both computational efficiency and
visual segmentation quality.
6.6 Final considerations
Motion analysis techniques based on moving observations are still in a preliminary stage
when compared to static observations because the motion of the observer creates new
paradigms that make the analysis even more complex and challenging. This chapter
studied the real-time motion segmentation based on dense optical flow fields for mo-
bile robotic applications. It proposes two block-wise segmentation methods, called the
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Hybrid Hierarchical Optical Flow Segmentation (HHOFS) and the Hybrid Density-Based
Optical Flow Segmentation (HDBOFS), that are able to extract different types of motion.
Both methods are composed by two stages: the refining phase decomposes the flow field
into distinctive clusters that represent image regions with different motion models and the
collecting phase merges the set of clusters using the Mahalanobis distance and the hierar-
chical or the DBSCAN scheme. In addition, a model selection method is presented. The
method is called Bayesian Fusion of Histogram and Entropy (BFHE) and combines the
histogram analysis of the flow field in Polar coordinates with the highest decay ratio of
the normalized entropy criterion (NEC). This scheme makes it possible to infer about the
number of clusters in the flow field; however, this information is not directly required by
the HHOFS, HDBOFS and WOFS, although, it enhances the quality of the segmentation.
This research also presents an innovative technique for segmenting moving objects
at flow level. The technique is called Wise Optical Flow Segmentation (WOFS) and
was designed for mobile robotic applications with real-time demands and computational
constraints. Unlike traditional methods, the proposed technique uses high level informa-
tion of the flow field to guide the segmentation process. The WOFS interprets the flow
field and identifies areas with similar motion profiles. This stage is called evaluation and
returns a provisional clustering result that has a blocky appearance. In this way, infor-
mation regarding distinct motion profiles is considered as high level information during
the second stage, which is called resetting. This information makes it possible to guide
a marker-controlled watershed technique that resorts to the colored representation of the
dense flow field to enhance the contours and the edges of moving objects.
Experiments conducted have proven the ability and flexibility of the HHOFS to seg-
ment different motions that may be present in a realistic surveillance scenario. In addition,
the HHOFS and the HDBOFS proved to be computationally efficient with regard to other
techniques reported in the literature and to conventional clustering techniques, for in-
stance, Expectation-Maximization and K-means. In some cases, the K-means presented
an interesting visual segmentation with low computational requirements. However, the
HHOFS and the HDBOFS can deal with noisy flow fields since they are less affected by
the quality of the optical flow estimation. The parameters of the HHOFS are very intuitive
and simpler to adjust in running time. The HHOFS can lead to reliable results using only
the number of clusters that is provided by the BFHE and neglecting the maximum similar-
ity distance between clusters. On the other hand, the HDBOFS is more computationally
efficient, especially for higher resolutions in the refining phase; however, their parameters
are less intuitive in our context, which make the method more difficult to setup in running
time.
The proposed block-wise techniques meet the computational demands of common
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robotic systems since they segment dense flow fields (with a resolution of 640 × 480) in
less than 35 milliseconds, without specialized hardware or parallel programming. More-
over, the results of the WOFS show that incorporating high level information of motion
characteristic in the clustering procedure is advantageous. The WOFS achieves a better
perceptual quality and a higher computational efficiency when compared to other ap-
proaches, namely, the Expectation-Maximization and the K-means. The experimental
evaluations reveal that the proposed technique achieved the best F1 score. Therefore, the
proposed motion analysis technique meets the computational requirements of common
surveillance systems, as it can segment the flow field in less than 66 milliseconds (dense
flow fields with a resolution of 640 × 480), without specialized hardware or parallel pro-
gramming.
Finally, the BFHE outperforms other model selection methods, even when subjected
to different moving objects in several conditions. Factors such as the aperture problem,
changes of illumination, shadows, reflections and the sensor noise cause a misleading
estimation of the optical flow. These visual artifacts are present in realistic scenarios
and affect the performance of all the motion selection methods that were tested in this
research. However, the BFHE is more robust to these issues, which makes the method
more suitable for real robotic applications.
In short, two reliable and efficient methods were developed as part of this study
(HHOFS and WOFS). They make possible to analyze motion in dense flow fields and lim-
ited computational applications, such as robotic and surveillance systems. Therefore, the
moving robot is capable of analyzing external motions, providing important information
for the detection and tracking of danger situations, namely, an intrusion, an unrecognized
object, or even, for access control and person identification.
Chapter 7
Conclusion
7.1 The final assessment
Motion perception and analysis can be performed using two distinct ways which are di-
rectly related to the movement of the observer that is capturing the scene: stationary
observation or moving observation. The large majority of works about perception re-
sort to fixed cameras. However, this research goes one step further by discussing motion
detection and analysis for a new generation of robotic moving systems.
In this context, the thesis has proposed a set of novelties for the areas of robotics and
computer vision. In more detail, an innovative mobile robotic system called EEyeRobot
was designed for active surveillance. This mobile robot moves along a rail and is equipped
with a monocular camera. The major advantage of the EEyeRobot relatively to conven-
tional systems is its ability to perform surveillance procedures without crowding the en-
vironment with cameras. The application that controls the robot is a distributed software
and the perception architecture has two operating modes that are triggered according to
the vehicle’s motion [19]: static perception and dynamic perception. Scientifically, this
research was focused in motion analysis based on moving observations. It proposed a
dynamic perception scheme that is formed by: a spatiotemporal filter [20] to enhance the
visual appearance of image sequences, a method to compute dense flow fields [4] in a
short period of time and several techniques [22] to extract distinct motion models from
the flow fields.
The novel filtering technique is named robust bilateral and temporal (RBLT) [20]. The
RBLT assumes a temporal correlation for the pixel brightness over time which is valid if
temporal increments between consecutive images are small. Furthermore, robust error
norms were incorporated in the formulation of the filter which decreased the influence
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of outliers during the estimation of the pixel value. The RBLT was compared to state-
of-the-art methods and the performance of the filter was evaluated in realistic scenarios.
The experiments conducted with Gaussian and Salt-and-Pepper noise proved that it is
possible to reduce the noise component even in images having low SNR, that is, extremely
degraded image sequences. Results showed that this filter meets the visual requirements
of a surveillance system based on a mobile robot.
The technique that estimates the optical flow of colored images sequences is called
HybridTree [4]. The technique interprets the images, identifies areas with distinct motion
characteristics and assigns the optical flow technique that best suits for each image region.
The HybridTree resorts to a methodology that blends in a symbiotic and hierarchical
scheme the advantages of local and global optical flow formulations. The experiments
have demonstrated that the proposed method extracts visual motion information in a short
period of time and is more suitable for applications that do not have specialized computer
devices: it took less than 150 milliseconds1 to provide an acceptable estimation of the flow
field, which demonstrates that incorporating high level information on the image sequence
during the optical flow estimation is advantageous for many robotic applications.
Extensive results have demonstrated that dense optical flow fields provide relevant
information about motion; however, their interpretation is a difficult problem. For this
reason, the thesis studied the real-time motion analysis based on dense optical flow fields.
A model selection method that infers about the number of motion models in the flow
field was presented. The method is called Bayesian Fusion of Histogram and Entropy
(BFHE) and combines the histogram analysis of the flow field in Polar coordinates with
the highest decay ratio of the normalized entropy criterion (NEC). In addition, two motion
segmentation techniques were presented: the Hybrid Hierarchical Optical Flow Segmen-
tation (HHOFS) and the Hybrid Density-Based Optical Flow Segmentation (HDBOFS).
The methods analyze different types of motion by decomposing the flow field into a set
of distinctive clusters that represent image regions with different motion models and then,
they merge the set of clusters using the Mahalanobis distance and the hierarchical or the
DBSCAN scheme, respectively. The experiments proved that the BFHE and the HHOFS
methods extract reliable visual motion information in a short period of time and they are
more suitable for applications without specialized computer devices (the HHOFS took
on average 34 milliseconds to separate motions). During these experiments, the BFHE
was capable of estimating the number of clusters, regardless of the quality of flow field.
The proposed model selection algorithm was robust enough to recognize motion in noisy
1The results in this section were obtained for images or flow fields with a resolution of 640 × 480 and a
I3-M350 2.2GHz.
7.2 Future works 167
dense flow fields because the histogram analysis identifies the group of pixels with similar
motion properties.
Although more computational efficient than state-of-the-art algorithms, the HHOFS
and HDBOFS originate results with a blocky aspect [22]. Thus, an extension to the
HHOFS is proposed in this thesis, that aimed to provide a pixel-wise segmentation of
the moving objects. The technique is called Wise Optical Flow Segmentation (WOFS)
and it was designed for mobile robotic applications with real-time demands and compu-
tational constraints. Unlike more traditional methods, the proposed technique uses high
level information of the flow field to guide the process of motion segmentation. The
WOFS interprets the flow field and identifies areas with similar motion profiles. This in-
formation makes it possible to guide a marker-controlled watershed technique that resorts
to the colored representation of the dense flow field and enhances the contours and the
edges of moving objects. Results show that this technique achieved a F-score on average
of 0.906 and it took less than 66 milliseconds to segment flow fields without specialized
hardware or parallel programming.
Concluding, this thesis provided a system for motion analysis that is capable of per-
ceiving and understanding external motions. The system is able to achieve a processing
frequency around of 5.5 and 6.6 frames per second when the HY and the HHOFS are exe-
cuted in sequential and in parallel (causing a temporal delay of 1 frame), respectively. This
research has studied motion analysis based on dense optical flow fields and for practical
use in a computationally-constrained robotic application. Dense optical flow fields pro-
vide good information of the apparent motion for mobile robotic applications; however,
extracting regions with similar motion characteristics is a complex and challenging pro-
cedure that requires sophisticated techniques. Therefore, the implications of this research
lead to innovations in several important areas, such as computer vision, surveillance and
mobile robotics: increasing the robot’s ability, intelligence and autonomy.
7.2 Future works
Motion perception and analysis can significantly expand several areas of application:
track human behaviors, correct the camera jitter (stabilization), aligning images into mo-
saics, thee-dimensional shape reconstruction and special effects. The proposed robotic
application is currently installed in the Faculty of Engineering of the University of Porto
and conducts active surveillance. Nonetheless much work can be developed in order to
provide a reliable motion perception system for generic robotic applications that resort to
MOb. A better interpretation of the scene makes it possible to automate the surveillance
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processes that nowadays are carried out through remote monitoring. Yet, it is important
to run tests and validate the performance of the proposed techniques in other scenarios.
This can help scaling new setups for different applications in matters of both performance
and cost.
The architecture for motion perception that is proposed in this thesis is supposed to
lay the basis for new methods for tracking and recognizing human behaviors. The surveil-
lance at homes or business is a growing market for service mobile robots; and the supply-
demand law is currently requiring for robotic solutions with the ability to change from a
conservative behavior (with a low profile but still aware of what is happen in the security
zone) to a more showoff profile. From here, an exciting approach to explore will be the
development of different robotic behaviors with the ability to evolve according to factors
of internal and external nature, for instance, the mission’s goals and the dynamic elements
that populate the environment.
One of the most relevant improvements to this research will be the enhancement of
hardware and software for the mobile robot in the following terms. Embedding the dy-
namic perception module in the onboard computer unit will lead to a more efficient oper-
ation of the EEyeRobot since the controllability of the autonomous behavior is currently
affected by communication delays caused by the wireless network. Future directions of
this research may include the evaluation of the HybridTree optical flow technique using a
different optical flow formulation (especially, non-quadratic penalizers), the development
of an adaptive process for adjusting some parameters in running time and the enhance-
ment of the spatial decomposition by incorporating other features, for instance, flow fields
of previous time instants or a rough estimation of the optical flow. On the performance
level, it is important to study the actual impact of varying different formulations during
the optical flow computation because is currently the bottleneck of the perception system.
Overcoming the problem of computational requirements, optical flow techniques will be
widely used in robotics. They have a remarkable reliability for perceiving motion with-
out many assumptions that restrict the measurement of apparent motion. An interesting
approach for motion analysis will be the extraction of different models using information
about the angular displacement of the camera and depth. This should be straightforward
but is very helpful for solving the parallax problem and will be of extremely importance
for generalizing the algorithms that are presented in this thesis. Finally, the RBLT fil-
ter can be improved using the decomposition of motion that is obtained from the WOFS
method. The goal is to stabilize different regions of the video and to reduce the ghost
effect.
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