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We present and study a procedure for testing the null hypothesis of multivariate
elliptical symmetry. The procedure is based on the averages of some spherical
harmonics over the projections of the scaled residual (1978, N. J. H. Small, Biome-
trika 65, 657–658) of the d-dimensional data on the unit sphere of Rd. We find,
under mild hypothesis, the limiting null distribution of the statistic presented,
showing that, for an appropriate choice of the spherical harmonics included in the
statistic, this distribution does not depend on the parameters that characterize the
underlying elliptically symmetric law. We describe a bivariate simulation study that
shows that the finite sample quantiles of our statistic converge fairly rapidly, with
sample size, to the theoretical limiting quantiles and that our procedure enjoys good
power against several alternatives. © 2001 Elsevier Science (USA)
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1. INTRODUCTION
The family of elliptically contoured distributions is a natural semi-
parametric generalization of the multivariate Gaussian distribution. There
exists a sizable literature on the subject of elliptically contoured distribu-
tions. For an overview, we refer the reader to the book edited by Fang and
Anderson (1990). See also Cambanis, Huang and Simons (1981), Devlin,
Gnanadesikan and Kettenring (1976), and Fang, Kotz and Ng (1990).
Among other things, a theory for the distribution of correlation coeffi-
cients, sample covariance matrix, Hotelling T2, and other important statis-
tics, that parallel the classical theory for the multivariate normal, is avail-
able for the family of elliptically contoured distributions. This, and the fact
that many statistical procedures (including principal component analysis)
yield superior performance when data support elliptical symmetry (see
Nelson, Cox and Ndjuenga, 1989), motivates the consideration of testing
for elliptical symmetry, instead of testing for other forms of multivariate
symmetry which might be either too narrow (as spherical symmetry, which
does not include the Gaussian family) or too general (as symmetry by rays
or symmetry of the marginals, which include distributions for which certain
statistical procedures will not have a good performance). Some relevant
previous work on testing for multivariate spherical symmetry or ellipsoidal
symmetry has been done by Beran (1979), Barinhaus (1991), Aki (1993),
Fang, Zhu and Bentler (1993), Heathcote, Rachev and Cheng (1995) and
Koltchinskii and Li (1998).
We mention now some either well-known or easy to verify facts con-
cerning elliptical symmetry and the closely related spherical symmetry,
which will be useful in what follows. This will also serve us to settle down
notation. The distribution of a d-dimensional random vector Z is called
isotropic or spherically symmetric when, for every d×d matrix M ¥ O(d)
(the orthogonal group), the distribution of MZ is the same as that of Z.
This is equivalent to saying that Z is distributed as R C, where R is a non-
negative random variable, C is uniformly distributed on the unit sphere
Wd={x ¥ Rd : ||x||=1}, and the variables R and C are independent. A
random vector X in Rd has an elliptically symmetric or elliptically contoured
distribution when, for some non-singular d×d matrix A and vector
m0 ¥ Rd, the distribution of Z=A−1(X−m0) is isotropic. This means that
any X, with an elliptically symmetric distribution, can be represented as
X=m0+R A C=m0+H0(U) A C, (1)
with m0, A, R and C as above, U ’Unif(0,1) and H0 the inverse of the
cummulative distribution function G0 of the random variable R. Direct
calculation, using the fact that C is isotropic, shows that the vector X of (1)
has mean m0 and covariance matrix S0=(E(R2)/d) A A t. Thus, the
covariance matrix is proportional to A A t. We can assume that A is a
square root of S0, in which case E(R2) must equal d.
When X has a density f (with respect to d-dimensional Lebesgue
measure, as usual), elliptical symmetry of the distribution amounts to the
fact that f can be written as
f(x)=g0(||A−1(x−m0)||2), (2)
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for some g0: R+Q R+, and A and m0 as above. Again we can assume that
A A t=S0, by slightly redefining g0. The relationship between the cum-
mulative distribution function G0, defined above, and g0 is given by
G −0(r)=wd det(A) r
d−1g0(r), r > 0, (3)
at those values of r where g0 is continuous, wd being the surface area of Wd.
Let X1, X2, ..., Xn be an i.i.d. sample from a d-dimensional distribution
P. Our goal is to test the null, infinite dimensional composite hypothesis,
that P has elliptical symmetry, with m0, S0 and G0 (or, equivalently, g0)
unspecified.
Let X¯ and S denote the sample mean and covariance matrix. For i [ n,
let Yi=S−1/2(Xi−X¯). Following Small (1978), we call the Yi’s the scaled
residuals. Let Wi=Yi/||Yi ||, i [ n be the projections of the Yi’s on the unit
sphere. By the consistency (under minimal assumptions) of X¯ and S and
the expression (1), when the distribution of the Xi’s enjoys elliptical sym-
metry, the Wi should be, approximately, uniformly distributed on Wd. The
uniformity of the Wi’s on the unit sphere can be verified in different ways.
We prefer the following method, based on averaging spherical harmonics
over the Wi’s, since it has been shown, in the context of testing for multi-
variate normality, to have very good power against a host of alternatives in
dimensions 2 to 10 (see Manzotti and Quiroz (2001) and Quiroz and
Dudley (1991)).
A spherical harmonic of degree j is the restriction to Wd of a homoge-
neous polynomial p(x) on Rd, of degree j, such that D(p) — 0 on Rd, where
D denotes the Laplace operator D=;di=1 “2/“x2i . In dimension 2, the
spherical harmonics coincide with the trigonometric functions on the unit
circle. In higher dimensions, as in dimension 2, their linear combinations
are dense (with respect to the sup norm) in the continuous functions on Wd
(see Stein and Weiss (1971)). Müller (1966) gives recursive formulae for the
computation of an orthonormal basis, with respect to the uniform proba-
bility measure on the unit sphere, of spherical harmonics. Easy to compute
closed form formulae, in arbitrary dimension, for the spherical harmonics
in the basis described by Müller, can be derived (see Manzotti and Quiroz,
2001, where some of these formulae are given). We will denoteHj the set of
spherical harmonics of degree j in this orthonormal basis, and Jj l=
1j [ i [ lHi. The number of linearly independent spherical harmonics of
degree j, in dimension d, is given by N(d, j)=(d+j−1j )−(
d+j−3
j−2 ), with
N(d, 0)=1 and N(d, 1)=d, for all d.
For a fixed e > 0, let ne be the nearest integer to the left of en. Let rn be
the e sample quantile for the radial variables ||Y1 ||, ||Y2 ||, ..., ||Yn || (ne of the
||Yi ||’s are less than or equal to rn, and the rest are larger than rn). Denote
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by Qn(h) the average over those Wi for which ||Yi || > rn of a function h
defined on Wd, that is,
Qn(h)=(1/n) C
i [ n
h(Wi) 1||Yi|| > rn . (4)
Then, our statistic, denoted Z2n, is
Z2n=n C
h ¥Jj l
Q2n(h), (5)
for j \ 3. The reason to include only spherical harmonics of degree greater
than 2, in the definition of Z2n, is to obtain a statistic with a limiting chi-
square distribution (except for a multiplicative constant), regardless of the
parameters defining the underlying elliptically contoured distribution (see
Theorem 2.4). Leaving out of the average in (4) a small amount of residuals
falling near the origin, is a low cost device for avoiding extra (and akward)
assumptions on the function G0 defined above (3). Since we test the projec-
tions of the scaled residuals on Wd for uniformity, our Z
2
n is only a neces-
sary condition statistic for the null hypothesis considered, that is, it has not
asymptotic power 100% against all alternatives. Nevertheless, we choose to
consider this statistic for a number of reasons: Most of the multivariate
distributions lacking elliptical symmetry, encountered in applications,
display absence of uniformity when their scaled residuals are projected
onto the unit sphere and can, therefore, be detected by our procedure.
Statistics related to Z2n have shown a very good behaviour in testing for
multivariate normality, in terms of power and the stability of that power
over different dimensions (Manzotti and Quiroz, 2001). In that context,
statistics similar to Z2n exhibit a surprisingly fast convergence of the finite
sample quantiles to the asymptotic limiting values. Our simulation study,
described below, shows that these positive features are valid for Z2n in the
more general context of testing for elliptical symmetry.
In the following section, we establish, under mild conditions on G0, the
limiting null distribution of Z2n, which turns out to be, except for a mul-
tiplicative constant, an exact chi-square distribution, independently of the
unknown parameters m0, S0 and G0. In Section 3, we describe a bivariate
simulation study that reveals some good features of our procedure.
2. LIMITING NULL DISTRIBUTION OF Z2n
Throughout this section, we suppose that X1, X2, ..., X are i.i.d.
d-dimensional vectors with an elliptically contoured distribution P, and
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that P admits a density f, which can be written as in (2). We make two
more assumptions, as follows. Let r=re be the e-quantile of the radial
variable R, defined by (1). We assume
(i) The function G0 is continuously differentiable on an interval
J=(s, t) such that 0 < s < re < t, with G
−
0(re) > 0, and
(ii) ER4=E ||X||4 <..
First, we have
Proposition 2.1. Z2n is affine invariant and, therefore, its distribution
does not depend on the values of the parameters m0 and S0.
Proof. The proof of Proposition 8 in Quiroz and Dudley (1991), for
similar statistics in the context of multivariate normality, goes through
verbatim, in the present, more general, case.
From here on, we assume that m0=(0, 0, ..., 0) t and S0=I (the identity
matrix).
For r > 0, a ¥ Rd, C ¥ GL(d, R) (the group of non-singular, real d×d
matrices) and h ¥Jj l, we define the function g( · ; r, a, C, h) on Rd by
g(x; r, a, C, h)=h 1 a+Cx
||a+Cx||
2 1||a+Cx|| > r, x ¥ Rd. (6)
Let K1 … Rd be a compact neighborhood of the origin, K2 … GL(d, R) a
compact neighborhood of the identity matrix. Let L=(r1, r2), an interval
satisfying 0 < s < r1 < re < r2 < t. Consider the classes of functions
Gh={g( · ; r, a, C, h), r ¥ L, a ¥K1, C ¥K2},
for h ¥Jj l. We assume that the compact sets K1 and K2 and the interval L
are small enough in a sense to be made precise below. Next, we have
Proposition 2.2. Each class Gh is P-Donsker
Proof. Instead of adapting the proof of Theorem 5 from Quiroz and
Dudley, 1991, we give here a direct argument that gives a better idea of
how small the metric entropy (with bracketing) is for these classes of func-
tions, a fact that may help in understanding the fast convergence of the
finite sample size quantiles of Z2n to their limiting values.
Fix h ¥Jj l. Given d and g in (0,1), by the smoothness of h and the com-
pactness of K1 and K2, there exist finite sets K
g
1 … Rd and Kg2 … GL(d, R),
with #K1=O(d−d) and #K2=O(d−d(d+1)/2) (# denotes cardinality of a set),
such that, for every pair a ¥K1, C ¥K2 there exists a pair ag ¥Kg1 ,
Cg ¥Kg2 , satisfying
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:h 1 a+Cx
||a+Cx||
2−h 1 ag+Cgx
||ag+Cgx||
2 : [ d/4 whenever ||a+Cx|| \ s, (7)
||a+Cx|| > rS ||ag+Cgx|| > r−g, -r ¥ (s, t) and (8)
||ag+Cgx|| > rS ||a+Cx|| > r−g, -r ¥ (s, t). (9)
Let Lg be a finite g-covering of L, such that for r ¥ L, there exist ru, rl ¥ Lg
satisfying
ru < r < rl, g < r−ru < 2g and g < rl−r < 2g. (10)
Certainly, Lg can be taken of cardinality O(g−1). Given g( · ; r, a, C, h) ¥ Gh,
the functions
gl(x)=1h 1 ag+Cgx||ag+Cgx||2−d/42 1||ag+Cgx|| > rl , x ¥ Rd, and (11)
gu(x)=1h 1 ag+Cgx||ag+Cgx||2+d/42 1||ag+Cgx|| > ru , x ¥ Rd, (12)
satisfy gl(x) [ g(x; r, a, C, h) [ gu(x) for all x ¥ Rd, since (8), (9) and
(10) guarantee that {||ag+Cgx|| > rl} … {||a+Cx|| > r} … {||ag+Cgx|| > ru}.
Now,
F
R
d
(gu(x)−gl(x))2 dP(x)
[ 1d
2
22 F
||ag+Cgx|| > rl
dP(x)+M21 F
ru < ||a
g+Cgx|| [ rl
dP(x), (13)
for M1=1+supc ¥ Wd h(c). The first term in (13) is bounded by d
2/2.
Assuming K1, K2 and L to be small enough, and using assumption (i), the
variables ||ag+CgX|| have densities uniformly bounded, by some constant
M2, on (r1−2g, r2+2g) (for small g), and, since by (10), rl−ru [ 4g, the
second term in (13) is bounded by 4M21M2g. Choosing g to make this term
less than d2/2, we get that the functions given by (11) and (12) form
d-brackets for Jj l, and, by the bounds for the cardinalities of K
g
1 , K
g
2 and
Lg, and the choice of g, the d-L2(P) bracketing number of the class Jj l is
polynomial in 1/d. Thus, our result follows from Ossiander’s CLT for
empirical processes (Dudley, 1999, Theorem 7.2.1).
The following technical lemma is key to our main result. Recall that H0
denotes the inverse of G0, the c.d.f. of the radial variable R, defined in (1).
For a spherical harmonic h, of degree k \ 3, let p denote the corresponding
harmonic homogeneous polynomial on Rd (h is the restriction of p to the
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unit sphere Wd). Let pi=“p/“xi, 1 [ i [ d, and denote by hi the restriction
of pi to Wd.
Lemma 2.3. For every spherical harmonic h of degree k \ 3, and
1 [ i, iŒ [ d, the following integrals are equal to 0:
(a) F
Wd
hi(c)−kh(c) ci dc, (b) F
Wd
hi(c) ciŒ−kh(c) ciciŒ dc (14)
Proof. We consider first the integral (a). Clearly, pi is a homogeneous
polynomial of degree k−1 and, since
C
d
m=1
“2pi
“x2m
=
“
“xi
Dp — 0,
pi itself is harmonic, and hi is a spherical harmonic of degree at least 2. By
orthogonality to the function 1, the integral of pi over Wd must be zero.
Since ci is a spherical harmonic of degree 1 ( < 2), it follows that it is
orthogonal to pi with respect to the uniform distribution on Wd (see Müller,
1966), and the integral (a) in (14) is zero.
For the second integral, suppose first that i ] iŒ. In this case, ciciŒ is a
spherical harmonic of degree 2 and is, therefore, orthogonal to h, while hi
and ciŒ are also orthogonal harmonics, as mentioned above, and the
integral (b) is zero. Now suppose i=iŒ. Still, the integral of the term
hi(c) ci will be zero by orthogonality of spherical harmonics of different
degree. On the other hand
F
Wd
h(c)(c21+c
2
2+·· ·+c
2
d) dc=0, (15)
since c21+c
2
2+·· ·+c
2
d — 1 on Wd. One can verify directly that, for i ] iŒ,
c2i − c
2
iŒ is a spherical harmonic of degree 2, and using that k \ 3, we have
F
Wd
h(c)(c2i − c
2
iŒ) dc=0
which implies that the integral
F
Wd
h(c) c2i dc=0 (16)
is the same for all values of i. This, together with (15), gives that the
integral in (16) is zero, completing the proof that the integral (b) is zero in
this case.
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The following Theorem is our main result
Theorem 2.4. Let N(j, l) denote the number of functions in Jj l. Under
the assumptions stated at the beginning of this section, the limiting distribu-
tion of Z2n is that of (1− e) q, where q is a variable with a chi-square distri-
bution with N(j, l) degrees of freedom, for every choice of the parameters m0,
S0 and G0.
Proof. For an=−S−1/2X¯ and Cn=S−1/2,
Qn(h)=Pn g(x; rn, an, Cn, h),
where, for a function g: RdQ R, Pn g denotes its average over the sample
X1, ..., Xn. Then
Z2n=||(`n Pn g(x; rn, an, Cn, h))h ¥Jj l ||2. (17)
For a function g: RdQ R, let Pg=> g(x) dP(x) and let nn g=
`n (Pn g−Pg) be the empirical process at g. We can write
`n Pn g(x; rn, an, Cn, h)=nn g(x; rn, an, Cn, h)
−`n (Pg(x; rn, an, Cn, h)−Pg(x; re, 0, I, h)), (18)
where Pg(x; re, 0, I, h)) is zero by the spherical symmetry of the law P (we
are assuming m0=0 and S0=I). In order to estimate the second term in
(18) we compute the partial derivatives of Pg(x; r, a, C, h) with respect to r,
the coordinates of a=(a1, ..., ad) and the entries of C=(ciiŒ) at
(r, a, C)=h0=(re, 0, I). A direct calculation shows that these derivatives
exist and are continuous at h0. Their values are the following (with the
notation of Lemma 2.3): “Pg(x; r, a, C, h)/“r|h0=0, by the spherical
symmetry of P, while
“Pg(x; r, a, C, h)
“ai
:
h0
=F 1
e
F
Wd
hi(c)−kh(c) ci
H0(u)
dc du, 1 [ i [ d and
(19)
“Pg(x; r, a, C, h)
“ciiŒ
:
h0
=(1− e) F
Wd
hi(c) ciŒ−kh(c) ciciŒ dc. (20)
Lemma 2.3 says that, for j \ 3, all these partial derivatives are zero. Then,
using Taylor’s approximation with remainder, we get
`n Pg(x; rn, an, Cn, h)=`n o(||(rn, an, Cn)−h0 ||). (21)
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Our assumption (i), via a classical result for sample-quantile convergence
(see, for example, Theorem 2.2.5, page 158 in Prakasa Rao, 1987) gives
that rn−re=OPr(n−1/2), while assumption (ii) suffices for an=OPr(n−1/2)
and Cn−I=OPr(n−1/2). Then, plugging (21) in (18), we have
`n Pn g(x; rn, an, Cn, h)=nn g(x; rn, an, Cn, h)+oPr(1). (22)
Noting that Pg(x; rn, an, Cn, h)Q Pg(x; re, 0, I, h) and Pg2(x; rn, an, Cn, h)
Q Pg2(x; re, 0, I, h), in probability, and using the asymptotic equicon-
tinuity of the empirical process indexed on Jj l (since this class is P-Donsker
by Proposition 2.2), we get from (22)
`n Pn g(x; rn, an, Cn, h)=nn g(x; re, 0, I, h)+oPr(1), (23)
and, since a finite union of P-Donsker classes is again P-Donsker, the
vector `n (Pn g(x; rn, an, Cn, h))h ¥Jj l will have the same asymptotic dis-
tribution as (nn g(x; re, 0, I, h))h ¥Jj l , which, by the Multivariate Central
Limit Theorem is a multivariate normal distribution, with covariance
matrix M=(mhhŒ)=(P(g(x; re, 0, I, h) g(x; re, 0, I, hŒ))−Pg(x; re, 0, I, h)
×Pg(x; re, 0, I, hŒ)), for h, hŒ ¥Jj l and mean zero. This covariance matrix
is diagonal, by the orthogonality of the functions in Jj l, and its diagonal
terms are all equal to
mhh=F h2 1 x||x||2 1||x|| \ redP(x)=1− e.
Then, using (17) and the Continuous Mapping Theorem, the proof is
complete.
We would like to mention that for some, but not all, of the spherical
harmonics of degree 1 and 2 on Wd, the partial derivatives in Lemma 2.3
turn out to be zero. Those spherical harmonics could be added to the sta-
tistic without changing the limiting distribution (except, of course, for the
number of degrees of freedom). It should also be stressed that the chi-
square limiting distribution is obtained by the appropriate choice of
spherical harmonics, and without the need for a correction of the statistic,
as in the Rao–Robson methodology (Rao and Robson, 1974).
3. BEHAVIOUR OF Z2n ON SIMULATED EXAMPLES
We will now describe a bivariate simulation study, designed to evaluate
the behaviour of the finite sample quantiles of Z2n, as well as the power of
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the statistic. In this simulation, the parameters defining Z2n are set as
follows e=0.05, j=3, l=6. Thus, eight spherical harmonics are used in
the calculation of the statistic, and the limiting quantiles can be obtained
from the quantiles for the chi-square distribution with eight degrees of
freedom, by multiplication by a factor of 0.95.
First, we consider two distributions with elliptical symmetry, namely the
standard bivariate gaussian, N(0, I), and the uniform distribution on the
unit ball, Unif (B0, 1). For sample sizes n=50, 100 and 200, we generate
10000 samples from each of these distributions (using the random number
generator of Fortran 77, and the Box–Müller method to produce the gaus-
sian variables) and, for each sample, we compute Z2n, and obtain the
Monte Carlo quantiles from the sorted Z2n values. The results are shown in
Table 1, together with the theoretical limiting quantiles, obtained as
pointed out in the previous paragraph. In this table we observe that the
finite sample quantiles for Z2n are in very good agreement with the limiting
theoretical values, even for the smallest sample size considered (n=50).
Also, the changing of the underlying elliptically symmetric distribution,
seems to have very little effect on the values of the finite sample quantiles.
We conclude that the theoretical limiting quantiles of Z2n can be used in
practical applications, even for small sample sizes, without fear of incurring
severe error.
We consider now the Monte Carlo power of Z2n against a set of alterna-
tives lacking elliptical symmetry. These alternatives, which we describe
next, present different ways of departure from the null hypothesis.
A1: The uniform distribution on the region of the plane limited by the
curves y=2x(1−x) and y=4x(1−x) (a ‘‘moonshape’’ region).
A2: The uniform distribution on the unit square.
A3: A fifty-fifty mixture of two zero-mean gaussian distributions, with
covariance matrices R4 00 1S and R1 00 4S, respectively.
TABLE I
Monte Carlo Quantiles for Z2n
Distribution Sample size 90% 95% 97.5%
N(0, I) 50 12.71 14.72 16.51
N(0, I) 100 12.63 14.46 16.30
N(0, I) 200 12.67 14.79 16.67
UnifB0, 1 50 12.83 14.76 16.55
UnifB0, 1 100 12.67 14.72 16.41
UnifB0, 1 200 12.66 14.63 16.53
Ellipt. symmetric . 12.693 14.732 16.658
TEST FOR ELLIPTICAL SYMMETRY 283
TABLE II
Monte Carlo Power for Z2n at 10% Level
Alternative n=100 n=200
A1 0.998 1.00
A2 0.347 0.595
A3 0.271 0.442
A4 1.00 1.00
A5 0.879 0.990
A6 0.239 0.351
For the following alternatives, the coordinates X1 and X2 are indepen-
dent variables with the given distribution
A4: b(0.1, 0.1).
A5: exp(1).
A6: Student’s t3.
For each of these distributions and each sample size n=100 and n=200,
we generate 1000 samples of size n. For each sample, the corresponding
value of the statistic Z2n is computed, and from the 1000 values, the power
at the 10% level is estimated using the 90% Monte Carlo quantiles from
Table 1. Results of this experiment are summarized in Table 2. We see that,
overall, Z2n offers good power against this set of alternatives, specially con-
sidering that we are dealing with an infinite-dimensional null hypothesis.
Also, for those alternatives for which the power is low at n=100, there is a
significant increase in the power when the sample size goes to 200, indi-
cating the ability of the statistic to noticeably improve its performance
with sample size. We conclude that Z2n seems to be effective in detecting
different ways of departure from elliptical symmetry.
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