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ABSTRACT 
Homogeneous polynomials p(x,, , x,) satisfying p(r, + 1,. , x,, + 1) = 
p( xl,. , x,, ) are characterized, and are shown to possess some unexpected properties. 
INTRODUCTION 
Throughout this paper, all polynomials and vector spaces are defined over 
some fixed field of characteristic zero. 
In [ 11, Selberg used the discriminant polynomial A,(x,, . . . , x,,) = ni < j 
(x j - xi) to prove his integral formula. The question has arisen of whether 
other polynomials could be used in the proof to derive similar formulas; hence 
polynomials satisfying some of the same properties as A,, have been searched 
for. Since it is actually A”, that is used, and A”, is symmetric (as opposed to 
the alternating A,,), the following properties were required of a polynomial 
p(x) on n variables. 
P.l. For some k, p(x) is k-homogeneous, i.e., p(tx,, . . . , tr,) = 
t%(q,..., X”). 
P.2. p(x) is translational, i.e., p(r, + 1,. . . , x, + l)= p(x,,. ., xn), 
P.3. For some I, p(x) satisfies 
(x, . . . X”YP($ >...> $)=wP(X, )..., xn). 
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P.4. p(x) is symmetric, i.e., if u is an arbitrary permutation of 
{I,2,..., n}, then p(r,(i),..., xocnJ= &xi,..., z,). 
Note that At(x) satisfies P.l-P.4 with k = n( n - 1) and I= 2(n - l), 
while A,,(x) satisfies P.l-P.3 with 
and Z=n-1. 
One may wonder indeed whether P.l-P.4 characterize A”,(x), but that is not 
the case. 
EXAMPLE 1. Consider p(x,, x2, xs, xq)= (xi - rs)‘(rs - x4)’ +(r, - 
~s)~(rs - x4)2 +(x, - x4)2(x2 - x3)2. Then P.l-P.4 are satisfied with n = 4, 
k = 4, I= 2. 
This example can be generalized to 
EXAMPLE 2. Let A be an n X n symmetric matrix with nonnegative 
integer entries aij and constant column sums 1 and trace 0. Define 
P(X,,..., xn)= rli< j(xi - Xj)% Then properties P.l-P.3 are easily verified. 
The symmetrization of p(x) (which may be 0), o(x) = X,,p(r,o,, . . . , x,~,,), 
then will satisfy P.l-P.4. Example 1 is then given basically by 
The author is grateful to Professors E. Isaacson and W. Bridges for the 
examples. 
If n, I, and k are fixed, the set of polynomials satisfying P.l-P.3 is a 
vector space which has as a subspace those polynomials satisfying P.l-P.4. 
We will let Y(n, 1, k) and YY(n, I, k) d enote these spaces respectively. 
We will find the dimension of each of these spaces, and show how to 
construct a basis for each. 
If u =(a,,..., u,) is an n-tuple of nonnegative integers, we let x” stand 
for the monomial xl1 * . + x,“n. Hence a polynomial p(x) in n variables can be 
written in the form 
p(x)= c U”X”, 
UES 
where a, is a nonzero scalar and S is a finite set of n-tuples of nonnegative 
integers. Clearly, p(x) is k-homogeneous if and only if for every u E S, 
ju(=u,+ ... + u, equals k. Thus if we let 9’( n, k) be the set of n-tuples of 
nonnegative integers adding up to k, i.e., the set of ordered partitions of k in 
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at most n parts, then every k-homogeneous polynomial in n variables can be 
written uniquely in the form 
If furthermore p(x) is also to satisfy P.3, then in particular (x1 . . . 
x,m/q,..., l/x,) has to be a polynomial, but that can only be if 
whenever a,#O, ui<Z for i=l,..., n. Hence we let s(n, 1, k) denote the 
subset of 9’( n, k) where an ordered partition is in 9( n, 1, k) if each of 
its coordinates is at most 1. We let w(n, I, k) be the space of polynomials 
with basis {x”lu E 9(n, I, k)}. Note that if p(x) E W(n, I, k), then 
(Xi . . . ~“)‘P(l/qY.,l/qJ is an element of W(n, 1, nZ - k)? so if P.3 is to 
be satisfied, k = nZ - k or nZ = 2k. We show below the surprising fact that 
provided nZ = 2k, any translational polynomial in Ily( n, 1, k) automatically 
satisfies P.3. 
If u,v are n-tuples of nonnegative integers, we let 
where 
ui 
i 1 o, is the binomial coefficient (which is taken to be 0 if o, > ui); and 
ii = (I - ;, , . . . , Z - u”). Note i = u. Let also 1 = (1,. . . , 1). If 0 < r < nl, let 
r = nZ - r. 
TRANSLATIONAL POLYNOMIALS 
We think of n and 1 as fixed, and for 0 < T < nl, we let for brevity’s sake 
X, = P(n, I, r). We let c be the vector space with basis X,. Obviously, ^v; 
and w( n, 1, r) are isomorphic, but for notational purposes we would rather 
use ^u;. 
to 1v;, 
by 
For 0 < i < j < nl, define A(i, j), a linear transformation from Vj 
A(i, j)u=“gx (y)v forany u6Xj. 
Note that we could have defined a parallel map on the space with basis 
9(n, j) (i.e., ignoring 1). The lemma that follows has an elementary proof, 
but it is actually easier to do first in the general situation just described and 
then considering the restriction of the transformation to Vj. 
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LEMMA 1. Zf i Q j < k, then 
A(i,j)A(j,k)=(FIj)A(i,k). 
It is straightforward that if p(x) = EU E9(n,l, k)uu~” E W(n, I, k), with 
nl = 2k, then p(x) is translational if and only if for all i < k, 
A(& k)(C u E x,auu) = 0, which by Lemma 1 is equivalent to A( k - 
1, k)G Ex p ,u) = 0. Hence the kernel or null space of A( i, k) is to play a 
role. 
We make < into an inner product space by making X, an orthogonal set 
with 
(L&u) = + 
( 1 
forany uEX,. 
U 
Define 0,: y + Y$ by D,(u) = ii for any u E X,. Clearly, 0; ’ = Of = IIT* 
and 0, is an isometry from q to <. We will use D as a generic name for 
these transformations, since knowing the domain determines the r. A bit more 
interesting is 
LEMMAS. Let i < j. Then A*(& j) = DA( i, Z)D. 
Proof. First observe that 
so if v E Xi, u E Xj, then 
(Y) (E) (v, A(i, j)u) = - = - = (A(j, i)V,ti) 
=(A(j,i)Dv,Du)=(DA(j,+3v,u). 
If I, u, and v are integers, one can show, by induction on u, that 
n 
( 1 l;u = &)i z , (X)(3 i=O 0 i 
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from which it follows that if u E Xi, v E Xi, then 
Suppose now i Q j, j, then for v E Xi, u E Xi, 
= k$,,( - “k,;x ($ j<W> A(k) j>u> 
It 
= i (-1)” c 
k=O w E x, 
($1 
(z)(A*(k,i)w,A(i,j)u) 
k 
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So if we define, for i Q j, Hi(j)= A*(& j)A(i, j): Vj + Tj and 
then since Nj*(i) = Nj(i), we get 
(v, A(i, j)Du) = (v, iVj(i)A(i, j)u). 
From this immediately follows 
THEOREM 3. Zf i Q j, i, then A(i, i)D = Nj(i)A(i, j). In particular, if 
i < j and i = i, then Nj(j)A(j, j)= D, so A(j, j) is invertible. 
From Lemma 1 then 
COROLLARY 4. Let i < j. Then if j < i < j, then A(i, j) is one-to-one, 
while if i < j < i, then A(i, j) is onto. 
EXAMPLE 3. Let n = 1 = 3 and use the lexicographic ordering on X,. 
Then the matrix of A(3,6) is given by 
A(3,6) = 
1111000000 
9630321000 
0369123000 
9300620310 
0660686660 
0039026130 
1000100101 
0100320639 
0010023369 
0001001011 
THEOREM 5. Let nl= 2k, so k = k. Zf A(k - 1, k)y = 0, then Dy = 
(- UkY. 
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Proof. 
Dy=N,(k)A(k,k)y=N,(k)y= ; OJ 
Now if j -z k, then Hj(k)y = A*(j, k)A(j, k)y = 0, by Lemma 1, so 
Dy = ( - $W,( k)y = ( - l)kA*( k, k)A( k, k)y = ( - l)ky. 
We are ready now for one of our main theorems. Suppose 
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n 
P(X) =, 
I3 u E ,Ypux” E W(n, I, k) with 2k = nl is translational. Then (x1 . . . x,)’ 
P(l/X 1,. . ., l/r,) = ~uuuxl, so P.3 will be satisfied if and only if D(ZQz,,u) 
= ( - l)k(~,ap); but this is always the case by Theorem 5; hence we have: 
THEOREM 6. Let n, 1, and k be positive integers. Then the space 
V( n, 1, k) of polynomials satisfying P.l-P.3 has dimension equal to 
i 
I~(~,l,k)l-)9(n,1,k-l)J if nZ=2k, 
0 otherwise. 
And V(n, 1, k) coincides in a natural way with the null space A(k - 1, k). 
EXAMPLE 4. Let n = 3, I= 2, k = 3. Then 
9(3,2>3)= {(2,LQ)> (2,&l), (L2,0), (1,(X2), (0,2,1), (0,1,2), (l,l,l)}, 
while 
9(3,2,2)= {(2,0,0), ((.X2,0), (O,W), (l,l,O), (l,O,l), (WJ)}, 
so V-(3,2,3) is l-dimensional with basis AS(x). 
EXAMPLE 5. Let n = 4, 1 = 2, k = 4. Then 1@(4,2,4)1 = 19, while 
1@‘(4,2,3)( = 16. Since (xl - x2)‘(x3 - r,)‘, (xl - x3)‘(xz - x4)‘, (x1 - 
x4)‘(xz - r ,)’ are in Y(4,2,4) and are independent, they form a basis for 
V(4,2,4). 
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SYMMETRIC CASE 
Now we concentrate on P.4, i.e., we look at 9’V(n, 1, k), the subspace of 
V(n, I, k) consisting of symmetric polynomials. Equivalently, in Vk, we can 
look for vectors C, E xk a u such that whenever u = vu, where u is a permuta- u 
tion of {1,2 ,..., n}, then uU=aV. But before we proceed, we need a lemma 
about matrices. 
LEMMA 7. Let A be m x n, and let A be given in a p x q tactical 
decomposition, i.e., A=(Aij) (i = l,..., p, j = l,..., q) where each Aij has 
constant row sum rij and constant column sum cij. Suppose furthermore that 
A has full row rank. Then the p X q matrix R = (rij) also has full row rank. 
Proof. Let Aij be e, X$ and let K =(cij). Then since eirij=cij4, if 
E = diag(e,, . . . , er,) and F = diag( fi,. . . , f,), then ER = KF, so it suffices to 
show that K has fuIl row rank. Suppose (xi,. . . , x,)K = 0; then easily 
satisfies x A = 0, so we are done. n 
Now consider the action of the symmetric group on the rows and columns 
of A(i, j). This gives rise to a tactical decomposition of A(i, j); let R(i, j) be 
the matrix given by the previous lemma. If we let II(n, I, k) be the set of 
unordered partitions of k into at most n parts none exceeding 1, then R(i, j) 
is III(n, I, i)lX III(n, I, j)]. It is not difficult to see that .YV(n, I, k) is 
naturally isomorphic to the null space of R(k - 1, k). Hence, 
THEOREM 8. Let n, 1, and k be positive integers with nl = 2k. Then the 
space YV(n, 1, k) of polynomials satisfying P.l-P.4 has dimension 
IWn, 1, k)l - IWn, 1, k - l>l. 
EXAMPLES. Let n=3, Z=2, k=3.Then II(3,2,3)= {2+1, l+l+l}, 
while II(3,2,2) = (2,l-t l}, SO YV(3,2,3) = 0. 
EXAMPLE 7. Let n=4, Z=2, k=4.Then lI(4,2,4)= {2+2,2+1+1,1 
+ 1+ 1+ l} while H(4,2,3) = {2+ l,l+ 1+ l}, so the polynomial of Exam- 
ple 1 is a basis for 9V(4,2,4). 
We do not know whether Example 2 is in some sense generic. 
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FURTHER REMARKS 
Going back to Section 2, we close with a few clarifying remarks, without 
proofs, on what always occurs with the spaces c, regardless of whether 
2r = nl or not. 
For i < j, let U(i, j) and .N(i, j) denote the range and kernel of A(i, j) 
respectively. So U(i, j) is a subspace of <, while .N(i, j) is of Vj. 
REMARK 1. Let i < i < j. Then V(i, j) = N L(j, i). 
Define V(nZ, nl) = Vnl. If nl> k > k, let V(k, k) = W ‘(k, k + 1) = .N 
(k - 1, k). If i < i 6 j, let Y(i, j) = A(i, j)(Y(j, j)). So V(i, j) is a subspace 
of q. 
REMARK 2. Let i < j < k, Z < j 6 k. Then A(i, j) is an isomorphism 
from ^Y( j, k) onto T(i, k) if j < i; otherwise it is the zero function. 
REMARK 3, If j G i < j, then 
v(i, j)=U(i, j)nV’(i, j+l)=N1(i,i)nN(j-1,i). 
REMARK 4. “y; is an orthogonal direct sum of the V(i, j)‘s where 
i_(i-<j. 
REMARK 5. Let y E Y( j, j). Then DA(i, j)y = ( - l)jy. 
REMARK 6. Let i < j < k with k < j and let y E V( j, k). Then 
The author wishes to express his indebtedness to Professor D. Richards for 
introducing him to the problem of the dimension of 9 V(n, 1, k). 
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