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a b s t r a c t
In this paper, we clarify the connections among B-splines, Eulerian numbers and cube
slicing. We first show that the asymptotic formula for Eulerian numbers can be considered
as a special case of the asymptotic properties of B-splines. The volume of cube slicing can be
considered as a value of box spline functions. Based on the connection, a very simple proof
for Laplace and Pólya’s formulas, which were settled by probabilistic methods, is given by
spline theory.
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1. Introduction
The asymptotic properties of B-splines have a long history going back to the physicist Arnold Sommerfeld who showed
that Gaussian function can be approximated by B-splines point-wise in 1904 [1]. In 1992, Unser and his colleagues [2] proved
that the sequence of normalized and scaled B-splines tends to Gaussian function in Lp(R) as the order d increases. A result
due to Ralph Brinks [3] generalized Unser’s result to the derivatives of the B-splines, but the convergence orders are still
missing. In this paper, we give the convergence orders of the approximation processes.
Eulerian polynomials have been studied since 1755 which were introduced by Euler himself in his famous book
‘‘Institutiones calculi differentialis cum eius usu in analysi finitorum ac Doctrina serierum’’ (Chap. VII). Nowadays, they
play an important role in enumerative combinatorics, geometry [4] and statistics [5,6]. The purpose of the present paper
is to examine the combinatorial objects in a totally different perspective which is from the spline theory. Splines play
an important role in approximation, computer-aided design, signal processing and discrete geometry. Due to numerical
reasons, it is common to use B-splines as analyzing functions and approximation. But they are barely used in solving
combinatorial problems because of the long distance between the two areas. Schoenberg has shown the relation between
uniform B-splines and Eulerian polynomials, which in turn are related with Eulerian numbers (see [7]). In our previous
paper [8], we made the relation clearer and investigated Eulerian numbers based on B-splines. In this paper, we first show
interrelationship between Eulerian polynomials, Eulerian numbers and B-splines then induce the asymptotic properties of
Eulerian numbers can be considered as a special case of the asymptotic properties of B-splines.
The volumes of slices of hypercubes determined by hyperplanes play important roles in discrete geometry and other
branches of Mathematics. It seems that Laplace and Pólya first investigated this problems in the context of a question in
probability. They gave the integral expressions and asymptotic formulas for the volume of central slabs of a hypercube.
Pólya’s formula and its close relatives are strikingly important in solving the problems arising in cube slicing. In this paper,
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we observe that the volume of cube slicing can be considered as an equivalent problem in spline theory. Having related it
directly to B-splines [8], we can take advantage ofmany powerful spline techniques to derive various results of these objects.
Bymeans of the connection, we give a very simple proof for Laplace and Pólya’s formulaswhichwere settled by probabilistic
methods.
The rest of this paper is organized as follows. In Section 2, some necessary definitions and notation are given. In Section 3,
the convergence orders of the derivatives of B-splines are investigated. In Section 4, after recalling the connection between
B-splines and Eulerian numbers, examples are provided to show that many classical results for Eulerian numbers can be
recast by B-splines. In Section 5, we show the connection between multivariate box splines and cube slicing.
2. Preliminaries
Cardinal B-splineswith order d, which is denoted as Bd(·), was firstly introduced by Schoenberg in 1946 [9]. Bd(x) is defined
by the induction as follows
B1(x) =

1 if x ∈ [0, 1),
0 otherwise,
and for d ≥ 1
Bd = B1 ∗ Bd−1,
where ∗ denotes the operation of convolution which is defined as
(f ∗ g)(t) :=
∫ +∞
−∞
f (t − y)g(y)dy
for f and g in L2(R).
Bd has the compact support [0, d] and is in Cd−1(R). A well known explicit formula for Bd(·) is
Bd(x) = 1
(d− 1)!
d−
i=0
(−1)i

d
i

(x− i)d−1+ , (2.1)
where the truncated power function is defined by
xd+ =

xd x ≥ 0,
0 otherwise.
And the recurrence relation is
Bd(x) = xd− 1Bd−1(x)+
d− x
d− 1Bd−1(x− 1). (2.2)
Let p ∈ R≥1 and Lp(R) as usual denote the set
Lp(R) =

f : R→ C|f measurable,
∫ +∞
−∞
|f (t)|pdt <∞

.
For p = 2 and f , g ∈ L2(R), define the inner product
⟨f , g⟩ :=
∫ +∞
−∞
f (t)g(t)dt
and the norm
‖f ‖ := ⟨f , f ⟩
making L2(R) become a Hilbert space.
For f ∈ L1(R), define the Fourier transform f ∧ and the inverse Fourier transform f ∨ as
f ∧(ω) :=
∫ +∞
−∞
f (t)e−iωtdt,
f ∨(ω) := 1
2π
∫ +∞
−∞
f (t)e−iωtdt.
The definitions can be extended to functions f ∈ L2(R), see for example [10]. For central B-splineMd(x) := Bd

x+ d2

, d ≥ 1,
there holdMd ∈ L1(R) L2(R) and
M∧d (ω) = sincd
ω
2

(2.3)
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where sinc(t) denotes
sinc(t) :=
 sin t
t
t ≠ 0,
1 t = 0.
(2.4)
3. The asymptotic properties of B-splines
Sommerfeld in 1904 [1] showed that Gaussian function can be approximated by B-splines point-wise. In 1992, Unser and
his colleagues [2] proved that the sequence of normalized and scaled B-splines tends to Gaussian function in Lp(R) as the
order d increases. A result due to Ralph Brinks [3] generalized Unser’s result to the derivatives of the B-splines. We give the
convergence orders of the approximation processes in the following theorem.
Theorem 3.1. Let k ∈ N. Then for d > k + 2 the sequence of the k-th derivatives B(k)d of the B-splines converges to the k-th
derivative of Gaussian function,
d
12
 k+1
2
B(k)d

d
12
x+ d
2

= 1√
2π
Dk exp

−x
2
2

+ O

1
d

, (3.1)
and
lim
d→∞

d
12
 k+1
2
B(k)d

d
12
x+ d
2

= 1√
2π
Dk exp

−x
2
2

, (3.2)
where the limit may be taken point-wise or in Lp(R), p ∈ [2,∞).
The proof of Theorem 3.1 is also based on the following lemma which shows an upper bound for standardized sinc
functions.
Lemma 3.1 ([3]). For k, d ∈ N and d ≥ k+ 2, there is a constant ck ∈ R+ such that for
Gk(x) := χR\[−1,1](x) ck
π2x2
+ π k|x|k exp(−x2)
where χA(x) is characteristic function on set A, there hold
Gk ∈ Lp(R), ∀p ∈ [1,∞),
and
π k|x|k ·
sinc πx√d
d ≤ Gk(x).
We have all the ingredients to prove Theorem 3.1.
Proof of Theorem 3.1. Set
Ln(x) := d ln

sinc

x
2

12
d

. (3.3)
Due to the symmetry, we may assume x ≥ 0. By Taylor’s theorem, for any x ∈ [0, 1] and d ∈ N, there hold
sinc

x
2

12
d

= 1− x
2
2
1
d
+ O

1
d2

and
ln(1+ x) = x+ O(x2).
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Then for any x ∈ [0, 1] and d ∈ N, it follows
Ln(x) = d ln

1− x
2
2
1
d
+ O

1
d2

= −x
2
2
+ O

1
d

. (3.4)
Combining (3.3) and (3.4), we have
sincd

x
2

12
d

= exp

−x
2
2

1+ O

1
d

. (3.5)
Furthermore, there holdM∧d (ω) = sincd

ω
2

andMd ∈ Cd−1(R). The latter yields for k ≤ d− 1:
M(k)d
∧
(ω) = ikωksincd
ω
2

.
Consequently, one obtains
d
12
 k+1
2

B(k)d

d
12
x+ d
2
∧
(ω) = ikωksincd

ω
2

12
d

= ikωk exp

−ω
2
2

1+ O

1
d

=
[
Dk

1√
2π
exp

−x
2
2

·

1+ O

1
d
]∧
(ω).
Then 
d
12
 k+1
2
B(k)d

d
12
x+ d
2

= Dk

1√
2π
exp

−x
2
2

+ Dk

1√
2π
exp

−x
2
2

O

1
d

= Dk

1√
2π
exp

−x
2
2

+ O

1
d

.
For d →∞, we have
lim
d→∞

d
12
 k+1
2
B(k)d

d
12
x+ d
2

= 1√
2π
Dk exp

−x
2
2

, (3.6)
where the limit in Eq. (3.6) follows from Lemma 3.1 and is meant to be taken point-wise. Clearly, B(k)d (ω) is bounded by the
Lp function Gk(x) defined in Lemma 3.1 and this bound is independent of d. The use of Lebesgue’s dominated convergence
theorem provides the Lp convergence for P ∈ [1,+∞). The Lq convergence with q ∈ [2,+∞] in the time domain follows
as a consequence of Titchmarsh inequality, which states that for 1 ≤ p ≤ 2 and p−1 + q−1 = 1, the Fourier transform is a
bounded linear operator from Lp(−∞,+∞) into Lq(−∞,+∞). 
When k = 0, the Theorem 3.1 is reduced to
Corollary 3.1. For d ∈ N, the B-spline converges to the Gaussian function,
d
12
Bd

d
12
x+ d
2

= 1√
2π
exp

−x
2
2

+ O

1
d

, (3.7)
and
lim
d→∞

d
12
Bd

d
12
x+ d
2

= 1√
2π
exp

−x
2
2

, (3.8)
where the limit may be taken point-wise or in Lp(R), p ∈ [2,∞).
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4. B-splines and Eulerian numbers
In modern terminology, Euler introduces the alternating ζ -function,
ϕ(s) = 1− 1
2s
+ 1
3s
− 1
4s
+ · · · .
This series converges for Re(s) > 0. The function ϕ(s) can be holomorphically extended to the whole s-plane. It is related to
the ζ -function:
ϕ(s) = (1− 21−s)ζ (s).
Euler wants to calculate ϕ(−n) for n = 0, 1, 2, 3, . . . . For this purpose he introduces the Eulerian polynomials Pn(t) by
∞−
k=0
(k+ 1)ntk = Pn(t)
(1− t)n+1 .
Pn(t) can be defined by the generating function
t − 1
t − ez =
∞−
0
Pn(t)
(t − 1)n
zn
n! (4.1)
and have the recurrence relation
Pn+1(t) = (1+ nt)Pn(t)+ t(1− t)P ′n(t). (4.2)
Pn(t) is a monic reciprocal polynomial in t of degree n−1 having only integer coefficients, which can be written in the form
Pn(t) =
n−
k=1
An,ktk−1, P0(t) = 1, (4.3)
where Eulerian number Ad,k is the number of permutations in the symmetric group Sd with exactly k − 1 descents [11]. A
recurrence formula for Ad,k is (see [5])
Ad,k+1 = kAd−1,k+1 + (d− k+ 1)Ad−1,k (4.4)
with the boundary conditions Ad,k = 0, provided d ≤ k and
Ad,0 =

1 d = 0,
0 d > 0.
These polynomials are remarkable polynomialswith longhistory. Theywere first discovered by Euler andwere studied by
several mathematicians prior to Frobenius [12] who found (4.2). For this reason, Eulerian polynomials can be also called the
Euler–Frobenius polynomials. They were rediscovered by Schoenberg for establishing the theory of exponential spline [7].
Schoenberg showed the relation between uniform B-splines and Eulerian polynomials,
Pn(t) = n!
n−1
j=0
Bn+1(j+ 1)t j. (4.5)
Which in turn are related with Eulerian numbers (see [7]). In our previous paper [8], we made the relation clearer and
investigated Eulerian numbers based on B-splines in the following lemma:
Lemma 4.1 ([8]).
Ad,k = d! · Bd+1(k).
Base on this connection, Eulerian numbers are closely related to B-splines and enjoy a number of remarkable
properties [8]. Tanny [6] showed that Eulerian numbers Ad,k approximate to the Gaussian function as d → ∞. Carlitz
et al. [5] gave the convergence order O

d−
3
4

with the help of central limit theorem in probability theory. Nevertheless,
we find that the convergence order is O

d−
3
2

by combining the asymptotic properties of B-splines (Theorem 3.1) and the
spline interpretation of Eulerian numbers (Lemma 4.1) mentioned above.
Theorem 4.1. For xd =

d+1
12 x+ d+12 , there holds
1
d!Ad,[xd] =

6
π(d+ 1) exp

−x
2
2

+ O

d−
3
2

. (4.6)
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Proof. According to Lemma 4.1
(i) Ad,k = d! · Bd+1(k),
and by Corollary 3.1
d
12
Bd

d
12
x+ d
2

= 1√
2π
exp

−x
2
2

+ O

1
d

.
Consequently, for xd =

d+1
12 x+ d+12 , we have
1
d!Ad,[xd] =

6
π(d+ 1) exp

−x
2
2

+ O

d−
3
2

. 
5. Multivariate box splines and the slice of unit cubes
In this section we study the volumes of slices of n-dimensional cubes determined by hyperplanes. Firstly, we consider
the slice of a cube by the plane perpendicular to the body diagonal e := (1, 1, . . . , 1), that is,
He(t) := {x ∈ In|x1 + x2 + · · · + xn = t},
where Id denotes the n dimensional unit cube [0, 1]n.
It seems that Laplace [4] first investigated the volume of He(t) in the context of a question in probability, implicitly
showing that the volume of He(t) is related to Eulerian number An,k, that is,
Voln(He(k)) = 1d!An,k, (5.1)
where Voli(X) is the i dimensional measure of set X in Rn.
Laplace[13] also gave an integral formula of Voln(He(t)),
Theorem 5.1.
Voln−1(He(t)) = 2
√
n
π
∫ ∞
0

sinµ
µ
n
cos((n− 2t)µ)dµ. (5.2)
If t ≥ n/2, then s = t/√n−√n/2 is the distance from the plane He(t) to the center of the cube. In terms of this distance,
(5.2) becomes
Voln−1(He(n/2+ s
√
n)) = 2
√
n
π
∫ ∞
0

sinµ
µ
n
cos(2
√
nsµ)dµ.
Pólya [14] proved a general integral formula that gives volumes of cube slices by arbitrary planes, which is reduced to (5.2)
when the slice is perpendicular to a main diagonal.
Theorem 5.2.
Voln−1(Hα(x)) = 2
√
n
π
∫ ∞
0
n∏
i=1
sin viµ
viµ
cos(2µx)dµ, (5.3)
where Hα(x) := {x ∈ In|v1x1 + v2x2 + · · · + vnxn = t}.
Laplace and Pólya both proved the following
Theorem 5.3.
lim
n→∞He
n
2
+ s√n

=

6
π
e−6n
2
. (5.4)
Pólya’s formula and its close relatives are strikingly important in solving the problems arising in cube slicing. For example,
Good’s conjecture was solved in [15] with the help of probabilistic methods and Pólya’s formula. Hensley also gave another
conjecture about the upper bound for the volume of the slice. Ball [16] used probabilistic methods, ending it up making
ingenious estimates on integrals corresponding to the integral formula for the volume treated by Pólya. Xu mentioned the
relation between Good’s conjecture and box splines in [17].
We now come to box splines and show the connection between box splines and cube slicing.
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LetM be an s× n real matrix with rank(M) = s.M can be also viewed as the multiset of its column vectors. Throughout
this section we always assume that the convex hull of M does not contain the origin. The multivariate box spline B(·|M)
associated withM , first introduced in [18], is the distribution given by the rule∫
Rs
φ(x)B(x|M)dx =
∫
[0,1)n
φ(Mu)du, φ ∈ D(Rs), (5.5)
where D(Rs) is the space of test functions on Rs. By taking φ = exp(−iy·) in (5.5), we obtain the Fourier transform of B(x|M)
as
M(ω|V ) = n∏
i=1
sinc(viω/2), sinc(t) := sin(t)/t.
According to [19], one has
B(x|M) = voln(P ∩ [0, 1)
n)
det(MMT )
, (5.6)
where P := {y ∈ Rn+|My = x}. The formula (5.6) shows the connection between the box spline and the volume of cube
slicing. With this connection, we give a simple proof for Laplace and Pólya’s formulas which were settled by probabilistic
methods.
Proof. Cardinal B-spline can be considered as a special case of box splines B(x|(1, . . . , 1)). According to (5.6), one has
Bn(x) = Voln(He(t))/
√
n. (5.7)
According to the Fourier transform of Bn(x), we have
Bn(x) =
√
n
2π
∫ +∞
−∞

1− exp(−iω)
iω
n
eiωxdω
=
√
n
2π
∫ +∞
−∞
(sinc(ω/2))n eiω(x−n/2)dω
=
√
n
π
∫ +∞
0
(sinc(ω/2))n cosω(x− n/2)dω
= 2
√
n
π
∫ +∞
0
(sinc(ω))n cosω(2x− n)dω.
Theorem 5.3 can be derived by (5.7) and Corollary 3.1.
Similarly, let V = {v1, . . . , vn}. According to (5.6), one has Voln−1(Hα(x)) = M(x|V ). The Fourier transform ofM(x|V ) is
given by
M(µ|V ) = n∏
i=1
sinc(viµ/2), with sinc(t) := sin(t)/t. (5.8)
Then Pólya’s formula (5.2) follows from the inverse Fourier transform of M(µ|V ),
Voln−1(Hα(x)) = M(x|V )
=
√
n
2π
∫ +∞
−∞
n∏
i=1
sin(viµ/2)
viµ/2
eiµxdµ
=
√
n
π
∫ +∞
0
n∏
i=1
sin(viµ/2)
viµ/2
cos(µx)dµ
= 2
√
n
π
∫ ∞
0
n∏
i=1
sin(viµ)
viµ
cos(2µx)dµ. 
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