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三階論理の特性について
田 畑 博 敏*
は じ め に
第一階論理の拡張としての第二階論理は,個体変項の量化のみならず,関係変項の量化も許され
る。それゆえに,第二階論理は強力な表現力を備えている。だが,その表現力と引き換えに,第一
階論理の持つメタ定理のいくつかが失われる。本論文の目的は,古典的 (標準的)な仕方で提示さ
れる第二階論理の持つこのような基本的な特性を,可能なかざり丁寧に調べることである。(尚,
本論文は,以後実行する予定の,第一階論理のさまざまな拡張論理研究の序となる。)
まず,第二階論理の持つ強い表現力の実例を瞥見することから始める°七
(1)算術的帰納法 (arithmetical induction:いわゆる数学的帰納法)は以下のように表現され
る:.
∀X[XO∧∀x(Xx→Xsx)→∀xXx].
この式は「ゼロについて成り立ち,かつそれについて成り立つ任意の数の後者についても成り立つ
ような,任意の性質は,すべての数について成り立つ性質である」と言つている。
(2)個体の同一性が, ライプニッツの考え方に従って第二階論理で定義される。
Vx∀y[x=y←→∀x(xx←→Xy)]
この式はこう言っている :「個体が同一であるのは,あらゆる性質を共有するとき,かつそのとき
にかぎる」。
(3)「大抵のRはSである」または 「性質Rを持つ大部分の事物は性質Sをも持っている」とい
うことを第一階論理で表現することはきわめてむずかしい。しかし,第二階論理では, この文を,
「集合R∩Sから集合R―Sの中への一対一対応関係が存在しない」と解釈することによって,つ
ぎの式で表現できる② :
…ョx2[∀x(ョyX2xy←→RxASx)A∀x(ヨyX2 yx→Rx∧司Sx)
A∀xVy∀z(X2xyAX2xz→y=z)∧∀x∀y∀z(X2xyAX2zy→x=z)]
この式は,「集合R∩Sは集合R―Sより大きい (濃度が大である)」 と言っているので,「大抵の
RはSである」の通常の意味を表現している, と考えられる。
(4)有限性と無限性が第二階論理で定式化できる。量化可能な関数変項を認めるとして,式:
∀f[∀x∀y(fx=fy→x=y)→∀yヨx(y=fx)]
は,「(個体の全宇宙をAとするとき)一対―の関数f:A→Aがすべて上への (onto)関数とな
る」を意味するから, これは個体の字宙が「有限である」ということを表現している③。もちろん,
同じことが関係変項のみを用いても,以下のように表現できる :
∀x2[∀x(ョyX2xy←→x=x)A∀x y∀z(X2xy∧x2xz→y=z)
A∀x∀y∀z(X2xy∧x2zy→x=z)→∀yヨxX2xy]
第
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(5)整列順序 (we■Ordering)の公理。“≦"が順序④のとき,式:
∀X[ヨyXy→ヨu(Xu∧∀z(Xz→u≦z))]
は,「すべての非空の (個体の)集合には最小元が存在する」ということを表現している。
(6)包括公理 (colllprehelas? axioms)。この公理は「定義可能なすべての関係は存在する」
と主張するが,つぎの式で表現される :
ヨXn∀xl・…∀xn(X・xl・…xn←→φ)
(ここで,Xnはφの中で自由変項としては出現していない。)
(7)可算である (being countable)という性質も第二階論理で表現可能である。一つの集合が
可算であるのは,その集合上で定義される線形順序が存在して,その集合のすべての要素がその順
序に関する有限個の先行者しか持っていないとき,かつそのときにかぎる。ところで,二項関係R
が線形順序であることは第一階論理で表現されるし°,集合の有限性も上の(41と同様な仕方で第
二階論理で表現される。よって,集合Sの可算性はつぎのような第二階論理の式で表現できる :
ヨR[LinearOr(R)∧∀x(Sx→{z:Rzx)は有限である)]③
数学的な例のみならず, 日常的な表現の例も挙げることができる。
(8)「どんな種類の人もいる」はつぎのように表現できる :
∀XヨyXy
(9)「右翼にせよ左翼にせよ,あらゆる独裁体制に共通な少なくとも一つの特徴がある」:
ヨX∀z[A3∧(RzVLz)→Xz]
(10)「共通な性格の全然無い異なる男性を愛することのできる何人かの女性がいる」:
ヨx[Wx∧ヨyヨz(MyAMz∧y≠zALxyALxz∧
コヨX(Xy∧Xz)}]
さて, このように強い表現力を持つ第二階論理は,その強さのメリットとして,第二階算術のペ
アノの公理系が (どの二つのモデルも同型であるという意味で)範疇的である (categorical), と
いうことが帰結する。しかし,反面,第二階論理はコンパクト論理ではない (つまり,コンパクト
性定理が成り立たない)し, レーヴェンハイム=スコーレム定理も成り立たない。また,コンパク
ト性の不成立により,不完全である。さらに,第二階論理に対して標準的または非標準的意味論を
与えるとき,背景となる集合論に依存する。これらの点は,論理体系相互間の比較,集合論との比
較をおこなうとき,考慮せねばならない論点となる⑭。以下,本論文では,それらの考察の準備的
研究を目的として,古典的・標準的な提示法に依拠する,第二階論理の諸特性を調べる。
1.第二 階 文 法
第二階論理に厳密な構文論を与えるために,第二階言語の文法 (第二階文法)を提示する。まず,
量化可能な変項のタイプと,予め用意する定項にタイプを与える関数を定義する。以下に述べるよ
うな条件を満たす集合VARと関数FUNCから成る順序対Σを記号系 (signtture)と呼ぶ :
Σ=(VAR, FUNC)。
(1)VARはつぎの条件 (1)―(4)を満たす集合である① :
(1)1∈VAR, (0,1)∈VAR;
(2)α∈VAR のとき, α=(0,1,・♀・ 1)(n≧1)または α=(1,寸11);
(3)α∈VAR かつ α=(0,1,・♀・ 1)(n>1)のとき,(0,1,1二: )∈vAR;
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|     (4)β∈VAR かつ β=(1,・]・,1)(n>1)のとき,(1,1・1)∈vAR。
|    (工)FUNCは,定項 (関係定項・関数定項・個体定項)の集合OPER.CONSを定義域と|        
し,その値として,(0,1,・♀・ 1)(n≧1)の形か,または (1,1,li:1)(n≧0)の形
のタイプを取る関数である。
こうして,可能なかざリー 般的な三階言語を考えるとき, VARは量化可能な変項の持つすべて
のタイプを含む集合である。他方, FUNCはそのような言語での演算定項にタイプを割り当てる
関数である。タイプのうち,タイプ1は個体のタイプであり,個体変項もこのタイプを持つ。0の
後に1がn個並んだ形のタイプ :(0,1,'I・1)はn項関係変項 (定項)の持つタイプである。
1がn+1個並んだ形のタイプ :(1,1,■i11)はn項関数変項 (定項)のタイプである。尚,
ゼロ項関数は個体と同一視される。また,タイプ0は真理値 (真または偽)のタイプである。
これから考察するわれわれの第二階論理SOL(Second Order Logic)の言語である第二階
言語では,量化可能な変項としては,個体変項と関係変項のみを用意する。(関数変項に関わる文
や概念は関係変項によって表現し直せるからである。)われわれの論理SOLまたはλSOL(抽
象化演算子を含む第二階論理)の言語の記号系Σは,
Σ=(VAR(SOL), FUNC)
となる。ここで, VAR(SOL)とFUNCは以下のものである :
(1)VAR(SOL)=(1,(0,1),(0,1,1),(0,1,1,1),一}
(?)FUNCは上で定義された関数と同じもの。
1.l λSOLの言語 λ―L2のアルファベット
われわれの言語λ―L2の記号 (アルファベット)はつぎのものである :
(1)論理結合子 (logical connectives):司,V,A,→一
(2)量化子 色uantifiers):∀, ヨ
(3)抽象化子  (abstractor) : 入
(4)括弧: ),(
(5)等号 :E, El,E2,中0(個体間と関係間の同一性または同等性を表す)
これらはタイプとして,(0,1,1),(0,(0,1),(0,1)〉,…,
(0,(0,1,・♀.,1),(0,1,・♀・ ))等を持つ③。
(6)偽i上 (タイプは0)
(7)個外変項 :x,y, z, xl; X2, X3,・… (タイプは1);
1項関係 (性質)変項 :Xl,Yl, Zl, Xll,X12, X13,中●(タイプは (0, ));
2項関係変項 :X2,Y2, z2,x21,x22,X23,…(タイプは (0,1,1));
等々。
(8)0項関数定項 (=個体定項):a, b, c, Cl,C2,C3,・… (タイプは1);
1項関数定項 :fl, gl, hl, f ll, f12, f13,…(タイプは (1,1));
2項関数定項 i f2, g2, h2, f21, f22, f23,…(タイプは (1,1,1));
等々。(タイプ (1,1,丹士11)(n>1)がvAR(SOL)に含まれないのは,上記のよ
うに,関数変項を量化可能な変項に含めないからである。)
1項関係定項 :RI, Sl,Tl,R ll,R12,R13,…°(タイプは (0, ));
2項関係定項 ;R2, s2,T2,R2ぃR22,R23,~°(タイプは (0,1,1));
等々。これらの定項の集合がOPE
言語L2のアルファベット (の集合)は,
“λ"を除いたものである。
1.2 表現 :項,述語,式
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R.CONSである。
言語λ―L2のアルファベット (の集合)から抽象化子
(複合文)
(量化による一般文)
アルファベットの有限列のうち言語的に有意味なものを三つに分類する。それは,項(何らかの
形で個体を表示する)と述語と式である。
(1)項(term)は,個体変項か, OPER.CONS中の個体定項か,または f τl―τnの形
をしている°°七
(2)述語は,等号か,関係変項か,またはOPER.CONS中の関係定項か,または
λ xl―xn φ
という形をしている°1七
(3)式は以下の形のいずれかの形の記号列である°2七
(a)Πn τl―τn                (述語と項によって作られる原子式)
(b)τ=t (個体間の同一性)
(c)上 (恒偽文)
(d)Πn=vn (関係間の同一性)
(e)司φ,(φ∧ψ),(φvψ),(φ→ψ),(φ←→ ψ)
(f)∀xφ, ョxφ,VX・φ, ヨXn
これらの表現はいずれも帰納的に定義されるので,表現が何らかの性質を共通に持つことの証明
は,数学的帰納法に基づいて実行される。また, これらの表現には,通常の代入規則が適用できる。
2.標準 構 造
次節で展開する第二階論理の意味論の準備として,本節では標準構造を与え,それに関連するい
くつかの命題を証明する。われわれの第二階言語は,記号系Σ=(VAR, FUNC),すなわち,
量化可能な変頂と演算定項 (関係・関数定項)にタイプを与える関数を持つ構造について何事かを
語るためにデザィンされている。そこで,記号系Σを持つ標準構造をつぎのように定める。
2.1 記号系Σを持つ標準構造 (standard structure)とは,以下の(1 ―(?)を満たす順序
3組:
ン =(A,(An)a≧1,(Cン)ccoPER COhlS)
である。
(1)A≠グ (個体の宇宙Aは非空の集合である)
(?)各n≧1に対して,An='An,
すなわち, n頂関係の宇宙Anは,個体宇宙Aのn項デカル ト積Anの巾集合 (Anの部分集
合の集合)である。従って, n項関係の宇宙は,A上の (つまり個体間の)すべての可能な
n項関係を含んでいる。
(■)各n項関係定項R∈OPER.CONS,およびRのタイプFUNC(R)=(0,1,■1)
に対して,Rン(標準構造ノでのRの意味)は個体上のn項関係である。すなわち,
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I           Rン⊆A×・P・×A
こうして,構造ンでの関係Rンは個体のn項デカルト積の部分集合である。
|     (?)各n項関数定項 f∈OPER.CONS,および fのタイプFUNC(f)=(1,■1 )
に対して, fン(標準構造ノでの fの意味)は個体上のn項関数である。すなわち,
fン:AX・P・×A→A
一旦,個体の宇宙が決定されれば,それに伴い,個体間の関係宇宙も決定されるから,標準構造ノ=
(A,(An)n≧1,(Cン)ccoPER CONS)は,順 序 対 ノ =(A,(Cメ)ccoPER CONS)と同 一 視 で き る 。
標準構造に関する記述は,(第二階論理の対象言語である第二階言語に対する)メタ言語によっ
て記述される。この場合に,われわれは背景となる集合論を前提していることになる。以後,比較・
考察される二つの標準構造は同じ記号系Σ=(VAR(λSOL), FUNC)を持つとする。
2.2部分 構 造
ンとBを,おなじ記号系を持つ二つの標準構造とする :ノ=(A,(Cン)ccoPER COSS),B=(B,
(Cお)ccoPER CONS)。こ の と き ,ノ が Bの 部 分 構 造 (substrtlcture)であ る の は ,ノ が 以 下 の (1)一
(?)を満たす とき,かつそ の ときにかぎる :
(1)A⊆B
(五)すべてのn項関数定項 f∈OPER.CONSに対 して ,
fン=fB,An  (fB IAnは,関数fBの, Aのn項デカルト積への制限)
特殊なケースとしてゼロ項関数 (個体定項値)は両構造で同一であるiaン=aB。
(?)すべてのn項関係定項R∈OPER,CONSに対 して ,
Ry=RB∩An.
ここで,“ノ堅B"は“ンはBの部分構造である"を意味するものとする。
2.3 準 同 型
ンとBが同じ記号系を持つ二つの標準構造であるとする。関数 (または写像)hがンからBへの
準同型 (hornornOrphism)であるのは,丁度hが以下の(1)―(?)の条件を満たす場合である。
(1)h:A→B (hは,定義域がAで値域がBの関数である)
(?)すべてのn項関数定項 f∈OPER.CONS,および個体xl,・・,Xn∈Aに対して,
h(fン(xl,・・・,X.))=fB(h(xl),中●,h(xn )。
(特殊ケー スとして, h(♂)=aB)
(五)すべてのn項関係定項R∈OPER,CONS,および個体xl,・・,Xn∈Aに対して,
(xl,…・,x.)∈Rン⇒ (h(xl),…,h(xn))∈R亀
この(?)の条件法が双条件法 “⇔"になる場合,強い準同型と呼ばれる。
hがノからBの中への準同型であるということを“ン4B"と表し,ノからBの中への準同型が存
在することを “メ→B"と表す。準同型は,多少荒っぽい仕方で一方の構造の持つ性質を他方の構
造に対応づける°3七
2.4 同   型
ノとBが同じ記号系を持つ二つの標準構造であるとする。関数h:A→BがンからBの上への
(onto)同型 [写像](lsomorphism)であるのは, hが以下の(1)―(?)の条件を満たすとき,
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かつそのときにかぎる :
(1)関数hが一対― (iniectiol■Jで上への (suttectionl関数 фttectionlである。すなわち,
Vx∀y[h(x)=h(y)→x= ]かつh[A]=Bである。ここで, h[A]は, Aの,
hによる像 (lmage)である:h[A]={y∈BIヨx(x∈A∧y=h(x)))。
(?)準同型の場合の条件(?)と同じ。
(?)すべてのn項関係定項R∈OPER.CONS,および個体xl,…,Xn∈Aに対して,
(xl,・…,xn)∈Rン⇔ (h(xl),…,h(xn)〉∈R亀
hがンからBの上への同型であるということを “ノ≧B"と表し,ノからBの上への同型が存在す
ることを “ノ些B"と表す。
2.5埋め 込 み
ンとBが同じ記号系を持つ二つの標準構造であるとする。関数h:A→BがノからBの中への埋
め込み (embedding)であるのは, hが以下の条件(1)―(?)を満たすとき,かつそのときにか
ぎる !
(1)関数hが一対―である。すなわち,Vx∀y[h(x)=h(の→x=y]。
(?)同型の場合の(?)と同じ。
(?)同型の場合の(?)と同じ。
hhがンからBの中への埋め込みであるということを “ノ重B"と表し,ンからBの中への埋め込み
が存在するということを “ノ壁B"と表す。
2.6 これから準同型,同型,埋め込みといった標準構造間の写像の間での関係を調べる。
命題2.6.1:hをノからBの中への強い準同型とする。このとき, hがンからBの中への埋め
込みであるとき,かつそのときのみ, hがノからh[ノ]の上への同型である。
(ここ で , h[ン]=(h[A],(h[Cン ])ccoPER CONS〉
Q°
)
《証明》
hをメからBの中への強い準同型とする。いま, hがンからBの中への埋め込みと仮定する。埋め
込みの定義の(1)より, hは一対―である。またhは,ンの部分構造h[ノ]において, h[A]
(⊆B)の上への関数である。よって, hはh[A]への一対一上への関数である。さらに, hは埋
め込みであるから,同型の定義条件の(五)と(?)を満たしている。よって, hはンからh[ン]の
上への同型である。逆に, hがノからh[ノ]の上への同型であるとする。 h[A]⊆Bだから,関
数h:A→Bは,一対一中への関数である。よって, hは埋め込みの定義条件の(1)を満たす。ま
たhがAからBの部分集合の上への同型であるから, hは(同型の場合と同じ)埋め込みの定義条
件(?),(?)を満たしている。よって, hはンからBへの埋め込みである。(Q.E.D.)
命題2.6.2:hをンからBの中への準同型とする。このとき, hが埋め込みであるとき,かつ
そのときのみ, hはノからBlh[A]の上へ 同型である。(ここで,Bドh[A]は,個体領域
h[A]を持ち, n項関数として (h[A])nに制限された,Bにおけるn項関数を持ち, n項関係
として,Bにおける関係と(h[A])nとの共通部分を持つ,Bの部分構造である。)
《証明》
h[ノ]=B,h[A]であるから,上の命題2.6.1の系として導かれる。(Q.E.D.)
命題2.6.3:hがンからBの中への埋め込みであるとき,かつそのときのみ,構造σが存在し
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てσttB(すなわちσはBの部分構造)かつhがンからσの上への同型である。
《証明》
hがノからBへの埋め込みであるとする。このとき,命題2.6.2により, hは,ンからBIh
[A]の上への同型である。ところで,構造B'h[A]は,その個体領域がh[A]で,関数は
(h[A])nに制限されたBの関数,関係は (h[A])nとBにおける関係との共通部分であるよう
な,Bの部分構造である。よって,BⅢh[A]をσと見なすことにより, hはノからBの部分構
造σの上への同型となっている。逆に,σttBかつhがノからσの上への同型であるような構造σ
が存在するとする。σにおける関数はBの関数の (h[C])nへの制限であるから,σでの関数の
値はそのままBでの関数の値となり,σにおける関係はBにおける関係と(h[C])nとの共通部
分であるから,σにおける関係はそのままBにおける関係でもあること,およびhが同型であるこ
とから,埋め込みの定義条件の(?)と(?)は満たされる。 hはBの中への一対一関数だから,埋め
込みの定義条件(1)も満たす。よつて, hはノからBの中への埋め込みである。(Q.E.D.)
命題2.6.4:上で定義された部分構造 (堅),準同型 (→),同型 (些)および埋め込み (重)
は,相互に以下のような含意関係 (矢印)にある。
ン匡B
癖_→亡“→巾《証明》
②の含意は,同型と埋め込みの定義と,上への関数は中への関数の特別なケースであることにより
示される。③の含意も,埋め込みと準同型の定義と,一対―の関数が関数の特別なケースであるこ
とと,双条件法からその一方の条件法が導かれることによる。①の含意は命題2.6.3を用いて以
下のように示される。ノを,お内部でのノ自身のコピーであると見なす。すなわち,恒等写像 :h
(x)=xは,ノからンの上への (自己)同型である。いま,仮定によリノ匡Bだから,σ堅おかつ
hがノからσの上への同型であるような,Bの部分構造σ (つまリノそのもの)が存在する。よっ
て,命題2.6.3により, hはンからBの中への埋め込みである (ノ巨B)。(Q.E.D.)
2.7 合同関係と準同型
これから,同値関係よりももっと類似性の高い関係として合同関係を定義し,それと準同型との関
連を調べる。
2.7.1 合同関係
標準構造ンと2項関係R⊆A×Aが与えられたとする。Rが合同関係 (congruence relation)
であるのは,以下の条件(1)―(?)を満たすとき,かつそのときにかぎる :
(1)RはA上の同値関係である。すなわち, Rは反射的,対称的,推移的であり,その定義域と
値域はAである。
(?)任意のn項関数定項 f∈OPER.CONS,およびxl,・中,xn'yl,…,yn∈Aに対して
(xl,yl)∈R, 中●,(xn,‰)∈R⇒(fン(xl,中●,xn), fン(yl,い。,yn)〉∈R
すなわち,関係Rを満たす個体どうしに適用された関数の関数値も再び関係Rを満たす。
(?)任意のn項関係定項T∈OPER.CONS,およびxl,…,Xn,yl,・・・,yn∈Aに対して
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〈xl,yェ)∈R,…,(xn,る)∈R⇒ [(xl,・・ Xn)∈Tン◇ (yl,・・,る)∈Tン]
すなわち,関係Rを満たす個体グループが同一の関係を満たすかどうか,は常に一致する。
命題2.7.2:hがンからの,他の構造Bの中への強い準同型であるとする。そのとき,
～h={(x,y)∈A×A:h(x)=h(y)}
はA上の合同関係である。
この命題は,強い準同型によって他の構造の同一個体に写される元の構造の個体どうしを関係～
hと定義するとき, この関係～hは合同関係にある, と主張している。
《証明》
(1)～hが同値関係であることは容易に示すことができる°5七
(■)任意のn項関数定項 f∈OPER.CONS,およびxl,・・,Xtl,yl,…,yn∈Aに対して,
(xl,yュ〉∈～h,一,(xn,恥〉∈～hと仮定する。このとき,～hの定義によって,
h(xl)=h(yl),…, h(xn)=h(る・……①
である。 hは準同型であるから,
h(fン(xl,い。,XIa))=fB(h(xl),一,h(xn))  [準同型の定義 (五)より]
=fお(h(yl),…,h(yn))   [①より]
=h(fン(yl,―・,yn))……②  [再び準同型の定義より]
さらに,(fン(xl,…。,Xn), fン(yl,中●,yn))∈A×A……③。よって,②と③と～hの
定義から,(fン(xl,・・・,Xn), fン(yl,・・・,端))∈～h が導かれる。
(?)任意のn項関係定項R∈OPER.COPNS,およびxl,…・,Xn,yl,…・,yn∈Aに対して
(xl,yl)∈～h,…,(xn,y.)∈～hと仮定する。このとき,～hの定義により
h(xl)=h(yl),…,h(xn)=h(恥)・…・④
である。そこで,
(xl,…・,xn〉∈Rン◇ (h(xl),…,h(xn))∈RB [強い準同型の定義より]
⇔ (h(yl),一,h(恥)〉 ∈RB [④より]
⇔ (yl,●中,yn)∈Rン      [強い準同型の定義より]
すなわち,(xl,…・ Xn〉∈Rン◇ (yl,―。,yll)∈Rン。(Q.E.D。)
命題2.7.3 ノ上の任意の合同関係≡に対して,≡=～hであるような,ノから他の構造 :
ノ==(A三,(Cン三)ccOPER COhS)の上への (onto)強い坤同型hが存在する。
《証明》
構造ノ=が以下のように定義されるとせよ :
(1)A三=([X]=:x∈A}は,関係茎によって生成される同値類 [x]≡=(z∈A:x≡z}
の集合。
(?)任意のn項関数定項 f∈OPER.CONS,およびxl,…,Xn∈Aに対して,
fy=([xl]≡,…,[xll]三)=[fン(xl,・・・,x.)]=。
すなわち,Aこのメンバーである同値類間に適用された新しい関数 fン=の関数値は,同値類
の代表元に適用された元の関数 fンの関数値の≡による同値類である。
(?)任意のn項関係定項R∈OPER.CONS,およびxl,…,xn∈Aに対して,
([Xl]三,…・,[xn]=)∈Rン=⇔ (xl,・・,Xn)∈Rン。
すなわち,A三のメンバーの同値類間に新しい関係Rン=が成り立つのは,同値類の対応する
代表元の間に元の関係Rンが成り立つとき,かつそのときにかぎる。
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hが,Aの任意の元 xをそれの同値類 [x]=に写像する関数である, とせよ。すなわち ,
h:A→A_
x卜→ [週=(つまり, h(x)=[x]≡ということである)
1,このとき, hは上への (onto)関数である。実際, A三={EX]三:X∈A)={z:ヨx(x∈
AAz=lxl Ξ))だか ら,任意のzについて, z∈Aことすると,あるx。∈Aが存在 して, z=
lXO]三である。 hの定義より, h(x。)=[x。]==zであるか ら, z∈{z:ヨx(x∈A∧h(⊃
=z)}=h[A],つまりzはhの値域h[A]に属する。 こうして,A三⊆ h[A]。 hはAから
A三への関数として定義されているので, トリヴィアルにh[A]⊆A三。 これ らによりh[A]=
A=,すなわち関数hは上への関数である。
2.つぎに準同型の定義条件2,3(■)に相当する等式を示したい。実際,
h (fン(xl, ,・・  Xn)) ==[fン(xl, ・…, xn)]=
=f】三([Xl]三,中●,[xn]三)
=fンΞ(h(xl),…,h(xn))
[上の(?)より]
[hの定義より]
3.さらに準同型の定義条件2.3(?)を双条件法に強めた式が成り立つことを示す。
(xl,…・,xI.)∈Rン⇔ ([xl]三,~・,[xn]三)∈RノΞ
◇ (h(xl),…,h(xn))∈Rノ=4.最後に,==～hということを確かめる。任意のx,y∈Aに対して,
(x,y)∈≡ ⇔ x≡y
◇ [x]≡=[y]Ξ[=が合同関係だから同値関係でもあるからQ°]
⇔ h(x)=h(y) [hの定義より]
⇔ (x,y)∈～h[(x,y)∈A×Aおよび～h={(x,y)∈A×
A:h(x)=h(y)}より]
(Q.E.D.)
命題2.7.4 hがンからBの上への (ontの強い準同型であるとする。そのとき,
ノ
～httB.           (た
だ し ノ
～h=(A～h,(C～h)ccoPER.COSS)
《証明》
hがノからBの上への強い準同型であるとする。このとき,先の命題2.7.2により,ノ上の合同
関係～hが定義できる。すると,命題2.7.3によって,ンからノ～hの上への関数で,～h=～
h′であるような強い準同型 h′が存在する。このとき,ノ～httBである。なぜなら,
H:A～h→B
[x]～
h卜→h(x)       (ただしA～h={[x]～h:x∈A)である)
によって定義される関数Hは同型 偽ornOrphism)であるからである。実際に, Hは以下の(1)一
(?)を満たす。
(1)Hは十分に定義されていて,一対―で上への関数である。なぜなら,まず,
(x,y)∈～h◇[x]～h=[yl～h [～hが合同 (.l同値)関係であることから]
⇔ h(x)=h(y)
[hの定義より]
[上の(?)より]
[hの定義より]
[Hが関数であることと～hの定義より]
[Hの定義により]⇔ H([x]～
h)=H([y]～h)
こうして, Hの関数値の同一性h(x)=h(y)が,(x,労の～hの帰属如何によって決定さ
れるが,仮定よりhは,従って～hは十分に定義されているから, Hも十分に定義されてい
ることになる。また,上の必要十分の中に, h(x)=h(の⇒ [x]～h=[y]～hが含まれている
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の で, Hは一 対 ― で あ る。 さ ら に hが上 へ の (onto)関数 だ か ら Hも上 へ の 関 数 で あ る Q7七
(?)任意のn項関数定項 f∈OPER.CONS,およびA～hの任意の要素 [xl]～h,…,[xn]～h
に対して,
H(fン～h([xl]～h,…・,[xn]～h))
=H([fン(xl,・・・,xn)]～h) [命題2.7.3のA三における(五)による]
=h(fン(xl,・・・,為))                     [Hの定義]
=fB(h(xl),…,h(為))     [hがノからBへの準同型であることから]
=fお(H([xl]～h),…,H([xn]～h))            [Hの定義による]
(■)任意のn項関係定項R∈OPER.CONS,およびA～hの任意の要素 [xl]～h,…,[xn]～h
に対して,
([xl]～
h,…・,[xn]～
h〉 ∈Rン～h
⇔ (xl,・・・,為)∈Rン       [～hを,命題2.7.3の(?)での三と見る]
⇔ (h(xl),一,h(xn))∈Rお    [仮定によりhが強い準同型であるから]
⇔ (H([xl]～
h),一
,H([xl]～
h))∈RB[Hの定 義 :H(lx]鴇)=h(x)によ る ]
(Q.E.D.)
命題2.7.5 hlとh2が,それぞれ,ノからBlの上への,およびノからB2の上への,強い準
同型であり,かつ～hl=～h2のとき,Bl些B2である。
《証明》
命題2.7.4より,ノ～hi ttBl,ノ～h2些B2が導かれる。しかし,仮定により,～hl=～h2で
ある。∴Bl些ノ～hittB2。主は同値関係だから,Bl些B2。(Q・E.D.)
3.標準的意味論
これまでの節でわれわれは,言語とそれが表現すべき存在 (=構造)を提示した。標準的構造は
個体の宇宙を基盤として,その上に個体間の関係の宇宙を築いていた。本節では「意味」,すなわ
ち,言語と存在 (構造)を繋ぐものを,解釈と充足の概念によって展開する。解釈は,変項の持つ
不定性を構造の要素の割り当てという形で捉えたものである。この解釈が項と述語の意味を与え,
それによって文の充足が定義され,真理の概念の基礎となる。これらの事柄を,一歩一歩具体的に
展開し,その後,メタの性質,高次の関係,表現力の問題等へと探究を進めることにする。
3,1 割り当て (岱signmene
3.1.1 第二階論理において,割り当ては変項の集合から宇宙への写像Mである :
M:ソ∪(∪ソ.)→A∪(∪An)
n」            n≧
(ここで,各nに対して,M(ソ)⊆A,M(ソn)⊆An=ヂAn。すなわち, n項関係は常にAnの
巾集合において値を得る。)
3.1.2 Mが割り当てであり, xが個体変項で, xがAの元であるならば,M4はXをxに写
像する割り当てであり,xと異なる変項についてはMと全く一致する。従って,M生=(M―((X,
WI(x))})∪ {(x, x〉)。
3.1.3 Mが割り当てであり,Xnがn項関係変項であり,XnがAnの要素であるとき,Mtn
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は,変項Xnを関係XPへと写像する割 り当てであり,他の変項に関してはMと一致する。従って ,
MXnゝ=(M―{(Xn,M(Xn))})∪{(X・,Xn)}。
3.1.4 同様にして,われわれは,タイプの相異なる任意の変項vl,…・,Vn,および これ ら
と同じ添え字の変項 と同タイプを持つ, A中の個体または個体間の関係 vl,…,Vnに対 して ,
W[Vl Vnvl vュ                                                      、
を定 義 す る。す な わ ち,M?‐Vn ? vn=(M~{(vl,M(vl)),一,(vn M(vn)〉})∪{(Vl,vl),
・・,(vn,Vn〉}。
3.2  角早釈 (interpretation)
標準構造上の解釈√は,順序対 (ノ,M)である :
デ=(ン,M)
ここで,Mはノ上の割り当てである。一旦,解釈が与えられると,すべての項はAにおける要素を
表示し,その解釈の下ですべての式は真か偽となる。「解釈の下で真である」という概念が「充足」
関係によって,正確に定式化される。
3.2.1 項と述語の指示の定義, λ―L2の式の充足の定義
解釈デをデ=(ノ,M)とする。 τが項でx∈Aのとき, √(τ)=xは,項τがデの下で個体xを
表していることを示す。
(Tl)√(x)=M(x)
(T2)√(a)=aン
(T3)ノ(f τl―・τn)=fン(デ(τl)・…∫(τ.))
Πnがn項述語でXn∈An='Anならば, デ(Πn)=Xnは,Πnが解釈デにおいて関係Xnを表現
していることを示す。
(Pl)√(Xn)=M(X・)
(P2)√(R)=Rン
(P3)√(=)={(x,y)∈A2:x=y}∪(∪{(Xn,Yn)∈A 2:xn=Yn})
n型
(P4)√(λ xl・xn φ)=((xl,…・,xn)∈AX…×A:デ瀾 Xn xl―xn SAT φ}
ここで, デXl ? xl…Xtl SAT φは,解釈 デXl Xn xl―xnが式 φを充足するということを示す。一般に,
ノSAT φ
と書いて,解釈√が式φを充足する (satisfy)ことを示す。
(Fl)デSAT Πユτl―τn◇ (ノ(τl),一,√(τ.))∈デ(Πn)
特 に √SAT τl=τ2⇔デ (τl)=デ(τ2)。 また, F SAT上は不成立。
(F2)F SAT Πn=vn⇔デ(Πn)=√(Vつ
(F3)F SAT司φ⇔ √SAT φでない ;     ノSAT φVψ⇔F SAT Oまたは √SAT ψ ;
F SAT φ∧ψ⇔デSAT φ力ゝつ√SAT ψ ;
デSAT φ→ψ⇔デSAT φならばデSAT ψ ;
F SAT φ←→ψ⇔デSAT φのときかつそのときのみデSAT ψ
(F4)F SAT∀xφ⇔すべてのx∈Aに対して ∫上SAT φ ;
F SATヨxφ⇔ 少なくとも一つのx∈Aに対 して √上SAT φ ;
(F5)F SAT∀Xnφ⇔ すべてのXn∈Anに対 して ∫tnSAT φ ;
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√SATヨXn。⇔ 少な くとも一つのXn∈Anに対 して √Xtt SAT φ
3.2.2 式のモデル
式φが与えられたとき,解釈ノがφのモデルであるのはデSAT φ(ノがφを充足する)ときかつ
そのときにかぎる。また,式の集合
「
が与えられたとき,解釈√がFのモデルであるのは,すべての
式φ∈
「
に対して,デSAT φのときかつそのときにかぎる。解釈√が式φのモデルであることを
デFE φ
と表記し,解釈Fが式の集合
「
のモデルであることを
√卜
「と表記する。また, φが割り当てを必要としないような文 (自由変項を含まない文)であるとき,
「構造ンはφのモデルである」または「φはンで真である」と言い,“ノトφ"と表記することがあ
る。
「
が割り当てを含まない文の集合であるとき,構造ンがFのモデルであることを “ノトF"と
表記する。
3.2.3 充足性の定義
式φが充足可能である (satisfiable)のは,少なくとも一つの解釈√が存在してデトφであると
き,かつそのときにかぎる。式の集合「 が充足可能であるのは, F中のすべての式を同時に充足す
る解釈が存在する,すなわち (ョデ)(∀φ)(φ∈
「
⇒∫卜φ),のときかつそのときにかぎる。ま
た,式φが充足不可能である (unsatisfiable)のは, φが充足可能ではないとき,かつそのときに
かぎる。式の集合
「
が充足不可能であるのは, Fが充足可能でないとき,かつそのときにかぎる。
3.3 帰結と妥当性
帰結関係は正しい推論の仮定 (または仮定の集合)と結論との間に成り立つ意味論的関係であり,
論理の基本概念である。正しい推論とは,さまざまなモデルや状況・世界の差異にも関わらず推論
の過程を一貫するあるパターンである, という考えを定式化したものが,(論理的)帰結の概念で
ある。それは,正しい推論においては真なる仮定の集合rから偽なる結論φが導かれることは在り
得ない, とも言い換えることができる。そして,モデルの概念を用いて,
「
∪ {¬φ)
がいかなるモデルをも持たないこと,として定式化される。これは,「の中の任意の式を充足する
解釈が常にφのモデルでもある (∀デ (√卜Γ⇒デトφ))ということに他ならない。意味論的な
帰結の概念 (卜)に対応するのが構文論的な導出可能の概念 (卜)であり, これは推論過程を形式的
に具象化するものである。また,われわれは,妥当性を式の空集合からの帰結と定義する。任意の
解釈が空集合のモデルであるから, この定義により,妥当な式を,すべての解釈がそのモデルとな
るような式 (直観的にはあらゆる世界で成り立つ式)として定義できる。
3.3.1(論理的)帰結の定義
式φが式の集合
「
の帰結 (consequence)であるのは, Fのモデルである任意の解釈がφのモ
デルでもある,すなわち「 FE φ (詳しくはVデ (√卜F⇒√卜φ)),のときかつそのときにかぎる。式φが集合
「
の帰結であることを
「
卜φ
と表記する。φが
「
の帰結ではないことを “F/φ"と表記する。このとき, oはFから独立して
いる (independent)とも言う。(われわれは同じ記号 “卜"を,モデルを表すにも帰結を表すに
も用いるが,文脈により混乱は避けうる。)
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3.3.2 妥当性の定義
式φが妥当である (validlのは,″卜φであるとき,かつそのときにかぎる。任意の解釈が式
の空集合のモデルであるから,結局,妥当な式とはすべての解釈で充足される (すべての解釈をモ
デルとする)式のことである。式φが妥当であることを
FE φ
と表記する。すべてのF(式の集合)と式φに対して,「F tt φ◇F∪ {勺φ}力ゞ充足不可能」と
いうことが成り立つC8七
3.4 論理的同値
以下で二つの式が互いに他の帰結であることを論理的同値として定義する。これはメタ概念であ
る。この概念は,われわれの言語の単純化や,別形の意味論提示の際の基礎となる。
3.4.1定 義
二つの式φとψが論理的に同値である (logically equ?alent)のは, φ tt ψかつゆ卜φ (言い
換えるとφのモデルである任意の解釈がりのモデルでもあり, ψのモデルである任意の解釈がφの
モデルでもある)とき,かつそのときにかぎる。φとψが論理的に同値であることを
φ 卜引 ψ
と表記する。
3.4.2 命題
すべての式φ, ψに対して, φ卜引ψ ⇔ 卜φ←→ ψ。すなわち,二つの式が論理的に同値であ
るということは,その二つの式からなる双条件法の文が妥当であるということに他ならない°9七
3.4.3 命題 :すべての式φ, ψに対して以下のことが成り立つ :
(1)上卜引 …x=x
(2)φ∧ψ 卜引 司 (司φV司ψ)
(3)φ→ψ 卜引 …φvψ
(4)φ←→ψ 卜引 勺 (φVψ)V司(司φV司ψ)
(5)∀vφ 卜引 勺ョv司φ
《証明》
命題3.4.2により,容易に証明できる乾O七
3.4.4 命題 :すべての式φ, ψに対して以下のことが成り立つ。(証明略)
(1)―φ 卜引 φ→上
(2)φ∧ψ 卜引 (φ→ (ψ→■))→上
(3)oVψ卜引 (φ→上)→ψ
(4)φ←→ψ 卜引 ((φ→ψ)→((ψ→φ)→上)}→上
(5)∀vφ 卜引 (ヨv(φ→止))→上
他にも,第二階論理における論理的に同値な式の対がある。例えば,二つの個体x, yが同一で
あることを表現する式 :∀Z(Zx―Zy)は,つぎの式と論理的に同値である :∀Z2(vz
z2zz→z2xy)。後者の式は,個体xとyは任意の反射的2項関係にある, と主張する。同一
性が最小の反射的関係であることと,標準構造においてはすべての集合や関係が関係宇宙の中に与
えられていることとにより, この同値関係が成り立つ。よって,等号記号を原始記号として用いな
い第二階論理において,VZ(Zx←→Zy)と∀Z2(∀zz2 zz→z2xy)のいずれもが,
田畑博敏 :第二階論理の特性について
x=yの代わりに用いられる。
また,言語を単純化して,(司,V,ヨ)のみを原始論理記号とする場合,他の記号 :上,A,→,
一 ,Vを命題3.4,3を基礎として定義できる。(上,→,∀}のみを原始論理記号とする場合
(様相論理の場合等),他の記号 :コ,A,V,←→, ヨは命題3.4.4を基礎として定義できる。
3.5 与えられた構造における定義可能な集合と関係
標準構造ノ=(A,(An〉n≧1,(Cン)ccoPER CONS)と第二階言語λ―L2またはL2が与えられると,
単にンの個体間関係のみならず,個体間の関係の関係 (第二階関係)や,言語を用いて定義される
関係, といった関係をも定義できる。われわれの言語の記号系によって標準構造に当初から与えら
れているのは個体の宇宙と,その上での関係である。しかし,それ以外に,いくつかの言わば隠さ
れた関係がある。本節ではそれを,当初の個体間関係 (第一階関係)も含めて統一的に扱う。
3.5.1 まず構造ンの第一階関係をつぎのように定義する。ンを標準的な第二階構造だとする。
ン上のn項の第一階関係Xとは,個体の宇宙のn項デカル ト積の部分集合である:X⊆Ano RE
L ttT(ノ)をン上のすべての第一階関係のクラスとする :
RELおT(ン)=(X:ヨn(X⊆An))=∪n塾
'An。任意の第一階関係Xがンの中への (into)関係であるのは, X∈An='AnまたはX=Rンの場合
である。ンの中への第一階関係全体のクラスをR E LttT(∈ン)と表記する。
ここで定義された関係は第一階関係,すなわち個体間の関係である。標準的第二階構造ンの宇宙
に存在する関係は,すべて個体間の関係である。逆に,構造が標準的であるとき,個体間の関係は
すべて構造の宇宙の中にある。こうして,標準的構造では,ノ上のすべてのn項第一階関係はンの
中への関係である。上の定義より,以下の命題が成り立つ :
3.5.1.1 命題 :標準構造ノに対して,
(1)R E LlST(ン)=∪n」An(=∪n」ヂAn);
(2)R E LlST(ノ)=R E LlST(∈ノ )。
3.5.2 ンの第二階関係の定義
ンが標準的第二階構造であり, All,・… Ainがンの宇宙である (各A ijが個体宇宙かまたは関係
宇宙,すなわちA馬=AまたはA ij=Am,m≧1)とき, これらの宇宙のデカルト積の部分集合X:
X⊆All×…,×A in
は,ノの第二階関係 (secOnd order relation)である。REL(ン)をンのすべての第二階関係の
クラスとする :
REL(ノ)=∪{X:X⊆All×中,×A in)=∪
'(All×
…・×Ain)o
X∈AnまたはX=Rン(あるR∈OPERoCONSに対 して)であるとき (すなわちXが構造に
当初か ら与えられた関係宇宙の一つであるとき),第二階関係Xはンの中への (il■tの 関係 と言う。
REL(∈ノ)を,ノの中への第二階関係全体のクラスとする。固有第二階関係を,R E L2ND(ン)
=REL(ノ)―R E LiST(ン)として定義する。
第二階の関係において,すべてのA ijに対してAl,=Aのとき,定義3.5.1での第一階関係と
なる。こうして,第二階関係の集合は,(真)部分集合として,第一階関係の集合を含んでいる。
また,記号系の選択により,構造の中に固有第二階関係を持たない (異なる記号系を選べば持てる)。
個体の可算無限宇宙を持つ構造ノ (IAI=(0)に対して,ンの第一階関係の集合R E LiST(ノ)
は2 NO個のメンバーを持つ91とまた,ンの (固有)第二階関係の集合R E L2ND(ン)は2の2＼0乗
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個のメンバーを持つ°2七
3.5.2.1 命題 :上の定義 (3.5.2)より,以下のことが導かれる :
(1)R E LlST(ノ)⊆REL(ン), しか し R E LttT(ン)≠REL(ン)
(2)R E LlST(∈ノ)=REL(∈ノ )
3.5.3 つぎに,与えられた言語を用いて,ノで定義可能な第一階関係を定義する。ンを第二
階構造, X⊆Anを個体間のn項関係とする。このとき, Xがλ―L2を用いてンで定義可能な第一
階関係であるのは, FREE(λ xl…xn φ)=〃(すなわち述語λ xl…xn φに含まれる自由変項
が存在しない)であるような入―L2の式0と, どの二つも互いに異なる個体変項が存在し,
X=√(λ xl…xn O)
であるようなノ上の解釈∫が存在するとき,かつそのときにかぎる。λ抽象化子を持たない第二階
論理の言語L2においては, L2を用いて構造ノでXを定義できるのは,
X= ((xl,・…,Xn):(ノ, MXl Xn xl_Xn)SAT φ}
の とき,かつ そ の とき にか ざ る。 こ こでMは割 り当て で あ り, FREE(φ)⊆(xl,…・,Xn)。
DEFおT(ン, L2)を, L2を用いてンで定義可能なすべての第一階関係を含む最小クラスとする。
(以後,(ン,MXl Xn xl…Xn)をノ F ? xl―xn]またはノ [xl,・・,Xn]と略記することがある。)
3.5.4 与えられた言語を用いて,ンで定義可能な第二階関係を定義する。Xが言語λ―L2
(またはL2)を用いてノで定義可能な第二階関係であるのは, Xがンにおける第二階関係であり,
かつλ―L2(またはL2)の式φが存在して,
X=((vl,中●,L)∈All×…・×A in:ノ[F Xnxl―n]SAT φ}
であるとき,かつそ の ときにかぎる。 (ここで, FREE(φ)⊆{vl,・・・, )ゝ,各j(1≦j≦n)
に対 して変項 viはタイプ 巧∈VAR。)対応す る集合 を, DEF(ノ, 入―L2), DEF(ン, L2)
とす る。
われわれの第二階論理の言語は可算であるから,変項の有限列の集合も可算である。よって,言
語で定義可能な関係の集合も可算であり,NO以下の基数を持つ。
3.5.4.1 命題 :以下の事柄が標準構造に対して当てはまる :
(1)DEF(ノ, L2)=DEF(ノ, λ―L2)
(2)DEFおT(ン, L2)=DEF｀T(ノ, λ―L2)
(3)DEF卜T(ノ, L2)⊆DEF(ノ, L2), しか しD E FlST(ノ, L2)≠DEF(ノ, L2)
《証明》定義に基づいて実行できる°3七
3.5.5 続いて,与えられた言語を用いて,かつパラメータ (すでに構造において当初に与え
られている個体および個体間の関係をこう呼ぶ)によってンで定義可能な第一階および第二階関係
を定義する。Xが入―L2(またはL2)を用いてパラメータによリンで定義可能な第一階関係であ
るのは,つぎの場合である:個体変項xl,・…,為と,タイプが各々11,・・,im∈VARの変項vl,・…,
vnaと, FREE(φ)⊆(xl,…Ⅲ,乳,Vl,~,?生n)であるような式φが存在して,
X=((xl,・・・,Xn)∈An:ノ[知.Xn ?…vn xl.…Xn Vl・…Vm]SAT φ)。
ここで,パラメータvl,…,vmは各々タイプil,…,lmを持ち,各々 宇宙All,…Aim(各j(1≦J
≦m)につき, A可=Ahでhは正整数)に属する。また, Xが入―L2(またはL2)を用いてパラ
メータによって定義可能な第二階関係であるのは,つざの場合である :(一般の)変項ul,・・,un,
Vl,・¨,吼(各々 のタイプはkl,…,吼,11,・・,im∈VAR)と, FREE(φ)⊆{ul,・・・,un,vl,
…,Vlla)であるような式φが存在して,
田畑博敏 :第二階論理の特性について
X= {(ul,・・・,un)∈A(1×…・×Alg・:ノ [m m tt Vm ul・…鴫 vl―Vm]SAT φ)。
ここで,パラメータvl,…,vmは各々タイプil,…,lmを持ち,各々 宇宙A ll,・・・,A im(各宇宙は
個体間の関係宇宙)に属する。
任意の構造ノにおいて,Anにおけるすべてのn項第一階関係はパラメータによって定義される。
というのは,式Xxl…xnと解釈∫―一∫(Xn)が望ましい関係となるような解釈――を取ることに
より,標準構造の関係宇宙に含まれる第一階集合と第一階関係を,先の式を充足する個体の順序n
組の集合として定義できる (それがパラメータによる関係の定義であった)からである。パラメー
タによる関係の定義可能性は,一見 トリヴィアルなものと思われるが, この概念は非標準構造を扱
う文脈で有用となる。 (本論文ではもっぱら標準構造を扱うので, この概念については定義のみに
止める。)
4.第二階論理 の表現 力
最後に,本節では,第二階論理の表現力について再考し,いくつかの否定的結果を導く。第二階
論理の表現力の強さは,意味論を記述するメタ理論として集合論を受け入れる形で理論構成がなさ
れている点に求められる。そのような背景集合論として,一般にはツェルメロとフレンケルによる
集合論が前提される。そこでは,矛盾ないし悪循環を避けるために:すでに手元にある集合から一
歩一歩新しい集合を作っていく, という仕方で集合の階層構造が導入される。すなわち,順序数上
の帰納法によって,空集合から出発して,階層の下のレベルの集合の中集合を構成することにより,
つぎのレベルの集合が作られる :
V(0)=〃;
V(n+1)='V(n)。
さらに,V(ω)=V(0)∪V(1)∪…=∪i≧OV(1)とし,続けて,V(ω+1)='V
(ω)とする。一般に,後者であるような (β=α+1)任意の順序数βに対して,
V(β)=,V(α)
と言う仕方で高次の集合を作り,すべての極限順序数λに対して,
V(λ)=∪α〈λV(α)
とする。この集合の構成過程は終わることなく続き,すべての順序数の集合Ωによって,集合の全
宇宙Vは,
V=∪β∈ΩV(β)
と表せることになる。こうして,空集合から出発して,(1)後者レベルでは,先行する集合の可
能なすべての部分集合の集合を新しい集合と認め,(?)極限レベルでは,すでに存在しているす
べての集合を一つの新しい集合として合併する, という仕方でわれわれは集合の宇宙を構成する。
これが,ッェルメロとフレンケルによる集合論の集合構成の大雑把な描写である。この集合論その
ものは,第一階の論理をベースにした第一階の理論として構成されるが,経験上,数学の広範囲の
理論がこの集合論によって記述されることが認められている。われわれの論理体系である第二階論
理は第二階言語により記述されるが,われわれの論理の強さは, このような,広範囲の数学的宇宙
(=集合)を背景とすることに由来している。
ところで,すでに見てきたように,われわれの第二階論理を記述する形式言語は, このような数
学的宇宙から成る構造の中で解釈されることにより,意味を得た。各構造が,それ自身の限定され
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|     た量化の宇宙を持つとき,その宇宙を領域 (domain)と呼ぶことにする。以後,構造の領域に関
1     連する特性の定義を与え,特性の具体例を通して,第二階論理 (SOL)の表現力を考察する。
1      4.1 特性の表現可能性
4.1.1 まず,領域の公理化可能な特性を定義する。個体領域の特性Pが公理化可能である
(axiomatizable)のは,つぎの場合である :純粋SOLの文の帰納的集合「 が存在して,
(∀ノ)[ノF―
「
←⇒Aが特性Pを持つ]。
また,個体領域の特性Pが有限に公理化可能である (inittly axiomatizable)のは,つぎの場合
である :純粋SOLの文φが存在して,
(∀ノ)[ノトΦ←⇒Aが特性Pを持つ]。
4.1.2 つぎに,広域関係を定義する。(特定された)数学的宇宙の広域n項関係Rが第一階
でかつ広域的に定義可能である (globally definable)のは,つざの場合である:FREE(φ)
⊆ lxl,。¨,xn)であるようなSOLの式φが存在して,
(∀ノ)[((xl, ・・・,xn):ノ [Xl・・・? xl…xn]SAT φ)=R∩An]。
λ―SOLの言語では, この条件は,ン (λ xl…xn φ)=R∩Anと表現される。また,数学的宇
宙の広域n項関係Rが第二階でありかつ広域的に定義可能であるのは,つぎの場合である :各タイ
プが11,…・,inである変項vl,中●,■/11に対してFREE(φ)⊆ (vl,…・,Vll}であるようなSO
Lの式φが存在して,
(∀ノ)[{(vl,…,,端)∈A札×…・×A in:ノ[?・・・Ⅶ vl...Vn]SAT φ}=R∩
(A ll×… A in)]o
4.1.3 さらに,構造のクラスが文 (のクラス)によって表現できる, ということを表す公理
化可能クラスの概念を定義する。構造のクラスKが公理化可能である (axiomztizable)のは,つ
ぎの場合であるISOLの文 帰納的集合
「
が存在して,
(∀ノ)[ノ∈K ←⇒ ノト
「
]。
また,構造のクラスKが有限に公理化可能である (anitely axiOmatizable)のは,つぎの場合で
ある:SOLの文φが存在して,
(∀ン)[ン∈K ←⇒ ントφ]。
4.1.4 与えられた構造Bが構造ンに対して範疇的に公理化可能である (categorically
axiomttizable)のは,つぎの場合である「文の帰納的集合
「
が存在して,
[ノト
「
 ←⇒ B隻ノ]。
与えられた構造Bが構造ンに対して範疇的に有限に公理化可能であるのは,つぎの場合である :文
φが存在して,
[ントφ ←⇒ Btt A]。
4.1.5 数学的宇宙の特性Pが公理化可能であるのは,つぎの場合である :純粋SOLの文φ
が存在して,
[卜φ ←⇒ Pが数学的宇宙で成り立つ]。
4.2 これから,表現可能な特性の具体例を考察する。1      4.2.1 無限公理 (axioms of infinity)
「はじめに」において見たように,有限性と無限性という領域の特性は第二階言語で公理化可能
である。事実,無限公理として用いられる多くの第二階の式が存在する。例えば,式(φino:
田畑博敏 :第二階論理の特性について
ヨX[∀xyZ(XXyA Xyz⇒Xxz)∧∀x司Xxx∧∀xヨy Xxy]
は,その領域を全宇宙とするような,反反射的・推移的・連続的関係が存在する, と主張するが,
これは実際上,無限領域で,かつそのような領域でのみ成り立つので,無限公理と見なしうる°つ。
第一階の公理の中には,一つの構造において真となるために,個体の無限領域を要求するような
式が存在する。しかし,それらの公理は,構造がある特別の記号系から成ることを要求し,いくつ
かの無限構造では成り立たないものである。よって,無限公理とは,
(∀ノ)[ノトφ←⇒ンの個体宇宙Aが無限である]
が成り立つような,純粋SOLの式φのことである。しかし,第一階の式で無限公理と見なして
よいものが存在するように思われるかもしれない。例えば,第一階の式で表現しうる初密全順
序 (dense order:異なる二要素間に必ず第二の要素が存在するような全順序)の諸公理の連言
をα DOとすると,構造ンがα DOのモデルならば,確かにンの個体宇宙Aは無限である。しかし,逆
は成り立たない。実際,構造 (N,≦)は無限である (個体宇宙Nは自然数の集合だから)が初密
全順序ではない。また算術の公理の集合 :
∀x(Sx≠0)
∀x∀y(Sx=Sy→x=y)
∀y(y≠0→ヨz(Sz=y))
(ゼロはどんな数の後者でもない)
(後者関数は一対―である)
(ゼロでない数は前者を持つ)
も無限性の公理化ではない。なぜなら, これらの公理を真とするには無限構造が必要である9°が,
無限構造のすべての関数がこれ らの公理に従う必要はないからだ。例えば,構造 (N, 0, I)
(ここで Iは同一性関数 :I(x)=x)において,関数Sを同一性関数 Iで解釈すれば, これら
の公理がすべて真となる訳ではない (第一の公理が偽となる
°°
)。
こうして,われわれは,第一階論理においては,領域の有限性も無限性も一つの式で表現するこ
とはできない, ということが分かる。
4.2.2 同一性 (ldentity)
「はじめに」においても見たように,個体間の同一性はライプニッツに由来する不可識別者同一
原理によって,第二階論理で表現しうる。すなわち,二つの個体xとyについて,それらを区別す
る性質がない,すなわち
(#) ∀X(Xx←→Xy)
という場合,かつその場合にかざり,同一である :
(井#) Vx∀y[x=y←→∀X(Xx←→Xy)]。
同一性は,最小の反射的関係であるから, xとyがすべての反射的関係にあることを表す式 :
∀z2 (vz z2z z→xy)
によっても表現される。
なぜ,第一階論理では同一性を原始的関係とみなすのか?その理由は,同一性を定義しうる第一
階の式が存在しないことによる。考察の対象である第一階言語が有限個の関係定項しか持たないと
き,同一性を模倣する式を作ることができる。例えば,唯―の1項関係定項がRで,唯―の2項関
係定項がTであるような言語を取る。そのとき,式:
(★)(Rx←→Ry)∧∀z(Txz←→Tyz)∧∀z(Tzx←→Tzy)
は, xとyがわれわれの形式言語で区別できない, ということを主張している。この式 (★)をH
xyとすると,Hは反射的かつ対称的かつ推移的である。しかし,この定義は完全ではない。実際,
デ (x)≠∫ (y)となるような,(☆)の第一階のモデルを与えることができるからである。こ
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こに,それの簡単な例がある。√=(ン,M)において,ノ=((1, 2, 3},Rン,Tン),Rン=
(1, 2, 3),Tン=ガ,M(X)=1,M(y)=2とする。このとき,(ン,M〉卜 (★),し
かし√ (x)=1≠2=√(y)。それに対して,第二階論理は個体間の同一性を定義できた。こ
の点が第二階論理の著しい特性の一つである。
では,関係の同一性の場合はどうか?通常,第二階論理では,関係の同一性を表す (対象言語と
しての)記号は原始的論理記号とされることも,定義されることもない。なぜなら,関係間の同一
性は固有な第二階関係であり,ライプニッツの原理が使えるためには第三階の変項を必要とするか
らである。しかし,われわれのSOLの言語では,同等性 (equaltty)を原始関係と見なすことに
して外延性の公理を計算に加えたとき,望ましい効果を得ることができる。いま,外延性の公理を,
(*)∀Xn vYn[x.=Yn←→∀xl―x (Xnxl…,xn←→Ynxl…xn)]
の形で持つとする。この外延性の公理から包括公理 :
ヨI Xn∀xl・・Xn(Xnxl―'xn←→φ) ただしXn/FREE(φ)
(各式φと一階の変項xl,…, Xnによって定義される唯―の関係が存在する)
をSOLで証明できるQ7七 外延性の公理と包括公理を結合することの利点は, SOLで抽象による
定義が許される, ということである。 しかし,外延性公理によ り導入された関係の同等性
(eqtlЛitylと同一性 (identitのは区別すべきものである。
4.2.3 可算と否可算
「はじめに」においては,個体の宇宙そのものが有限であることがどう表現されるかを考えたが,
ここでは, 1項関係 (性質)の宇宙において与えられた集合が有限であることの定義を考える。
“φ fin(Z)"を「集合Zは有限である」と読むとすると, これは以下のように定義できる :
φin(Z)◇V X2[∀x(zx←→ヨy X2xy)A∀x(ヨy X2 yx→z )∧
∀xyz(x2xy∧x2zy→x=z)∧∀xyz(X2xy∧x2xz→y=z)
→∀x(Zx→ヨyX2 yx)]
(ZからZの中への一対一対応関係X2はすべて, Zの上への関係である。)
さて, このとき,「すべての要素がただ有限個の先行者しか持っていないような,宇宙内での強い
線形順序が存在する」ということにより可算性 (countability)を表現できる。“φ ctbl"を「(個
体領域は)可算である」と読むとすると,可算性の定義は以下のようになる :
φ Ctbl⇔ヨY2[∀x‥Yxx∧∀xyz(Yxy∧Yyz→Yxz)∧∀xy
(YxyV YyxV x=yl∧∀XヨX{Φ fin(x)∧∀y(Xy←→Yyx))]
(反反射的かつ推移的かつ連結的であるような,つまり強い線形順序であるような2項関係で,任
意の要素に対して,その要素のすべての先行者を,かつそれらのみを含む有限集合が存在するよう
な,そういう関係が存在する。)
非可算であることは,可算性の否定によって表現できる :φ unc⇔司φ Ctbl.
4.3 否定的結果
第二階論理 (SOL)の強い表現力のゆえに,第一階論理で成り立つ古典的結果が第二階論理で
は成り立たなくなる。最後に, このことを考察して本論を閉じる。
4.3.l SOLに対してコンパクト性定理は成り立たない。
《証明》
コンパクト性定理はつぎのように主張する :文の任意の集合Φと任意の式ψに対して ,
Φ FE ψ ⇒ (ヨ△)[△⊆Φ∧△は有限である∧△卜ψ]。
田畑博敏 :第二階論理の特性について
「
を, n≧2に対する式 :
φn⇔ヨxl―為 ( x¨l=x2∧…A―xl=為∧…∧コXn.=xn)
の集合とし (「={φ2, 03,・・・}),領域の無限性を表現している式φ inf(4.2.1節か照)を取る。
「 は全体として無限個の要素の存在を主張しているので, F FE φ illfであるが, △卜φ illfである
ような,「の有限部分集合△は存在しない。いまFの任意の有限部分集合△を取れ。△の要素はす
べて
「
の式で, しかも有限個であるから, △の中に最大の添字を持つ式が存在する。mをφn∈△
であるnの最大数とせよ。△に対するモデルとして,m個の個林領域Aを持つ構造ノ=(A,(A2))
を取ることができる (△内の式は変項を含まないので割り当ての無いモデル,つまり構造そのもの
がモデルとなる :ント△)。 明らかに,有限構造ンはφユIafのモデルではない (ノ/φ ino。従っ
て,△/φ infでぁる。 (実際,もし△卜φ illfならば,ノト△⇒ノトo infであるから, これとノ
ト△により,ノトφ infが導かれて,ノ/φinfと矛盾する。)(Q.E.D.)
4.3.2 健全な計算体系を持つSOLに対して,強い完全性定理は成り立たない。われわれは
まだSOLに対する計算体系 (演繹体系)を与えていないので, このことの厳密な証明はできない
が,証明の概略はつぎのようになる。強い完全性定理は,式の集合
「
と式φに対して,
「
卜φ ⇒ F卜φ (ここで “卜"は計算体系での証明可能性を示す)
と主張する。しかし, コンパクト性定理がSOLで成り立たないから,ある文の集合
「 0と
ある式
φOが存在して, Γ。卜φOであるが, △卜φOであるような,「。の有限部分集合△は存在しない。
この状況下では,証明の有限個の規則のみを受け入れるような健全な計算体系において,「。から
のφ。の演繹を得ることはできない。(もしΓ。からのφ。の演繹が得られたとすると, △O⊆「 。
なる
有限集合△Oが存在して, △。をその演繹の全前提の集合とする,計算体系での証明があって, △0
卜φOである。しかし,計算林系は健全であるから, △0卜φOである。他方, △卜φOである「 Oの有限部分集合△は存在しないから, △0/φ。でなければならない。こうして,矛盾が生じる。)(Q.
E.D.)
4.3.3 レーヴェンハイム=スコーレムの定理はSOLに対して成り立たない。
《証明》
われわれの可算言語に対して, レー ヴェンハイム=スコーレムの定理はこう主張する :
「文の可算集合Fが(何らかの)モデルを持つならば,そのときFは,その個体宇宙が
可算であるようなモデルを持つ」。
さて,われわれはすでに,宇宙が非可算であるということを主張する式 :φ uncを得ている (4.
2.3節か照)。 しかし, φ ul■cは個体宇宙の可算性を示す2項関係の存在の否定を明示的に主張
するから, これが成り立つ構造の宇宙は非可算でなければならない。一般に,任意の構造ノに対し
三｀【「,
ントφ unc←⇒ Aは非可算である
が成り立つ。よって,式φ uncは非可算モデルは持つが,個体宇宙が可算であるモデルは持たな
い。(もしφuncが可算なモデルBを持つ (Btt φ unc)とすると,Bの個体宇宙Bは可算である。
しかし,Btt φ unc←⇒Bは非可算,であるから, Bは非可算である。こうして,矛盾が生じる。)
こうして,「={φ unc)に対する, レーヴェンハイム=スコーレムの定理の反例が存在する。
(Q.E.D.)
(1)
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註
第二階論理で表現可能な概念や命題の実例はMallzanO[1996]の第 1章第 1節から採った。本研
究の多くの部分を本書に負っている。
詳しくはこうである。∀x(ヨy X2x y←→RxASx)は「2項関係X2の定義域 (とlnain)
が集合R∩Sと一致する」ということを意味し,Vx(ヨy X2y x→R ∧司Sx)は「関係X2
の値域 (rallge)が集合R―Sの部分集合であるJということを意味する。また,VxVy∀z
(x2xy∧x2xz→y=z)が「関係X2は多対―である」を,VxVy∀z(X2xy∧x2zy
→x=z)が「関係X2は_対多である」を,各々 意味するから, これら二つの式の連言により,
「関係X2は_対一対応関係である」を意味する。こうして,元の全体の式は, SでもあるR全体か
ら, SでないR全体またはその一部分への一対一写像が存在しない, ということを主張する。言い
換えると,集合としてのSであるRは集合としてのSでないRよりも,はるかに多いメンバーを持
つ,と主張している。具体例として,「ほとんどの素数が奇数である」 (集合 (奇数の素数)の濃度
鶏 家 毛亀 緞 ギ盤 種墓覇弘 塾 )℃鞄≧ミ盟 百亀懇 が奮∩が
理
無限性はこれを否定して,「(狭義の)中への一対一関数f:A→Aが存在する」を意味する式を作
ることで表現できる。この無限性のデデキント的定義の具体例として,ゼロを含む自然数全体の集
合 (0,1,2,3,…}から その真部分集合である (正の)奇数の集合 (1,3,5,…}への
一対―の関数 :fn=2n+1(n=0,1,2,…)の存在により, 自然数全体の集合が無限集
合であること,が挙げられる。
一般に, 2項関係Rが順序 (または半順序)であるとは,Rが反射的であり (VxRxx),反対
称的であり (VxVy(RxyARyx→x=y)),推移的である (VxVy∀z(Rxy∧
Ryz→Rxz))とき,かつそのときにかぎる。
2項関係Rが線形順序 (または全順序である)のは,Vx司Rxx(反反射性),Vx∀y(Rxy
→¬Ryx),Vx∀y∀z(RxyARyz→Rxz)(推移性),Vx∀y(RxyVx=yV
Ryx)(連結性)がすべて成り立つとき,かつそのときにかざる。
この式の後半部 :「集合 {z:Rzx)は有限である」は,先の(4)1こ倣って表現できる:Vf
[∀Zl∀Z2(Rzlx ARzクx  fzl=f z2→Zl=Z2)→Vy(Ryx→ョz(Rらx∧fz=y))]。
第二階論理の持つ哲学的な意味については,本論文で詳しく追究する余裕はないが, S hapiro
[1991],B oolos[1998]などに,興味深い考察が見られる。
ここで定義される集合VARは,第二階論理で扱われ得るあらゆる対象,すなわち,個体,関係 ,
関数の種類,およびそれらを表示する記号の種類, としてのタイプをすべて集めた集合である :
VAR=(1=(1),(0,1),(0,1,1),(0,1,1,1), …・ (1,1),(1 1),(1 1,1,1),…)。
タイプ (0,1,・?.,1)と違って,タイプ (0,(0,1),(0,1))やタイプ (0,(0,1,・I.,1),(0,1,
I・,1))は,(個体間の)関係どうしの間の関係,つまり第二階関係が持つタイプである。以下で
見るように,われわれは第二階関係をメタレベルで考察する機会がある。しかし,対象言語として
の第二階論理の言語では,そのような高階の関係の変項が量化可能な変項として現れることはない
ので,問題のタイプはVARやVAR(SOL)には含まれない。第二階論理が扱う関係は,基本
的には第一階の関係,つまり個体間の関係だからである。
項 (te剛)の正式な定義は以下のようになる :
(Tl)任意の個体変項xは項である。
(T2)任意の個体定項aは項である。
(T3)fが項数n≧1を持つn項関数定項で, τl,…, τnが項のとき, f τl…τnも項である。
以上の三条件のいずれかを満たす記号列の最小集合をTERM(λ―L2)と表示し, これのメンバー
(4)
(6)
田畑博敏 :第二階論理の特性について
を項と呼ぶ。
(11)述語の正式な定義は以下のようになる :
(Pl)n項関係変項Xnは度数 (degree)nの述語である。
(P2)n項関係定項Pnは度数nの述語である。
(P3)E,El,E2,…は度数2の述語である。
(P4)ψが入―L2の任意の式であり, xl,・・・,Xnのどの二つも互いに異なる個体変項であるとき,
λ xl…xn ψはn項述語である。
以上の四条件のいずれかを満たす記号列の最小集合をPRED(λ―L2)と表示し, これのメンバー
を述語と呼ぶ。
(12)式の正式な定義は以下のようになる :
(Fl)Πがn項述語であり, τl,・・・,τnが項のとき,Π τl…τ.は式である。特に,τlとτ2が
項のとき,E τl τ2は式である。上も式である。
(F2)ΠnとΨnがn項述語のとき, En Πn v](またはΠn=Ψ・)は式である。
(F3)φとりが式のとき,司φ,(φVψ),(φ∧ψ),(φ→ψ),(φ←→ψ)は式である。
(F4)のが式でxが個体変項のとき,Vxφ, ヨxφは式である。
(F5)φが式でXnがn項関係変項のとき,VX・φ, ヨXn φは式である。
以上の五つの条件のいずれかを満たす記号列の最小集合をFORM(λ―L2)と表示し, これのメ
ンバーを式と呼ぶ。
(13)準同型hは,元の個体の差異には留意せず (一対一関数である必要はないから), しかも,元の個
体の間での関数のインプットとアウトプットとの関係は保持し,さらに元の個体間の関係は保持す
るが,対応する関係が対応する個体以外の間に成り立っていてもよい, という仕方で対応づける。
例えば,A=(xl,x2,X3,X4),B=(yl,y2,y3)とする。Aの元とBの元をどう対応させ得るかは
対応する構造ンとBにおける対応する関数 。関係に依存する。ンでA上の1項関数 fンが,fン(xl)
=X2,fン(X2)=X3,fン(X3)=X4,fン(X4)=Xl,対応 す る B上の 関 数 fおが , fB(yl)=y2, fお
(y2)=y3,fお(y3)=ylとする。いま, hがAの元とBの元を, h(xl)=yl=h(x2),h(X3)=y2,
h(X4)=y3と対応づけたとする。ところが,h(fン(xl))=h(x2)=yl,fB(h(xl))=fB(yl)=
y2, しかもyl≠y2,よつて, h(fン(xl))≠fB(h(xl))。これは,準同型の定義条件 (?)に反す
る。Aでの関数のインプットとアウトプットとの関係はループをなしているが,単純にこのループ
がBでも成り立つことはできない。AとBとではメンバーの個数が異なるからである。そこで, A
で fンに関してループを形作るのはx2,X3,X4の間においてであり,xlは付随的な元にすざないと
見ることにして,fン(xl)=x3,fン(X2)=X3,fン(x3)=X4,fン(X4)=X2とする。このとき,すべ
てのx∈Aに対して, h(fン(x))=fお(h(x))が成り立つ。実際には準同型hがAとBの間に存
在するためには,あらゆる関数 fンとfおにおいて条件 (?)が成り立たなければならない。「ループ
の存在Jといったような,関数のインプットとアウトプット間のあらゆる関係が fンとfBの間で
共有されねばならない。つまり, AのメンバーとBのメンバーがそれらの果たす役割において類似
したものでなければならない。 hが同型になればその類似性はさらに増大することになる。
(14)(h[Cン])ccoPm c∝`=(D:ヨC(C∈OPER.CONSAh(Cン)=D)}(15)以下のようにして,～hが同値関係であることは示せる :x∈Aなる任意の個体xにつき, h(x)
=h(x)しかも (x,x〉∈A×A, ∴ (x,x)∈～h,よって～hは反射的である。任意のx,y∈
Aに対して,(x,労∈～hと仮定する。～hの定義より,(x,労∈A×Aかつh(x)=h(y)。i
(y,x)∈A×Aかつh(y)=h(x)。∴ (y,x)∈～ h。 よって,～hは対称的である。任意の x,
y,z∈Aに対して,(x,y)∈～hかつ (y,z)∈～hと仮定する。～hの定義により, h(x)=h
(y), h(y)=h(z)。∴ (x,z)∈A×Aかつh(x)=h(z).・.(x,z)∈～ h。 よって,～hは推
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移的である。こうして,反射的かつ対称的かつ推移的であることが示されたので,～hは同値関係
である。
(16)一般に, “="を同値関係,[x]三と [y]=を,それぞれxとyを代表元とする同値関係≡により
生成された同値類とするとき, x≡y⇔[x]三=[y]こが成り立つ。
(17)定義により, H:A～h→Bだから, H[A～h]⊆B。 逆に,任意のyにつきy∈Bとする。仮定に
軋 営 i雪 吏 i箋 醗 恥 財 軍 賀 砧
!言
等 獲
て, H[A～h]=B。こうして, 日は上への関数である。
(18)(⇒:)「卜φと仮定する。任意の解釈デに対して (デトF⇒デトφ)…①。いま, F∪{司φ}が
ある解釈FOで充足可能とする :デO tt「∪ (司φ}。 すると, FOtt F,かつデO卜司φ, i3.2.
1(F3)より, デ0/φである。しかし,①よリデO tt「⇒/Oφであるから, デ0卜φ, i矛盾で
ある。ゆえに,「∪ (司φ)は充足不可能でなければならない。(←:)いま, F/φ…②, と仮定
する。 “卜"の定義より,ある解釈几 が存在して, デ1卜「 しかし/1/φ,つまり3.2.1(F3)
より√1トコφ, ∴デ1卜「
∪ (司φ},つまりF∪{司φ)は充足可能である。こうして, F/φ⇒
「
∪ (司φ}が充足可能である, ということが示されたので,対偶により, F∪{司φ)が充足不可
能⇒
「
卜φ,である。(Q.E.D。)
(19)証明はつぎのようになる。
φ卜引ψ
⇔∀√ (デトφ⇒デトψ)かつ∀デ (デトψ⇒デトφ)     [定義3.4.1, 3,3.1より]
⇔∀デ (デトφ←⇒デトψ)                   [∀,⇒に関する論理法則]
⇔∀/(デトφ←→ψ)                       [定義3.2,1(F3)]
⇔卜φ←→ψ                         [妥当性の定義3.3.2より]
(20)いずれも容易であるので,(4)の証明のみを実行する。命題3.4.2より,卜(φ― ψ)←→ {司
(φVψ)V‥(司φV司ψ)}を示uぎよい。任意の解釈デに対して,
デトφ←→ψ
⇔ (デトφ←⇒デトψ)                   [定義3.2.1(F3)による]
⇔ (デトφ&∫卜ψ)または (デ/φ&ノ/ψ)           [←⇒に関する論理法則]
⇔ (デ/φorデ/ψ)でないか,または (デトφ or√卜ψ)でない   [ド・モルガン法則等]
⇔ (ノト司φV¬ψ)でないか,または (ノトφVψ)でない  [定義3.2.1(F3)による]
⇔ (デ/φVψ)または (デ/司φV司ψ)                 [選言の交換律]
⇔√卜司 (φVψ)V司(司φVコψ)            [定義321(F3)による]
iF・(φ←→ψ)←→司 (φVψ)Vコ(司φV¬ψ)         [定義3.2 1,定義3.3.2]
(21)IAI=くOであ る か ら, I R E LlST(ン)|=I Un≧1'An l=|,AI十1ヂA21+|'A31
+…=1 2AI十12A21+12A31+…=2 1AI+21A21+21A31+…=
2 NO+2N。+2 NO十…=2ミ0となる。
(22)nを固定する (一般にαを無限基数とするときnα=αであるから)。 I Al,|=2 RO=張とすると,
I All×… Ain l=I Aiェ|×…× I Ainl=N×…×く=Nである。よって, |∪i≧1'(Ail×…
×A in)|=|'(All×…X n)|十1ヂ (A21×…×A2n)|+…=
2 1 All×
…×Alnl+21A21×…×A2nlキ_=2殺+2く+…・=2ミ=2(2軋)。
(23)(1)の証明。定義より, X∈DEF(ン, L2)⇒X∈DEF(ン, 入―L2)であるか ら, DEF
(ン,L2)⊆DEF(ン,λ一L2)は直ちに言える。逆の包含を示すために, X∈DEF(プ, λ―
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L2)と仮定する。定義により,(1)互いに異なる個体変項xl,…,XIとFREE(λ xI…恥 φ)=
2であるような式φが存在して,ン上のある解釈√に対して, X=ノ(入xl…為 φ)となるか,ま
たは(?)互いに異なる個体変項xl,・・,XnとFREE(φ)⊆ {xl,…・,Xn)であるような式φが
存在して,ある解釈に対して, X=((xl,…,xn):ノ[xl,・・・,Xn]SATφ}(各xi∈A)となる
か,または (?)異なる変項vl,…,Vnと式φが存在して,ある解釈に対して, X=((vl,…・,vn
)∈A il×…×A in:ンEvl,…,Vn]SAT φ)(各jに対してタイプij∈VAR)となるか,の
いずれかである。Xが (?)または (?)の場合は,定義により直ちにX∈DEF(y, L2)で
ある。そこで (1)の場合を考える。いま, FREE(入xl…xn φ)=πであるから,式φの中
の自由個体変項はたかだかxl,…Ⅲ,Xnにすぎない。すなわち, FREE(φ)⊆(xl,・・・,Xn)であ
る。よって,ある解釈に対して, X=((xと,い・,xn):ヌ[Xl,…・,Xn]SAT φ)と書ける。つま
り,(■)の場合に帰着できるので, X∈DEF(ン, L2)である。こうして, X∈DEF(ン,
入―L2)⇒X∈DEF(プ, L2)が示せ た ので,逆の包 含 で あ るDEF(ン, λ―L2)⊆DEF
(ヌ, L2)が成り立つことが示せた。(Q.E.D.)
つぎに (2)の証明であるが, これも同様に実行できる。
最後に (3)の証明である。X∈D E FlST(プ, L2)と仮定する。互いに異なる個体変項xl,・・,
為とFREE(φ)⊆{xl,―・,Xn)であるような式φが存在して,ある解釈に対して, X={(xl,
い°,Xn):メ[Xl,・・,Xn]SATφ)である。ここで,各xi∈A(1≦i≦n)であるから,(xl,・・・,
xn)は,AL X…×Aij×…×Ain(1≦j≦n)とおいたとき, 1≦j≦nであるすべてのjにつ
いてAij=Aとなる (個体宇宙から成る)n項デカルト積のメンバーであり,各jについて変項vj
のタイプijは1である。よって, X=(～1,…・,vn)∈AX■×A:ン[vl,・・, ]ゝSAT φ}∝
=xi∈A)と書ける。よって,定義3.5.4により, X∈DEF(プ, L2)。こうして, X∈DE
F lST(ン, L2)⇒X∈DEF(ン, L2)が示されたから, D E FlST(ン, L2)⊆DEF(ン, L2)
である。 しか し,例えば, X=((vl,v2)∈A2×As:ノ[vl,v2]SATφ)とお くとX∈DEF
(プ, L2)であるが,X/D E FlSR(ン, L2)であるから,D E FlST(ン, L2)≠DEF(ン, L2)
である。(Q.E.D.)
(24)この式が無限領域を要求することは,つぎのようにして分かる。領域のある要素cOを取るとXの連
続性により,XcO clとなる要素cとが存在する。このとき,cO≠clである (なぜなら,cO=cIなら
ばXcO cOであるが,反反射性によりこれは禁じられているからである)。 さらに,連続性により,
XCiC2となる要素c2が存在する。反反射性によって,cl≠c2である。またcO≠c2でもある (なぜな
ら, もしcO=c2ならば,XcOclとxcl c2と推移性によりXcOc2であるか らXcOcOとなって,反反射
性 と矛盾するか らである)。 さらに,Xc2C3である要素c3が存在するが, このc3は,反反射性 と推
移性により,cO,cl,C2のいずれとも異なる。こうして,相異なる要素の無限系列 i cO,cと,c2,C3,
…が存在しなければならない。逆に,任意の無限領域を取るとき,ある要素から出発して,異なる
要素の系列を終わることなく辿ることができなければならない。「異なり」が自分自身に適用でき
ないためには反反射的でなければならず,「異なり」の連続が確保され,元に戻らないように反反
射的で推移的でなければならず,かつ最後の要素 (「異なり」の系列の終り)が無いために反反射
的で連続的であるような,そのような関係 (異なる要素同士の順序対の集合としての)が存在せね
ばならない。そのことは,反反射的・推移的・連続的な関係の存在を含意する。
(25)0(ゼロ)から出発して0に関数Sを連続して適用したときの関数値 :0, SO, SSO, SSS
O,…は無限列になる。なぜなら, これらはすべて互いに異なるからである。実際,第一公理によ
り, SO≠0, SSO≠0, SSSO≠0,―であるから, 0はSO…0とは異なる。また,m≠
nのとき, S04・0≠S04.0でぁる。なぜなら,もしSO響・0=sOP Oならば,(n>mとし
て)第二公理により, 0=S Ol響0が導かれるが,第一公理より0≠S01WOが出て矛盾するから
である。
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(26)実際, Iは同一性関数だから, I(0)=0である。しかし,第一公理より, SO=I(0)≠0,
よつて矛盾である。
(27)包括公理 :ヨ!Xn∀xl…為 (Xnxl…xn―φ)の下線部分を “Ψ (Xn)"と略記すると,証
明すべきことは, ョXn V(Xn)∧VXn Yn(v(xn)∧V(Yn)→xn=Yn)でぁる。これは,
第二階論理で外延性の公理から,以下のようにして導かれる。
鮮 刃
ゆえに, ヨXnΨ(Xn)が導かれた。……① つざに,V XnYn(v(xn)∧Ψ Yn)→xn=Yn)
を示す。
V(Xn)AV(Yn)    Ψ (xn)AV(Yn)
V(Xn) V(Y・)
∀xl・】塩 (Xnxl・・Xn~φ)   ∀xl札  (Ynxl…n―φ)
(Xnxl・…xn<―→φ)         (Ynxl,“Xn~φ)
(*):外延性の公理 Xnxl・・xn  Ynxl_xn
Xn=Yn←→vxl…xn CKnxl.―xn←→Ynxl..X.)  ∀Xl―,x4(Xnxl・・・ n←→Ynxl..・Xn)
Xn=Yn
こうして,V(Xn)AV(Yn)の仮定の下で,外延性の公理を援用して,Xn=Ynが導かれたので,(→導
ヌ0によって,V(Xn)AV(Yn)→xn=Ynが導かれ, これに (∀導入)を施すことで,VXn vYn
(V(Xn)∧V(Y・)→Xn=Yn)が導かれる。 ……②
こうして,①と②により, 目的の式が外延性の公理から第二階論理で導かれる。
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