Abstract. The asymptotic behavior of several sequence transformations is investigated as n -► oo when applied to a certain family of logarithmically convergent sequences. The transformations considered are the iterations of the transformations e^\An) of Shanks and Wn of Lubkin, the ^-algorithm of Brezinski, the Levin u-and u-transforms, and generalizations of the palgorithm and the Neville table. Computational results are given for both real and complex sequences.
Introduction
An infinite sequence A" with limit A is defined to be logarithmically convergent if lim AA"+\/AAn and lim iA"+x -A)/iAn -A)
n-»co n-»co both exist and are equal to unity, where AA" = An+X -A". Such sequences are slowly convergent, and therefore not convenient for numerical calculation. When these two limits are equal to s ^ I or 0, the convergence is called linear. Methods for accelerating logarithmic convergence have been investigated in [1] through [4] , [9] through [15] , [22] , and in other references.
In the present paper, we will consider the family of sequences A" which are asymptotically of the form CO (1.1) An~A + n-aYjain~ilk as « -> co, where k > 1 is an integer, and A, a, and the a¡ are complex. The expansion in (1.1) is assumed to be asymptotic in the sense of Poincaré, with flo # 0 and a # -m/k or -m/k -1 for m > 0. We see that A" is logarithmically convergent when Re a > 0, and divergent when Re a < 0. Sequences with the asymptotic behavior (1.1) occur in applications ( [7, 8, and 18] , for example), and it can be shown that all slowly convergent sequences occurring as examples in the references of the present paper satisfy (1.1) with k = 1. In [18] , possible applications in which k > 1 are given.
The purpose of the present investigation is to find the asymptotic behavior of the following transformations as « -» oo when applied to the family of sequences (1.1): (a) the transformations ef\A") of Shanks and Wn ofLubkin and their iterations; (b) the ^-algorithm of Brezinski; (c) a generalization of the /^-algorithm of Wynn; (d) the u-and u-transforms of Levin; and (e) a linear transformation which is a generalization of the Neville table. The generalization of the ^-algorithm does not seem to have been given explicitly in the literature, but it can be shown to follow by applying results of [2] to sequences satisfying (1.1). The linear transformation in (e) appears to be new. When k = 1, some overlap of the present results is found with [1] , where e[s\A") is applied to sequences of the form (1.1), with [14] in the case of the Levin transforms, and more recently, with [12] . The generalization of the /^-algorithm in [12] agrees with the present one when k = 1.
The 0-algorithm, the u-and v-transforms of Levin, and the iteration of W" accelerate linear as well as logarithmic convergence. Because of this property, the Levin «-transform has been used in a general-purpose computer program for acceleration of convergence [5] . The ö-algorithm and the Levin transforms are among several procedures for acceleration of convergence tested in [16] and [17] .
Each of the transformations (a) through (e) produces transformed sequences Bm " , m = 1,2,...
. The results of the present investigation show that for (a), (b), (c), and (e), Bm+X>n converges more rapidly than Bmn as « -► co, m > 1, for all sequences An satisfying (1.1). In the case of (d), however, this acceleration is found only for k = 1. For k > 2, all sequences Bm t " obtained from a given sequence by use of the «-and v -transforms are found to converge with the same rapidity.
In the present paper, acceleration of convergence is investigated only under the limiting process lim"_oo Bm, " for fixed m. This process, and the limiting process lim»,-^ Bm _ " for fixed « are called Process I and Process II, respectively, in [14] and [15] . In [14] and [15] acceleration of convergence is investigated theoretically under both Process I and Process II when Levin's transformations are applied to logarithmically and linearly convergent sequences, including sequences of the form (1.1) with k = 1 .
The investigation of cases (a) through (e) is given in § §2 through 6 of the present paper. Section 7 includes numerical examples, with both real and complex a and A, to illustrate the acceleration of convergence obtained by the transformations considered and to test the asymptotic results. As suggested by the referee, calculations have also been carried out for the ¿^-transformation due to Levin and Sidi [10] , using the algorithm and FORTRAN program of [6] .
For m = 1, the i/(m'-transformation reduces to the Levin «-transformation when a = SIGMA = 1D0 and INCR = 1 in the FORTRAN program of [6] .
When k > 2 in (1.1) and m = k, a = 1, the present calculations indicate that acceleration of convergence occurs mainly under Process II.
The transformations e[s\An) and WiAn)
The transformation e{x\An) is defined by 
We will use the notation ef'^ef2'(/!")) = e[Sl) e\S2) iAn) and WiWm~xiA")) = WmiAn), where WxiAn) = WiA"). Using the second expression in (2.2), we find that (2.1) and (2.4) can be written in the alternate forms respectively. The proofs of the following theorems will be carried out by direct substitution, noting that asymptotic expansions can always be added and multiplied, and that division can be carried out when the leading coefficient of the divisor does not vanish. 
The first part of (2.7) follows by substitution of (1.1), (2.10), and (2.11) into (2.5), with
We see that bo may vanish for a given a ^ -1 or 0.
When k > 2, we have The statement of (2.7) for fc > 2 now follows from (1.1), (2.13), and (2.14), with
We see that Co vanishes when ax = 0 for a ^ -1 or 0.
To prove the last part of the theorem, we find from (2.10) through (2.14)
that ( This corollary is an immediate consequence of Theorem 2.1. We see that Corollary 2.1.1 holds for all m > 0, while Corollary 2.1.2 may hold only for a finite number of values of m . When k = 1 and (2.18) is applicable, however, the latter should be both more efficient and more accurate than (2.17). Theorem 2.2. Let A" satisfy the conditions of ( 1.1 ). Then as n-»oo,
where b0 and Co may vanish. Proof. Considering the case k = 1 first, we find from (2.9) through (2.12) that
We see that the first part of (2.19) follows from ( 
The second part of (2.19) follows from (1.1), (2.6), (2.23), and (2.24), with Proof. When k = 1, it follows from Theorem 2.2 that (2.26) holds through the first value mx of m for which bmi ,o = 0. Let bmi j = 0 for 0 < j < p -1, with bmx ,p t¿ 0. Then we have
where Vmx j = bmi j+p , and b'mi >0 ^ 0. We can therefore apply Theorem 2.2 again with a replaced by a+p . Continuing in this way, we obtain the first part of (2.26) with some of the coefficients equal to zero. Similarly, when k > 2, let cmi ,7 = 0 for 0 < j < p -1, with cm¡ ,o ^ 0. Then we have
where c'm¡ j = cm¡ j+p , and c'mi ;o ^ 0. As before, we obtain the second part of (2.26) with some of the coefficients equal to zero. D d{2nl~A + n-a-2mY,bm,jn-}, k=l
where bm>o> Cm,o> dm to, and em to may vanish for some values of m.
Proof. From (3.1) through (3.3) together with (2.9), we have Cm,0 ^m,0-a + m/k + 1 Finally, it follows from Theorem 2.2 and from (3.9) through (3.12) that (3.4) holds for m + 1. Since (3.4) and (3.5) hold for m = 1, it follows that they hold up to the first value of m for which bm,o and cm0 vanish. We note that the conditions bm¡o # 0 and cm,o j¿ 0 are necessary only for the application of Theorem 2.2, and that dm¡o and em,o may vanish.
To complete the proof, we first consider the case k = 1. Assuming that (3.4) and (3.5) hold for 1 < m < mx, let bm¡ j = 0 for 0 < j < p -I for some s > 1, where as before, A is the forward difference operator acting on « . An analysis similar to that in §3 shows that a theorem for p" of the same form as Theorem 3.1 holds only when a = k = I. In order to obtain acceleration of convergence of A" for general a and for k > 1, we introduce a generalization of (4.1) given by n(<*,k) _ n (a,k) _ A P-X,n -U' Po,n -A"< The following theorem is seen to be of the same form as Theorem 3.1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use as « -» co, with r0 = -aa0 and ro = -aao/ia+l), respectively. The following theorem will be proved for general R" satisfying (5.2), with ro ^ 0. Hence, the u-and v -transforms are included as special cases. We see that (5.1) is a nonlinear transformation when the r7 are functions of the coefficients a¡ , as in the cases of the u-and u-transforms, and that it is a linear transformation when the r¡ are given. When k = 1, the statement of Theorem 5.1 is the same as that of Theorem 4.2 of Sidi in [14] . When k = 2, however, we find that all sequences Tm > " have the same rate of convergence for m > 2 as « -» co. We note that the differentiability conditions on the function /(z) in [14] are needed only for Process II. for k > 1, where and we can verify that the second and third terms on the right-hand side of (6.6) are asymptotically of the form of the second term on the right of (6.5) with m replaced by m + 1. It follows that e^k\ is asymptotically of the form of (6.5) with [6] with o = 1,1.1, and 1.2, and m =1,2, and 3. Calculations were carried out on the CDC Cyber 875 in double precision, or 28 significant figures, when A" is real. When A" is complex, calculations were carried out on a personal computer in double precision, or about 16 significant figures, using RM/FORTRAN. The number of terms used in each calculation was 49, but the later terms were not always useful because of loss of accuracy. This loss of accuracy may not be present in the case of the ¿/^-transformation with a > 1, however, since the latter is then found to become increasingly more stable numerically as a > 1 increases, and to give more accurate results than for a = 1. Table 7 .1 gives the number of significant figures obtained by each of the six transformations when applied to (7.1) for a = 1/2 and k = 1, 2, and 3, and for the algorithm of [6] . In the iteration of e{s), (2.18) was used when k = 1, and (2.17) when k = 2 and 3. In the algorithm of [6] , o = 1 and m = k for k = 1, 2, and 3. More accurate results can be obtained for a = 1.1 and 1.2 than for a = 1 , but more terms of A" are then used in the calculation.
The numerical behavior of the first six of the transformed sequences in Table  7 .1 was found to be consistent with Theorems 2.1 through 6.1 when m is not too large. For larger values of m , the maximum accuracy for fixed m does not necessarily occur at the largest value of « due to loss of accuracy. Also, the maximum accuracy does not necessarily occur at the largest value of m. We see that the algorithm of [6] gives good accuracy for each of the values of k . Tables 7.2 through 7.5 illustrate the asymptotic behavior of WmiA") and of the «-transform as given in Theorems 2.2 and 5.1, respectively. As in §5, the «-transform is denoted by Tm, " . We see that the calculated quantities in a given column become nearly constant as « increases, in agreement with these theorems. In order to investigate the acceleration of convergence of the algorithm of [6] numerically when applied to (7.1), we repeat the computations of Table 7 .5 for the latter when m = k = 2 and o = 1. Denoting this transformation by Um y", we obtain the results shown in Table 7 .6. This table indicates that acceleration of convergence under Process I is not significant, and hence, that the acceleration of convergence found in Table 7 .1 for k = 2 appears to occur mainly under Process II. The corresponding calculations for m = k = 3 and o = 1 lead to these same conclusions when k = 3 . Table 7 .7 gives the number of significant figures obtained when the six transformations considered and the algorithm of [6] are applied to (7.1) with the complex parameters a = 1/2 + / and A = 1 + i and with k = 1, 2, and 3. The smaller of the number of significant digits in the real and imaginary parts is given. As before, the ¿/(^-transformation gives good accuracy for each of the values of k . Similarly, Table 7 .8 gives the accuracy obtained with these same transformations when A = I + i, k = 1, and a = 1/2 + 10/, 1/2 + 25/, and 1/2 + 50/. The difference between the «-transform and the ¿/(1)-transformation is due only to differences in loss of accuracy. Table 7 .8 shows that the generalized Neville table is the most sensitive of the six transformations to the magnitude of a in this example, and suggests that it should be used only for small or moderate values of |a|.
As additional examples, we apply the generalized /^-algorithm to the sequences (7. 2) An = Y,U + el/j)-V~2 7=1 and of [16] , where they were found not to be accelerated by the /^-algorithm. By use of the Euler-Maclaurin summation formula, it can be shown that these sequences satisfy the conditions of ( 1.1 ) with k = 1 and with a = \¡2 -1 in (7.2) and a = 1/2 in (7.3). It follows from Theorem 4.1 that the convergence of these sequences is accelerated by the generalized p-algorithm with k = 1 and with a = V2 -1 and 1/2, respectively, and that their convergence is not accelerated by the original />algorithm under the limiting process « -> co for constant m. Calculations for (7.2) and (7. 
