We study the 2D Ising Model on a square lattice with additional non-equal diagonal next-nearest neighbor interactions. The cases of classical and quantum (transverse) models are considered. Possible phases and their locations in the space of three Ising couplings are analyzed. In particular, incommensurate phases, occurring only at non-equal diagonal couplings, are predicted. In a particular region of interactions, corresponding to the Ising model's super-antiferromagnetic (SAF) ground state, we also consider a spin-pseudospin model comprised of the quantum Ising model coupled to XY spin chains. The spin-pseudospin model's spin-SAF transition into the phase with co-existent the SAF Ising (pseudospin) long-range order and the spin gap, has the properties analogous to the reported earlier by us (cond-mat/0310494) for a simpler coupled model. Along with destruction of the quantum critical point of the transverse Ising model, the phase digram of the spin-pseudospin model can also demonstrate a re-entrance. A detailed study of the latter is presented. The mechanism of the re-entrance, due to interplay of interactions in the coupled model, and the conditions of its appearance are established.
I. INTRODUCTION
The role of competing interactions in ordering is a fascinating problem of condensed matter physics. One of the most canonical examples of such systems are frustrated Ising models which demonstrate a plethora of critical properties, far from being exhaustively studied. (For a review see Ref. [1] .) The frustrations 2 can be either geometrical, like, e.g., in the Ising model on a triangular lattice, or they can can be brought about by the next-nearest neighbor (nnn) interactions. Competing interactions (frustrations) can, e.g., result in new phases, change the Ising universality class, or even destroy the order at all. Another interesting aspect of the criticality in frustrated Ising models is an appearance of Quantum Critical Point(s) (QCP) at special frustration points of model's high degeneracy, and related quantum phase transitions.
Inclusion of a transverse field (Ω) brings a new scale into the game, which makes the critical behavior even more complicated. The Ising model with Ω = 0 and Ω = 0 are also often called classical and quantum, respectively. For a review on the Ising Models in Transverse Field (IMTF) see Ref. [3] . Most of the studies on the frustrated quantum Ising models are restricted to their ground states properties, where the mapping of the d-dimensional quantum model at T = 0 onto its (d + 1)-dimensional classical counterpart helps to analyze the ground state phase diagram of the former. For nnn 2D models we are interested, there was a considerable effort on the quantum ANNNI model, reviewed in Ref. [3] . The studies on some other 2D frustrated transverse Ising models have appeared only recently. 4, 5 Our interest to the nn and nnn Ising model with Ω = 0 and Ω = 0 comes from the earlier work on a 2D IMTF coupled to the spin chains. 6 This kind of coupled so-called spin-pseudospin (or spin-orbital) models appear in analyses of the phase transition in the quasi-2D quarter-filled ladder compound NaV 2 O 5 , which has inspired a great experimental and theoretical effort in recent years. (For a review see Ref. [7] .) Going deeper into analysis, we came to realize that the Ising sector of the problem is in fact the 2D transverse nn and nnn Ising model on a square lattice. It turns out that even its classical counterpart (Ω = 0) was studied only for the case of the equal nnn couplings J 1 = J 2 .
1 (The elementary plaquette of this lattice with the notations for couplings is shown in Fig. 1 .) To the best of our knowledge, this 2D nn and nnn Ising model in transverse field is a complete terra incognita even at J 1 = J 2 .
So, as the first step, we find the ground state phase diagram of the classical (Ω = 0) Ising model at arbitrary couplings J , J 1 , J 2 . Along with the three ordered phases found earlier by Fan and Wu 8 for the case J 1 = J 2 -ferromagnetic (FM), antiferromagnetic (AF), and super-antiferromagnetic (SAF)-the model has a fourth phase which can occur if sign(J 1 /J 2 ) = −1. We call it super-ferro-antiferromagnetic (SFAF). 9 From simple mean-field arguments we predict also the existence of an incommensurate (IC) phase at T > 0 in this model. The 2D IC phase is also called floating. Similar phase is known for the well-studied 2D ANNNI model. 1, 10, 11 We present a qualitative temperature phase diagram for the regions of the coupling space where the IC phase is located. Note that the three phases -SAF, SFAF, IC -can occur only in the presence of competing interactions in the Ising model, and the latter two occur only if
This analysis of the classical Ising model lays the grounds for venturing into its study in a presence of transverse field. The role of transverse field is subtle. A more straightforward aspect is that its increase can eventually destroy the ordered state of the classical model, i.e., the appearance of a QCP. This is similar to the well-understood quantum nn Ising model. Another particularly interesting aspect in the role of transverse field is that it can lift the degeneracy of the ground state and create new temperature phases in a highly frustrated model, like, e.g., the antiferromagnetic isotropic triangular Ising model, 4, 5 which is disordered at any T > 0 when Ω = 0. The behavior of the systems with infinitely degenerate ground states (with or without a finite ground-state entropy per spin) can be quite complicated in the presence of transverse field. It lies beyond the scope of the present work, and definitely cannot be understood from the mean-field analysis we apply in this study. For the nn and nnn Ising model we only identify the lines (planes) in the space of couplings (J , J 1 , J 2 ) where the model is highly degenerate, and in their neighborhood we expect some new exotic phases generated by Ω = 0 to appear.
From the mapping of the nn and nnn IMTF at T = 0 to its classical 3D counterpart we find the (mean-field) ground-state phase boundaries of the quantum model in the coupling space (J , J 1 , J 2 ). In particular, it follows from our analysis that in the presence of transverse field the IC ground-state phase can penetrate into some parts of the FM, AF, SAF regions of the classical model (Ω = 0).
Finally, we consider the nn and nnn IMTF coupled to the XY spin chains. In the case of this coupled model we restrict our analysis to the SAF region of the couplings (J , J 1 , J 2 ), away from the highly degenerate manifolds and from the sectors where the IC can intervene. In this "safe" region the nn and nnn IMTF has a simple two-phase (disordered-SAF) diagram with a QCP, similar to that of the transverse nn Ising model. Since the SAF state is only four-fold degenerate, the mean-field predictions can be trusted.
This coupled spin-pseudospin model appears in the context of the compound NaV 2 O 5 . Its 2D lattice of coupled ladders can be mapped onto an effective square lattice. The Ising sector of this model is given by the Hamiltonian of the nn and nnn IMTF, and the Ising variables (called pseudospins for this case) correspond physically to the charge degrees of freedom of NaV 2 O 5 . A particular feature of the phase transition in this compound is a simultaneous appearance of charge order and spin gap. For the first time, we identify the 2D long-range charge order in NaV 2 O 5 as the SAF phase. From simple geometric considerations of the NaV 2 O 5 -lattice immediately follows that the Coulombgenerated antiferromagnetic couplings (J , J 1 , J 2 ) indeed lie in the SAF ground-state region of the nn and nnn Ising model's phase diagram.
The mean-field equations for the coupled model with some minor modifications are the same as we have obtained earlier. 6 A striking feature of the coupled model is that it always orders from the charge-disordered spin-gapless state into the phase of co-existent SAF charge order and spin gap. We call this the spin-SAF transition. By always we mean that the critical temperature of the spin-SAF transition is non-zero for all Ising couplings within the whole considered SAF region. In other words, the QCP of the IMTF is destroyed, and this is due to the nnn spin-pseudospin coupling, linear over pseudospin. This property of the spin-SAF transition and the parameters of the spin-SAF phase on the disordered side of the IMTF QCP were studied earlier in detail, 6 so in this work we only reinstate some points in the context of the present model.
The other qualitative feature of the coupled model's phase diagram is re-entrance, which was not well understood in our earlier work. 6 Now we carry out an analytical study of the re-entrance and establish the conditions when it can occur. This analysis allows us to understand the mechanism of re-entrance in detail. Qualitatively, the re-entrance is due to competing interactions in the coupled model.
The rest of the paper is organized as follows. Section II contains our results on the ordering in the 2D nn and nnn Ising model at Ω = 0 and Ω = 0. The results on the phase transition in the 2D nn and nnn IMTF coupled to the XY spin chains are presented in Section III. The results are summarized and discussed in the final Section IV.
II. 2D NEAREST-AND NEXT-NEAREST-NEIGHBOR ISING MODEL
We consider the 2D Ising Model on a square lattice with nearest-and next-nearest neighbor interactions (see Fig.  1 ) . Its Hamiltonian reads
where the bold variables denote lattice vectors, the first [second] sum includes only nearest neighbors (nn) [nextnearest neighbors (nnn)] of the lattice, respectively. Spins along the sides of an elementary plaquette interact via the nn Ising coupling J , while spins along plaquette's diagonals interact via the nnn Ising couplings J kl = J 1,2 . The way we defined the Hamiltonian corresponds to antiferromagnetic couplings for J ♯ > 0 and ferromagnetic for J ♯ < 0.
A. Ground state phases
There is no exact solution of the 2D nn and nnn Ising model. Its possible ordered phases and critical properties have been studied within various approaches for the case of equal diagonal couplings J 1 = J 2 (For a review and references on the original literature, see Ref. [1] .) We will consider arbitrary Ising couplings (J 1 , J 2 , J ), so the model (1) can be either frustrated or not.
2 The phase diagram of the ground states can be found from the energy arguments, as was first done by Fan and Wu for the case J 1 = J 2 .
8 (Their phase diagram is shown in Fig. 3c ) From direct counting of the ground-state energies of possible spin arrangements, we construct the phase diagram for J 1 = J 2 . Along with the possible ordered phases found by Fan and Wu-ferromagnetic (FM), antiferromagnetic (AF), and super-antiferromagnetic (SAF)-there is a fourth phase which can occur if J 1 and J 2 have opposite signs. The SAF phase was named like that because it can be viewed as the one created by two superimposed antiferromagnetic lattices (one lattice of circled sites and another of squared sites in Fig. 1 ). In the SAF state two plaquette's J -bonds are frustrated. The energy of this state is four-fold degenerate, since each of those lattices can be flipped independently. Or, to put it differently, along with the SAF state shown in Fig. 1 where the spins are ordered ferromagnetically in horizontal chains (alternating from chain to chain), there is an equivalent state with the vertical ferromagnetic order.
The new fourth phase shown in Fig. 1 can be viewed as two superimposed lattices each of which is ordered ferromagnetically along one side (e.g., J 2 < 0) and antiferromagnetically along the other (e.g., J 1 > 0). So we will call it super-ferro-antiferromagnetic (SFAF). 9 The SFAF state also has two frustrated plaquette bonds, and its energy is four-fold degenerate. However the ordering pattern shown in Fig. 1 only shifts by a lattice unit over flipping one of the lattices (circled or squared). The direction of the ferromagnetic order in the SFAF state is determined by the ferromagnetic diagonal.
The ground-state phases in the space (J 1 , J 2 , J ) are shown in Fig. 2 . In order to facilitate perception of this picture, we also present in Figs. 3,4 several plane projections of the 3D Fig. 2 . In the first quadrant (J 1 , J 2 > 0) in the region J 1 + J 2 > |J | lying between two frustration planes FP
the ground state of the model is the SAF phase. Transition from the disordered paramagnetic (PM) phase into the SAF phase should occur at some finite critical temperature T c > 0. From the same arguments as in the case J 1 = J 2 ,
12
(see also Ref. [13] for a more general symmetry analysis of the Ginzburg-Landau functional) we conclude that such (continuous) phase transition is non-universal, the critical indices continuously depend on the couplings J , J 1 , J 2 . In the region J 1 > J of the fourth quadrant (J 1 > 0, J 2 < 0) lying between the other pair of frustration planes FP'
the ground state is the SFAF phase. As in the above case, the PM → SFAF transition should be non-universal. In the regions of the 3D coupling space lying above (beneath) the frustration planes FP and FP', and above (beneath) the basal plane J = 0 in the third quadrant, the ground state of the system is a usual AF (FM) phase, respectively. The phase transition PM → AF (FM) belongs to the 2D Ising universality class. (The second quadrant J 1 < 0, J 2 > 0 not shown in Fig. 2 , is obtained by a reflection over the plane J 1 = J 2 .) In the AF (FM) state the number of frustrated (diagonal) bonds per plaquette is two in the first quadrant, one in the second and the fourth, and zero in the third.
On the frustration planes FP/FP' the model is highly degenerate, and the critical temperature of the ordering into SAF/SFAF phases should vanish. We are not aware of studies of the ground state in these cases, and cannot say at the moment whether the system possesses some kind of a long-range order at zero temperature or not, except a rather trivial line J = J 1 = 0, J 2 < 0 of the FP' planes crossing where the model becomes a set of decoupled Ising chains, and four special lines on the FP planes where it becomes the exactly-solvable Isotropic Triangular Ising (ITI) model. The latter case will be discussed momentarily.
B. Exactly-solvable limits
In the 3D space (J 1 , J 2 , J ) beside the frustration planes FP and FP', there are three special planes where one of the couplings is zero. These planes warrant separate analyses. These are the cases when the model (1) reduces to the exactly solvable cases.
Let us start with the upper part (J > 0) of the SAF region
On the SFAF-SAF boundary J 2 = 0 the model is equivalent to the anisotropic Ising model on a triangular lattice (ATI), for which exact results are available. 14, 15, 16, 17 From the results of Ref. [17] we infer that the antiferromagnetic (J , J 1 > 0) ATI model with one strong bond J 1 > J is disordered at any non-zero temperature. It orders only at T = 0, i.e., it is Quantum Critical (QC). The highly degenerate ground state (however with a vanishing zero-temperature entropy per site) can be viewed as a 2D array of chains (along the strong bond J 1 ) which are antiferromagnetically ordered, and there are correlations between them. The oscillating (with a period of four lattice spacings) powerlow decay of the spin-spin correlation function along J -directions 17 indicate on the preference of the ferromagnetic ordering along the "missing" diagonal J 2 . This resembles the SFAF state, however any couple of adjacent J 1 -chains is uncorrelated. We label this state occurring on two sectors of the J 1 (or J 2 ) = 0 planes as ATI (QC) on the phase diagram (Fig. 2) . Note that since the critical behavior of the ATI model with two equal weak ferromagnetic bonds |J | < J 1 is equivalent to the totally antiferromagnetic ATI model, 17 the ATI (QC) state smoothly continues into the lower (J < 0) part of the SFAF-SAF boundary.
The sectors J 2 = 0, J 1 > 0 (and 1 ↔ 2) above the FP J 1 + J 2 = J correspond to the antiferromagnetic ATI model with one weak bond J 1 < J . It is known 17 to have only two phases and to order at finite temperature. T c (PM → AF) as a function of couplings can be found exactly. The sectors J 2 = 0, J 1 < 0, J > 0 (and 1 ↔ 2) correspond to the antiferromagnetic ATI model which is even not frustrated, and T c (PM → AF) > 0 at any J > 0. The PM → AF transition in the ATI model belongs to the 2D Ising class. So, except the SFAF-SAF boundary, the ordered phase on the exactly-solvable "triangulation" planes J 1 (or J 2 ) = 0 is the same as the AF ground state in the interior in this region of the phase diagram.
The situation on the "triangulation" planes in the lower part (J < 0) of the phase diagram is exactly analogous to the upper part, with an obvious replacement AF ↔ FM.
Note that the ground states change on the lines where the triangulation and frustration planes cross. To put it differently, these are the lines of quantum phase transitions. The AF (FM) phase disappears in the limit J 1 → |J | − 0 (J 2 = 0) . Also, the zero-temperature AF in-chain order [ATI (QC)] described above disappears in the limit Fig. 2 ). Its ground state, albeit having finite entropy per site, possesses periodical (with a period of three lattice spacings) long-range order.
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The basal plane J = 0 in Fig. 2 corresponds to the case when Hamiltonian (1) represents two decoupled identical nn Ising models residing on two superimposed lattices (shown by circles and squares in Fig. 1 ). Diagonal couplings J 1,2 are the nn couplings of these Ising models. This is the only exactly-solvable limit (labelled by 2 × 2DI in Fig.  2 ) within the SFAF (or SAF) region of the phase diagram. In this limit the PM → SAF (or SFAF) phase transition enters into the 2D Ising universality class.
C. Incommensurate (floating) phase
So far we have discussed the ground-state phases of the model and the critical behavior on the boundaries of these phases with the disordered phase, as well as on the special planes (lines). However, there is also a possibility that ordering into the ground-state phases of Fig. 2 happens not necessarily from the PM phase, but from some other one(s) occurring at non-zero temperature. A very simple analysis indicates that this indeed can take place in our model. Fourier-transforming the Hamiltonian (1) we obtain (we set the lattice spacing to unity)
where q runs within the first Brillouin zone |q x,y | ≤ π. At mean-field level, a minimum of J(q) in q-space defines the wave-vector q 0 of the critical freezing mode T x (q 0 ), i.e. the order parameter T 12 ) The important point is that the positions of the commensurate (C) extrema q ♯ (♯ =F,A,SAF) of J(q) do not depend on couplings. There are however two other pairs of extrema ±q s,a which exist if
These extrema lie on the diagonal of the Brillouin zone. q s,a are generically incommensurate (IC) and depend on couplings as
We show the positions of all extrema of J(q) within the Brillouin zone in Fig. 5 . In the SFAF ground-state region (e.g., in the fourth quadrant J 1 > 0, J 2 < 0 shown in Fig. 2 ) the pair of extrema ±q a (8) gives global minima of J(q) (the other pair of solutions (8) ±q s when exists, corresponds to its maxima), and |q
As we see, two IC modes ±q a could give components of the SFAF ground-state order parameter's wave vectors ±q SFAF = ±(π/2, −π/2) only if J = 0. (In the second quadrant of the SFAF region when J 1 < 0, J 2 > 0, the vectors q s and q a exchange their roles. Because of the J 1 ↔ J 2 symmetry, in the following we will always discuss the fourth quadrant for concreteness.)
The locus of the IC global minima does not coincide with the SFAF ground-state region, but overlaps with the neighboring FM, AF, and SAF phases. The minimum J(±q a ) is located between two planes |J | = 2J 1 in the fourth quadrant, and in two regions of the J 2 < J 1 half of the first quadrant: (i) between J = +2J 1 and J = +2 √ J 1 J 2 ; (ii) + → −. The regions of the IC minima in the other half (J 2 > J 1 ) of the first quadrant (as in the second quadrant) are obtained from the described above by J 1 ↔ J 2 , q a → q s . On the plane phase diagram shown in Fig. 4 this locus is restricted by the lines y = 1/2, x = 1/2, y = 1/4x, shown by the black dashed lines.
So we can conclude that at finite temperature the model possesses an IC phase and there is an IC-C phase transition where the IC wave vector q a locks into one of the (commensurate) ground-state phase vectors. As in 2D the IC phase has only an algebraic long-range order, it is called floating. 10 The origin of the IC floating phase in our model is frustration (competing interactions). Such phase is well known from another example of frustrated Ising model, i.e., the ANNNI model which was intensively studied in the past. 1, 10, 11 In that model the floating phase locks into the antiphase which has the wave vector q = (0, π/2). (The antiphase is analogue of our SFAF phase.) The ANNNI model also provides an example showing that the mean-field (minimization) analysis does not work well in defining boundaries between the floating and commensurate phases in 2D, and the extend of the IC phase is less than the mean field suggests. 18 We will not attempt to locate exactly the phase boundaries at finite temperature in this study. Following Domany et al 13 in the classification of ordered phases by the ratio (p, commensurability) of ordered structure's and lattice's periods in a given direction, we can label the phases as follows: F → 1×1; AF → 2×2; SAF → 1×2 (or 2×1); SFAF → 4 × 4.
19 From mapping of the 2D IC-C phase transition to the Kosterlitz-Thouless problem, it is established that there is no such (continuous) transition for commensurate phases with small p 2 < 8. 10, 20 From this result we conclude that the IC floating phase cannot "spill" beyond the SFAF (p = 4) ground-state region of the phase diagram, even if a naive analysis suggests that within the F, AF, and SAF regions there are some parts where it could be possible (see Fig. 4 ). The only high-temperature phase the latter three regions have a common border, is the disordered PM. Combining this with the exact critical properties of the model on the special planes discussed above, we end up with the finite-temperature phase diagram shown in Fig. 6 . Since on the plane J = 0 the model is just two decoupled Ising lattices, the floating phase is absent. Mean-field arguments suggest that the floating phase disappears exactly at J = 0 giving rise to a Lifshitz point (L).
Note that the floating phase does not appear in the case of equal diagonal couplings J 1 = J 2 even at the mean-field level (see Fig. 4 ), which agrees with known more sophisticated analyses of this case. 
D. The model in transverse field
Now we turn to the analysis of the nn and nnn Ising Hamiltonian H (1) in the presence of a transverse field. The total Hamiltonian of the Ising Model in Transverse Field (IMTF) reads
The Ising operators are normalized to satisfy the spin algebra
There is no exact solution of the 2D Ising model in a transverse field even for the case of nn couplings only (J 1 = J 2 = 0). The ground state phase diagram of the Hamiltonian (9) can be analyzed from the known mapping of the d-dimensional IMTF at zero temperature onto the (d + 1)-dimensional Ising model at a given (non-zero) "temperature".
3 In our case the 2D nn and nnn IMTF maps onto the 3D Ising model comprised of the 2D layers (1) coupled ferromagnetically in the third (Trotter) direction with the coupling J T ∝ − ln coth Ω < 0. For such (2 + 1)-dimensional model a mean-field analysis gives a qualitatively correct diagram of the ground state phases of the 2D IMTF. 3 The new coupling J T does not bring any additional frustration to the 2D nn and nnn model. Analysis of J 3 (q x , q y , q T ) = J T cos q T + J(q x , q y ) where J(q x , q y ) is given by (5), shows that J T does not modify the domains of the global minima in the (J 1 , J 2 , J )-space, adding only a trivial q T = 0 component to the two-dimensional vectors q ♯ discussed above (cf. Fig. 5 .) The temperature phase diagram of the 3D Ising model with the spectrum J 3 (q x , q y , q T ) (if we label the phases according to the in-plane ordering pattern defined by the 2D vectors q ♯ ) looks similar to the one shown in Fig. 6 , with one very important distinction: the abovementioned argument related to phase's commensurability order p does not apply in 3D, so the IC region is not restricted to lie above the SFAF phase, but can spill into the neighboring regions of the (J 1 , J 2 , J )-space. From the mean-field arguments, the IC region is given by the locus of the IC minima J(±q a/s ) defined in the previous section. So, the IC phase instead of being locked between the special planes FP' and J 2 = 0 as shown in Fig. 6 (a) and (b) , respectively, can spread up to the locus boundaries shown by the crosses. From the equivalence between the zero-temperature d-dimensional IMTF (quantum Ising) and the (d + 1)-dimensional classical Ising model, we infer that the ground-state phase diagram of the former on the plane (Ω/J, J ♯ ) should have the same structure as the described above (T, J ♯ ) diagram of the latter. So we expect the transverse field to generate the IC ground-state phase not only in the SFAF region of the the Ising coupling space, but also in the neighboring parts of the F, AF, and SAF regions. From minimization arguments the latter are restricted by the dashed lines on the plane diagram in Fig. 4 and by the crosses in Fig. 6 .
From analogies with the ANNNI model, we rather expect this "IC region" to be filled with infinitely many commensurate phases of different type, 10,11 but detailed analysis of this question, as well as the full finite-temperature phase diagram of the model with a transverse field need a separate study.
In the rest of the paper we will be particularly interested in the SAF region of the coupling space, and restrict ourselves to the couplings
According to Fig. 4 , it means that we choose the couplings to lie above the hyperbole y = 1/4x. The first condition in (11) ensures that the couplings lie in the region where q SAF 1,2 = (0, π)/(π, 0) provide a global minimum of model's spectrum, so the phase with the IC solutions q a/s does not intervene. The second in the above conditions stipulates that even if J = 0 we stay away from the planes where our model becomes the triangular Ising. In that model a transverse field can can generate exotic temperature phases. Such phases were found in the particular case of the isotropic (antiferromagnetic) transverse triangular Ising model.
4,5,21
From the mapping between the quantum and classical Ising models we conclude that at zero temperature our IMTF with (11) possesses a single Quantum Critical Point (QCP) [i.e., a value of Ω cr /J ♯ ] which separates the SAF and PM phases. It is also known that for the IMTF (d ≥ 2) the mean-field approximation gives a qualitatively correct phase diagram, albeit with some numerical deviations from more accurate results.
3 In our case the mean-field predicts a two-phase (PM,SAF) diagram with the critical temperature T c of the second-order phase transition between these phases going smoothly from the QCP T c (Ω cr /J ♯ ) = 0 to the T c (0) > 0 of the model without transverse field (it is shown by the dashed line in Fig. 8 , where g ≡ (J 1 + J 2 )/Ω). This is the phase diagram of the IMTF (1,9) with the constants satisfying (11) before we couple it to other degrees of freedom.
III. COUPLED SPIN-PSEUDOSPIN MODEL

A. Hamiltonian
Now we turn to the analysis of the IMTF (1,9) coupled to the independent quantum spins (S) residing on the same sites of the lattice as the Ising spins do. The latter we will call pseudospins from now on. We assume the spins to be coupled with the XY -exchange along the J 1 -diagonals (cf. Fig. 1 ) only, so they form chains along that direction. Each pseudospin T is coupled to its nnn spin S along the J 2 -diagonal.
Models of this type appear in analyses of the quarter-filled ladder compound NaV 2 O 5 , and pseudospins represent its charge degrees of freedom. See Ref. [7] for a review. The Hamiltonian of this compound can be mapped onto a spin-orbital (pseudospin) model, 22 with spins and pseudospins residing on the same ladder's rung. 23, 24, 25 These ladders form a 2D lattice. The long-range order attributed to T x i = 0, is physically related to the charge disproportionation between left/right sites on a rung occurring below a certain critical temperature. This system can be analyzed on the effective triangular lattice shown in Fig. 7a by solid lines. 23, 25 Note however, that in the case of NaV 2 O 5 the Ising couplings, generated by Coulomb repulsion, are antiferromagnetic, and J 1 > J . Since the triangular Ising model with one strong side is disordered, one needs an extra coupling (J 2 -diagonal) to stabilize the observed SAF long-range order. In our related earlier study 6 we explicitly took into account J 1 , while the other diagonal J 2 was effectively generated via the spin-pseudospin coupling.
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In this work we take into account the Ising couplings J , J 1 , J 2 between neighboring sites of the effective lattice, as shown in Fig. 7a . Then such effective lattice can be mapped onto the square lattice shown in Fig. 7b with the nn and nnn Ising couplings. For the case relevant to NaV 2 O 5 all J ♯ > 0, so the model is frustrated. As follows from geometry of the original NaV 2 O 5 lattice, J 2 is the weak diagonal and J 1 is the largest coupling:
We assume J to be small enough not only to lie beneath the frustration plane (2), but to satisfy a more stringent condition (11) . Then according to the above analysis, the IMTF with these couplings has a two-phase (PE-SAF) diagram with a QCP. 27 Note also that in the literature on NaV 2 O 5 its charge order is called the "zig-zag phase", what characterizes the antiferroelectric order in a single ladder only. In fact, the two-dimensional long-range charge order in NaV 2 O 5 is SAF.
In the following we will work with dimensionless Hamiltonians H = H/Ω and dimensionless temperature T → T /Ω. With the site labelling shown in Fig. 7 , the dimensionless IMTF Hamiltonian is:
where we introduced the dimensionless Ising couplings g ♯ ≡ J ♯ /Ω. As we infer from our previous work on a simpler version of the IMTF Hamiltonian, 6 there are two spin-pseudospin interaction terms resulting in two qualitatively distinct aspects of the spin-pseudospin model's critical properties: the inter-ladder spin-pseudospin interaction ∝ ε, and the in-ladder spin-pseudospin interaction ∝ λ. The former, in terms of the equivalent square lattice, linear over difference of the charge displacement operators T x on the nnn sites along the weak J 2 -diagonal, is responsible for the simultaneous appearance of the SAF order and the spin gap, as well as for the destruction of the IMTF QCP.
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The latter, proportional to the product of the nnn charge operators along the J 1 -diagonal, is responsible for the re-entrance. With these terms, along with the usual Heisenberg exchange term ∝ J, the total effective dimensionless Hamiltonian reads:
The dimensionless couplings (J, λ, ε) in the Hamiltonian (14) are positive, and the spin operators satisfy the same algebra (10) as the pseudospins (while S and T commute). The sums above run through 1 ≤ m ≤ M and 1 ≤ n ≤ N . For brevity we use the notation D mn ≡ S mn S m,n+1 . In the present study we consider the model with the XY spin-spin interaction, i.e.,
The range of the model's parameters under consideration will be restricted to the cases
B. Spin-SAF phase transition
We treat the Hamiltonian (14) following conventional wisdom of molecular-field approximations (MFA). 29 In the present version of MFA the pseudospins are decoupled and averaged with the density matrix ρ T ∝ exp(−βh mn T mn ), where h mn is the Weiss (molecular) field h mn , while the spin sector is treated exactly via a Jordan-Wigner transformation. The details are presented in Ref. [6] . Similar to the pure IMTF with couplings (11) we assume the possibility of the SAF order in the coupled model (14) . So we take the following ansatze for the Ising pseudospin averages (i.e., the charge ordering parameters in terms of the real physical quantities)
It is easy to see from the Hamiltonian (14) that ansatz (18) creates a dimerization in the spin sector, therefore a natural assumption for the dimerization operator average is
With the new coupling
the molecular-field equations and all the results for the PE-SAF phase transition presented in Ref. [6] for the case g 2 = g = 0 (i.e., g = g 1 ), apply here. Some of those formulas and results we reproduce in this paper in order to make it more self-contained, and for the use in what follows as well. The average quantities are determined by the system of four coupled equations
where h = h 2 x + h 2 z is the absolute value of the Ising molecular field
The other auxiliary parameters are defined as follows:
Below a certain critical temperature T c the coupled model undergoes a phase transition from the disordered PE phase.
Since the results for this transition obtained in Ref. [6] are straightforwardly applied here with a modification to the new coupling g (20), we will only shortly recapitulate the main properties of this transition. It is of the second kind, with the thermodynamic behavior of the physical quantities as the Landau theory of phase transitions predicts. 6 With the spin-pseudospin (charge) coupling ε present in the Hamiltonian (14) , the SAF charge order m x = 0 below T c is always accompanied by the spin gap ∆ SG = 2εm x . By the analogy with the spin-Peierls transition, when the Peierls phonon instability (freezing) creates the spin gap, it is natural to call this type of transition with a simultaneous generation of the spin gap and the SAF charge order, the spin-super-antiferroelectric (spin-SAF) transition.
The behavior of T c (g) in the coupled model (14) shows two new striking features comparatively to the pure IMTF: re-entrance and destruction of the QCP. 6 In the absence of the spin-charge coupling ε, the model (14) has a QCP at
where T c vanishes (see Fig. 8 ). Note that this QCP is renormalized by coupling λ comparatively to the QCP of the pure IMTF g = 2. The coupling ε, responsible for the spin gap generation, also destroys the QCP, resulting in the exponential behavior of T c in the region of Ising's coupling g < g λ (BCS regime) This constitutes an important feedback from the spins on the charge degrees of freedom, allowing an ordering in the coupled model, which would have been disordered at any temperature if ε = 0. Approximate analytical solutions for T c (g) found in the regimes of strong Ising couplings and the BCS-are:
where A ≡ 8 πe 1−γ ≈ 1.6685, γ ≈ 0.5772 is Euler's constant, and
The boundary where the low-temperature BCS regime sets in and the related formulas are applicable, is given approximately by the condition BCS regime : g < g λ + 4ε
The BCS regime has many analogies with the standard theory of superconductivity, apart from the exponential dependence of T c on couplings. In particular, several physical quantities (order parameter, BCS ratio, specific heat jump) manifest certain "universal" behavior near T c , similar to that known from the BCS theory.
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Another particularity of the T c (g), found earlier in our related work 6 from the numerical solution of Eqs. (21), is the re-entrance in the intermediate regime g ∼ g λ . The re-entrance occurs in the coupled model with the QCP (ε = 0), while when ε = 0 the critical temperature can even manifest a double re-entrant behavior before it reaches the BCS regime (see Fig. 8) .
A detailed analysis of the coupled model in the regime of re-entrance was not done previously. 6 We will address this in the next subsection, mainly analytically, in order to get more insight on the underlying physics, and, in particular, to establish conditions for model's couplings when the re-entrance occurs.
C. Re-entrance
Let us first reproduce some earlier formulas 6 for reader's convenience. At T ≤ T c one equation from the pair (21a,b) can be written in a more convenient form
At T = T c we have Eqs.(21a) as
and parameters t n , η n are given by Eqs.(21c,d) with ∆ = 0. The latter two functions have the following expansions:
and
1. Case ε = 0; re-entrance with QCP
As one can easily see from Eqs. (28, 29) there is no re-entrance when λ = 0. This is a well-known fact for the pure IMTF, as on the mean-field level, as well as beyond MFA.
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In order to study the re-entrance analytically, and in particular, to establish whether there is some minimal value of λ when it appears, we should distinguish between two asymptotic regimes of the mean-field equations. Let us first consider the regime (it can occur only ifJ < 1) when (T c ≡ 1/β c )
(Note that in all regimes of couplings the re-entrance occurs at T c < 1 2 ). By carrying out the leading-term expansions of the functions t n , tanh entering Eqs. (28,29) , we obtain the approximate equation
for a single-valued function g(T c ). The non-monotonic (i.e., re-entrant) behavior of T c (g) is related to the existence of an extremum of g(T c ). The coupling g min which defines the minimal value of g for the order in m x being possible (in the pure IMTF with λ = 0 this was the QCP), and in the same time the left border of the re-entrant region
is defined from the minimum of the function g(T c ) (33) . One finds that this point corresponds to the critical temperature
for which
The consistency of the solution (35) with (32) implies the condition
The other regime corresponds to the case when
Proceeding in the same way as above, we obtain the approximation
for g(T c ) in this case. Let us point out that the conditions (32,38) determine two different regimes (x < 1 or x > 1) of the asymptotics (30,31) we apply in order to obtain g(T c ) as (33) or (39). So ifJ < 1 there are regions of T c where condition (32) is satisfied, then the approximation (33) applies. However at sufficiently low temperatures (T c <J/2) we inevitably enter the other regime (38) where the asymptotics (30,31) change (x < 1 → x > 1), and the function g(T c ) crosses over from (33) to (39). If, on the contrary,J is large, then condition (32) never applies, and the approximation (39) describes the whole region T c < 1/2.
Extrema T * of the function g(T c ) (39) are determined by the transcendental equation
This equation always has a trivial solution T ′ * = 0 corresponding to the (local) maximum of g(T c ). This is the QCP, and the curve T c (g) approaches the QCP normally to the abscissa (see Fig. 8 ). Two non-trivial solutions of (40) exist if the couplings satisfy the conditionJ
where
There is only one solution within the validity region of the approximation (39), and it corresponds to the minimum of g(T c ). If the couplings satisfy (41) then
and the minimum can be found analytically as
For the left border of the re-entrant region we obtain
The above equations agree well with the numerical solutions of the MFA (21) at different values of couplings (from comparison of the asymptotics (33, 39) and the numerical curves at various couplings and temperatures we found the deviations ∼ 5% at most). More importantly, the analytical results of this subsection allows us to understand in details the interplay of the scales provided by model's couplings and the temperature, resulting in the re-entrance. Let us explain this on the example of two characteristic numerical curves shown in Fig. 8 . The curve shown for J = 0, λ = 1, ε = 0 (J = 0.25) corresponds to the case of smallJ. At T c J /2 = 0.125 it is well described by the equations for the regime (32) . Its re-entrant behavior and, in particular, the minimum g min is due to the last term on the r.h.s. of (33) . At lower temperatures T c 0.125 the asymptotics (33) is not applicable, the curve is described by (39). Note that since C 1 λ 1 2 g λ ≈ 0.8229, the condition (41) for the minimum is broken, and the asymptotics (39) describes the featureless low-temperature evolution of this curve towards the maximum at the QCP.
The second curve in Fig. 8 with J = 0.75, λ = 1, ε = 0 (J = 1) corresponds to the case of largeJ. The whole re-entrant region (T c < 0.4), including the position of the minimum g min (C 1 λ 1 2 g λ ≈ 0.8229) is described by the interplay of the last two terms on the r.h.s. of Eq.(39). Comparison of Eqs.(36,45) allows also to understand a more pronounced re-entrant behavior for the case of smaller J.
As we see from our analysis of Eqs. (33, 39) in the both regimes (32, 38) , the the re-entrant behavior on the phase diagram occurs at any λ = 0. The absence of re-entrance at λ = 0 can be proven rigorously. Indeed, combining Eqs. (28, 29) we obtain the equation
which has one and only one solution m z ∈ [0, 1/2] for a given value of g. This solution in its turn provides a unique value of T c via Eq. (29), thus no re-entrance. At λ = 0 continuous evolution of T c (g) between the regimes of strong Ising coupling and BCS-[cf. Eq. (25)] can occur either with a double re-entrance [i.e., with one minimum and one maximum of g(T c )] within the re-entrant region
or without re-entrance. In the latter case the function T c (g) [or g(T c )] has only an inflexion point (see Fig. 8 ).
Following the analysis given in the previous subsection, we obtain for the case of smallJ in the regime (32)
Again, the re-entrant behavior is conditioned by the existence of a minimum of g(T c ). It exists if, at least
The unique minimum of g(T c ) (48) defines the left border of the re-entrance region g min and corresponds to the critical temperature T * given by Eqs.(35,36) with κ • → κ, and
The consistency imposes the constraint analogous to (37), more stringent than the "minimal requirement" (49). The other regime (38) is described by the approximation
As we have explained in the previous subsection for the case ε = 0, the asymptotics (48) is applicable only for small J at the intermediate temperatures (32) , while (51) can be applied at arbitrary low temperatures, including the BCS region. The latter, given by the exponential dependence in (25) , can be recovered if we retain only the first and last (leading) terms on the r.h.s. of Eq.(51).
In the regime (38) the re-entrance occurs if the equation for extrema of (51)
has non-trivial solutions. Note in making comparison of Eq.(52) to its counterpart (40) at ε = 0, that coupling ε destroys the QCP, 6 as immediately seen from (51). So the trivial solution T * = 0 of Eq.(52) corresponds to the unphysical singularity of g. As follows from (52,38), non-trivial solutions are possible if, at least
If this condition is satisfied, the transcendental equation (52) has at least one solution, corresponding to maximum of g(T c ). To leading order in ε, it occurs at the temperature
and the coupling
If the couplings meet both the conditions (41) and
then a second solution of (52) (T ′′ * ), corresponding to minimum of g(T c ) exists. This minimum, located between
is given approximately by Eq.(44) where u in (43) is modified by a • → a, and
For validity of expansion (44) we assume u > 1.
The analytical results of this subsection allows us to describe the behavior of the coupled model at ε = 0, following from the MFA equations (21), both qualitatively and quantitatively. In Fig. 8 two counterparts (ε = 0.1) of the numerical curves discussed in the previous subsection are shown. For this case of small ε, re-entrance is possible, according to conditions (49,53). The re-entrant behavior at the temperatures T c T ′ * is not modified essentially by the presence of new coupling ε comparatively to the case ε = 0, and is in fact controlled by couplings J, λ, g. Since we have already discussed it in detail for the case ε = 0, we will not dwell on it any more. In the low-temperature regime (51) coupling ε changes drastically the behavior of g(T c ) at T c T ′ * , creating a maximum at g(T ′ * ) described well by the approximation (54) and turning g(T c ) away from the QCP towards the BCS region. For the BCS regime Eq.(25) provides a virtually exact solution.
As follows from the inequalities (49,53,56) an increase of ε can suppress the re-entrance even at λ = 0. The necessary conditions (49,53) for extrema of the two asymptotics (48,51) are close, albeit with a rather small mismatch of the coefficient. Conditions for re-entrance are more stringent, since they require the consistency between the solutions for extrema and the validity ranges of the appropriate asymptotics. The (overrated) critical value ε • ∼ 0.7 λJ gives a good simple estimate for the boundary where the re-entrance disappears from the whole curve g(T c ), whetherJ > 1 orJ < 1. An example of the curve T c (g) without re-entrance is shown in Fig. 8 .
To summarize our analysis of the re-entrance for the cases ε = 0 and ε = 0: it reveals the robustness of this phenomenon in the coupled model (14) and its underlying mechanism, namely, competition between different scales defined by the couplings J, λ, ε, g and the temperature. Note that these competing scales (interactions) are not related to the Ising frustration which is present in the model as well [(J , J 1 , J 2 ) > 0], since the latter is not accounted for explicitly by our mean-field equations. This competing mechanism for the re-entrance appears to be robust and not being an artifact of the MFA. Note that a re-entrance due to competing interactions was found even from the exact solution of the Ising model on the union-jack lattice.
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IV. CONCLUSIONS
We study the 2D Ising model on a square lattice with nearest-neighbor (nn) and next-nearest neighbor (nnn) interactions for the case of equal nn couplings J and arbitrary nnn diagonal couplings J 1 , J 2 . The cases of classical (Ω = 0) and quantum (Ω = 0) models, where Ω is a transverse field, are considered. In a particular region of (J , Combining the mapping of the quantum model at T = 0 onto its classical 3D counterpart with the mean-field arguments, we locate the ground-state phase boundaries of the quantum model in the coupling space (J , J 1 , J 2 ). A particularly interesting conclusion of this analysis is that the transverse field can cause the IC ground-state phase, located at Ω = 0 completely in a quite "exotic" region sign(J 1 /J 2 ) = −1, into some parts of, e.g., the AF and SAF regions of the coupling space where (J 1 , J 2 ) > 0, but J 1 = J 2 . These regions, along with proximities of the special (triangulation and frustration) planes of degeneracy in the coupling space, are good candidates for the quantum model to demonstrate a very non-trivial critical behavior. Leaving this for a future work, we hope that our findings would inspire some interest in this model. Taking into account only one simple example of a mapping shown in Fig. 7 , it is clear that nnn model with J 1 = J 2 is not so exotic.
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The present study of the nn and nnn IMTF coupled to the XY spin chains is restricted to the SAF region of (J , J 1 , J 2 ), where the IMTF has a simple two-phase (disordered-SAF) diagram with a QCP, similar to that of the transverse nn model. We studied earlier 6 a similar coupled model in the context of the quasi-2D ladder compound NaV 2 O 5 . The mean-field equations of Ref. [6] and their predictions for the model's phase diagram are the same, up to some coupling's modifications. However in the present work we gain more insights on the spin-SAF transition in this spin-pseudospin model and sharpen our previous statements concerning the applications to NaV 2 O 5 .
The present analysis of Ising's sector of the coupled model allows us for the first time to identify the 2D long-range charge order in that compound as the SAF phase. From the known facts on the ordering into the SAF phase, 1 this leads to a conclusion that the transition in NaV 2 O 5 has non-universal coupling-dependent critical indices. However, since in the limit J → 0 the PM-SAF transition enters into the 2D Ising universality class, and for NaV 2 O 5 the ratio J /J 1 < 1 (at least), in practice the deviations from the universality should be rather small. Experiments give β ≈ 0.17 − 0. 19, 31, 32, 33 which is close to β = 1/8 of the 2D Ising model. Due to known difficulties in extracting critical indices from experimental data, it seems unlikely to diagnose the deviations from universality caused by 0 < J /J 1 < 1.
On the theory side, the critical indices of the PM-SAF transition as coupling's functions have been calculated within various methods only at J 1 = J 2 , 1 while for for the case of non-equal diagonal couplings they are unknown. It appears to be a very interesting problem to analyze the critical indices of the latter case, and especially at J 2 ≪ J 1 for the SAF regime of couplings, since in the limit J 2 → 0 the nn and nnn model crosses over to the (disordered at any T > 0, but quantum critical) anisotropic triangular Ising model.
The predictions of the mean-field equations for the critical properties of the coupled spin-pseudospin model do not differ from our earlier results for a simpler Hamiltonian. 6 Due to the nnn spin-pseudospin coupling ε the QCP of the nn and nnn IMTF is destroyed, and in the all considered SAF region of Ising couplings the spin-pseudospin model undergoes the spin-SAF transition. We should point out, that albeit the exponential BCS regime (25) on the disordered side of the IMTF QCP g < g λ formally extends up to g = 0, decreasing g, i.e. J 1 + J 2 , will eventually remove us from the coupling region (11) where the MFA equations with the SAF pseudospin solution are applicable.
In this paper we perform a detailed analytical study of re-entrance in the coupled model. In particular, we establish the conditions when it can occur. The analytical results not only agree well with the direct numerical calculations in various regimes, but allows us to understand the physical mechanism of re-entrance due to interplay of competing interactions in the coupled model. 
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