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SINGULARITIES OF THE DIVERGENCE OF CONTINUOUS
VECTOR FIELDS AND UNIFORM HAUSDORFF ESTIMATES
AUGUSTO C. PONCE
ABSTRACT. We prove that every closed set which is not σ-finite with re-
spect to the Hausdorff measureHN−1 carries singularities of continuous
vector fields in RN for the divergence operator. We also show that finite
measures which do not charge sets of σ-finite Hausdorff measureHN−1
can be written as an L1 perturbation of the divergence of a continuous
vector field. The main tool is a property of approximation of measures in
terms of the Hausdorff content.
1. INTRODUCTION AND MAIN RESULTS
The original motivation of this paper is related to the following problem:
to find a simple characterization of all closed sets S such that if V : RN →
R
N is a continuous vector field such that
div V = 0 in RN \ S,
then
div V = 0 in RN .
Such sets S cannot carry singularities of continuous vector fields for the
divergence operator; we say in this case that S is C0 removable. We show
that the answer to this question is given by the following:
Theorem 1.1. Let S ⊂ RN be a closed set. Then, S is C0 removable for the
divergence operator if and only if S is σ-finite for the Hausdorff measure HN−1.
The reverse implication “⇐” has been established by de Valeriola and
Moonens [11, Theorem 12]. In Section 2, we provide the direct implication
“⇒” by showing that if S is not σ-finite for the Hausdorff measure HN−1,
then there exists a (Borel) positive measure µ supported on S such that the
equation
div V = µ in RN
has a continuous solution.
This result completes the picture concerning the removability of singu-
larities for C0 and L∞ vector fields. Indeed, Theorem 1.1 has the following
counterpart concerning bounded (not necessarily continuous) vector fields:
Theorem 1.2. Let S ⊂ RN be a closed set. Then, S is L∞ removable for the
divergence operator if and only if S has zero Hausdorff measure HN−1.
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Theorem 1.2 has been proved independently by Moonens [16, Theo-
rem 4.7] and by Phuc and Torres [18, Theorem 5.1]. We also refer the reader
to [8, Theorem 6.3] in the case where S is purely unrectifiable.
The implication “⇒” in Theorem 1.1 which concerns us relies on the
study of existence of continuous vector fields V : RN → RN such that
(1.1) div V = µ in RN ,
where µ is a function or a measure. The case where µ belongs to LN (RN )
has been investigated by Bourgain and Brezis [4, Proposition 1 and Re-
mark 1; 9, Proposition 2.9]. They have given an affirmative answer using
the Closed range theorem. This solution cannot be obtained from the equa-
tion
div∇u = ∆u = µ in RN
in view of the lack of embedding of the Sobolev spaceW 1,N into the space
of continuous functions C0.
A characterization of finite measures— andmore generally distributions
— in RN for which equation (1.1) has a continuous solution has been ob-
tained by De Pauw and Pfeffer [9, Theorem 4.8]. Stated in terms of strong
charges, they have proved that equation (1.1) has a C0 solution if and only
if for every ǫ > 0 and for every compact set K ⊂ RN , there exists C > 0
such that for every ϕ ∈ C∞c (R
N ) supported inK ,∣∣∣∣
∫
RN
ϕdµ
∣∣∣∣ ≤ C‖ϕ‖L1(RN ) + ǫ‖Dϕ‖L1(RN ).
Phuc and Torres [18, Theorem 4.5] have shown that for nonnegativemea-
sures the condition of being a strong charge is equivalent to asking that for
every compact setK ⊂ RN ,
(1.2) lim
δ→0
sup
x∈K
r≤δ
µ(B(x; r))
rN−1
= 0.
We may get some insight about the meaning of assumption (1.2) using
the Besicovitch covering theorem [15, Theorem 2.7]: if µ satisfies (1.2) for
every compact setK , then for every Borel set A ⊂ RN ,
(1.3) HN−1(A) < +∞ implies µ(A) = 0.
By countable subadditivity of the measure µ this amounts to asking that
µ(A) = 0 for every Borel set A ⊂ RN which is not σ-finite with respect to
the Hausdorff measureHN−1.
One does not need the full power of (1.2) to deduce property (1.3) since
the pointwise convergence with respect to x already suffices to obtain the
same conclusion. We would like to understand in what sense a measure
satisfying (1.3) misses the uniform limit in (1.2).
For this purpose, note that any finite measure (positive or not) in RN can
be approximated by smooth functions, for instance via convolution, but
such approximation is rather weak and holds in the sense of distributions.
The convergence cannot be strong with respect to the total mass norm
‖µ‖M(RN ) = |µ|(R
N ),
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unless µ is an L1 function by completeness of L1(RN ).
The main tool in this paper asserts that we can pass from condition (1.3)
to (1.2) by strong convergence of measures:
Proposition 1.3. For every finite nonnegative measure µ in RN satisfying (1.3),
there exists a nondecreasing sequence of finite nonnegative measures (µn)n∈N in
R
N such that
lim
n→∞
‖µn − µ‖M(RN ) = 0,
and for every n ∈ N,
lim
δ→0
sup
x∈RN
r≤δ
µn(B(x; r))
rN−1
= 0.
Each measure µn is actually obtained from µ by restriction: although µ
need not satisfy (1.2), it suffices to remove a small part of µ and the remain-
ing of the measure verifies that property.
A similar approximation result still holds concerning any positive di-
mension s and the main tool is a uniform comparison principle between
the Hausdorff measure Hs and the outer measures Hsδ; see Proposition 3.1
and Proposition 3.2.
Returning to equation (1.1), we have seen that if µ satisfies condition
(1.3), then we can extract a small part of µ and the remaining part yields a
continuous solution of the equation. As a consequence, we prove in Sec-
tion 4 that there exist continuous solutions except for an L1 perturbation of
µ:
Theorem 1.4. For every finite measure µ in RN satisfying (1.3) and for every
ǫ > 0, there exist V ∈ C0(RN ;RN ) and f ∈ L1(RN ) such that
µ = div V + f in RN
and ‖f‖L1(RN ) ≤ ǫ.
The vector field V may be chosen to vanish at infinity. This requires a
variant of the result of De Pauw and Pfeffer due to De Pauw and Torres [10,
Theorem 6.1] for strong charges in RN vanishing at infinity; see remark
following the proof of Theorem 1.4 in Section 4 below.
Theorem 1.4 has a counterpart for the Laplace operator, in which case the
W 1,2 capacity plays the role of the Hausdorff measure HN−1; see [5, Theo-
rem 4.3]. This type of characterization is reminiscent of a decomposition of
Boccardo, Gallouët and Orsina [3, Theorem 2.1] for finite measures which
are diffuse with respect to theW 1,p capacity for some 1 < p < +∞.
As a result of Theorem 1.4, every finite measure satisfying (1.3) is a charge
in the sense that for every ǫ > 0 and for every compact set K ⊂ RN , there
exists C > 0 such that for every ϕ ∈ C∞c (R
N ) supported inK ,∣∣∣∣
∫
RN
ϕdµ
∣∣∣∣ ≤ C‖ϕ‖L1(RN ) + ǫ(‖Dϕ‖L1(RN ) + ‖ϕ‖L∞(RN )).
The notions of charges and strong charges have connections with the Di-
vergence theorem and have been investigated by De Pauw, Pfeffer and col-
laborators; see [17] and the references therein.
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De Pauw and Pfeffer [9, Theorem 6.2] have shown that charges coincide
with strong charges modulo a locally integrable function. Combining this
result with Theorem 1.4 above, we characterize in Section 5 finite measures
in RN which are charges:
Corollary 1.5. For every finite measure µ in RN , µ is a charge if and only if
property (1.3) holds.
By the Hahn decomposition theorem, property (1.3) is equivalent to ask-
ing that for every Borel set A ⊂ RN ,
HN−1(A) < +∞ implies |µ|(A) = 0.
We deduce from the corollary above that if a finite measure µ is a charge,
then the positive and the negative parts of µ are also charges. The coun-
terpart of this property for strong charges is false in dimension N ≥ 2; see
Example 5.1 below.
2. PROOF OF THEOREM 1.1
The proof of the direct implication of Theorem 1.1 relies on three main
tools: the characterization of strong charges of Phuc and Torres given by
condition (1.2), Frostman’s lemma and a property of sets which are not σ-
finite for the Hausdorff measure due to Besicovitch.
We first recall the definition of the Hausdorff measure with dimension
given by a continuous function h. Henceforth,we assume that h : [0,+∞)→
R is a continuous function such that
(a) h is nondecreasing,
(b) h(0) = 0 and for every t > 0, h(t) > 0.
Given a set A ⊂ RN , define for 0 < δ ≤ +∞ the Hausdorff outer mea-
sures of dimension h,
Λhδ (A) = inf
{ ∞∑
n=0
h(rn) : A ⊂
∞⋃
n=0
B(xn; rn) and 0 ≤ rn ≤ δ, ∀n ∈ N
}
.
The outer measure Λh∞(A) is usually called the Hausdorff content of A.
The Hausdorff measure of A of dimension h is defined as the limit
Λh(A) = lim
δ→0
Λhδ (A).
For instance, if s > 0 and h is defined for t > 0 by
h(t) = ωst
s,
where ωs = π
s
2
Γ( s
2
+1) , then Λ
h is the Hausdorff measure of dimension s, de-
noted byHs.
We have adopted Hausdorff’s original definition [14, Definition 1] of
Hausdorff measures. In order to emphasize that only balls are involved in
the covering of the set A, many authors refer to this notion as the spherical
Hausdorff measure.
An important property related to the Hausdorff measure Λh is given by
Frostman’s lemma [6, Chapter II, Theorem 1; 13, No. 47; 15, Theorem 8.17]:
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Proposition 2.1. Let A ⊂ RN be a Borel set. If Λh(A) > 0, then there exists a
finite positive measure µ supported in A such that for every x ∈ RN and for every
r > 0,
µ(B(x; r)) ≤ h(r).
We also need the following result of Besicovitch [2, Theorem 7; 20, Theo-
rem 1]:
Proposition 2.2. Let A ⊂ RN be a Borel set. If A is not σ-finite for the Haus-
dorff measure HN−1, then there exists an increasing continuous function h :
[0,+∞)→ R such that
(i) h(0) = 0 and for every t > 0, 0 < h(t) ≤ tN−1,
(ii) lim
t→0
h(t)
tN−1
= 0,
(iii) A is not σ-finite with respect to the Hausdorff measure Λh.
The result of Besicovitch actually concerns any Hausdorff measure Λh˜
instead of HN−1. Although quite different in nature, this type of property
is reminiscent of a result of de la Vallée Poussin which asserts that for any
L1 function f there exists a superlinear continuous function Φ : R → R
such that Φ ◦ f is also an L1 function [7, Remarque 23].
Proof of Theorem 1.1. The reverse implication “⇐” is established in [11, The-
orem 12]. In order to prove the direct implication “⇒”, let S ⊂ RN be a
closed set which is not σ-finite for the Hausdorff measure HN−1. By Besi-
covitch’s result concerning sets which are not σ-finite (Proposition 2.2) ap-
plied to the setS, there exists an increasing continuous function h satisfying
properties (i)–(iii) above. In particular,
Λh(S) > 0.
By Frostman’s lemma (Proposition 2.1), there exists a finite positive mea-
sure µ supported in S such that for every x ∈ RN and for every r > 0,
µ(B(x; r)) ≤ h(r).
By Proposition 2.2 (ii), the measure µ satisfies the condition of Phuc and
Torres (1.2), hence µ can be written as the divergence of a continuous vector
field V ; see [18, Theorem 4.5]. We deduce that theC0 removable singularity
property is not satisfied by the set S. 
3. UNIFORM HAUSFORFF ESTIMATES
The goal of this section is to obtain comparison inequalities between
measures and the Hausdorff outer measures Λhδ . The type of result we have
in mind is the following:
Proposition 3.1. Let µ be a finite nonnegative measure in RN . If for every Borel
set A ⊂ RN ,
Λh(A) = 0 implies µ(A) = 0,
then for every ǫ > 0 there exist c > 0 and a Borel set E ⊂ RN such that
(i) µ⌊E ≤ cΛ
h
∞,
(ii) µ(RN \ E) ≤ ǫ.
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In the statement above, we denote by µ⌊E the measure defined for every
Borel set A ⊂ RN by
µ⌊E(A) = µ(A ∩ E).
Throughout this paper, an estimate of the type
µ⌊E ≤ cΛ
h
∞
is to be understood in the sense of measures: for every Borel set A ⊂ RN ,
µ⌊E(A) ≤ cΛ
h
∞(A),
Applying this inequality on a ball A = B(x; r), we deduce the following
density estimate
µ(B(x; r) ∩ E) ≤ cΛh∞(B(x; r)) ≤ ch(r).
The following analogue of Proposition 3.1 will be used in the proof of
Theorem 1.4:
Proposition 3.2. Let µ be a finite nonnegative measure in RN . If for every Borel
set A ⊂ RN ,
Λh(A) < +∞ implies µ(A) = 0,
then for every ǫ > 0, there exists a Borel set E ⊂ RN such that
(i) for every c > 0 there exists δ > 0 such that µ⌊E ≤ cΛ
h
δ ,
(ii) µ(RN \ E) ≤ ǫ.
Although Proposition 3.1 and Proposition 3.2 look similar, the proof of
the latter is more involved and requires an additional argument in order to
compensate the lack of additivity of the Hausdorff outer measures Λhδ . In
both cases, we do not rely on covering arguments in RN so the proofs are
also valid in metric spaces; concerning Proposition 3.2, we need the inner
regularity of the measure µ.
A variant of both propositions for finite measures satisfying the inequal-
ity µ ≤ αΛh for some α > 0may be found in [19, Section 8.3]. This type of
estimate arises for instance in the study of elliptic PDEs with exponential
nonlinearity involving measure data [1; 19, Chapter 8].
The results of this section are based on the following:
Lemma 3.3. Let µ be a finite nonnegative measure in RN . For every nonnegative
outer measure T , there exists a Borel set E ⊂ RN such that
µ⌊E ≤ T and T (R
N \ E) ≤ µ(RN \ E).
We recall the a nonnegative outer measure T is a set function with values
into [0,+∞] such that
(a) T (∅) = 0,
(b) if A ⊂ B, then T (A) ≤ T (B),
(c) for every sequence (An)n∈N of Borel sets, T
( ∞⋃
k=0
Ak
)
≤
∞∑
k=0
T (Ak).
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This lemma is inspired from [1, Lemma 2]; the outer measure T we have
in mind is the Hausdorff outer measure Λhδ . When T is a finite measure,
this lemma follows from the classical Hahn decomposition theorem [12,
Theorem 3.3] applied to the measure µ− T , in which case the set E may be
chosen so that
µ⌊E ≤ T and T ⌊RN\E ≤ µ.
Themain idea of the proof is that if the inequality µ ≤ T does not hold on
every Borel set, then there exists some Borel set F ⊂ RN such that T (F ) <
µ(F ) and we try to choose F so that µ(F ) is as large as possible. Since µ
is a finite measure, we eventually exhaust the part of µ that prevents the
inequality µ ≤ T to hold.
Proof of Lemma 3.3. Let 0 < θ < 1. By induction, there exists a sequence
(Fn)n∈N of disjoint Borel sets of RN such that
(a) for every n ∈ N, T (Fn) ≤ µ(Fn),
(b) for every n ∈ N∗, µ(Fn) ≥ θǫn, where
ǫn = sup
{
µ(F ) : F ⊂ RN \
n−1⋃
k=0
Fk and T (F ) ≤ µ(F )
}
.
By subadditivity of T and by additivity of µ,
T
( ∞⋃
k=0
Fk
)
≤
∞∑
k=0
T (Fk) ≤
∞∑
k=0
µ(Fk) = µ
( ∞⋃
k=0
Fk
)
.
We claim that
µ⌊
RN\
∞⋃
k=0
Fk
≤ T.
Assume by contradiction that this inequality is not true. Then, there exists
a Borel set C ⊂ RN such that
T (C) < µ
(
C \
∞⋃
k=0
Fk
)
.
Let
D = C \
∞⋃
k=0
Fk.
By monotonicity of T , we have
T (D) ≤ T (C) < µ(D).
In particular, µ(D) > 0. SinceD is an admissible set in the definition of the
numbers ǫn, for every n ∈ Nwe have
µ(D) ≤ ǫn.
This is not possible since
θ
∞∑
k=1
ǫk ≤
∞∑
k=1
µ(Fk) = µ
( ∞⋃
k=1
Fk
)
≤ µ(RN ) < +∞.
In particular, the sequence (ǫn)n∈N converges to 0, but this contradicts the
fact that (ǫn)n∈N is bounded from below by µ(D).
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We have the conclusion of the lemma by choosing
E = RN \
∞⋃
k=0
Fk. 
The second ingredient in the proof of Proposition 3.1 gives a quantita-
tive information of the absolute continuity with respect to the Hausdorff
measure Λh in terms of the Hausdorff content Λh∞. The proof uses the same
strategy as in the proof of the usual absolute continuity of measures. It re-
lies on the fact that for any setA ⊂ RN , Λh(A) = 0 if and only if Λh∞(A) = 0.
Lemma 3.4. Let µ be a finite nonnegative measure in RN . If for every Borel set
A ⊂ RN ,
Λh(A) = 0 implies µ(A) = 0,
then for every ǫ > 0 there exists η > 0 such that for every Borel set A ⊂ RN ,
Λh∞(A) ≤ η implies µ(A) ≤ ǫ.
Proof. Assume by contradiction that there exists ǫ > 0 such that for every
η > 0 there exists a Borel set A ⊂ RN such that Λh∞(A) ≤ η and µ(A) > ǫ.
Given a sequence (ηn)n∈N of positive numbers, for every n ∈ N we take
a Borel set An ⊂ RN such that
Λh∞(An) ≤ ηn and µ(An) > ǫ.
By subadditivity of Λh∞ we have for every n ∈ N,
Λh∞
( ∞⋃
k=n
Ak
)
≤
∞∑
k=n
Λh∞(Ak) ≤
∞∑
k=n
ηk
and by monotonicity of µ,
µ(
∞⋃
k=n
Ak) ≥ µ(An) > ǫ.
Take
B =
∞⋂
n=0
∞⋃
k=n
Ak.
Choosing the sequence (ηn)n∈N such that the series
∞∑
k=0
ηk converges, we
deduce from the above that
Λh∞(B) = 0 and µ(B) ≥ ǫ.
Since Λh∞(B) = 0 is equivalent to Λ
h(B) = 0, we get a contradiction with
the assumption on the measure µ. 
Proof of Proposition 3.1. Given c > 0, letEc ⊂ RN be the set given by Lemma 3.3
with measure µ and outer measure T = cΛh∞. Thus,
µ⌊Ec ≤ cΛ
h
∞
and
cΛh∞(R
N \Ec) ≤ µ(R
N \ Ec) ≤ µ(R
N ).
In particular,
lim
c→+∞
Λh∞(R
N \ Ec) = 0.
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By the property of absolute continuity of µwith respect to Λh∞ (Lemma 3.4),
the conclusion of the proposition follows. 
In the proof of Proposition 3.2, we bypass the lack of additivity of the
outer Hausdorff measures Λhδ using the following
Lemma 3.5. Let ν ∈ M(RN ) be a finite nonnegative measure in RN , let δ > 0
and let F1, . . . , Fn be disjoint Borel subsets of R
N . If for every k ∈ {1, . . . , n},
ν⌊Fk ≤ Λ
h
δ ,
then for every ǫ > 0, there exist 0 < δ ≤ δ and a Borel set F ⊂
n⋃
k=1
Fk such that
ν⌊F ≤ Λ
h
δ and ν
( n⋃
k=1
Fk \E
)
≤ ǫ.
Proof. For each i ∈ {1, . . . , n}, let Ki ⊂ Fi be a compact subset. For every
Borel set A ⊂ RN ,
ν⌊ n⋃
i=1
Ki
(A) =
n∑
i=1
ν(A ∩Ki) ≤
n∑
i=1
Λhδ (A ∩Ki).
Let 0 < δ ≤ δ be such that for every i, j ∈ {1, . . . , n}, if i 6= j, then
d(Ki,Kj) ≥ 2δ. In particular,
d(A ∩Ki, A ∩Kj) ≥ 2δ.
By the metric additivity of the outer Hausdorff measure Λhδ [12, proof of
Proposition 11.17; 21, Theorem 16],
n∑
i=1
Λhδ (A ∩Ki) = Λ
h
δ
( n⋃
i=1
(A ∩Ki)
)
.
We deduce that for every Borel set A ⊂ RN ,
ν⌊ n⋃
i=1
Ki
(A) ≤
n∑
i=1
Λhδ (A ∩Ki)
≤
n∑
i=1
Λhδ (A ∩Ki) = Λ
h
δ
( n⋃
i=1
(A ∩Ki)
)
≤ Λhδ (A).
Thus, the set
F =
n⋃
i=1
Ki
satisfies the first property of the statement.
We now show how to choose the compact sets Ki in order to have the
second property. Since( n⋃
i=1
Fi
)
\
( n⋃
i=1
Ki
)
=
n⋃
i=1
(Fi \Ki),
by additivity of the measure µ,
µ
(( n⋃
i=1
Fi
)
\
( n⋃
i=1
Ki
))
=
n∑
i=1
µ(Fi \Ki).
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By inner regularity of the measure µ, we may choose the compact setKi ⊂
Fi such that
µ(Fi \Ki) ≤
ǫ
n
.
Thus,
µ
(( n⋃
i=1
Fi
)
\
( n⋃
i=1
Ki
))
≤ n
ǫ
n
= ǫ.
This proves the lemma. 
Proof of Proposition 3.2. We begin by proving the existence of a Borel setE ⊂
R
N depending on c > 0:
Claim. For every ǫ > 0 and for every c > 0, there exist a Borel set E ⊂ RN
and δ > 0 satisfying properties (i)–(ii).
Proof of the claim. Let (δn)n∈N be a sequence of positive numbers. Given c >
0, we construct a sequence of Borel sets (Fn)n∈N in RN such that
(a) µ⌊F0 ≤ cΛ
h
δ0
,
(b) for every n ∈ N∗, µ⌊
Fn\
n−1⋃
k=0
Fk
≤ cΛhδn ,
(c) for every n ∈ N, cΛhδn(R
N \ Fn) ≤ µ
(
R
N \
n⋃
k=0
Fk
)
.
We proceed by induction on n ∈ N. Let F0 ⊂ RN be a Borel set satisfy-
ing the conclusion of Lemma 3.3 with T = Λhδ0 . Given n ∈ N∗ and Borel
sets F0, . . . , Fn−1, we apply Lemma 3.3 with measure µ⌊
RN\
n−1⋃
k=0
Fk
and outer
measure T = cΛhδn . We then obtain a Borel set Fn ⊂ R
N such that
µ⌊
Fn\
n−1⋃
k=0
Fk
≤ cΛhδn
and
cΛhδn(R
N \ Fn) ≤ µ
(
R
N \
n⋃
k=0
Fk
)
.
This sequence (Fn)n∈N satisfies properties (a)–(c).
We now observe that
lim
n→∞
µ
(
R
N \
n⋃
k=0
Fk
)
= µ(C),
where
C = RN \
∞⋃
k=0
Fk.
By monotonicity of the outer measure Λhδn and by property (c) above,
cΛhδn(C) ≤ cΛ
h
δn
(RN \ Fn) ≤ µ
(
R
N \
n⋃
k=0
Fk
)
.
Choosing a sequence (δn)n∈N converging to zero, as n tends to infinity we
get
cΛh(C) ≤ µ(C).
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In particular, the Hausdorff measure cΛh(C) is finite and by assumption on
the measure µ,
µ(C) = 0.
Thus,
(3.1) lim
n→∞
µ
(
R
N \
n⋃
k=0
Fk
)
= µ(C) = 0.
Given a Borel set E ⊂
n⋃
k=0
Fk, by additivity of the measure µ,
µ(RN \ E) = µ
(
R
N \
n⋃
k=0
Fk
)
+ µ
( n⋃
k=0
Fk \E
)
.
Given ǫ > 0, by the limit (3.1) above there exists n ∈ N such that
µ
(
R
N \
n⋃
k=0
Fk
)
≤
ǫ
2
.
By the property of weak additivity of the Hausdorff outer measures Λhδ
(Lemma 3.5) applied to the sets F0, F1 \ F0, . . . , Fn \
n−1⋃
k=0
Fk, there exist
0 < δ ≤ min {δ0, . . . , δn} and E ⊂
n⋃
k=0
Fk
such that
µ⌊E≤ Λ
h
δ and µ
( n⋃
k=0
Fk \ E
)
≤
ǫ
2
.
Thus,
µ(RN \ E) ≤
ǫ
2
+
ǫ
2
= ǫ.
This concludes the proof of the claim. 
Given two sequences (ǫn)n∈N and (cn)n∈N of positive numbers to be cho-
sen below, for every n ∈ N by the previous claim there exist a Borel set
En ⊂ R
N and δn > 0 such that
µ⌊En ≤ cnΛ
h
δn
and µ(RN \ En) ≤ ǫn.
Let
E =
∞⋂
k=0
Ek.
By monotonicity of µ we have for every n ∈ N,
µ⌊E ≤ µ⌊En ≤ cnΛ
h
δn
.
Choosing a sequence (cn)n∈N converging to zero, then for every c > 0, there
exists n ∈ N such that cn ≤ c and we have
µ⌊E ≤ cnΛ
h
δn
≤ cΛhδn .
Thus, property (i) holds with δ = δn.
By subadditivity of the measure µ,
µ(RN \ E) ≤
∞∑
k=0
µ(RN \ Ek) ≤
∞∑
k=0
ǫk.
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Choosing the sequence (ǫn)n∈N such that the series
∞∑
k=0
ǫk converges and
is bounded from above by ǫ, we deduce property (ii). The proof of the
proposition is complete. 
The next corollary is the counterpart of Lemma 3.4 for measures which
do not charge sets of finite Hausdorff measure Λh. We have no direct proof
of it as in the case of Lemma 3.4. If we could prove directly Corollary 3.6,
then we would have a simpler proof of Proposition 3.2 in the lines of the
proof of Proposition 3.1.
Corollary 3.6. Let µ be a finite nonnegative measure in RN . If for every Borel set
A ⊂ RN ,
Λh(A) < +∞ implies µ(A) = 0,
then for every M ≥ 0 and for every ǫ > 0, there exists δ > 0 such that for every
Borel set A ⊂ RN ,
Λhδ (A) ≤M implies µ(A) ≤ ǫ.
Proof. Given a Borel set E ⊂ RN , for every Borel set A ⊂ RN ,
µ(A) = µ(A ∩E) + µ(A \E) ≤ µ(A ∩ E) + µ(RN \E).
Given ǫ > 0, let E ⊂ RN be a Borel set satisfying the conclusion of Proposi-
tion 3.2. Thus, for every c > 0 there exists δ > 0 such that
µ(A) ≤ cΛhδ (A) +
ǫ
2
.
For everyM ≥ 0, choose c > 0 such that cM ≤ ǫ2 . It follows that if Λ
h
δ (A) ≤
M , then
µ(A) ≤ cM +
ǫ
2
≤ ǫ. 
4. PROOF OF THEOREM 1.4
One of themain tools in the proof of Theorem1.4 is Proposition 1.3 which
relates conditions (1.2) and (1.3). The counterpart for the Hausdorff mea-
sure Λh is the following:
Proposition 4.1. Let µ be a finite nonnegative measure in RN . If for every Borel
set A ⊂ RN ,
Λh(A) < +∞ implies µ(A) = 0,
then there exists a nondecreasing sequence of finite nonnegative measures (µn)n∈N
in RN such that for every n ∈ N,
lim
δ→0
sup
x∈RN
r≤δ
µn(B(x; r))
h(r)
= 0
and
lim
n→∞
‖µn − µ‖M(RN ) = 0.
In the proof of Theorem 1.4, it will be more convenient to use the coun-
terpart of this approximation stated as a decomposition of the measure µ
in terms of a series of measures.
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Proposition 4.2. Let µ be a finite nonnegative measure in RN . If for every Borel
set A ⊂ RN ,
Λh(A) <∞ implies µ(A) = 0,
then there exists a sequence (νn)n∈N of finite nonnegative measures in R
N such
that for every n ∈ N,
lim
δ→0
sup
x∈RN
r≤δ
νn(B(x; r))
h(r)
= 0
and for every Borel set A ⊂ RN ,
µ(A) =
∞∑
k=0
νk(A).
Proof. Let (ǫn)n∈N be a sequence of positive numbers. By Proposition 3.2,
there exists a Borel set E0 ⊂ RN such that
(a) for every c > 0 there exists δ > 0 such that µ⌊E0 ≤ cΛ
h
δ ,
(b) µ(RN \ E0) ≤ ǫ0.
We proceed by induction. Given n ∈ N∗ and Borel sets E0, . . . , En−1 ⊂ RN ,
we apply Proposition 3.2 with measure µ⌊
RN\
n−1⋃
k=0
Ek
and parameter ǫn. We
obtain a Borel set En ⊂ RN such that
(a′) for every c > 0 there exists δ > 0 such that µ⌊
En\
n−1⋃
k=0
Ek
≤ cΛhδ ,
(b′) µ(RN \
n⋃
k=0
Ek) ≤ ǫn.
Let F0 = E0 and for n ∈ N∗,
Fn = En \
n−1⋃
k=0
Ek.
The sets F0, F1, . . . are disjoint. By additivity of the measure µ, for every
Borel set A ⊂ RN ,
µ(A)−
n∑
k=0
µ(A ∩ Fk) = µ
(
A \
n⋃
k=0
Ek
)
≤ ǫn.
Choosing a sequence (ǫn)n∈N converging to zero, we deduce that
µ(A) =
∞∑
k=0
µ(A ∩ Fk).
The conclusion follows by choosing for every n ∈ N,
νn = µ⌊Fn . 
We prove Theorem 1.4 using a strategy of Boccardo, Gallouët and Orsina
[3, proof of Theorem 2.1] originally used to show that every finite measure
which is diffuse with respect to the W 1,p capacity for some 1 < p < +∞
belongs to (W 1,p0 )
′ + L1.
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Proof of Theorem 1.4. Let µ be a finite measure in RN such that for every
Borel set A ⊂ RN , HN−1(A) < +∞ implies µ(A) = 0. By the Hahn decom-
position theorem, the same property is still satisfied by the positive and the
negative parts of µ. We may thus assume throughout the proof that µ is a
nonnegative measure.
Let (νn)n∈N be a sequence ofmeasures given by the previous proposition.
We decompose the measure µ as a series of finite measures
µ =
∞∑
k=0
νk.
By the characterization of nonnegative measures for which the equation
(1.1) has a continuous solution [18, Theorem 4.5], for each n ∈ N there
exists a continuous vector fieldWn : RN → RN such that
νn = divWn in RN .
Given a smooth mollifier ρ and δ > 0, let ρδ : RN → R be the function
defined for x ∈ RN by ρδ(x) = 1δN ρ(
x
δ
). We write
νn = (νn − ρδ ∗ νn) + ρδ ∗ νn
= div (Wn − ρδ ∗Wn) + ρδ ∗ νn.
Let (δn)n∈N be a sequence of positive numbers and j ∈ N to be chosen
below. We write the measure µ— at least formally for the moment — as
µ =
j∑
k=0
νk +
∞∑
k=j+1
νk
= div
( j∑
k=0
Wk +
∞∑
k=j+1
(Wk − ρδk ∗Wk)
)
+
∞∑
k=j+1
ρδk ∗ νk.
(4.1)
The last series defines an L1 function regardless of the choice of the se-
quence (δn)n∈N. Indeed, for every n ∈ N, by Fubini’s theorem we have
‖ρδn ∗ νn‖L1(RN ) = ‖νn‖M(RN ) = νn(R
N ).
Thus, for every j ∈ N the series
∞∑
k=j+1
ρδk ∗ νk
converges in L1(RN ).
Since for each n ∈ N, Wn is continuous in RN , the family (ρδ ∗Wn)δ>0
converges to Wn uniformly to Wn on bounded subsets of RN . We choose
the sequence (δn)n∈N such that for every n ∈ N,
‖Wn − ρδn ∗Wn‖L∞(Bn(0)) ≤ αn,
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where (αn)n∈N is any sequence of positive numbers such that the series
∞∑
k=0
αk converges. In particular, the series
∞∑
k=j+1
(Wk − ρδk ∗Wk)
converges locally uniformly in RN .
In view of the above, (4.1) gives a legitimate decomposition of the mea-
sure µ of the form
µ = div Vj + fj in RN ,
where the vector field Vj : RN → RN is continuous and fj ∈ L1(RN ) satis-
fies
‖fj‖L1(RN ) =
∞∑
k=j+1
‖ρδk ∗ νk‖L1(RN ) =
∞∑
k=j+1
νk(R
N ).
Given ǫ > 0, we have the conclusion by choosing j ∈ N such that
∞∑
k=j+1
νk(R
N ) ≤ ǫ.
The proof of the theorem is complete. 
We now explain how the vector field V in the statement of Theorem 1.4
may be chosen to vanish at infinity. The main ingredient is a result of
De Pauw and Torres [10, Theorem 6.1] which states that µ = div V for
some continuous vector field V : RN → RN vanishing at infinity if and
only if for every sequence (ϕn)n∈N in C∞c (R
N ) converging weakly to zero
in L
N
N−1 (RN ) and such that the sequence (Dϕn)n∈N is bounded in L1(RN ),
lim
n→∞
∫
RN
ϕn dµ = 0.
This property holds for example if µ is a nonnegative finite measure with
compact support satisfying the strong charge condition or, equivalently,
(1.2).
By inner regularity, every finite measure may be strongly approximated
bymeasures having compact support via restriction of themeasure to com-
pact sets. Hence, in the conclusion of Proposition 4.2 we may assume that
each measure νn has compact support. By the result of De Pauw and Tor-
res mentioned above, we may then write for every n ∈ N, νn = divWn
whereWn is a continuous vector field vanishing at infinity. In the proof of
Theorem 1.4 we then choose δn > 0 such that
‖Wn − ρδn ∗Wn‖L∞(RN ) ≤ αn,
and the conclusion follows.
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5. PROOF OF COROLLARY 1.5
We first explain the main estimate we need based on a strategy from [9].
Let µ be a finite measure in RN such that
(5.1) µ = div V + f in RN ,
where the vector field V : RN → RN is continuous and f is a locally in-
tegrable function in RN . Given ϕ ∈ C∞c (R
N ) and a smooth vector field
W : RN → RN , we write∫
RN
ϕdµ = −
∫
RN
V · ∇ϕ+
∫
RN
fϕ
=
∫
RN
(divW )ϕ+
∫
RN
(W − V ) · ∇ϕ+
∫
RN
fϕ.
Thus,
(5.2)∣∣∣∣
∫
RN
ϕdµ
∣∣∣∣ ≤ ‖divW‖L∞(suppϕ)‖ϕ‖L1(RN ) + ‖W − V ‖L∞(suppϕ)‖Dϕ‖L1(RN )
+ ‖f‖L1(suppϕ)‖ϕ‖L∞(RN ).
Proof of Corollary 1.5. If the measure µ satisfies property (1.3), then by The-
orem 1.4 for every ǫ > 0, µ can be written in the form (5.1) with
‖f‖L1(RN ) ≤ ǫ.
Let K ⊂ RN be a compact set. Since the vector field V is continuous, by
the Weierstrass approximation theorem there exists a smooth vector field
W : RN → RN such that
‖W − V ‖L∞(K) ≤ ǫ.
In view of estimate (5.2), for every ϕ ∈ C∞c (R
N ) supported inK ,∣∣∣∣
∫
RN
ϕdµ
∣∣∣∣ ≤ ‖divW‖L∞(K)‖ϕ‖L1(RN ) + ǫ(‖Dϕ‖L1(RN ) + ‖ϕ‖L∞(RN )).
Thus, µ satisfies the definition of charge with constant C = ‖divW‖L∞(K).
Conversely, if µ is a charge, then by [9, Theorem 6.2] there exist a strong
charge ν and a locally integrable function f in RN such that
µ = ν + f in RN .
Note that f satisfies property (1.3) and ν is a locally finite measure in RN .
We need to show that ν also satisfies property (1.3). By the characterization
of strong charges by De Pauw and Pfeffer [9, Theorem 4.8], there exists a
continuous vector field V : RN → RN such that
ν = div V in RN .
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LetW : RN → RN be a smooth vector field to be chosen below. By estimate
(5.2) with f = 0, for every ϕ ∈ C∞c (R
N )we have∣∣∣∣
∫
RN
ϕdν
∣∣∣∣ ≤ ‖divW‖L∞(suppϕ)‖ϕ‖L1(RN ) + ‖W − V ‖L∞(suppϕ)‖Dϕ‖L1(RN ).
The remaining of the proof is based on a standard covering argument. In-
deed, given a compact setK ⊂ RN such that HN−1(K) < +∞, let (ϕn)n∈N
be a sequence in C∞c (R
N ) such that
(a) (ϕn)n∈N is bounded in L∞(RN ),
(b) (Dϕn)n∈N is bounded in L1(RN ),
(c) (ϕn)n∈N converges pointwisely to 0 in RN \K ,
(d) for every n ∈ N, ϕn = 1 inK ,
(e) there exists R > 0 such that for every n ∈ N, suppϕn ⊂ B[0;R].
The construction of the sequence (ϕn)n∈N can be found for instance in [8,
Lemma 3.2]; the constant C > 0 such that for every n ∈ N,
‖Dϕn‖L1(RN ) ≤ C
can be chosen to be of the order of HN−1(K) if HN−1(K) > 0. The con-
struction in [8] gives ϕn ≥ 1 in K ; property (d) is achieved by composition
with a smooth Lipschitz function Φ : R→ R such that Φ(t) = 1 for t ≥ 1.
By property (b) above, for every n ∈ Nwe have∣∣∣∣
∫
RN
ϕn dν
∣∣∣∣ ≤ ‖divW‖L∞(B[0;R])‖ϕn‖L1(RN ) +C‖W − V ‖L∞(B[0;R]).
As n tends to infinity, we get by the Dominated convergence theorem,
|ν(K)| ≤ C‖W − V ‖L∞(B[0;R]).
By the Weierstrass approximation theorem, for every ǫ > 0 we may choose
W such that
C‖W − V ‖L∞(B[0;R]) ≤ ǫ.
Thus,
|ν(K)| ≤ ǫ.
Since ǫ is arbitrary, we deduce that ν(K) = 0. By inner regularity of the
measure ν, property (1.3) is satisfied by ν for every Borel set, not necessarily
compact. 
We deduce from Corollary 1.5 that the positive and negative parts of a
measurewhich is a charge are also charges. We concludewith the following
example of a measure— actually an L1 function—which is a strong charge
but whose positive and negative parts are not strong charges.
Example 5.1. Given α > 0, let uα : RN → R be the function defined for
x ∈ R by
uα(x) =
{
|x| sin 1|x|α if x 6= 0,
0 if x = 0.
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Then, uα is continuous and belongs toW
1,1
loc (R
N ) for α < N . In particular,
if W : RN → RN is a smooth vector field with compact support, then the
function
fα = div (uαW )
belongs to L1(RN ) and defines a strong charge since the vector field uαW
is continuous. However, if α ≥ 1 andW (0) 6= 0, then
lim
r→0
1
rN−1
∫
B(0;r)
f+α > 0.
In particular, condition (1.2) is not satisfied, whence f+α does not define a
strong charge.
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